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The term “epigenetics” describes cellular modifications caused by 
mechanisms other than DNA sequence variations that can be heritable 
and modified by environmental stimuli. Since the beginning of Mendel’s 
era, the influence of genetic changes (alterations in the underlying DNA 
sequence) on gene expression remains the main thrust of geneticists. For 
this reason, it is also widely understood. Mendelian inheritance, named 
after its discoverer Gregory Mendel, refers to the process of transmission 
of genetic traits from the parents to the offspring. Since then, several re-
searchers have shown that genes serve as blueprints in almost all living 
organisms from simple prokaryotes to multicellular eukaryotes, evidenced 
by the dearth of research articles and textbooks on the subject. 

However, two other distinct factors can bring out similar changes in 
gene expression. One such infl uencing factor is conferred from the inside 
of a cellular milieu, namely epigenetic modifi cation. Selective epigenetic 
changes can specifi cally alter the chromatin environment and thus result in 
altered gene expression. This also underlies the basis of Lamarckism. Sim-
ilarly, from the outside of a cellular milieu, several environmental factors 
can infl uence gene expression and result in rapid changes in gene expres-
sion. This is mostly prevalent in gene expression observed in prokaryotes, 
wherein quick adjustment to its immediate environment is mandatory for 
them to thrive effectively. 

A growing body of evidence points towards epigenetic mechanisms 
being responsible for a wide range of biological phenomena, from the 
plasticity of plant growth and development to the nutritional control of 
caste determination in honeybees and the etiology of human disease (e.g., 
cancer). With the (partial) elucidation of the molecular basis of epigenetic 
variation and the heritability of certain of these changes, the fi eld of evo-
lutionary epigenetics is fl ourishing. Despite this, the role of epigenetics 
in shaping host–pathogen interactions has received comparatively little 
attention. Yet there is plenty of evidence supporting the implication of 
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epigenetic mechanisms in the modulation of the biological interaction be-
tween hosts and pathogens. The phenotypic plasticity of many key para-
site life-history traits appears to be under epigenetic control. Moreover, 
pathogen-induced effects in host phenotype may have transgenerational 
consequences, and the bases of these changes and their heritability prob-
ably have an epigenetic component. The signifi cance of epigenetic modi-
fi cations may, however, go beyond providing a mechanistic basis for host 
and pathogen plasticity. Epigenetic epidemiology has recently emerged as 
a promising area for future research on infectious diseases. In addition, the 
incorporation of epigenetic inheritance and epigenetic plasticity mecha-
nisms to evolutionary models and empirical studies of host–pathogen in-
teractions will provide new insights into the evolution and coevolution 
of these associations. The goal of this volume is to bring together into a 
coherent whole some of the most current and relevant research being done 
in this fi eld.

In chapter 1, “The Epigenetics of Host-Pathogen Interactions,” authors 
Goméz-Díaz et al review the evidence available for the role epigenetics on 
host–pathogen interactions, and the utility and versatility of the epigenetic 
technologies available that can be cross-applied to host–pathogen studies. 
They conclude with recommendations and directions for future research 
on the burgeoning fi eld of epigenetics as applied to host–pathogen interac-
tions.

In chapter 2, “The Molecular Mechanisms of Epigenetic Regula-
tion,” Golbabapour and his colleagues explore the epigenetic regulatory 
events that occur during the gametogenesis, embryogenesis and placental 
development. The epigenetic modifi cations that modulate expression of 
genes and subsequent reprogramming of the somatic nucleus to pluripo-
tent state are also briefl y discussed. The authors’ purpose in this chapter is 
to summarize effective epigenetic events that could increase effi ciency of 
SCNT and to emphasize recent epigenetic fi ndings. They briefl y look into 
transition techniques and highlight epigenetic modifi cations that happen 
during the nucleus reprogramming.

Kim and his colleagues focus on the amnion in chapter 3, “Mutation 
Rate and DNA Methylation in the Human Genome.” To investigate the 
importance of epigenetic events in this tissue in the physiology and patho-
physiology of pregnancy, they performed genome-wide DNA methylation 
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profi ling of human amnion from term (with and without labor) and preterm 
deliveries. Using the Illumina Infi nium HumanMethylation27 BeadChip, 
they identifi ed genes exhibiting differential methylation associated with 
normal labor and preterm birth. Their work provides preliminary evidence 
that DNA methylation changes in the amnion may be at least partially 
involved in the physiological process of labor and the etiology of pre-
term birth, suggesting that DNA methylation profi les, in combination with 
other biological data, may provide valuable insight into the mechanisms 
underlying normal and pathological pregnancies.

Chapter 4, “Causal Relationships in Gene-Environment Interactions,” 
offers a conceptual framework to assess causal relationships in clinical 
genomics and, particularly, for evaluating the etiopathogenic signifi cance 
of gene-disease associations and gene-environment interactions (i.e., a 
framework to assess the validity and signifi cance of such environment-
host-gene relationships in the etiology of human diseases). The framework 
includes a two-step approach that combines the causal criteria of Aus-
tin Bradford Hill with graphical models such as directed acyclic graphs 
(DAGs). The approach Geneletti and her colleagues propose thus helps, 
fi rst, to untangle the web of interactions amongst several exposures and 
characteristics (environmental, clinical and genetic) and a disease, using 
criteria to assess causality that have long been used in clinical and epide-
miological research. More generally, chapter 4 is an example of integra-
tive research, i.e., research that integrates knowledge, data, methods, tech-
niques, and reasoning from multiple disciplines, approaches and levels of 
analysis to generate knowledge that no discipline alone may achieve. 

Because enzymes that catalyze acetylation are also transcriptional co-
activators, which coordinate with transcription factors in regulating gene 
expression—underscoring the integration of transcription with metabo-
lism—such enzymes present potential therapeutic targets. In chapter 5, 
“Lysine Acetylation in Transcriptional Programming and Metabolism,” 
the overall goal authors Patel, Pathak and Mujtaba is to highlight the most 
recent advances in the fi eld of acetylation biology that could spark new 
perspectives and illuminate novel research avenues.

In chapter 6, Delcuve, Khan and Davie take an in-depth look at the 
role histone deacetylation plays in epigenetic regulation. The scope of 
their review concerns emerging concepts regarding the roles of HDACs in 



modulating chromatin structure and function as revealed by studies with 
HDAC inhibitors. The zinc-dependent mammalian histone deacetylase 
(HDAC) family comprises 11 enzymes, which have specifi c and criti-
cal functions in development and tissue homeostasis. Mounting evidence 
points to a link between misregulated HDAC activity and many oncologic 
and nononcologic diseases. Thus the development of HDAC inhibitors for 
therapeutic treatment garners a lot of interest from academic researchers 
and biotechnology entrepreneurs. Numerous studies of HDAC inhibitor 
specifi cities and molecular mechanisms of action are ongoing, and in one 
of these studies, mass spectrometry was used to characterize the affi ni-
ties and selectivities of HDAC inhibitors toward native HDAC multipro-
tein complexes in cell extracts. Such a novel approach reproduces in vivo 
molecular interactions more accurately than standard studies using puri-
fi ed proteins or protein domains as targets and could be very useful in the 
isolation of inhibitors with superior clinical effi cacy and decreased toxic-
ity compared to the ones presently tested or approved. HDAC inhibitor 
induced-transcriptional reprogramming, believed to contribute largely to 
their therapeutic benefi ts, is achieved through various and complex mech-
anisms not fully understood, including histone deacetylation, transcription 
factor or regulator (including HDAC1) deacetylation followed by chroma-
tin remodeling and positive or negative outcome regarding transcription 
initiation. Although only a very low percentage of protein-coding genes 
are affected by the action of HDAC inhibitors, about 40% of noncoding 
microRNAs are upregulated or downregulated. Moreover, a whole new 
world of long noncoding RNAs is emerging, revealing a new class of po-
tential targets for HDAC inhibition. HDAC inhibitors might also regulate 
transcription elongation and have been shown to impinge on alternative 
splicing.

In chapter 7, “Aberrant Epigenetic Silencing and Gene Expression,” 
Oyer and his colleagues have developed a system to directly test the 
hypothesis that a transient reduction in gene expression can sensitize a 
promoter to undergo epigenetic silencing. Their results demonstrate that 
this principle is correct. Additionally, they fi nd that induction of silencing 
is dependent on histone deacetylase activity, but does not require DNA 
methylation. Silenced alleles readily reactivated spontaneously or after 
treatment of cells with inhibitors of histone deacetylation and/or DNA 
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methylation, but re-silencing of reactivated alleles did not require a new 
round of Dox exposure. Inhibition of histone deacetylation inhibited both 
the induction of silencing and re-silencing, whereas inhibition of DNA 
methylation had no such effect

Blenn, Wyrsch and Althaus discuss in chapter 8, “RNAi Silencing in 
Poly (ADP-Ribose) Research,” the potential of RNAi to manipulate the 
levels of PARPs and PARG, and consequently those of PAR and ADPR. 
They compare the results of their studies with those obtained after genetic 
or chemical disruption.

Chapter 9, “MicroRNA Deregulation in Rhabdomyosarcoma and Neu-
roblastoma,” focuses on current knowledge about miRNAs deregulated in 
RMS and NB by epigenetic modifi cations. Romania et al highlight miR-
NAs’ role in developmental pathways, highlighting RMS and NB tu-
morigenesis. They discuss the translational implications and challenges 
of miRNAs modulation in these pediatric tumors, explaing that gene 
expression control mediated by microRNAs and epigenetic remodeling 
of chromatin are interconnected processes often involved in feedback 
regulatory loops. These strictly guide proper tissue differentiation during 
embryonal development. Altered expression of microRNAs is one of the 
mechanisms leading to pathologic conditions, such as cancer, and several 
lines of evidence point to epigenetic alterations as responsible for aberrant 
microRNA expression in human cancers. Rhabdomyosarcoma and neuro-
blastoma are pediatric cancers derived from cells presenting features of 
skeletal muscle and neuronal precursors, respectively, blocked at different 
stages of differentiation. Consistently, tumor cells express tissue markers 
of origin but are unable to terminally differentiate. Several microRNAs 
playing a key role during tissue differentiation are often epigenetically 
downregulated in rhabdomyosarcoma and neuroblastoma and behave as 
tumor suppressors when re-expressed. Recently, inhibition of epigenetic 
modulators in adult tumors has provided encouraging results causing re-
expression of anti-tumor master gene pathways. Thus, a similar approach 
could be used to correct the aberrant epigenetic regulation of microRNAs 
in rhabdomyosarcoma and neuroblastoma. Chapter 9 highlights the current 
insights on epigenetically deregulated microRNAs in rhabdomyosarcoma 
and neuroblastoma and their role in tumorigenesis and developmental 
pathways. The translational clinical implications and challenges regarding 
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modulation of epigenetic chromatin remodeling/microRNAs interconnec-
tions are also discussed.

In chapter 10, “Epigenetic Effects of Environmental Chemicals,” Singh 
and Shoei-Lung Li investigate the epigenetic effects on DNA methyla-
tion, histone modifi cation, and expression of non-coding RNAs (including 
microRNAs) of environmental chemicals such as bisphenol A (BPA) and 
phthalates, expanding our understanding of the etiology of human complex 
diseases such as cancers and diabetes. Multiple lines of evidence from in 
vitro and in vivo models have established that epigenetic modifi cations 
caused by in utero exposure to environmental toxicants can induce altera-
tions in gene expression that may persist throughout life. Epigenetics is an 
important mechanism in the ability of environmental chemicals to infl u-
ence health and disease, and BPA and phthalates are epigenetically toxic. 
The epigenetic effect of BPA was clearly demonstrated in viable yellow 
mice by decreasing CpG methylation upstream of the Agouti gene, and the 
hypomethylating effect of BPA was prevented by maternal dietary supple-
mentation with a methyl donor like folic acid or the phytoestrogen genis-
tein. Histone H3 was found to be trimethylated at lysine 27 by BPA effect 
on EZH2 in a human breast cancer cell line and mice. BPA exposure of 
human placental cell lines has been shown to alter microRNA expression 
levels, and specifi cally, miR-146a was strongly induced by BPA treatment. 
In human breast cancer MCF7 cells, treatment with the phthalate BBP 
led to demethylation of estrogen receptor (ESR1) promoter-associated 
CpG islands, indicating that altered ESR1 mRNA expression by BBP is 
due to aberrant DNA methylation. Maternal exposure to phthalate DEHP 
was also shown to increase DNA methylation and expression levels of 
DNA methyltransferases in mouse testis. Further, some epigenetic effects 
of BPA and phthalates in female rats were found to be transgenerational. 
Finally, the authors describe the ways in which available new technolo-
gies for global analysis of epigenetic alterations will provide insight into 
the extent and patterns of alterations between human normal and diseased 
tissues. In vitro models such as human embryonic stem cells may be ex-
tremely useful in bettering the understanding of epigenetic effects on hu-
man development, health and disease, because the formation of embryoid 
bodies in vitro is very similar to the early stage of embryogenesis.
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Clear cause-and-effect relationships are commonly established be-
tween genotype and the inherited risk of acquiring human and plant dis-
eases and aberrant phenotypes. By contrast, few such cause-and-effect 
relationships are established linking a chromatin structure (that is, the epi-
type) with the transgenerational risk of acquiring a disease or abnormal 
phenotype. It is not entirely clear how epitypes are inherited from parent 
to offspring as populations evolve, even though epigenetics is proposed 
to be fundamental to evolution and the likelihood of acquiring many dis-
eases. Chapter 11, “DNA Sequence and Epigenome-Induced Pathologies,” 
explores the hypothesis that, for transgenerationally inherited chromatin 
structures, “genotype predisposes epitype,” and that epitype functions as a 
modifi er of gene expression within the classical central dogma of molecu-
lar biology. Evidence for the causal contribution of genotype to inherited 
epitypes and epigenetic risk comes primarily from two different kinds of 
studies discussed herein. The fi rst and direct method of research proceeds 
by the examination of the transgenerational inheritance of epitype and the 
penetrance of phenotype among genetically related individuals. The sec-
ond approach identifi es epitypes that are duplicated (as DNA sequences 
are duplicated) and evolutionarily conserved among repeated patterns in 
the DNA sequence. The chapter summarizes particularly robust examples 
of these studies from humans, mice, Arabidopsis, and other organisms. 
The bulk of the data from both areas of research support the hypothesis 
that genotypes predispose the likelihood of displaying various epitypes, 
but for only a few classes of epitype. The authors’ analysis suggests that 
renewed efforts are needed in identifying polymorphic DNA sequences 
that determine variable nucleosome positioning and DNA methylation as 
the primary cause of inherited epigenome-induced pathologies. By con-
trast, there is very little evidence that DNA sequence directly determines 
the inherited positioning of numerous and diverse post-translational modi-
fi cations of histone side chains within nucleosomes. The authors discuss 
the medical and scientifi c implications of these observations on future 
research and on the development of solutions to epigenetically induced 
disorders.

Chapter 12, “The Future of Epigenomics Research,” takes a look at 
next-generation sequencing that is bringing epigenomic studies to the 
forefront of current research. The power of massively parallel sequencing 
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coupled to innovative molecular and computational techniques has allowed 
researchers to profi le the epigenome at resolutions that were unimaginable 
only a few years ago. With early proof of concept studies published, the 
fi eld is now moving into the next phase where the importance of method 
standardization and rigorous quality control are becoming paramount. In 
this chapter, Hirst and Marra describe methodologies that have been de-
veloped to profi le the epigenome using next generation sequencing plat-
forms. They will discuss these in terms of library preparation, sequence 
platforms and analysis techniques.

In summary, both nurture (environmental) and nature (genetic factors) 
play an important role in human disease etiology. Traditionally, these ef-
fects have been thought of as independent. In chapter 13, “Issues in Un-
derstanding Epigenetics and Disease,” Liu  et al indicate that this perspec-
tive is ill informed for non-mendelian complex disorders, which result as 
an interaction between genetics and environment. To understand health 
and disease, they affi rm, we must study how nature and nurture interact. 
Recent advances in human genomics and high-throughput biotechnology 
make it possible to study large numbers of genetic markers and gene prod-
ucts simultaneously to explore their interactions with environment. This 
fi nal chapter discusses design and analytic issues for gene-environment 
interaction studies in the “-omics” era, with a focus on environmental and 
genetic epidemiological studies. The authors present an expanded envi-
ronmental genomic disease paradigm. They include in their discussion 
several study design issues for gene-environmental interaction studies, 
including confounding and selection bias, measurement of exposures and 
genotypes. They also discuss statistical issues in studying gene-environ-
ment interactions in different study designs, such as choices of statistical 
models, assumptions regarding biological factors, and power and sample 
size considerations, especially in genome-wide gene-environment studies. 
Future research directions are also discussed.

— Kasirajan Ayyanathan, PhD
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CHAPTER 1

EPIGENETICS OF HOST-PATHOGEN 
INTERACTIONS: THE ROAD AHEAD 
AND THE ROAD BEHIND

ELENA GÓMEZ-DI ́AZ, MIREIA JORDA ` , MIGUEL ANGEL PEINADO, 
and ANA RIVERO

WHAT IS EPIGENETICS?

 Few areas in biology attract as much current attention and yet require as 
much presentation as the field of epigenetics. The term “epigenetics” was 
first used by Waddington to describe the process through which genotypes 
give rise to phenotypes during development [1]. Since then, there has been 
a burgeoning interest in the field of epigenetics that has been coupled with 
a diversification in the use of the term: epigenetics means different things 
to the different fields of biology, and even within a given field, different 
authors may use it in somewhat different contexts, generating a great deal 
of confusion in the process [2]. Broadly speaking, epigenetics refers to 
stimuli-triggered changes in gene expression due to processes that arise 
independent of changes in the underlying DNA sequence. Some of these 
processes have been elucidated and include DNA methylation [3], histone 
modifications and chromatin-remodeling proteins [4], and DNA silencing 
by noncoding RNAs (ncRNA) [5]. This general definition of “epigenetics” 
is, however, used in two broadly different contexts. For some authors, the 
term “epigenetics” includes all transient changes in gene expression that 
occur at the individual cell level, as well as those that are propagated dur-
ing mitosis in multicellular organisms and remain stable at the time scale 
of an individual (Figure 1). For clarity, we refer to this as epigenetic plas-
ticity (see [6]). A good example is the development of morphologically 
different castes of bees from genetically identical individuals through nu-
tritionally triggered DNA methylation [7]. Yet for other authors, and most 
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notably for evolutionary biologists, the term epigenetics refers exclusively 
to epigenetic inheritance: the stimuli-triggered variation in gene expres-
sion that is heritable across generations. Here, the epigenetic changes are 
generated in the germ line in multicellular organisms (either directly or 
indirectly, see Jablonka and Raz [8]) or maintained clonally in single-cell 
organisms (Figure 1) [8,9]. A classic example of transgenerational epigen-
etic inheritance involves a change in flower symmetry from bilateral to 
radial in Linaria vulgaris, which relates to different levels of methylation 
of the geneLcyc [10]. In this review, we contend that both epigenetic plas-
ticity and epigenetic inheritance are important in shaping host–pathogen 
interactions, and thus we use the term “epigenetics” to encompass both of 
these definitions.

FIGURE 1. Mechanisms of epigenetic plasticity and inheritance. In single-cell organisms, 
epimutations induced by environmental stimuli (i.e., host) propagate in daughter cells 
by mitosis and result in transient or stable epigenetic states. In multicellular, sexually 
reproducing, organisms the zygote (F1) differentiates into germinal and somatic cells. 
Epimutations can be originated directly in the germline and propagated by mitosis 
(“germline induction”) (A), or they can arise and propagate as a consequence of interactions 
with the soma (“somatic induction”) (B). In the soma, after several rounds of cell divisions, 
epimutations tend to accumulate during cell and tissue differentiation processes (C). 
Only those epimutations generated in the germline that escape meiotic resetting during 
gametogenesis and oogenesis are expected to have transgenerational consequences (i.e., 
epigenetic inheritance) (F2). 
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Box 1. The Epigenetic Code
 Specific combinations of epigenetic modifications constitute what has 
been called the epigenetic code, determining the functional (gene regu-
lation, replication, repair, etc. ) and structural features of each genomic 
region [68]. Histone modifications: A widely studied epigenetic mark 
is constituted by the set of posttranslational modifications(PTMs) on 
histones, which consist in the covalent addition of different chemical 
groups to particular residues, and that take place mostly in the tails of 
histones (see figure box). The association between different histone 
marks or variants and distinct chromatin and functional states (or his-
tone code [69]) is well established. For instance, trimethylation of the 
histone 3 lysine 4 residue (H3K4me3) is usually linked to active genes, 
while trimethylation in lysine 9 residue (H3K9me3) is characteristic 
of repressed chromatin. DNA methylation: The DNA of most spe-
cies is methylated and this modification takes place postreplicatively. 
In eukaryotes the modified base is 5-methylcytosine (5 mC) whereas 
in prokaryotes is mostly N6-methyladenine (6 mA) [70]. DNA meth-
ylation has a role in silencing gene expression and heterochromatin 
remodeling, among other functions [3]. DNA methylation patterns 
are dynamic and have changed several times through the tree of life, 
exhibiting a considerable structural, functional,and mechanistic diver-
sity [71]. Hence, while in plants and vertebrates, DNA methylation oc-
curs widely at CpG (C—phosphate—G) dinucleotide sites, regions of 
DNA where a cytosine nucleotide occurs next to a guanine nucleotide 
in the linear sequence of bases, and appear preferentially associated 
with transposons and silenced DNA; in invertebrates, DNA methyla-
tion is mainly found in gene bodies, but its regulatory function is only 
partially understood [72]. Interestingly, DNA methylation is not ubiq-
uitous across the tree of life. Several species seem to have undergone 
loss of DNA methylation to a large degree, including model-species 
such as the nematode C. elegans, the insect D. melanogaster, and the 
yeast S. cerevisiae. RNA-mediated silencing: A variety of noncod-
ing RNAs (ncRNA) have been shown to act in concert with the cell's 
epigenetic machinery, for example by establishing DNA methylation 
and by regulating histone modifiers [5]. Among those, the best charac-
terized are the so-called microRNAs (miRNA), small ncRNAs of 19 
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EPIGENETICS OF HOST–PATHOGEN INTERACTIONS

I n recent years, a plethora of papers on the role of epigenetic phenomena 
on gene expression and phenotype have brought about enormous progress 
in other fields (such as cancer epigenetics [11]) thanks in part to the sig-
nificant advances of epigenetic technologies (see Box 2 ). Conversely, we 

to 24 nucleotides that bind target messenger RNAs and induce their 
translational repression, cleavage, or accelerated decay [73]. Yet the 
nature and function of this class of molecules are poorly understood, as 
well as the degree to which they contribute to epigenetic phenomena. 

FIGURE BOX 1. Typ es of epigenetic modifications. (A) Histones can undergo 
phosphorylation (Ph), methylation (Me), and acetylation (Ac), among other chemical 
modifications. These modifications are involved in chromatin remodeling and 
transcriptional regulation. (B) DNA molecules are methylated by the addition of a 
methyl group to carbon position 5 on cytosine bases, a reaction catalyzed by DNA 
methyltransferase enzymes, which maintains repressed gene activity. (C) mRNA 
is translated into a protein product, but this process can be repressed by binding of 
microRNAs (miRNA), a class of noncoding RNA (ncRNA). Figure adapted with 
permission from [45].
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FIGURE 2. Schematic representation of the interrelations between epigenetic 
variation, phenotypic variation, and host–pathogen interactions. T  he infection 
phenotype, which varies between host and pathogen phenotypes and is environmentally 
dependent, can induce changes at both the genomic and epigenomic levels. These changes 
can in turn alter gene expression patterns. Apart from these direct effects of epigenetic 
variation on host and pathogen phenotypes, epigenetic variation can also have indirect, 
and transgenerational, phenotypic effects by influencing the probability of mutation, 
transposition, and/or recombination of the DNA sequence, as well as the predisposition of 
a gene with a particular epigenetic mark to be selected. See text for further explanation. 
Arrows indicate action routes with potential inherited effects (see Figure 1). 

still know comparatively little about the extent and significance of epigen-
etic variation in host–pathogen interactions.

Box 2. Methods of Epigenetic Analysis
 Over the last decade, numerous techniques have been developed to 
analyze epigenetic marks at both genome-wide and sequence-specific 
levels. Here we summarize novel and cutting-edge methodologies that 
due to their versatile and straightforward nature can be cross-applied 
to host–parasite studies. A more comprehensive list of available tech-
nologies may be found elsewhere [11,74]. 
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D NA methylation

A s a first step in any epigenetic study, global DNA methylation anal-
yses allow the detection and identification of DNA methylation (either 
C and/or A methylnucleotides) and measure its frequency throughout 
the genome. These approaches do not require previous knowledge of 
the genome of reference, and most rely on a prior enzymatic/chemi-
cal hydrolysis of DNA to obtain the 2′-deoxymononucleosides, fol-
lowed by the subsequent separation by chromatographic means such 
as High Performance Liquid Chromatography (HPLC) [75] or High 
Performance Capillary Electrophoresis(HPCE) [76], and a final 
detection step by UV spectroscopy or mass spectrometry. Alterna-
tively, the global content of DNA methylation can also be quantified 
by enzymatic approaches such as the Luminometric Methylation As-
say (LUMA) [77]. This technique is based on the digestion of DNA 
by methylation-sensitive and -insensitive isoschizomers (HpaII/MspI) 
and followed by pyrosequencing [78] to measure the extent of endo-
nucleases cleavage. 

O nce the type of DNA methylation is determined, the next step is 
to study the distribution and extent of DNA methylation. The major-
ity of methods are based on three strategies: DNA digestion by meth-
ylation-sensitive restriction enzymes, DNA bisulphite conversion, and 
affi nity enrichment of methylated DNA using specifi c antibodies. The 
combination of these techniques with different molecular and analyti-
cal procedures has resulted in a plethora of approaches for determining 
DNA methylation patterns both at the specifi c and the genomic scales. 
At the scale of specifi c sequences, the bisulphite sequencing has be-
come the gold-standard in mapping m5C sites at single base-pair resolu-
tion [79]. Following the bisulphite DNA treatment, cytosines in single-
stranded DNA are deaminated to give uracil. After PCR amplifi cation 
and DNA sequencing using primers that do not contain any CpG site, 
nonmethylated cytosines are recognized as thymines, while methylated 
cytosines remain as cytosines. This way, any cytosine that remains in 
bisulphite-treated DNA must have been methylated. But in recent years 
there have been major advances at the level of whole methylomes, and 
numerous techniques have been developed that now allow the study of 
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DNA methylation at a genome-wide scale. The Amplifi cation of Inter-
Methylated Sites (AIMS) [80] is based on the differential enzymatic 
digestion of genomic DNA with methylation-sensitive and -insensitive 
isoschizomers (SmaI/XmaI) followed by the ligation of specifi c adapters 
and the amplifi cation by PCR of the methylated sequences. Amplicons 
are resolved in denaturing polyacrylamide-sequencing gels, resulting 
in readable fi ngerprints that represent the organismal cell's DNA meth-
ylation profi le. It has been widely applied to study DNA methylation 
in cancer [81], and more recently, to the discovery of DNA methyla-
tion in a social insect (Apis mellifera) [82]. Another straightforward ap-
proach is Methylated DNA Immunoprecipitation (MeDIP) [83], 
which is based on the isolation of methylated DNA fragments using an 
antibody specifi c for 5-methylcytosines. The utility of this technique 
depends upon the quality of the available antibodies, which at present 
limits the MeDIP analysis to 5 mC. Among the newest genome-wide 
technologies that can be applied to host–parasite studies, microarray 
technology provides a good resolution DNA methylation profi ling, but 
its use is restricted to the availability of specifi c probes. In addition, in 
nonmodel organisms, a custom array must be designed. In recent years, 
fast advances in Next Generation Sequencing (NGS) have been suc-
cessfully incorporated to analyze DNA methylation in a cost-effective 
manner, particularly when combined with enrichment techniques like 
the MeDIP-seq [84]. Nowadays, complete methylomes can be obtained 
at single-base resolution by sequencing bisulphate-converted whole ge-
nomes [85]. This approach requires, however, complex bioinformatic 
analysis because bisulphite conversion signifi cantly reduces the com-
plexity of the genome by converting Cs into Ts, thus complicating the 
alignment of short reads to reference genomes. More recently, several 
new technologies appear to be able to detect different DNA modifi ca-
tions directly without the bisulphite transformation. These technologies 
include the nanopore-based methods [86] and single molecule real time 
(SMRT) DNA sequencing [87]. 

Mod ifications and variants of histones

The  identification and quantification of the posttranslational modifica-
tions (PTMs) and histone variants is an essential first characterization 
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step, especially in nonorganisms models. Mass spectrometry is the gold 
standard in terms of accuracy [88]. However, most epigenetic research 
in this field focuses on detecting the association of individual proteins 
and histones with specific genomic regions. At present, the most power-
ful technique is Chromatin ImmunoPrecipitation (ChIP) [89]. After 
cross-linking DNA-binding proteins to DNA with formaldehyde in vivo, 
the chromatin is isolated and the DNA along with its associated proteins 
are sheared into small fragments. The DN-binding protein of interest is 
then precipitated using specific antibodies to isolate the complex, and as 
a final step, the cross-link is reverted to release the DNA. This method 
also relies on the availability and quality of antibodies. The immunopre-
cipitated DNA can be then analyzed by conventional or real-time PCR 
(ChIP-PCR) [90]. For genome-wide analyses, ChIP is followed by mi-
croarray hybridization (ChIP-on-chip) [91] or next-generation sequenc-
ing (ChIP-seq) [92]. ChIP-seq has become the state-of-the-art technol-
ogy for mapping protein–DNA interactions in a genome-wide fashion, 
but data analysis is time-consuming and its application to nonmodel or-
ganisms is still limited. 

Host–pathogen interactions are amongst the most plastic and dynamic 
systems in nature. To cope with the selective constraints imposed by their 
hosts, many pathogens have evolved an unparalleled level of phenotypic 
plasticity in their life history traits [12]. Likewise, the host phenotype 
is drastically and rapidly altered by the presence of a pathogen, and in 
some cases, the parasitized phenotype is inherited across host generations 
(see [13] for a review). In addition, co-adaptations between hosts and 
pathogens often occur over such short evolutionary time scales as to call 
into question the sole role of genetic modifi cations (i.e., mutation and/or 
recombination) as an underlying mechanism [14]. In this sense, epigenetic 
modifi cations may provide an accessory source of fast-acting, reversible, 
and readily available phenotypic variation that can be directly shaped by 
both host and pathogen selection pressures (Figure 2) [9,14]. 

We describe in this chapter recent examples of host–pathogen stud-
ies where epigenetic processes have already been shown to play a role 
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and which can be broadly classifi ed into (1) pathogen plasticity and (2) 
pathogen-induced alterations of the host. 

PA THOGEN PLASTICITY

On e of the most notorious aspects of pathogens is the morphological and 
developmental plasticity they exhibit, which is intimately linked to their 
survival and transmission in the host. Complex life-history transitions 
that occur in response to the changing host environment require rapid 
and profound alterations of their gene expression profiles. Take, for ex-
ample, the malaria parasites in the genus Plasmodium. In the vertebrate 
host, the parasite has distinct hepatocytic and erythrocytic stages, and it 
forms sexually differentiated gametocytes in the blood that are taken up 
by the mosquito, where these gametocytes mate, then migrate through the 
midgut to form oocysts and from there to the salivary glands as sporo-
zoites. Previous studies have revealed distinct gene expression profiles 
in all of these phases (reviewed in [15]), suggesting that developmental 
switches are transcriptionally regulated. However, apicomplexan parasites 
such as Plasmodium are notoriously poor in transcription factors [16]. 
In contrast, these parasites contain a rich repertoire of histone variants, 
chromatin and histone modifying enzymes, and RNA-mediated silenc-
ing mechanisms [17,18]. In Toxoplasma gondii, histone acetylation has 
been shown to be responsible for the switch between the replicative and 
nonreplicative stages of the pathogen [19,20]. Similar mechanisms of epi-
genetic regulation have been characterized in other protists. Although less 
studied, Trypanosoma brucei is the only Apicomplexa where DNA meth-
ylation has been detected, but the significance of these epigenetic modi-
fications in parasite cell-cycle regulation remains unexplored [18]. More 
recently, DNA methylation has been shown to be responsible for the tran-
sition between the yeast and hyphal forms of the polymorphic yeast Can-
dida albicans [21]. 

T he second striking aspect of pathogen plasticity concerns their abil-
ity to alter the expression of genes linked to virulence processes, which 
allows them to colonize, replicate, and/or disseminate within the host. 
Within the Apicomplexa, Plasmodium falciparum switches its variant 
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surface proteins during its erythrocytic stage to avoid the host's immune 
system (antigenic variation). These surface proteins are encoded by 
highly polymorphic gene families (var, rif, stevor, and pfmc-2tm, among 
others). In the case of the var family, the ability of the parasite to ex-
press only one of the 60 genes that encode for these proteins (called 
PfEMP1) is epigenetically regulated through histone modifi cations [22]. 
In a recent study, Rovira-Graells et al. [23] have reported a more gen-
eral association between these histone and chromatin marks and clonally 
variant expression, extending previous results on Plasmodium var genes 
to all but two of the 28 variantly expressed gene families. In addition, 
recent work has shown that the epigenetic state of the parasite is main-
tained during several rounds of cell division [24]. Epigenetic control of 
virulence factors is well demonstrated in several microbial pathogens. 
In Entamoeba histolitica, for example, histone methylation and demeth-
ylation regulate the expression of the amoebapore protein (a protein 
responsible for the cytotoxicity of the pathogen [25]). DNA methyla-
tion is also an essential regulatory mechanism of virulence in several 
pathogenic bacteria [26,27]. In Salmonella enterica, for example, lack 
of Dam (DNA adenine methyltransferase) methylation causes, amongst 
other things, envelope instability, reduced motility, and an impaired abil-
ity to invade the intestinal epithelium [28]. 

G iven the importance of epigenetics for pathogen biology, understand-
ing how the host environment cues the epigenetic transition between the 
replicative and transmission stages and the virulence factors of morbid and 
deadly parasites such as Plasmodium is not only an academic exercise, 
but it will also provide novel targets for drug development; an option that 
has been termed “epigenetic therapy” is currently being tested in clini-
cal trials for other (noninfectious) diseases. These prevention and treat-
ment strategies translated to the fi eld of host–parasite interactions could 
be aimed at arresting the developmental switches of parasites within the 
host or at blocking or limiting their virulence. This could be achieved by 
using chemical inhibitors, gene knockout, and RNA interference (RNAi) 
approaches, designed to target the epigenetic machinery of the parasite 
such as the DNA methyltransferases or the chromatin and histone modify-
ing enzymes (see Table 1, [29]). 
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PATHO GEN-INDUCED ALTERATIONS OF THE HOST

Patho gen-induced alterations of host physiology, morphology, and behav-
ior are widely documented in the scientific literature. Perhaps the most 
fascinating examples of these changes are those that have been shown to 
be the result of a manipulative strategy of the pathogen aimed at maxi-
mizing its survival and transmission. Although some of the mechanisms 
underlying such pathogen manipulation have been unraveled [30–32], by 
and large, we know startlingly little of the strategies used by pathogens to 
achieve this end. In the last few years, however, evidence has accumulated 
that histone modifications and chromatin remodeling regulate gene expres-
sion and are thus key targets for pathogen manipulation during an infec-
tion [33]. One such obvious target is the host's immune system. In recent 
years, the epigenetic modulation of host's transcriptional program linked 
to host defense genes has emerged as a relatively common occurrence of 
pathogenic viral and bacterial infections [33,34]. Bacteria are the hallmark 
of epigenetic studies on microbes and provide several pioneer examples 
on infection-induced host gene reprogramming [32]. A diverse array of 
bacterial effectors has been identified that either mimic or inhibit the host 
cellular machinery, thus facilitating the pathogen's life-cycle. MAPK (mi-
togen-activated protein kinase), Interferon (IFN), and transcription factor 
NF-κB signaling pathways are common targets of bacterial-induced post-
translational modifications, acetylation, ubiquitylation, and phosphoryla-
tion on histones and chromatin-associated proteins [35]. Within the al-
veolar macrophages, Mycobacterium tuberculosis, for example, inhibits 
interferon-γ-induced expression of several immune genes through histone 
acetylation [36], which explains the persistence of long-term chronic tu-
berculosis infections in some patients. This mechanism is not restricted to 
bacteria but appears rather ubiquitous among intracellular pathogens. In-
fluenza viruses go a step further at circumventing host immune defenses. 
In a recent study, Marazzi et al. [37] report an influenza protein called NS1 
that contains an amino-acid sequence (ARTK) very similar to the host's H3 
histone tail. The authors provide compelling evidence of how using this 
histone mimic sequence, the viral NS1 protein hijacks a host transcription 
elongation factor (hPAF1), selectively suppressing the cell's production 
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of antiviral proteins. This work is a good example of how a molecule of 
pathogen origin can directly induce an epigenetic modification in the host. 
More studies are needed that establish causative relationships between the 
pathogen infection and host epigenetic modifications such as DNA meth-
ylation and posttranslational histone modifications. Indeed, most of the 
evidence currently available is correlational (but see Table 1), and cases 
where proteins of pathogen origin have been shown to interact directly 
with the host epigenetic machinery are still scarce. 

An addi tional characteristic of many pathogens is their ability to manip-
ulate the reproductive biology of their hosts. The endobacteria Wolbachia 
pipientis is the archetypal example of such reproductive manipulations. 
Wolbachia is the most common parasitic microorganism in insects. Its ma-
ternal inheritance has selected for a variety of phenotypes associated with 
manipulating the reproduction of its hosts: forcing asexuality, feminizing 
hosts, killing males, and inducing incompatibility between infected males 
and uninfected (or differently infected) females [38]. Negri et al. [39] have 
provided the fi rst evidence that a feminizing strain of Wolbachia interferes 
with the genetic imprinting of its host (the leafhopper Zyginidia pullula) 
by altering the host's methylation pattern. Recently, the widespread ex-
istence of putative DNA-methyltransferases in the prophage of the Wol-
bachia infecting several Drosophila species [40] has raised the possibil-
ity that this may be a widespread mechanism of epigenetic interference 
in this endosymbiotic bacteria. The link is, however, unclear since these 
enzymes have been identifi ed as adenine methyltransferases, a family of 
prokaryotic enzymes that methylate the amino group at the C-6 position 
of adenines, whereas in the example reported above, genetic imprinting of 
the invertebrate host seems to occur at the C-5 carbon of CpG cytosines. 

Not all  modifi cations that take place in the infected host are, however, 
adaptive for the pathogen. Some of them are adaptive strategies of the host 
aimed to compensate or minimize the effects of the infection. In vertebrates, 
invertebrates, and plants, individuals that have recovered from certain in-
fectious diseases are protected against later infection with those same dis-
eases (immune priming). While the mechanistic basis of immune priming 
in invertebrates is still unresolved, in vertebrates, histone modifi cations 
may be associated with immune memory following a viral infection in CD8 
T cells (reviewed in [41]). Histone modifi cations, DNA methylation, and 
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other chromatin remodeling mechanisms, including deposition of histone 
variants and ATP-dependent chromatin remodelers, also seem to serve as a 
memory for priming in plant immunity [42,43]. In some cases, acquired im-
munity can be passed from mother to offspring, endowing the offspring with 
improved defense against infection (transgenerational immune priming). 
For instance, a very recent paper has shown that in Arabidopsis thaliana, 
immune priming to Pseudomonas syringae is transmitted between plant 
generations through the hypomethylation of defense-related genes [44]. 

FUTURE D IRECTIONS

In this  chapter, we have concentrated our attention on the current evidence 
available for the role of epigenetic mechanisms in pathogens' life cycle 
and pathogen-induced modification of host phenotype. However, epi-
genetics not only represents a paradigm shift in our understanding of host 
and pathogen phenotypic plasticity. We believe that in the next few years, 
perhaps the most exciting developments in the field of epigenetics will 
come by linking epigenetic variation and inheritance to the epidemiology 
and evolution of infectious diseases. 

Epigene tic epidemiology has recently emerged as a promising area for 
future research on infectious diseases [29,45]. In recent years, disease as-
sociation studies based on epigenomic mapping have arisen as a powerful 
tool for disease risk prediction in humans. But these studies typically face 
the “chicken-and-egg” causality problem: there is an association between 
a particular disease phenotype and the epigenome, but it is not easy to 
establish whether it is the disease which is causing the epigenetic changes 
or whether the epigenetic changes are the ones causing the disease patho-
genesis [29]. New epidemiological approaches are, however, being de-
veloped in epigenetic disease studies to control for such cause–effect re-
lationships [46]. However, the reversible and context-dependent nature 
of epigenetic changes poses serious caveats to epidemiological studies. 
For example, many epigenetic changes linked to disease risk can be lost 
after one generation, change from tissue to tissue, or be differentially ex-
pressed in an age-dependent, sex-, and parent-of-origin-specifi c manner 
[47–49]. To overcome these diffi culties, epigenetic studies of disease must 
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be accompanied by comprehensive longitudinal (multistage and multi-
individual) and transgenerational data. Although there is a lot of effort to 
bring epigenetics into epidemiological research in several noninfectious 
human diseases (see examples reviewed by [50,51]), we still know very 
little about the consequences of epigenetic processes in the emergence and 
epidemiology of infectious diseases. Therefore, a comprehensive survey 
of epigenetic determinants of pathogenesis coupled with population-level 
epigenetic diversity studies in host–pathogen systems is needed before 
any disease prediction and prevention strategies can become a reality [52]. 

The second a rea of research is the role of epigenetic variation in host 
and pathogen coevolution and evolution. Since the incorporation of epi-
genetic inheritance and epigenetic plasticity mechanisms to evolutionary 
models and empirical studies of host–pathogen interactions is still lack-
ing, our discussion is necessarily speculative. However, we envisage 
several areas that are ripe for future research. Models of host–pathogen 
co-evolution assume the presence of genetic variation for host resistance 
and pathogen infectivity, as well as genotype-specifi c interactions [53]. 
Mechanisms of genetic variation alone are, however, often unsatisfactory 
to explain the compatibility between host and pathogen phenotypes [54], 
and nongenetic inheritance mechanisms may have an important role to 
play (e.g., [55–57]). In addition, host–pathogen co-evolutionary interac-
tions are often context-dependent (i.e., spatially and temporally variable), 
and the output of infection often depends upon several environmental 
factors such as temperature or nutrition [58]. Given the prominent role 
of epigenetic processes in environmentally induced phenotypic plasticity 
and adaptation [59], the fact that genotype-by-environment interactions 
in host–pathogen systems are epigenetically regulated seems a reasonable 
assumption. The work by Laine et al. [60] on a fungal pathogen and its 
host plant has, for example, demonstrated a temperature-dependent effect 
on pathogen performance on local versus foreign hosts. Multiple cases of 
environmentally triggered co-adaptations have been reported in several 
other host–pathogen systems (reviewed by [61]), which we contend will 
provide the raw material for future epigenetic studies. 

A further unresolv ed matter is to establish the extent, nature, and sig-
nifi cance of epigenetic inheritance in host–pathogen interactions. For ex-
ample, transgenerational immune priming in invertebrates [62–64] and 
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plants [42] is likely to have an epigenetic component, but the actual mecha-
nism of inheritance is not known. Other transgenerational infection effects 
on host behavior and physiology, often so-called maternal effects, still need 
to be investigated (reviewed by [13]). Several authors (Bonduariansky and 
Day [9], Bossdorf et al. [65], Ho and Burggren [66]) have provided recom-
mendations for testing epigenetic inheritance experimentally, which could 
be cross-applied to host–pathogen studies. In addition, there is an urgent 
need for epigenetic studies to develop solid theoretical evolutionary mod-
els [67]. Bonduriansky and Day [9] have suggested that epigenetic inheri-
tance allows us to overcome three major limitations of genetic inheritance 
on phenotypic evolution: (1) It allows for traits acquired during the lifetime 
of an individual to be directly transmitted to the offspring, (2) it allows the 
transmission of favorable trait combinations across generations (genetic re-
combination tends to break such combinations), and (3) it provides an ad-
ditional source of phenotypic variation for selection to act upon. At present, 
however, we know startlingly little about how these phenomena may impact 
the evolution of host–pathogen interactions. In this sense, the collaboration 
between molecular epigeneticists, functional and experimental parasitolo-
gists, and theoretical evolutionary biologists is needed to extend the current 
gene-based view of host–pathogen interactions into a more integrated one 
that includes both genetic and epigenetic dimensions. 

CONCLUDING REMARKS

In re cent years there ha s been an explosion in the number of epigenetics 
papers across biological disciplines, a progression that has been accompa-
nied by technological breakthroughs that now make it possible to under-
take sophisticated epigenomic studies across a range of organisms (Box 
2). However, studies on the complex and multifaceted co-evolutionary in-
teractions between hosts and pathogens have received comparatively little 
attention, and this in spite of their potentially evolutionary and epidemio-
logical implications. 

In this review, we have  concentrated our attention on the current 
evidence available for those few cases in which an epigenetic mecha-
nism has been described, but we lack evidence on the evolutionary and 
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epidemiological signifi cance of these changes. Conversely, there are many 
pathogen and host traits of key epidemiological importance that may be 
epigenetically controlled, some of which may have transgenerational con-
sequences and whose mechanistic basis would merit further investigation. 

In conclusion, the futu re is bright for the epigenetics of host–patho-
gen interactions. We are confi dent that in the next few years, cutting-edge 
epigenomic techniques combined with experimental (whole organism), 
functional, and theoretical (modeling) approaches will provide fascinat-
ing insights into the interrelations between genetic, epigenetic, and pheno-
typic variation in the complex world of host–pathogen relationships.

Supporting Information
Experimental approach to detect transgenerational epigenetic 
and phenotypic changes of infection in a model study involving 
mosquitoes. Starting from isogenic lines and controlled environmen-
tal conditions, female mosquitoes are experimentally infected for suc-
cessive generations to detect adaptive traits in response to a continu-
ous selection pressure (i.e., infection). Phenotype (behavior, immune 
response, and physiology), epigenotype, and fitness (i.e., fecundity, 
longevity, and survival) are then quantified and statistically compared. 
In F1, two groups of females, either infected or noninfected, are back-
crossed with noninfected mosquito control males (NI(C)). If the de-
scendants of infected (I×NI(C)) versus noninfected lines (NI(C)×NI) 
are phenotypically different but show significant divergence in epi-
genetic profiles, gene or protein expression—in spite of being still 
identical at the DNA level—this will be evidence for epigenetically 
based phenotypic change. In subsequent generations, the comparison 
of infected versus noninfected mosquito groups that descend of in-
fected mosquito females will allow us to test transient versus stable 
changes (i.e., adaptive traits) as well as cumulative effects of infection 
(we may expect them to be greater in V than in III). In addition, dif-
ferences between the descendants of IV–V in Fx will be indicative of 
maternal effects.
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INTRODUCTION

The transition from the differentiated somatic cell to the embryonic 
stage through somatic cell nuclear transfer (SCNT) requires activation 
energy to efficiently reprogram the resultant zygote to a proper pluripo-
tent state [1,2]. SCNT is a tool to clone nuclear material into the enucle-
ated cytoplasm of an unfertilized oocyte and thereby create genetically 
identical animals (Figure 1). SCNT not only benefits agricultural appli-
cations, but has the potential for great advances in the field of medicine. 
In addition, SCNT has paved the way to better understand the changes in 
cell differentiation and reprogramming. Despite many investigations that 
have been done by numerous laboratories, the efficiency (i.e., the ability 
to create a live born animal per nuclear transfer) by this technique is 
still below 5% and several abnormalities have been reported [3]. One 
of the main reasons for these abnormalities is the failure in reprogram-
ming/remodeling of differentiated cells to the stage that will evolve to a 
normal neonate. In the other words, programs involved in differentiated 
cells should be replaced with totipotency to ensure nuclear cloning and 
production of healthy offspring. Gene regulatory pathways are the criti-
cal network that could redefine SCNT. Clones, on the other hand, have to 
change expression profiles to embryo-specific, global rearrangement of 
chromatin structure. As a result, the cloning study is a way to understand 
epigenetic mechanisms and reprogram differentiated nuclei. Epigenetic 
modifications in the donor cells remodel the gene expression profile to 
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the extent that is similar to the normal embryo. However, the epigenetic 
mechanisms that are responsible for the transformation from a differenti-
ated somatic cell into a pluripotent state remain mysterious. 

FIGURE 1. The schematic method used to create a cloned animal. A nucleus is taken from 
a somatic cell (nucleus donor animal) and injected into enucleated Oocyte (Oocyte donor 
animal). The zygotic cell begins dividing and the resultant blastocyst (embryo) transfers to 
a foster mother to develop the cloned animal. 

TRANSITION TO PLURIPOTENCY

SCNT provides new insight into gene manipulation to achieve defined 
purposes. This technique is to reprogram the differentiated somatic cell 
to a pluripotent state by transferring the nucleus of a somatic cell into an 
enucleated oocyte and produce a zygote, which results in a live offspring. 
In mammals, genomes of differentiated cell have to reprogram to a toti-
potent state to establish SCNT during pre-implantation. Consequently, the 
development of a zygote initiates and follows with blastocyst and the sub-
sequent embryonic stages. Cloned embryos derived from less differenti-
ated cells (as nucleus donors), such as embryonic stem cells, show better 
implantation than those derived from more differentiated somatic cells 
probably due to minimum or no reprogramming requirement [4]. It was 
shown that the efficiency of bovine SCNT is relatively higher than the 
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other experienced species (see review [5]) and pregnancy in Bos taurus 
is very similar to that of human in terms of length and development. 

Generation of induced pluripotent stem cell is to transport defi ned 
regulatory signals, infl uence the epigenetic state and change it to an-
other state (plasticity), which emphasizes the mutual reliance between cell 
identity and epigenetic states [6,7]. This is, especially true during early 
embryo development and gametogenesis [1]. Pluripotent stem cells are 
driven from somatic cells that are introduced by specifi c reprogramming 
factors through either cell fusion or delivery of defi ned biochemical and/
or chemical factors,  which are also categorized as a reprogramming 
approach. The fusion technique produces hybrid cells from differenti-
ated somatic cells by nuclear reprogramming through the reactivation of 
embryo-specifi c genes, whose expressions are suppressed in somatic cells 
[8]. In 2006, a four-gene set was introduced to reprogram somatic cells to 
a pluripotent state [7]. Hybrid cells produced by fusion technique show a 
pluripotent state by expression of the pluripotent markers such as OCT4 [9]. 
Moreover, a number of other genes such as Nanong, Sox2, Lin28, Klf4, 
c-Myc and AID have been correlated to the pluripotent state of a cell. 
The expressions of these genes result in cell reprogramming [7,10–13]. 
Based on these evidences, identifi cation of embryo-specifi c genes is cru-
cial to defi ning their expression profi les during embryogenesis, functions 
during different stages of embryogenesis and the development of placenta. 
These regulations, actually, are defi ned epigenetic regulation for which 
molecular signals modulate the modifi cations. 

Several morphological abnormalities such as hydroallantois, placen-
tomegaly, cardiomegaly, enlarged umbilical cord, abdominal ascites and 
placental dysfunctions [14,15], have been observed in the cloned off-
springs. Large offspring syndrome (LOS) is a developmental disorder 
mostly seen in SCNT driven embryos. This syndrome in addition to the 
failure in the development of embryo and placenta and other abnormali-
ties is attributed to inappropriate and/or inadequate somatic nuclear re-
programming events. Signifi cant increase in genomic methylation in liver 
of cloned bovine fetuses is attributed to fetal overgrowth [16]. LOS and 
failure in the normal development of an embryo that are seen in cloned 
animals could be due to abnormal epigenetic patterns [17]. In fact, assisted 
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reproductive techniques appear to be accompanied by several anoma-
lies, especially in the second half of the gestation [14,18–20].

MOLECULAR SIGNALS IN EPIGENETIC REGULATION

Cells’ information is inherited to the next generation through genetic and 
epigenetic routes. Genetic information is encoded in the DNA sequence 
while, epigenetic information is defined basically by DNA modification 
(DNA methylation) and chromatin modifications (methylation, phos-
phorylation, acetylation and ubiquitination of histone cores). Combina-
tion of these modifications characterizes the chromatin configuration and 
the accessibility of genes to the transcription machinery and consequently, 
transcriptional regulation of the expression of genes. Cheng [21] intro-
duced three categories by which transcriptional function is generally 
initiated and controlled: First, general intrinsic promoter and transcrip-
tional machinery [22–24], second, specific transcriptional regulatory fac-
tors [25–27] and, third, the configuration and accessibility of chromatin 
structure and DNA to the transcriptional machinery through posttrans-
lational modifications of histone and post replicational modification of 
DNA [27–29]. 

MAIN EPIGENETIC REGULATORY MECHANISMS

Complex epigenetic regulation comprises several molecular signals that 
direct the expression of genes based on environmental changes and de-
velopmental status. Transcription factors, non-coding RNAs (ncRNAs) 
[30], DNA methylation, histone modification and chromatin remodeling 
are such epigenetic signals that mediate accessibility and expression of 
genes as needed. Transcription mainly defines a self-propagating state me-
diated by cis-acting and/or trans-acting regulatory mechanisms [31], and 
are able to establish epigenetic states through cis-acting [32] and non-
coding polycomb domains [31,33]. Reinforcement of epigenetic states 
happens through mutual relationship between DNA methylation and his-
tone modifications [34]. DNA methylation postulates a reinforcing signal 
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for other regulatory mechanisms whose functions are not that much strong 
[31]. 

DNA methylation and histone modifi cation are two important 
mechanisms for modulating the chromatin structure and regulating the 
expressions of the genes (for review, see [35]). Epigenetic regulation is 
a complex phenomenon that consists of a variety of different processes 
[21] such as imprinting [36], X chromosome inactivation [37] and gene si-
lencing [38,39]. In addition it encompasses the development of an embryo 
[40–43] and placenta [44–46], nuclear reprogramming in SCNT embryos 
[3,6] and carcinogenesis [47,48]. 

TRANSCRIPTIONAL REGULATION

The transcriptional regulation of genes is mainly directed by different 
strategies. These include the state of genomic methylation [21], chroma-
tin configuration [49,50], chromatin structural variations (euchromatin 
and heterochromatin) [51,52], and chromatin modifications [53]. Chroma-
tin modification in turn is influenced by methylation, acetylation and phos-
phorylation, as well as polycomb proteins [54] and matrix attached region 
[55]. Transcriptional regulation is mostly controlled by the methylation 
pattern of the genome. DNA methylation on specific CpG dinucleotide 
(CpG) located in a cluster (CpG islands) is the regulatory mechanism by 
which expression of gene is either activated or suppressed (for review see 
[56]). Moreover, chemical modifications of chromatin histone cores are 
mediated by DNA methylation of CpG islands [57]. These modifications 
have a mutual relationship with each other [58]. Germ cells and em-
bryonic cells during early development are two epigenetic sites where 
methylation patterns erase, establish and reestablish [59]. 

EPIGENETIC REPROGRAMMING DURING EMBRYOGENESIS

In mammals, epigenetic reprogramming in germ cells and during pre-
implantation, especially its effects on imprinting genes, predominantly 
establishes developmental stages [60]. The DNA methylation patterns 
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characterize developmental status during cell differentiation. In the con-
cept of epigenomics, molecular signals are responsible to establish the 
proper expression of embryo-specific genes, mainly during gametogen-
esis and embryogenesis. Therefore, the main issue for a successful 
SCNT is the establishment of these modifications, occurring during em-
bryogenesis, which should be similar and ideally identical to its normal 
embryo counterpart. However, undoubtedly, several lessons are still to be 
learnt regarding epigenetic modifications during gametogenesis. 

EPIGENETIC FEATURES OF DNA METHYLATION

As mentioned before, DNA methylation and histone modification are the 
main epigenetic factors, by which gene expression could be regulated, 
and have important roles in nuclear reprogramming during embryogen-
esis. DNA methylation is a heritable epigenetic marker by which expres-
sion of a gene may be regulated through alteration in the local chromatin 
structure that mostly happen within the CpG islands and imprinted genes 
at cytosine carbon 5 within palindromic dinucleotide 5′-CpG-3′ and dif-
ferentially methylated domains (DMDs) respectively (see review [60]). 
Cytosine residue of CpG is the site for DNA methylation by which gene 
expression is regulated. Generally, DNA methylation at CpG sequences 
suppresses the expression of the methylated gene [61]. CpG islands are 
usually located within repetitive elements such as centromic repeats, 
satellite sequences and ribosomal RNA genes [62,63]. DNA methylation 
can be varied in terms of patterns and the level of global/regional DNA 
methylation, is specific to developmental stages [64] and origin of tissue 
[16,65]. In fact, the mature parental gametes at fertilization are signifi-
cantly methylated. For instance, DNA of sperm, in comparison with that 
of the oocyte, is more methylated [66,67] and, undergoes demethylation 
after fertilization [68–70]. However, imprinted genes and some retrotrans-
posons mostly remain methylated. In mouse, hypermethylation pattern in 
repetitive regions and heterochromatin region has been observed; whilst in 
gene-specific region of DNA hypomethylation is predominant [17,71,72]. 
Abnormal DNA methylation of various repetitive elements in cloned 
blastocysts was reported for the first time by Kang and coworkers [73]. 
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Methylation of imprints, monoallelic expressed genes [74,75], on the 
other hand, is a maintained (not de novo) and highly conserved event 
[76,77]. Recently, in a human study, comparison between embryonic 
stem cells and differentiated cells illustrated that there are a number of 
methylated cytosine in non-CpG regions of the embryonic stem cells [78]. 

DNA METHYLATION SIGNALS

DNA methylation is under the control of two types of signals: cis-acting 
signals and trans-acting signals. IGF2R, SNRPN, H19 and RASGRF1 are 
genes regulated by cis-acting signals (see review [79]). Global DNA meth-
ylation takes place especially after fertilization and with different rate of 
demethylation that is specific to either parental genome [61]. Cell 
cycle observations reveal that paternal demethylation generally happens 
during the first cell cycle but maternal alleles take a few cycles to be 
demethylated [80]. After fertilization, imprinting control regions (ICRs) 
methylation is established in a sex-dependent manner [61]. Despite the 
maintained methylation pattern in somatic cells, methylation pattern in 
germ cells needs to be appropriately reestablished to provide a methyla-
tion pattern that is heritable to the next generation. This suggests that 
methylation is modulated in a sex-dependent manner [81]. Although hy-
pomethylation of female germ line seems not to be correlated to the sex 
chromosomes, their regulation is thought to be associated with genital 
ridge. However, in the male germ line it is regulated by both mechanisms 
[81,82]. 

DNA METHYLATION ANALYSIS

Epigenetic studies are strongly involved in DNA methylation. Analysis 
of the methylation patterns is the main approach in different studies that 
focuses on gene regulation. The cytosine 5 methylation in the context 
of CpGs mostly takes place within CpGs islands at the promoter re-
gion of genes and this leads to suppression of the expression of the 
gene. Several studies correlate aberrant methylation pattern of DNA to 
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developmental failure during embryogenesis [83–85] and placentation 
[86,87] as well as several diseases and disorders [88–91] (for review 
see [92]). DNA methylation techniques cover a wide range of analy-
sis from gene specific, locus specific to entire genome analysis using 
proper methods categorized in four groups based on DNA methylation 
analysis techniques [93]: in the first category cytosine residues are con-
verted to uracil by a bisulfite conversion, the second category is based on 
methylation-sensitive restriction endonuclease, enrichment based meth-
ods and the last is the capturing method based on the affinity to retain 
methylated DNA [94,95]. 

REGULATORY FACTORS IN DNA METHYLATION

As mentioned before, DNA methylation is a common epigenetic modi-
fication taking place by enzymatic reactions to be added to the cytosines 
at CpG, mostly known as repetitive elements and imprinted genes [79]. 
Generally, DNA methylation is classified either as de novo methylation 
or maintained methylation. Therefore, there are two classes of enzymatic: 
de novo methyltransferases and maintenance methyltransferases [96,97]. 
In mammals, DNA methylation occurs by the addition of a methyl 
group from S-adenosylmethionine to cytosine using DNA methyltransfer-
ases (DNMTs). DNMTs are trans-acting factors targeting DNA sites for 
methylation using cis-acting signals. There are a number of mammalian 
DNMTs (see Table 1) that have been identified since 1980s [98] (for re-
view see [99]). 

TABLE 1. Types of DNA methyltransferases and their epigenetic functions.

DNMT # 
types [100] Functions

DNMT1
Maintaining methylation pattern [21,101,102]
Essential for chromosome replication and repair [21,103,104]

Essential for de novo methylation [105]

DNMT2 Effective in DNA and RNA methylation (for review see [106])
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DNA METHYLTRANSFERASES

DNA methylation at cytosine 5 nucleotide is catalyzed by DNMTs. This 
family of enzyme is vitally important in epigenetic regulation, which 
modulates the expression of genes especially imprinted ones as well as 
X chromosome inactivation [114,115]. There are five main DNMTs that 
are important in de novo and/or maintenance DNA methylation: DNMT1, 
DNMT10, DNMT3a, DNMT3b and DNMT3L [99]. DNMT1, DNMT2 
and DNMT3 are mostly characterized DNMTs that can categorize ei-
ther maintenance or de novo DNMT. DNMT1 is a maintenance DNMT 
that methylates both imprints and non-imprints genes. DNMT2 seems to 
have a regulatory role in DNA methylation but the mechanism and its 
role in methylation maintenance or de novo remains unclear. DNMT3 as 
a de novo DNMT (DNMT3a) is a key factor in imprints’ methylation. Its 
isoforms are suggested to have roles in global DNA methylation in germ 
cells [116]. 

DNMT3L is defi ned as an imprints’ regulatory candidate for DNA 
methylation by regulating NMT3a/b [117]. The expression of DNMT1 
gene has a positive correlation with DNA methylation status on the 
satellite I region. Consequently, it has been shown that in vitro de-
velopment of bovine SCNT embryos to the blastocysts state can be 
enhanced through down regulation of DNMT1 [118]. It is also shown 
that the DNMT is responsible for ICRs methylation [109]. Moreover, 

DNMT3a

Establishment of de novo methylation pattern [107,108]

especially during gametogenesis [109]

Maintaining methylation pattern [101] 

DNMT3b Establishment of de novo methylation [107,108]

DNMT3L

Essential for de novo methylation [110] 

Enhance de novo methylation activity of DNMT3a [111] and DNMT3b [112]

Establishment of de novo methylation pattern especially during gametogenesis 
[113]

#DNA methyltransferase

TABLE 1 continued...
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transcriptional analysis on the pS2/TFF1 during cell cycles reveals that 
DNMTs carry out two distinct actions, namely methylation and demethyl-
ation of CpGs [119]. 

In comparison to the male germ line in which the establishment of ICR 
methylation of an imprinted gene, H19, is regulated by DNMT3a and 
DNMTL [109,113], DNMT3L is the de novo methylating regulatory 
factor for the female germ line [109]. In the female germ line, DN-
MT3L establishes the methylation of ICRs that selectively interact with 
histone H3 [120]. This evidence in addition to DNMT3L’s stimulating 
role for DNMT3a and DNMT3b [117] shows its potential in chromatin 
mark-specifi c recognition and methylation establishment [61]. Promoter 
methylation-mediated DNMTs show down regulation of DNMT1 and up 
regulation of DNMT3L in the human placenta and brings strength to the 
capability of DNMT family in the establishment of de novo DNA meth-
ylation in extraembryonic tissue [46]. A novel DNMT3b splice variant, 
DNMT3B3Δ5, is highly expressed in pluripotent embryonic stem cell 
and in contrast, is repressed during differentiation [121]. 

In a human study on DNMTS, global hypomethylation is shown to 
be induced by signifi cant reduction in the expression of DNMT3A, DN-
MT3b and DNMT1 using microRNA-29b [122]. DNMT3L by itself has 
no methyltransferase activity; however, its association with the DNMT3 
family seems essential for de novo methylation in mice [123]. There 
are some evidence on the activity of DNMT1 in the establishment of 
methylation at non-CpG regions [55] and CpG islands [21,124,125]. 
Histone modifi cation and CpG spacing are able to direct DMR methyla-
tion of imprints [21]. Crystallographic analysis showed that de novo 
DNA methylation might be controlled by specifi c histone modifi cations 
in that a heterotetramer structure, assembled from DNMT3a and DN-
MTL, provides two active sites of CpG that are 8–19 base-pair distance 
from each other [126–128]. A study on chromosome 21 also reinforces 
the crucial role of CpG spacing in DNA methylation [129]. Active de-
methylation in mammalian genome seems promising; however, there 
has been no report of an enzyme that can catalyze this reaction [130]. 
Some studies have emphasized an active demethylation process, inde-
pendent from DNA replication [131,132]. In fact, demethylation of the 
paternal alleles is an active event that happens rapidly after fertilization. 
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The maternal genome, however, demethylates during fi rst cell cycles in 
which demethylation mostly appears to be an inactive process. In addition 
to DNA methylation and histone modifi cation, ncRNAs and regulatory 
proteins are the most studied epigenetic mechanisms that modulate epi-
genetic reprogramming. Small interfering RNAs (siRNAs) transfection 
is a technique to silence DNMT mRNA and modify the DNA methyla-
tion pattern in cells [6]. In a recent study, To examine the effi cacy of the 
technique in SCNT embryos, DNMT1 RNA was silenced using siRNA 
in SCNT bovine embryo which demonstrated the capability in nucleus 
reprogramming through inducing DNA methylation [118]. In the expres-
sion of H19 in the male germ line, DNMT3a and DNMTL are counter-
parts and reached their maximum [133,134] on embryonic day 13 while 
there is no methylation on the H19 ICR, in mouse [135]. In addition, these 
enzymes seem not to be specifi c for DNA binding [99], suggesting direct/
indirect interactions with specifi c chromatin modifi cations [61,136,137]. 

EPIGENETIC FEATURES OF ncRNAS

The cluster-oriented imprinted genes are laid in ~1Mb length base pair, 
containing parental expressed genes, ncRNA sequences that regulate the 
nearby imprinted genes [138–141]. ncRNAs are mostly placed in clus-
ters and regulated by ICRs [142]. The GNAS and KCNQ1 are examples 
of such imprints; containing ncRNAs that mediate the gene expression 
[143,144]. ncRNAs are divided into two groups, small ncRNAs and long 
ncRNAs. Small ncRNAs attach chromatin modifiers to specific genome 
sequence [145] and may interact with either RNA, single-stranded DNA 
or double-stranded DNA [1,146]. Long ncRNAs have complex tertiary 
structure and act globally to bridge chromatin modifiers to the genome 
[147]. But there are some evidences for local function of long ncRNAs, 
which is considered to function in cis-acting regulation of parental im-
printed gene and inactivation of chromosome X [1]. 

In mammalian transcription of ncRNA genes is an important feature. 
ncRNAs usually are classifi ed based on their mature length, location and 
orientation according to the nearest protein-coding gene, and their func-
tion which could be cis or trans [148–150]. Macro RNAs, such as 
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inactive X-specifi c transcript (Xist) and X (inactive)-specifi c transcript, 
antisense (Tsix), are categorized as cis-acting ncRNAs that usually lo-
cate within clusters of imprinted genes. On the other hand, short ncRNAs 
such as short interfering RNAs, micro RNAs, piwi-interacting RNAs and 
short nucleolar RNAs are categorized as trans-acting ncRNAs (for re-
view see [151]) [148]. Koerner (2009) concluded that chromosomes 
express macro ncRNA usually do not express imprinted mRNA genes and 
the expression of imprinted macro ncRNAs may be regulated by an 
unmethylated imprint control element [148]. Moreover, there are a 
number of evidences that show trans-acting regulators for imprinted 
small ncRNAs such as Snurf-SNRPN and Dlk1-Gtl2 [152,153]. It has 
been shown that ncRNAs have a critical role during development. For 
instance, two ncRNAs, Dicer1 and Dgcr8, show developmental impact 
in mice [154,155]. Moreover, studies on effects of ncRNAs during animal 
embryogenesis show their specifi c and crucial role during embryonic 
development (for review see [156]). Micro ncRNAs, specifi cally, show 
precise control on expression of imprinted genes during development 
[157]. For instances, miR-15 and miR-16 are important in early embryonic 
development [158], miR-1, miR-133 and miR-206 in development of skel-
etal and heart muscle [159,160], miR-124 in neuronal development [161] 
(for review see [162]). During placentation, ncRNAs such as KCNQ1OT1, 
a long ncRNA, also illustrate a leading role in imprinted genes regulation 
[163–165]. Regulation of ncRNAs is an important silencing mechanism 
in plancenta (for review see [148]). It was shown that the repression of 
imprinted genes during gestation is directly regulated by micro RNAs dur-
ing placentation and embryogenesis [166,167]. It seems that ncRNAs tar-
gets placental histone methyltransferases by ncRNAs through chromatin 
modifi cation [148]. 

EPIGENETIC FEATURES OF SMALL RNAS

Small RNAs (terminologically different from ncRNAs), generated by ac-
tivity of RNaseIII enzymes (reviewed in [168]), have variety of biologi-
cal functions such as heterochromatin formation, mRNA inactivation and 
transcriptional regulation [169,170]. Generally, their bioactivity is due to 
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their association with Argonaute (Ago)-family proteins [171]. MicroR-
NAs (miRNAs), endogenous small interfering RNAs and Piwi-interact-
ing RNAs (piRNAs) are classes of small RNAs. In mammalians, small 
RNA-associated Ago proteins are mostly classified into Piwi subfamily 
and Ago subfamily (for review see [171]). miRNAs to do their biologi-
cal activity, which is post translational regulation by acting on mRNAs, 
needs to be bound by Ago subfamily proteins (for review see [170]). 
Moreover, regulation of most miRNAs may control by developmental 
signaling [172]. piRNAs are mostly bound by Piwi subfamily proteins 
and have a critical role during gametogenesis [173] in germ line [174]. 
This subfamily protein has shown to have a critical role in regulation of 
germline stem cells [175]. 

EPIGENETIC FEATURES OF CHROMATIN MODIFICATIONS

Chromatin structure is crucial for gene regulation/expression, which 
is carried out by exploiting recruitment of protein complexes [29]. Eu-
chromatin structure of embryonic stem cells is a predominant chromatic 
structure that allows for global gene expression accessibility [176] and 
facilitates reprogramming to the pluripotent state. It is not surprising that 
histone modifications might in turn influence the global gene expression 
by modulating chromatin configuration [177]. Covalent modification of 
the core histone has a critical role in the regulation of gene expres-
sion through acetylation and methylation. Chromatin modification and 
their function are important especially for gene regulation. Kouzarides 
(2007) reviewed a number of chromatin modifications characterized by 
mass spectrometry (for nucleosomal modification) and specific antibod-
ies (for global histone modification) [178]. Cellular condition is the key 
element for such modifications and these chromatin modifications, as a 
dynamic procedure, are mediated by a number of histone-modifying en-
zymes that can fascinate unravels chromatin, recruitment of nonhistone 
proteins and transcriptional regulation (for review see [178]). Chromatin 
modifications, to regulate gene expression, are mostly implied be a num-
ber of chromatin modifications such as acetylation/deacetylation, phos-
phorylation, lysine/arginine methylation, deimination, ubiquitylation/
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deubiquitylation, sumoylatio, ADP ribosylation and proline isomeriza-
tion which are properly reviewed by Kouzarides (2007) [178]. 

Histone acetylation is the main type of histone modifi cation during 
oogenesis, and it is shown that histone acetylation is critical in epigen-
etic reprogramming [179,180]. For instance, in vitro study on acethyl-
ation of histones in cloned porcine blastocyst showed that increase the 
level of acetylation may enhance the embryonic development [181,182]. 
Generally, hyperacetylation of histone H3 andH4 improve the accessi-
bility of nucleosome to transcriptional machinery [183]. The level of 
histone acetylation may correlate with the regulation of the expression of 
genes because more histone acetylation the more expression of a given 
gene, and vice versa [180]. As mentioned before, histone modifi cations 
and DNA methylation are cooperative. Histone modifi cation is able to 
direct DNA methylation as shown in H3 in Neurospora crassa [184,185] 
(for review see [186]). Results from recent studies [187,188] have re-
capitulated that some chromatin modifi ers directly act in a cis-acting 
manner [31]. However, a study on the relationship between DNA meth-
ylation and histone methylation suggests that they act mostly indepen-
dently [189]. The affi nity of UHRF1 binding protein to the nucleosomal 
H3K9me3 increases if CpG islands at the nucleosome are methylated but 
in contrast, in the absence of DNA methylation KDM2A binds to nucleo-
some having H3J9me3 [190]. Two epigenetic markers, H3K27me3 and 
CpG DNA methylation, at the RASGRF1 locus, are interdependent and 
antagonistic so they are more likely to exclude each other at the same 
loci [191]. The SNF2 family is an ATP-dependent remodeling complex. 
In this family, LSH has a role in establishment of normal DNA meth-
ylation. A null mutation in Hells gene, codes for LSH that results in 
the reduction or loss of methylation. Besides, this study suggests the 
importance of LSH in de novo methylation during embryogenesis [192]. 
Although histone methylation at H3K4 is able to control methylation at 
DMR of imprinted genes in an allele-specifi c manner [193,194], it seems 
to have preventive infl uence in terms of de novo methylation in mamma-
lian somatic cells and may require low promoter methylation [195,196]. 
Furthermore, mutation in genes, coding for histone methyltransferase 
such as EZH2 and G9a [197,198] and histone deacetylases like HDAC1 
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[199] leads to premature death of mammalian embryos typically in less 
than ten days from fertilization. 

GENERAL FEATURES OF 
IMPRINTED GENES AND THEIR REGULATION

After fertilization, a mammalian zygote undergoes proliferation and de-
velopment. Although there are many active parental genes, involved in 
a normal embryo development, there are a few genes with bias regula-
tion and transcription, referred to as imprinted genes [61]. Imprinting 
genes are important for normal embryonic development in mammals. 
Imprinting genes are selectively (on bias) expressed from a single pa-
rental allele [200] and conserved in their molecular structures and epig-
enomics [75,201]. These genes, essential for normal development, are 
expressed in a parent-specific manner, regulated by complex epigenetic 
mechanisms (e.g., DNA methylation, post-translational histone modi-
fication) using epigenetic markers (e.g., DNA methylation) [61]. The 
conflicting interests of parental, imprinted genes are hypothesized as 
maternally and paternally expressed imprints suppress and enhance the 
fetal growth respectively (see review [60]). In the nucleus, imprinted 
genes are mostly placed in a cluster orientation but some are identified 
as isolated ones [72] such as Nap1l5, Nnat, Inpp5f_v2 [202–206] and 
Gatm, Dcn and Htr2a (for review see [207]). Imprints that are placed 
within CpG rich region are mostly in clusters, controlled by imprinting 
the control regions through DNA methylation and histone modifications 
[58,208,209]. Regulations of imprinted genes are generally proceeded 
through DNA methylation, post translational histone modification and 
ncRNAs [210]. In addition, active imprinted genes (expressed allele) 
contains the allele-discriminating signal (ADS) and the de novo meth-
ylation signal (DNS) that are necessary for establishing or maintaining 
methylation [211,212]. For instance, SNRPN is a paternally expressed 
imprint whose regulation is similar to that of IGF2r [212]. Human SN-
RPB contains two DNS signals; an ADS signal and a signal to maintain 
paternal imprint (MPI) [213]. 
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METHYLATION OF IMPRINTED GENES AND ITS 
ABNORMALITIES IN CLONED ANIMALS

Short regions of DNA, described as differentially methylated regions 
(DMRs), are marked by methylation in a parental specific manner and 
therefore the expressions of such genes are monoallelic. Regulation of 
clusters of imprinted genes and their activities are mostly controlled 
by differentially methylated ICRs. In fact, ICRs are DMRs that obtain 
methylation on one allele (bios) and regulate clustered imprinted genes 
[138]. In the other words, those DMRs that have a critical role in maintain-
ing imprinting are known as ICRs [81]. CpG spacing suggests a potential 
influence on ICRs recognition and DMRs methylation in imprints [126]. 
Moreover, the transcriptional system, especially those traversing ICRs, 
are considered a common requirement to open chromatin domains, and 
make targets available for methylation specially in the germ line [32]. 
Besides, an in vivo study in a mouse model illustrated a novel cis-acting 
function for the H19 ICR [214]. This study shows changes in the size 
and CpG density that coincide with biallelic expression of the H19 with-
out any detectable alteration in the methylation pattern. The researchers 
concluded that, in addition to CTCF sites, there are sequences within the 
ICR that are essential for its regulatory function. Moreover, the ICR size 
and CpG density are of determinant elements. 

Maternal alleles are dramatically more exposed to ICRs methylation 
than paternal ones [61,138]. Maternal alleles are mostly methylated on 
promoters of antisense transcripts but those of paternal alleles are placed 
between genes (non-promoter regions), suggesting that parental imprint-
ing methylation acts differently [215]. In general, there is higher degree 
of methylation of the maternal ICRs allele in comparison with that of pa-
ternal allele [61]. The H19 is an example of imprinted genes whose pref-
erence is to be expressed from maternal allele. Methylation of the DMDs 
of H19, maternally expressed imprinted gene, is needed for maintenance 
methylation [141]. 

DMRs of imprints, mostly, epigenetically signal for monoallelic 
expression of the gene. IGF2 encodes a fetal growth-factor and is pre-
dominantly expressed from the paternal allele, while H19 is expressed 
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from the maternal allele and encodes a transcript which may reduce cel-
lular proliferation. In mouse, IGF2 has a few identifi ed DMRs named 
DMR0, DMR1, DMR2 and DMR3 among which the fi rst two DMRs 
are positioned upstream and DMR2 within the IGF2 gene [216–218]. 
Recently, an intragenic regulatory DMR has been reported within the last 
exon of the IGF2 gene [81]. The comparison between methylation pat-
terns of IGF2 DMR from parthenogenetic and androgenetic blastocysts 
on one hand and that evolved from a normal zygote suggests that in 
normal embryos, paternal allele signifi cantly contributes in the DNA 
methylation at the locus [81]. Methylation on DMDs of imprints are 
initially established during gametogenesis and prior to parental pro-
nucleus fusion in the zygote [61,219]. After fertilization, the intergenic 
DMR of bovine IGF2 undergoes demethylation followed by low- level 
remethylation before blastocyst stage, which in turn precedes implanta-
tion by which the DMR is heavily remethylated. The study speculates that 
global methylation pattern of SCNT blastocysts is reprogrammed and 
maintained in a sex specifi c manner, similar to its normal counterpart. 
A recent study shows that, except for RASGRF1 DMR (paternally ex-
pressed imprinted gene), methylation of the most imprinted genes during 
mouse embryonic cleavage stages (preimplantation phase) are mainly 
controlled by maternal and zygotic DNA methyltransferase 1 (DNMT1) 
protein family [220]. 

Abnormalities at imprinted loci have been observed in cloned mam-
mals. In cloned cattle abnormal imprinted gene profi les have been ob-
served especially in the expression of IGF2 and H19 [221]. In the Bos 
taurus model, the IGF2 and H19 (IGF2/H19), a conserved cluster of 
imprinted gene, showed signifi cant variations from the normal pattern, 
mostly hypomethylation, associated with abnormal expressions of the 
H19 (but not IGF2) from both alleles in methylation pattern of DMRs 
[17,222]. Moreover, methylation pattern, which mostly occurs in early 
embryogenesis is dependent on developmental stage and specifi c to differ-
ent tissues, as was studied in IGF2/H19 [218]. 

Super ovulation, also, can cause abnormal imprinting patterns 
in oocytes [223] that might be attributed to the reduced expression 
of imprinted parental alleles, SNRPN, PEG3 and KCNQ1OT1, but to 
increased methylation of H19 [224]. MII oocytes of cloned porcine 
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showed mostly unmethylated profi les of DMR [225]. A recent study on 
bovine SCNT showed that signifi cant demethylation at the H19 DMD 
is attributed to biallelic expression of the imprint, which might lead to 
decline in the rate of implantation [226]. Moreover, biallelic expression 
of H19 in bovine is correlated to hypermethylation of the paternal H19 
differentially methylated domain and locus anomalies cause low SCNT 
effi ciency in cattle [226]. 

CONTROL OF GENE EXPRESSION DURING GAMETOGENESIS

Gametogenesis and embryogenesis involve epigenetic reprogramming to 
establish proper epigenetic marks and gene regulation. Generally, epigen-
etic pattern of the genome first reprograms and reestablishes during game-
togenesis. The second round of reprogramming and maintenance happens 
after fertilization, especially during preimplantation of the embryo [61] 
(Fig. 2). Gametogenesis in both sexes involves methylation of DMRs, 
reestablished in a parent-specific manner [60]. Epigenetic reprogram-
ming is mostly characterized during gametogenesis and early embryonic 
development especially prior to the zygotic implantation [227]. In fact, 
during gametogenesis (spermatogenesis and oogenesis) the methylation 
patterns of these genes are erased and reestablished. These modifica-
tions are continued after fertilization and during preimplantation specifi-
cally within non-imprinted genes [225] (for review see [180]). Gameto-
genesis involves sex-specific, epigenetic remodeling of male and female 
germ lines that matures the gametes for fertilization and constitutes proper 
regulatory processes [180]. Epigenetic reprogramming in sperm begins 
with DNA demethylation, followed by DNA remethylation and de novo 
methylation to chromatin modifi cation and histone-to-promatine transi-
tion [180,228]. Moreover, during spermatogenesis, testis specifi c linker 
histones occupy somatic linker variants. Among the histone variants cen-
tromere protein A appears to be epigenetically important during sper-
matogenesis [180]. Spermatozoa have a transcriptionally inactive and 
highly condensed chromatin structure. During spermatogenesis in rats, 
paternal-specifi c imprinted genes are prone to hypomethylation due to es-
trogen-associated signaling [229]. In the male germ cells, DMR of IGF2/
H19 acquires DNA methylation during spermatogenesis, however, in the 
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female germ cells, the DMR possesses the zinc fi nger protein CTCF by 
which the DMR defends against methylation so the allele is able to be 
expressed [230]. Through fertilization, paternal genome undergoes a 
series of remodeling events,  which are controlled by the activity of the 
oocyte, and the protamine replaced by oocyte-supplied histone and pos-
sessing maternal chromatin related proteins [231]. 

FIGURE 2. Establishment and maintenance of imprinted genes (epigenetic regulation) 
during mammalian gametogenesis and development. Sex specific establishment of DNA 
methylation of imprinted genes occurs during gametogenesis. Just after fertilization, 
protamine changes occur and follow by the second round of reprogramming begins with 
embryonic preimplantation. After fertilization, active and passive demethylations happen 
in parental specific manner. de novo methylation happens significantly during both rounds 
(for review see [61]).

DNA methylation is a sex bias phenomenon. As opposed to the male 
mouse embryonic germ cells, the female is not that much prone to meth-
ylate IGF2 receptor, IDF2 and H19 [82,232–234]. The same result has 
been illustrated during the blastocyst stage. It has been shown that in 
bovine, there is a signifi cant tendency for methylation in the male in 
comparison to that of the female [81]. Piwi proteins (mili and miwi2) are 
expressed only in germ line, which are responsible for the establish-
ment of de novo DNA methylation in transposons, and it is shown that 
PiRNAs directs DNA methylation in the male mouse germ cells through 
which the transposon is silenced [235–237]. In the other words, Piwi/
PiRNA complex appears to guide the de novo methylation at transposons 
[235,237] and deactivate transposons within a germline [238]. PiRNAs 
and siRNAs such as the one located within AU76, a pseudogene of RAN-
GAP1, negatively regulates transposons through their cis-acting function 
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in mouse oocytes as well as establishes the methylation of retrotranspo-
sons in the male mouse germ line [235,237,239]. 

Somatic environment of the male/female germ line shows their infl u-
ence in DNA methylation of imprints [82]. Using sex-reversed mice to 
evaluate sex-specifi c methylation pattern in vivo, the germ cells are found 
to be responsible for female/male imprints during oogenesis/spermatogen-
esis, though sex chromosome constitution shows signifi cant infl uence on 
male germ line for imprint methylation [82]. It seems probable that so-
matic environment of the genital ridge and that of chromosomal constitu-
tion have key roles in the establishment of imprinted genes. RASGRF1, 
paternally expressed imprinted gene, is essential in the male germ line 
[240,241] suggesting a regulatory mechanism containing DMD methyla-
tion and the repeat sequences, by which methylation of the germ line is 
established [79]. 

EPIGENETIC REGULATION DURING GESTATION

Normal fetal development is dependent on proper development of 
embryo and placenta. These developments are modulated through epi-
genetic signals during gestation. Although these molecular signals are 
controlled by the same epigenetic mechanisms, their regulation is inde-
pendent of each other and may follow different patterns during embryo-
genesis in comparison to placental development. During pregnancy, 
most monoallelic expressed genes carry out in extraembryonic tissues, 
such as trophoblast and yolk sac, regulate the development and function 
of placenta [44,201]. In placenta, this regulation seems to be directed 
by histone modification and ncRNAs through DNA methylation [201]. 
Embryo-placental development is a complex modulating phenomenon 
through which imprints undergo necessary maintenance, establishment 
and/or reestablishment. Placental development is under the control of IGF2 
and its degradation receptor, IGF2r [242]. IGF2, paternally expressed 
imprint, codes for embryo-placental growth factors. However, its receptor 
seems an unorthodox, imprinted gene [243]. 

Embryogenesis involves global methylation to erase and remethyl-
ate the methylation pattern. During early embryogenesis, methylation 
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re-establishment occurs mostly within CpG islands and the imprints 
regulate in a sex-specifi c manner based on the new gender [79,244,245]. 
The demethylation mostly happens during primordial germ cells (PGCs) 
migration towards the genital ridge [79,246,247]. It is hypothesized that 
histone replacement and chromatin changes, using DNA repair mecha-
nisms, are in accordance with the epigenetic reprogramming of PGC 
[61]. Evidences for such associations come from the chromatin modifi ca-
tion markers, for instance H3K9me2/3, H3K27me3, H3K4me2/3, H3K9ac, 
NAP-1 and HIRA, during early embryogenesis [248]. 

Just after fertilization, pre-implantation phase, promatines replace 
with histones and some level of histone modifi cations occur. Active de-
methylation of paternal pronucleus of the zygote starts and follows 
with passive demethylation during the cleavage states. Re-activation of 
the inactive X chromosome inactivation is the last signifi cant change 
of the female embryo during pre-implantation development (for review 
see [43]). Chromatin modifi cations during germ line development begin 
with demethylation of imprinted genes in primordial germ cells, in a 
sex-dependent manner [246]. Then, during female gametogenesis, this 
modifi cation proceeds to form primary oocytes, and follows to reestab-
lishment of maternal-specifi c methylation pattern during growth and matu-
ration of oocyte [123]. In male gametogenesis, a number of modifi cation 
factors are involved. During spermatogenesis, histones undergo hypoacety-
lation. Especially, DNMTs are signifi cantly important in the alteration of 
Leptotene to Pachytene. In this transformation, DNA methylation, histone 
methylation and histone deacetylation are counterparts [249]. The last 
modifi cation to produce a mature sperm is the promatine formation (for 
review see [53]). 

EPIGENETIC REGULATION DURING EMBRYOGENESIS

Early embryonic mouse shows high level of DNA methylation and ex-
pression of imprinted genes. The epigenetic pattern is maintained in so-
matic cells but erased in the PGC about 11. 5–12. 5 embryonic day [61]. 
At this time, the expression of the imprinted genes in PGC is biallelic 
and reestablishes during prenatal (in a male embryo) and postnatal stages 
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(in a female embryo) [61,246,250]. Mammalian promoters enriched in 
H3 K27 trimethylation [251] and H3 K4 trimethylation [252] are mostly 
occupied by polycomb group (PcG). Besides, PcG proteins influence 
the pluripotency of embryonic stem cell [253–257]. Study on mouse 
embryos revealed the regulatory mechanism for imprints in which 
DNA configuration is the key silencing factor. An imprinted gene, 
KCNQ1, is paternally repressed by ncRNA, KCNQLOT1, in associa-
tion with PcG proteins (EZH2 and Rnf2) at Cdkn1c, Cd81 and Tssc4 
cis genes [167]. An in vitro study on the expression of imprinted genes, 
H19 and SNRPN, in male mouse [258], suggested a mostly intrinsic, sex-
specific reestablishment of DNA methylation (after DNA demethylation) 
in the male germ line. However, there is still a probability that somatic 
cells at earlier stages may influence DNA methylation [61]. 

EPIGENETIC REGULATION AND PLACENTAL DEVELOPMENT

In mammals, imprinting has an important role in extraembryonic tissue. 
Their activation pattern seems to be tissue-specific as they are varied be-
tween embryonic imprints and placental imprints, for instance in mouse, 
placental imprints are mostly paternally repressed [201]. The authors 
suggested an evolutionary relation between placenta imprints and that 
of chromosome X repression. These findings propose that independent 
regulatory mechanisms are active in the embryo and in the placenta 
[259]. The regulatory mechanism suggested for imprints expression, 
is DNA methylation through histone modification and ncRNAs [201]. 
Research on a mouse model postulates that the regulation of the expres-
sion of imprints is not very firm in the trophoblast as it is in the embryo 
[260]. In fact, histone methylation maintains the silencing of the inactive 
allele of the imprints in mouse extraembryonic tissue, placenta. Further, 
the absence of histone methyltransferase G9a that has aberrant effects 
on placental imprinted cluster, Kcnq1. Retrotransposon-derived Peg 11 
(paternally expressed 11) or Rtl1 (Retrotransposon-like q) is a paternally 
expressed imprinted gene responsible for the maintenance of placen-
tal development especially in fetal capillary development [261,262]. 
In placenta, repressive histone modification seems more crucial for the 
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maintenance of imprinted genes [201,260]. Moreover, ethanol-induced 
growth inhibitory effects on the methylation of paternal allele H19, sug-
gests CCCTC-binding factor site as a epigenetic switch in placenta 
[263]. A recent study on methylation status of placental PEG10 em-
phasizes the importance of normal methylation of placental imprints for 
normal development of SCNT in cloned cattle. The placental PEG10 
shows a similar methylation pattern in the cloned calves, which survived 
and were healthy, in comparison with normal calves. Further, the cloned 
calves that died because of developmental failure, showed hypermethyl-
ation in PEG10 [264]. The importance of epigenetic regulation for proper 
placental development is obvious. Thus, unsurprisingly, SCNT paves the 
way to have a better understanding of placental development and mo-
lecular signals that modulate epigenetic regulation. 

TRANSCRIPTIONAL REGULATION BY POLYCOMB PROTEIN

DNA methylation and PcG proteins are two main silencing epigenetic 
pathways that are in accordance with each other [265]. PcG proteins are 
epigenetic regulatory proteins combined in numerous protein complexes 
as well as individual PcG proteins and usually interact with histones. 
They are classified as polycomb repressive complexes 1 and 2 classes. 
EED is a PcG, which can modify histone and change chromatin struc-
ture. EZH2, a PcG protein, is a regulatory element for the methylation of 
CpG in which the protein is in direct contact with DNMTs. PcG proteins 
play a critical role in epigenetic regulation such as in higher organ-
isms X-chromosome inactivation, imprinting regulation and restoring 
to pluripotent status [266,267]. Their epigenetic role is more in main-
taining chromatin structure as well as reestablishment of transcriptional 
regulation (for review see [268]), especially during differentiation and 
development [255,269]. PcG are responsible for maintenance of repres-
sion of specific developmental genes [180]. CTCF is an essential factor 
in insulator’s function that regulates transcription in mammals [270]. It 
contains 11 zinc-finger DNA-binding protein [271] with versatile func-
tions [272,273] as well as a transcriptional activator [274] and a repres-
sor [271,275] (see review [276] for more information). Studies show 
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epigenetic activities of CTCF in regulation of imprints [277] and X chro-
mosome inactivation [148,278,279]. However, post-fertilization methyla-
tion of the H19 ICR in a transgenic mouse model shows the necessity 
of the CTCF binding sites for the maintenance of the imprint pattern 
after implantation but not during pre-implantation phase [280]. A recent 
study on H19 ICR in SCNT bovine embryos reconfirms that significant 
demethylation of the gene prevents successful implantation of the embryo 
[226]. These investigators showed that the CTCF binding sites of the 
paternal allele are mostly unmethylated, and coincided with the expres-
sion of the H19, though during postimplantation period the methylation 
pattern and the expression profile of the gene was similar to control. 
Transcriptional regulation of genes is also associated with chromatin 
modification enzymes, such as HDAC1 [265], G9a [281], which are as-
sociated with DNMTs [282]. 

CONCLUSION

Creating live and healthy offspring through SCNT technique is only 
partially explained through epigenetic modifications. Clearly, somatic 
nuclei need to appropriately reprogram to the pluripotent state from 
which embryogenesis embarks. Most of the epigenetic modifications 
are probably mediated by DNA methylation and histone modifications. 
The epigenetic modifications reviewed here might explain some of the 
transcriptional regulatory mechanisms in SCNT reprogramming, which 
could influence embryonic gene expressions and might also affect the pla-
cental development during gestation. In contrast to genetic alterations, 
most epigenetic modifications are reversible, and the modulation of 
such modifications by reprogramming pluripotent genes in an embryo 
and placenta increase the amount of successes in animal cloning. In this 
review, we have highlighted the important and possible epigenetic modi-
fications that probably influence the efficiency of animal cloning. Proper 
regulation of these could further influence the life span of the cloned 
livestock via the epigenetic modulation of somatic gene expression. 
In addition to unraveling the mechanisms that have been described 
in the past decade, several other mechanisms would require additional 
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careful investigation. As discussed, somatic profiles of DNA methyla-
tion, histone modifications and chromatin configuration must be erased 
and reprogrammed in a precise manner in terms of both timing and 
location. Embryo-specific marks must be acquired in cloned embryos, 
similar to its natural counterpart. For proper acquisition epigenetic marks 
take place during embryogenesis, and this is why understanding of the 
epigenetic modification through gametogenesis up to fertilization is 
crucial. Inappropriate modification and reprogramming would affect the 
embryo-placental development and, consequently, could lead to failure 
during gestation, abnormalities and syndromes. This review is intended 
to emphasize the importance of understanding nuclear reprogramming 
for proper SCNT and the importance of DNA methylation and chroma-
tin modification in nuclear reprogramming. Failures in the reprogram-
ming will influence normal development of embryo and placenta and 
cause several abnormalities. All efforts to illuminate the complexity of 
epigenetic reprogramming that produces healthy cloned offsprings are 
necessary in order to have a better insight into the interaction between 
genomics and epigenomics. 
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INTRODUCTION

The human amnion is the inner layer of the fetal membranes composed of 
a monolayer of epithelial cells attached to a basement membrane overly-
ing a collagen-rich stroma [1, 2]. This tissue, which encloses the amniotic 
fluid, protects the fetus from external mechanical forces and provides an 
environment that supports fetal movement and growth [3, 4]. The amnion 
is also a metabolically active tissue involved in the synthesis of various 
substances with important functions during pregnancy, including prosta-
glandins and cytokines [1, 5, 6]. It is particularly well known as a major 
source of prostaglandin E2, a potent molecule mediating cervical ripening 
and myometrial contraction [7–10], whose levels dramatically increase 
before and during labor [11, 12].

The amniotic membrane provides most of the tensile strength of the 
fetal membranes, and alterations in its integrity can lead to undesirable 
pregnancy outcomes such as preterm premature rupture of membranes 
(PPROMs) [1, 13], which complicates 3% of all pregnancies and is re-
sponsible for approximately one-third of all preterm births (PTBs) [14]. 
Given the important role of the amnion in the maintenance of pregnancy 
and parturition, investigation into molecular events occurring in this tissue 
may contribute to a better understanding of physiological and pathological 
processes involved in pregnancy.

Considering that the amniotic fl uid is in a constantly changing state, it 
may be critical that the amnion properly responds to environmental cues 
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from the amniotic fl uid to accommodate the dynamic needs of the fetus, 
which could be mediated through epigenetic processes. A previous study 
by Wang et al. [15] has shown that matrix metalloproteinase 1 (MMP1), 
whose genetic variation is associated with susceptibility to PPROM [16], 
is regulated at the epigenetic level, specifi cally by DNA methylation, and 
that MMP1 promoter methylation status correlates with its expression in 
the amnion and association with PPROM. This fi nding suggests that the 
amnion represents an intriguing source of tissue for studying epigenetic 
events of potential physiological and pathological relevance.

In this study, we performed genome-wide methylation profi ling of hu-
man term and preterm amnion in order to explore the possible importance 
of DNA methylation in physiologic labor as well as the etiology of PTB. 
In addition, independent of the genome-wide methylation study, we car-
ried out methylation analysis of the promoter region of the oxytocin re-
ceptor (OXTR) gene whose role in human parturition is well established 
[17]. Given that OXTR expression in the amnion increases in association 
with the onset of labor [18] and that its aberrant methylation in other tis-
sue types has been implicated in autism [19], a disorder that has been as-
sociated with PTB [20, 21], we sought to investigate if DNA methylation 
could represent one mechanism regulating OXTR gene function in the 
contexts of normal parturition and prematurity.

MATERIALS AND METHODS

PLACENTAL TISSUE COLLECTION AND PREPARATION

Fresh human placentas were collected in 2009 and 2010 at the Univer-
sity of Iowa Hospitals and Clinics in IA, USA and Instituto de Mater-
nidad y Ginecología Nuestra Señora de las Mercedes in Tucumán, Ar-
gentina with signed informed consent and an institutional review board 
approval. We examined 121 placentas from three groups of patients un-
dergoing: term cesarean delivery without labor (term no labor (TNL) 
group, n = 18), normal term vaginal delivery (term labor (TL) group, n 
= 40), and spontaneous preterm (<37 weeks of gestation) delivery (pre-
term labor (PTL) group, n = 63). Gestational age (GA) was determined 
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using the first day of the last menstrual period as well as by ultrasound 
examination and was confirmed by assessment at birth. Each placenta 
was dissected into fetal (amnion, chorion) and maternal (decidua basa-
lis) components within an hour of delivery. The amnion and chorion ob-
tained from the extraplacental membranes (reflected membranes) were 
separated by blunt dissection under sterile conditions. Decidual tissue 
samples were macroscopically isolated from the surface of the basal 
plate of the placenta. After being cut into small pieces, the dissected tis-
sues were placed in RNA later solution (Applied Biosystems, Carlsbad, 
CA, USA) and stored per manufacturer's recommendations until used. 
A subset of these samples was selected for genome-wide methylation 
analysis on the basis of their informativity in relation to our previous 
gene expression profiling study (unpublished). Additional samples used 
for validation experiments were selected primarily based on the quality 
of DNA or RNA extracted from the tissue samples.

DNA PREPARATION AND METHYLATION STANDARDS

Genomic DNA was extracted from placental tissue samples using the 
DNeasy Blood & Tissue Kit (QIAGEN, Valencia, CA, USA) follow-
ing the manufacturer's protocol. The quality of the extracted DNA was 
evaluated by agarose gel electrophoresis. 500ng of DNA was bisulfite-
converted using the EZ DNA Methylation Kit (Zymo Research, Irvine, 
CA, USA) according to the manufacturer's instructions, and used in 
subsequent experiments. Universal Methylated Human DNA Standard 
(Zymo Research), which is enzymatically methylated in vitro at all cyto-
sines in CpG dinucleotides, was used as a positive control in the Illumina 
Infinium methylation assay. We also used Human Methylated and Non-
methylated DNA Standards (Zymo Research) as positive and negative 
controls for methylation-specific PCR. Both of the standards are puri-
fied from DNMT1 and DNMT3b double-knockout HCT116 cells, but 
the methylated standard is enzymatically methylated at all cytosines in 
CpG dinucleotides.
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GENOME-WIDE DNA METHYLATION ANALYSIS

ILLUMINA INFINIUM METHYLATION ASSAY

DNA methylation profiling was performed by the W.M. Keck Biotechnol-
ogy Resource Laboratory at Yale University, using the Illumina Infinium 
HumanMethylation27 BeadChip (Illumina, San Diego, CA, USA). Details 
of the design and general properties of this platform have been previously 
described [22]. A total of 24 samples were assayed on two BeadChips 
(12 samples per chip) following the standard protocol provided by Illu-
mina. The samples examined included 9 individual and 1 pooled amnion 
samples each from the TNL and TL groups, one pooled amnion sample 
from the PTL group obtained by combining 6 individual samples, and 3 
controls (methylated DNA control treated with M.SssI methyltransferase 
(New England Biolabs, Ipswich, MA, USA), Universal Methylated Hu-
man DNA Standard (Zymo Research), and bisulfite-untreated control). 
These samples were selected from among patients who had participated 
in our previous gene expression profiling study (unpublished), performed 
independently of the current work. Based on this previous study, which 
showed heterogeneous global gene expression patterns among PTL sam-
ples, we only included one pooled PTL sample to assess a group DNA 
methylation average. The samples were arranged randomly on each chip 
and were processed in a blinded fashion. Table 1 summarizes the clinical 
characteristics of the three groups of samples studied.

TABLE 1. Clinical characteristics of the three subject groups studied by genome-wide 
DNA methylation profiling.

Parameter TNL (n = 9)1 TL (n = 9)1 PTL (n = 6)2
Gestational age (weeks)3 39.1 ± 0.8 38.8 ± 0.8 33.5 ± 2.6
Race
White 4 3 3
Black 0 0 1
Other 5 6 2

Maternal age at delivery (years)3 29.7 ± 5.5 27 ± 4.4 28.7 ± 3.5
(Range 22–38) (Range 20–33) (Range 25–33)

Antibiotics during pregnancy or labor
Yes 6 1 5
No 3 7 0
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Unknown 0 1 1
Birth weight (grams)3 3508.3 ± 267.2 3354.1 ± 348.6 2102.2 ± 724.6
Infant gender
Female 6 4 2
Male 3 5 4

1Examined both individually and as a pooled sample.
2Examined as a pooled sample.
3Data are presented as mean ± standard deviation (SD).

Abbreviations: TNL: term no labor; TL: term labor; PTL: preterm labor.

QUALITY CONTROL AND STATISTICAL ANALYSIS

Data analysis was conducted on a fee-for-service basis by the W.M. Keck 
Biostatistics Resource at Yale University with GenomeStudio Methyla-
tion Module v1.0 (Illumina). We evaluated the quality of the data based on 
the signals of assay built-in control probes (staining, hybridization, target 
removal, extension, bisulfite conversion, methylation signal specificity, 
background determination, and overall assay performance) and three ex-
perimental controls (two positive methylated controls and one non-bisul-
fite-converted control), and confirmed the reliability of our data. Principal 
component analysis (PCA) demonstrated that there is no significant batch 
effect among the three groups of samples examined. The methylation sta-
tus of each interrogated CpG site was determined employing the β-value 
(defined as the fraction of methylation, calculation details described in a 
previous study [23]) method. An average β-value (AVG_Beta) for each 
CpG locus ranging from 0 (unmethylated) to 1 (completely methylated) 
was extracted utilizing the GenomeStudio software and used in further 
analyses. For the determination of differential methylation between two 
given groups, we used the Illumina custom error model. This model as-
sumes a normal distribution of the methylation value (β) among replicates 
corresponding to a set of biological conditions (TNL, TL, and PTL). We 
prioritized differentially methylated CpG sites by difference score (Diff-
Score). DiffScore, which takes into account background noise and sample 
variability [24], was calculated using the following formula: DiffScore = 
10sgn (βcondition − βreference)log 10P, where βcondition = βTL/βPTL, 

Table 1 continued...
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βreference = βTNL or βcondition = βTNL/βPTL, βreference = βTL. The 
resulting differentially methylated CpG sites were annotated with respect 
to their nearest gene based on the information provided by Illumina. A 
more detailed description of the Illumina custom error model and the Dif-
fScore has been provided previously [25].

FUNCTIONAL ENRICHMENT ANALYSIS

Differentially methylated genes (DMGs) with a DiffScore of >20 (equiva-
lent to P-value of <0.01) were evaluated for functional enrichment using 
predefined gene sets from the Molecular Signatures Database (MSigDB) 
[26]. We searched for significantly enriched gene sets by computing over-
laps between the lists of DMGs and the CP collection (canonical path-
ways, 880 gene sets) or the C5 collection (GO gene sets, 1454 gene sets) 
in the MSigDB. Gene sets with a P-value (based on the hypergeometric 
distribution) less than 0.05 were considered significant.

BISULFITE SEQUENCING (BS)

To validate methylation differences revealed by the genome-wide meth-
ylation assay, we performed bisulfite sequencing on urocortin (UCN), 
a gene identified as differentially methylated between the TL and PTL 
groups, and OXTR, a gene whose methylation status has recently been 
shown to be important in the pathogenesis of autism [19]. We investigated 
the methylation status of OXTR, given its significant role in parturition 
[17] and its labor-associated expression pattern in the amnion [18], which 
makes it a potential candidate gene for PTB. There are two OXTR CpG 
sites targeted by the Illumina Infinium BeadChip assay, both of which 
were not identified as being differentially methylated. However, because 
there is currently no evidence supporting the biological importance of the 
regions containing the two sites, we focused our BS analysis on CpG sites 
of known biological significance that are located in a different region of 
the OXTR gene. Primers for UCN were designed to cover the CpG site 
identified as being differentially methylated by genome-wide methylation 
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profiling, using the default parameters of MethPrimer [27]. PCR amplifi-
cation using the primer pair results in a 278bp product that spans part of 
the promoter, exon 1, and part of intron 1 of UCN (-439 to -162 relative to 
translation start site (TSS)) containing 16 CpG sites. For OXTR, we used 
the same primers and PCR conditions as those used in the previous study 
[19]. PCR amplification using the primer set results in a 358bp product 
that spans the OXTR promoter (-1195 to -838 relative to TSS) containing 
22 CpG sites that has been associated with tissue-specific OXTR expres-
sion [28] and the development of autism [19]. The regions examined in 
both genes were located within CpG islands. We carried out our analysis 
using the same samples assayed on the BeadChips and eight additional 
independent PTL samples (TNL, n = 9; TL, n = 9; PTL, n = 14). Bisulfite-
converted DNA was PCR-amplified using ZymoTaq DNA polymerase 
(Zymo Research). The resulting PCR products were run on an agarose gel 
and cloned into the pGEM-T Easy vector (Promega, Madison, WI, USA). 
Individual clones were isolated, amplified following standard protocols, 
and purified using the PureLink Quick Plasmid Miniprep Kit (Invitrogen, 
Carlsbad, CA, USA) per manufacturer's instructions. Ten clones per sam-
ple, on average, were isolated and sequenced at the University of Iowa 
DNA facility. Percentage methylation was determined for each CpG site 
similarly as done in previous work [19]. Statistical analysis was conducted 
using SigmaPlot 11.0 (Systat Software, San Jose, CA, USA). Significance 
of differential methylation (DM) was assessed using thet-test (two-tailed), 
Mann-Whitney (M-W) rank sum test (two-sided), one-way ANOVA, or 
Kruskal-Wallis (K-W) one-way ANOVA by ranks, as indicated in the text 
and/or figure legends. Post hoc analysis following ANOVA was performed 
using either the Holm-Sidak or Dunn's Method. A P < 0.05 was considered 
significant.

ENCYCLOPEDIA OF DNA ELEMENTS (ENCODE) CHIP-SEQ DATA

We examined the potential functional significance of the region of the 
OXTR gene containing CpG sites with statistically different DNA meth-
ylation status (CpGs-959 and -1084) using the ChIP-seq data from the 
ENCODE project available in the University of California Santa Cruz 
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(UCSC) genome browser [29, 30]. We specifically used the suppressor 
of zeste 12 homolog (Drosophila) (SUZ12) and Pol2 ChIP-seq data gen-
erated by the laboratories of Michael Snyder at Stanford University and 
Vishy Iyer at the University of Texas Austin. The ChIP-Seq data were ob-
tained using human cells (NT2-D1 for the SUZ12 data; GM18526, 18951, 
19099, 19193, and ProgFib for the Pol2 data).

METHYLATION-SPECIFIC PCR (MSP)

Validation of DM was additionally carried out using methylation-specific 
PCR (MSP). Two pairs of primers (unmethylated and methylated) for each 
of the lysophosphatidic acid receptor 5 (LPAR5), paternally expressed 10 
(PEG10), and solute carrier family 30 member 3 (SLC30A3) genes were 
designed using the MSP-specific default parameters of the MethPrimer 
program [27]. Bisulfite-converted DNA extracted from amnion tissues 
(TNL, n = 9; TL, n = 9; PTL, n = 14) was PCR-amplified using Biolase 
DNA polymerase (Bioline, Taunton, MA, USA). The resulting PCR prod-
ucts were visualized on a 2% agarose gel. Human Methylated and Non-
methylated DNA Standards from Zymo Research were used as positive 
and negative controls.

RNA EXTRACTION AND REAL-TIME QRT-PCR

Total RNA was extracted from amnion (TNL, n = 14; TL, n = 34; PTL, n 
= 59) and decidua (TNL, n = 12; TL, n = 16; PTL, n = 31) tissues using 
TRIzol reagent (Invitrogen) according to the manufacturer's protocol. The 
quality of extracted RNA was checked using the Agilent 2100 Bioana-
lyzer (Agilent Technologies, Santa Clara, CA, USA). Reverse transcrip-
tion was carried out with the High Capacity cDNA Reverse Transcription 
Kit (Applied Biosystems), using random hexamers as primers following 
the manufacturer's instructions. Real-time qRT-PCR was performed using 
synthesized cDNA as a template, gene-specific primers (UCN and OXTR) 
and Power SYBR Green PCR Master Mix (Applied Biosystems). The 
reactions (including no-template controls) were run in triplicate on the 
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7900HT Fast Real-Time PCR System (Applied Biosystems) using ACTB 
(beta actin) [31] as an endogenous reference. Data were analyzed with the 
SDS 2.4 software (Applied Biosystems), employing the comparative CT 
method [32]. Absence of nonspecific amplification was confirmed by dis-
sociation curve analysis. Samples with a value that falls outside ±2 stan-
dard deviations of the group mean were defined as outliers and removed 
from the study. Statistical analysis was performed similarly as described 
above in the bisulfite sequencing section. Data were presented as mean ± 
standard error of the mean (SEM).

RESULTS

GENOME-WIDE PATTERNS OF DNA METHYLATION AND 
DIFFERENTIALLY METHYLATED CPG LOCI BETWEEN TERM 
(NON-LABORED AND LABORED) AND PRETERM AMNION 
TISSUES

To investigate the possible involvement of epigenetic mechanisms in the 
physiology of normal labor and the pathogenesis of PTB, we examined the 
genome-wide methylation profiles of the amnion obtained following term 
(TNL and TL, n = 9 for each) and preterm (PTL, n = 6) deliveries using the 
Illumina Infinium BeadChip platform. The overall levels of DNA methyl-
ation in the experimental samples were low with third quartile AVG_Beta 
values between 0.4 and 0.55. Principal component analysis (PCA) placed 
the pooled TL and PTL samples close to each other and very distant from 
the pooled TNL sample (Figure 1), which indicates that the genome-wide 
methylation patterns in amnion tissues from the two spontaneous labor 
groups (regardless of gestational age (GA) at delivery) are more similar to 
each other than to those observed in non-labor tissues.

We also performed gene/locus level analysis of differential methyla-
tion (DM), searching for methylation changes associated with labor and/
or PTB at specifi c CpG sites. Using the Illumina custom error model al-
gorithm, we identifi ed 65 CpG sites in 64 and 61 autosomal genes each 
that are differentially methylated between the TNL and TL groups and the 
TL and PTL groups, respectively with a DiffScore of >30 (equivalent to 
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P-value of <0.001). Listed in Table 2 are the 15 most highly differentially 
methylated genes (DMGs). It was noted that among the genes with dif-
ferentially methylated sites, although very few, were those belonging to 
special classes of genes, including noncoding RNAs and imprinted genes 
(such as Down syndrome critical region gene 10 (DSCR10), FBXL19 an-
tisense RNA 1 (FBXL19-AS1), and paternally expressed 10 (PEG10) as 
shown in Table 2), many of which have regulatory functions in diverse 
biological processes.

FIGURE 1. Principal component analysis (PCA) plot of DNA methylation profiles in term 
(non-labored and labored) and preterm amnion. Each colored dot represents a pooled DNA 
sample from term no labor (TNL), term labor (TL), or preterm labor (PTL) group. Note 
that the TNL sample is placed distantly from the TL or PTL samples, indicating that the 
TNL group displays distinctly different methylation patterns compared to the other two 
groups. 
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TABLE 2. List of top 15 differentially methylated autosomal genes in amnion tissues from 
term (TNL, TL) and preterm (PTL) deliveries ranked by statistical significance (1).

TNL versus TL2 TL versus PTL3

Gene Locus CpG 
island4 Gene Locus CpG 

island4
IL32 16p13.3 No TOB1 17q21 No
EDARADD 1q42.3 No PNPLA3 22q13.31 No
STK19 6p21.3 No ZNF671 19q13.43 No
EXTL1 1p36.1 No DAB2IP 7 9q33.1–q33.3 No
HLA-DQB2 6p21 No MFNG 22q12 No
MFSD3 8q24.3 Yes UCN 2p23–p21 Yes
RAB31 18p11.3 Yes EXOC3L2 19q13.32 Yes
PNPLA3 22q13.31 No SLC44A2 19p13.1 Yes
GRHPR 9q12 Yes FBXL19-AS1 6 16p11.2 Yes
MPHOSPH10 2p13.3 No DLGAP5 14q22.3 Yes
PEG10 5 7q21 No SLC30A3 2p23.3 Yes
DSCR10 6 21q22.13 No CHFR 12q24.33 No
SRRD 22q12.1 Yes C11orf1 11q23.1 No
POLI 18q21.1 Yes SLC24A4 14q32.12 No
OSTalpha 3q29 No PI4KB 1q21 No

1Statistical significance was determined based on P-values calculated from DiffScores. All genes 
listed here have a DiffScore >40 (corresponding to P-value of <0.0001).

2Genes most highly methylated in the TL group compared to the TNL group.

3Genes most highly methylated in the PTL group compared to the TL group.

4Defined by the CpG island track in the UCSC Genome Browser.

5An imprinted gene.

6Non-protein coding genes.

7A gene identified as having three non-island CpG sites with a DiffScore >40.

Abbreviations: TNL: term no labor; TL: term labor; PTL: preterm labor.

FUNCTIONAL ENRICHMENT ANALYSIS

To determine the biological significance of DMGs, functional annota-
tion analysis was performed. Our approach involved examining the ex-
tent of overlap between our lists of DMGs and predefined annotated gene 
sets from the MSigDB [26] (see Section 2 for further details). For this 
analysis, we used gene lists with a less stringent P-value cutoff of <0.01 
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(corresponding to a DiffScore of >20), given the small number of DMGs 
(n = 65) with a P-value below 0.001. We found that 7 gene sets were 
significantly overrepresented (P < 0.05) in the list of 110 DMGs between 
the TNL and TL groups. The seven enriched gene sets included cation 
transport, ion channel activity, and those shown in Table 3, most of which 
are highly relevant to molecular processes involved in physiologic labor. 
Among the 186 DMGs between the TL and PTL groups, 17 gene sets were 
overrepresented. Many of the enriched gene sets were found to be associ-
ated with the regulation of cell behavior and extracellular matrix-cell in-
teractions, including focal adhesion, cell junction, cell-substrate adherens 
junction, and integrin binding (Table 3).

BISULFITE SEQUENCING (BS) ANALYSIS OF DIFFERENTIAL 
METHYLATION

To validate DM detected by genome-wide methylation profiling, we per-
formed BS analysis on UCN, a gene identified as being overmethylated in 
the PTL group compared with the TL group with a DiffScore >50 (Table 
2). We performed the same analysis on one additional gene named oxy-
tocin receptor (OXTR) whose mRNA and protein expression has been 
shown to be markedly upregulated in association with labor in primary 
human amnion epithelial cells [18]. Previous studies have demonstrated 
that the methylation status of the promoter region of this gene is associated 
with tissue-specific OXTR expression [28] and the development of autism 
[19], a disorder linked to PTB [20, 21, 33, 34]. These findings intrigued 
us to investigate whether DNA methylation could represent one mecha-
nism regulating the labor-associated activity of OXTR in the amnion. We 
selected the two genes (UCN and OXTR), given their crucial role in nor-
mal labor and parturition, which makes them potential candidate genes 
for PTB. Details on the regions amplified, samples used in the BS experi-
ments, and statistical tests performed for the analysis of the sequencing 
results are given in Section 2 and Figure 2.

All 16 CpG dinucleotides interrogated in the UCN gene showed some 
degree of methylation with the ones at positions -361, -335, and -319, being 
more highly methylated (22.9–55.7%, Table 4) compared with those at other 



Genome-Wide Analysis of DNA Methylation in Human Amnion 77

TABLE 3. Gene sets overrepresented among differentially methylated genes in amnion 
tissues from term (TNL, TL) and preterm (PTL) deliveries (1).

TNL versus TL
Gene set2 P-value3

HEART_DEVELOPMENT 0.012
POSITIVE_REGULATION_OF_CYTOKINE_PRODUCTION 0.017
GATED_CHANNEL_ACTIVITY 0.024
REGULATION_OF_HEART_CONTRACTION 0.041
REGULATION_OF_CYTOKINE_PRODUCTION 0.044

TL versus PTL

NEGATIVE_REGULATION_OF_TRANSFERASE_ACTIVITY 0.007
ADHERENS_JUNCTION4 0.011
HEPARIN_BINDING 0.014
FOCAL_ADHESION_FORMATION 0.02
FOCAL_ADHESION 0.024

1Presented are the top 5 most significantly enriched gene sets from C5 collection (GO gene sets).

2Defined in the Molecular Signatures Database (MSigDB).

3The cutoff for statistical significance was P = 0.05.

4Also identified as being enriched (P = 0.049) in the analysis performed with the CP collection.

Abbreviations: TNL: term no labor; TL: term labor; PTL: preterm labor.

FIGURE 2. Schematic representation of CpG island regions of UCN (a) and OXTR (b) 
analyzed by bisulfite sequencing (BS). Black horizontal arrows denote BS PCR primer 
binding sites. Solid box: coding region; open box: untranslated region. The expected PCR 
product sizes and positions of the primer binding sites (chromosome and base count, NCBI 
Build GRCh37/hg19) are indicated.
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positions (1.1–17.1%). All except two CpG sites were overmethylated in the 
PTL samples compared to the TL samples, showing the expected direction 
of DM. However, the differences were not statistically signifi cant.

TABLE 4. UCN and OXTR promoter methylation status in the amnion and decidua from 
term (TNL, TL) and preterm (PTL) deliveries (1).

UCN

Site2 Amnion Decidua
TL PTL P-value TL PTL P-value

-1903 2.2% 8.6% 0.39 6.7% 14.8% 0.07
-2793 2.2% 11.4% 0.07 15.6% 12.5% 0.97
-3194 24.4% 22.9% 0.83 19.9% 30.8% 0.08
-3354 23.3% 27.1% 0.56 23.2% 25.8% 0.75
-3614 48.9% 55.7% 0.33 32.1% 36.4% 0.48

OXTR

Site2 Amnion Decidua
TNL TL PTL P-value TNL TL PTL P-value

-860 24.4% 22.2% 24.3% 0.96 20% 15.6% 24.6% 0.19
-901 37.8% 30% 45.7% 0.17 45.6% 38.9% 46.9% 0.66
-924 56.7% 62.2% 68.6% 0.29 60% 52.2% 67.2% 0.09
-9345 50% 41.1% 59.3% 0.22 46.7% 42.2% 57.1% 0.02
-9595 43.3% 24.4% 27.1% 0.014 33.3% 33.3% 30.6% 0.91
-10845 4.4% 4.4% 5.7% 0.97 10% 0% 8.7% 0.008

1Presents average % methylation at each CpG site.

2Nucleotide positions relative to translation start site.

3CpG sites in UCN with the lowest P-value in each tissue type.

4CpG sites methylated at higher levels in both tissues than the average methylation level of all sites 
examined.

5CpG sites with statistically significant (P < 0.05) differential methylation in either tissue.

Abbreviations: TNL: term no labor; TL: term labor; PTL: preterm labor.

For OXTR, since we had no priori data on the methylation status of the 
22 CpG sites in amnion tissue, all three groups of samples (TNL, TL, and 
PTL) were examined. Consistent with the fi nding of Gregory et al. [19], 5 
CpG sites at positions -959, -934, -924, -901, and -860 showed the high-
est levels (22.2–68.6%, Table 4) and variation in methylation, whereas 
very little or no methylation (0–5.7%) was observed at the other sites. We 
found that one (CpG-959) of the fi ve sites was signifi cantly differentially 
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methylated among the three groups tested (one-way ANOVA, P = 0.014, 
Table 4). Pairwise comparisons (Holm-Sidak test) revealed signifi cant dif-
ferences between the TNL and TL groups (P = 0.017) and the TNL and 
PTL groups (P = 0.025) and borderline signifi cant difference between the 
TL and PTL groups (P = 0.050), demonstrating more distinct differences 
in methylation at this site between non-labor and labor tissues than be-
tween term and preterm tissues.

To determine if the observed DM also occurs in other parts of the pla-
centa where the genes are known to be expressed [17, 35], we extended our 
study to decidua tissues from the same groups of individuals. The decidua, 
which is of maternal origin, unlike the amnion of fetal origin [4], was se-
lected, given that the function of OXTR in parturition has been well demon-
strated in maternal tissue [17], and therefore, the examination of the decidua, 
along with the amnion, may allow us to compare the methylation state of the 
OXTR gene and possibly its importance in both fetal and maternal tissues.

The overall methylation patterns observed in the decidua were similar 
to those identifi ed in the amnion. However, unlike in the amnion tissues, 
the methylation levels not at CpG-959, but at different sites (CpGs-934 
and -1084), were found to be statistically signifi cantly different (P = 0.02, 
0.008, resp., K-W one-way ANOVA by ranks) among the three groups 
of the decidua tissues (Table 4). The CpG-1084 site, interestingly, was 
completely unmethylated in the TL group, whereas it was methylated to 
some small degree in the other two groups (TNL, 10%; PTL, 8.7%) (Table 
4). Signifi cant differences between the TL and TNL or PTL groups were 
confi rmed by Dunn's post hoc test (P < 0.05). In the case of CpG-934, the 
difference was signifi cant only between the TL and PTL groups. Taken 
together, it appears that there exist compartment-specifi c OXTR methyla-
tion patterns in the placenta.

ANALYSIS OF UCN AND OXTR GENE EXPRESSION IN THE 
AMNION AND DECIDUA

To evaluate the functional significance of the methylation status of the two 
genes, we performed gene expression analysis using qRT-PCR on an extended 
set of amnion and decidua tissues (n = 107, 59, resp.) from the three groups. 
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Although the DM of UCN was not validated by BS, we observed a statisti-
cally significant 2.3-fold increase in its transcript levels in the PTL amnion 
samples compared to the TNL and TL samples (P < 0.001, K-W one-way 
ANOVA by ranks, Figure 3). There was also a statistically significant, but less 

FIGURE 3. UCN and OXTR mRNA expression levels in term (non-labored and labored) 
and preterm amnion. Expression levels were normalized to that of beta-actin (ACTB). 
Experiments were performed in triplicate. Data presented are mean ± standard error of the 
mean (SEM). Asterisks represent statistically significant differences (P < 0.05, K-W one-
way ANOVA by ranks followed by Dunn's post hoc test) between specified groups. 
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than twofold increase in OXTR mRNA levels in the PTL amnion samples 
compared with the TL samples (P < 0.05, K-W one-way ANOVA by ranks, 
Dunn's post hoc test, Figure 3). The results were not replicated in the decidua 
samples for either gene. These findings suggest that the upregulation of UCN 
is specific to the amnion from spontaneous preterm deliveries, and that the 
DM observed in OXTR may not correlate with OXTR expression given that 
methylation generally plays a role in gene silencing.

METHYLATION-SPECIFIC PCR (MSP) ANALYSIS OF 
DIFFERENTIAL METHYLATION

As an alternative approach to validate DNA methylation differences cap-
tured by our genome-wide methylation study, we carried out methylation-
specific PCR (MSP) for selected 3 DMGs between the TNL and TL groups 
(PEG10) and between the TL and PTL groups (LPAR5 and SLC30A3). 
Analysis of the same set of amnion samples used in BS revealed no in-
tergroup differences in PEG10 and LPAR5 methylation (data not shown). 
However, the methylation status of SLC30A3 was in good agreement with 
our genome-wide methylation data with methylated MSP products present 
in 10 out of 14 (71%) PTL samples and none of the TL samples (Figure 4).

DISCUSSION

The present study investigated if there exist unique genome-wide meth-
ylation signatures that distinguish among term (non-labored and labored) 
and preterm amnion tissues. Our methylation profiling revealed a higher 
degree of similarity between the methylation patterns in the TL and PTL 
pooled samples than those observed in the TNL pooled sample, suggesting 
the potential role of methylation in the regulation of labor, independent 
from GA. We identified a relatively small number of DMGs between the 
TNL and TL groups and the TL and PTL groups (65 genes each) at the P 
< 0.001 significance level. This observation may be attributed to the small 
sample size and the sample-to-sample variability related to GA. Gene set 
enrichment analysis of those genes revealed significant overrepresentation 



82 Epigenetics and Pathology

of pathways that appear to be functionally relevant (Table 3). The enrich-
ment of pathways related to ion transport, ion channel activity, and cyto-
kine production among the DMGs between the TNL and TL groups re-
flects biochemical and molecular events associated with the onset of labor, 
which, along with hormonal factors, help to initiate parturition. These re-
sults are at least partially in line with previous gene expression profiling 
studies reporting labor-associated cytokine-related gene signatures in hu-
man amniotic [36] and chorioamniotic [37] membranes. The overrepre-
sentation of heart-(development and contraction) related gene sets may be 
explained by the presence of myofibroblasts in the connective tissue of the 
amnion [38], which have contractile ability [39], and hence are involved 

FIGURE 4. Methylation-specific PCR (MSP) analysis of SLC30A3. (a) Schematic 
representation of MSP primer binding sites. Black horizontal arrows: methylated-specific 
primer (MSPM) binding sites; gray horizontal arrows: unmethylated-specific primer 
(MSPU) binding sites. The expected PCR product sizes and positions of the primer 
annealing sites (chromosome and base count, NCBI Build GRCh37/hg19) are indicated. 
Solid box: coding region; open box: untranslated region. (b) Agarose gel electrophoresis 
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in heart rhythm regulation [40] and, possibly, prevention of excessive dis-
tension of the amniotic membrane [38]. The DMGs between the TL and 
PTL groups were enriched in gene sets involved in cell adhesion, cell-cell 
and cell-extracellular matrix interactions, which have crucial roles in the 
modulation of cellular behavior and tissue maintenance and organization 
[41]. This observation confirms the importance of intact fetal membranes 
as a critical factor in the maintenance of pregnancy. Another overrepre-
sented gene set was the negative regulation of transferase activity. Given 
the versatile roles of transferases, differential methylation of this group 
of genes (including HEXIM1, SFN, CBLC, and DUSP2) may influence a 
wide range of cellular processes in a way that interferes with timely onset 
of labor and parturition. Among these genes, DUSP2 has previously been 
documented as being significantly upregulated following interleukin-1β 
(IL-1β) stimulation in myometrial cells [42], suggesting its potential role 
in the mediation of uterine contractions. It would be intriguing to examine 
how the activity of DUSP2 in the amnion may contribute to the process 
of parturition.

Our study at the individual gene level using BS revealed three CpG 
sites (CpGs-934, -959, and -1084) in OXTR that exhibit signifi cant DM 
among the three groups of amnion and decidua tissues, which are of fetal 
and maternal origin, respectively [4]. Subsequent gene expression analy-
sis demonstrated no correlation between gene expression and methyla-
tion and therefore, the functional signifi cance of the observed DM remains 
undetermined. Previous work showed that site-specifi c methylation can 
result in transcriptional alterations through its effects on the interaction 
of transcription factors (TFs) with its cognate DNA sequence [43]. Cur-
rently, there are no known TF binding sites around CpG-959, which was 
previously identifi ed as signifi cantly hypermethylated in peripheral blood 
mononuclear cells from autistic patients compared with those from control 
patients [19]. However, Gregory et al. [19] have indicated that CpG-934, 
whose differential methylation has also been associated with autism, falls 
within predicted binding domains for v-rel reticuloendotheliosis viral on-
cogene homolog (avian) (c-Rel), zinc fi ngers and homeoboxes 2 (ZHX2), 
and lectin, galactoside-binding, soluble, 4 (LGALS4). Using ENCODE 
ChIP-seq data available in the UCSC genome browser, we also found that 
CpG-1084 falls within putative binding sites for SUZ12 and Pol2 (see 
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Section 2 for more details), which warrants future studies to dissect the 
impact of the methylation status at this specifi c dinucleotide on the inter-
actions between these TFs and their binding sites.

Despite the lack of any signifi cant difference in UCN methylation lev-
els between the TL and PTL groups, our observation of a signifi cant, more 
than 2-fold increase in UCN mRNA levels in the PTL amnion tissues com-
pared with the term tissues suggests a potential role of this gene in the 
etiology of PTB, which encodes an endogenous ligand for corticotropin 
releasing hormone receptor (CRHR) that mediates the action of CRH, one 
of the major endocrine factors in parturition [44]. Given that there are 
several putative binding sites for TFs (such as C7EBP, GATA, and MyoD) 
[45] upstream of the region examined in this study, it would be intriguing 
to investigate whether the methylation status of CpG dinucleotides en-
compassing those sites correlates with the observed gene expression pat-
terns. It would also be worthwhile to examine if mechanisms other than 
methylation underlie the transcriptional regulation of UCN in the amnion.

Our MSP analysis identifi ed another gene (SLC30A3) that might play 
a role in pathogenic processes of PTB. This gene, also known as ZNT3, 
encodes a zinc transporter responsible for zinc effl ux from the cytoplasm 
to extracellular spaces or intracellular organelles [46]. Given the differ-
ential expression of SLC30A3 in relation to dietary zinc and/or glucose 
supply in mouse placenta [47] and beta cells [48], it is postulated that 
its dysregulated expression due to aberrant methylation in human amnion 
may infl uence nutritional homeostasis during pregnancy, ultimately, lead-
ing to PTB.

Our work was limited by the small sample size and the lack of control 
for gender-specifi c methylation differences [49, 50]. Another major limi-
tation is that the PTL tissues were examined as a pooled sample, not in-
dividually. Previous studies have demonstrated that pooled DNA samples 
can be used to provide a reliable estimate of average group methylation 
when analyzed using high-throughput techniques such as MALDI-TOF 
mass spectrometry [51, 52]. Therefore, a DNA pooling approach using 
such systems could be employed in future studies for large-scale assess-
ment of methylation variations in maternal and fetal tissues. Very recently, 
it has been shown that neonatal DNA exhibits a considerable degree of 
GA-associated variability in DNA methylation patterns [53]. Given this 
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fi nding, a precisely stratifi ed analysis based on GA may allow a more ac-
curate characterization of DNA methylation profi les associated with term 
and preterm pregnancies.

CONCLUSION

This work provides preliminary evidence that DNA methylation changes 
may play at least a partial role in physiologic labor and the etiology of 
PTB, and suggests that DNA methylation profiles, together with other 
types of biological data, hold a promise for the identification of genes 
involved in normal parturition and preterm birth.
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CHAPTER 4

ASSESSING CAUSAL RELATIONSHIPS 
IN GENOMICS: FROM BRADFORD-
HILL CRITERIA TO COMPLEX GENE-
ENVIRONMENT INTERACTIONS AND 
DIRECTED ACYCLIC GRAPHS
SARA GENELETTI, VALENTINA GALLO, MIQUEL PORTA, 
MUIN J. KHOURY, and PAOLO VINEIS

INTRODUCTION

Observational studies of human health and disease (basic, clinical and 
epidemiological) are vulnerable to methodological problems -such as se-
lection bias and confounding- that make causal inferences problematic. 
Gene-disease associations are no exception, as they are commonly inves-
tigated using observational designs. However, as compared to studies of 
environmental exposures, in genetic studies it is less likely that selection 
of subjects (e.g., cases and controls in a case-control study) is affected by 
genetic variants. Confounding is also less likely, with the exception of 
linkage disequilibrium (i.e., the attribution of a genetic effect to a specific 
gene rather than to an adjacent one) and population stratification (when 
cases and controls are drawn from different ethnic populations). There is 
in fact some empirical evidence suggesting that gene-disease associations 
are less prone to confounding (e.g., by socio-economic status) than associ-
ations between genes and environmental and lifestyle variables [1]. There 
are some well-known methodological challenges in interpreting the causal 
significance of gene-disease associations; they include epistasis, linkage 
disequilibrium, and gene-environment interactions (GEI) [2]. 

A rich body of knowledge exists in medicine and epidemiology on 
assessment of causal relationships involving personal and environmental 
causes of disease; it includes seminal causal criteria developed by Austin 
Bradford Hill and more recently applied directed acyclic graphs (DAGs). 
Perhaps unsurprisingly, such knowledge has seldom been applied to assess 
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causal relationships in clinical genetics and genomics, even when stud-
ies aimed at making inferences relevant for human health. Conversely, 
incorporating genetic causal knowledge into clinical and epidemiological 
causal reasoning is still a largely unexplored task. 

APPLYING CAUSAL GUIDELINES TO GENETIC STUDIES

For several decades, guidelines to assess causality have been a powerful 
tool in clinical and epidemiological research, as well as in the professional 
practice of medicine and epidemiology outside academia [4-7]. Causal 
guidelines usually include a series of criteria that help assess which ob-
served associations are potentially causal. They were introduced initially 
by Bradford-Hill in the debate about the role of smoking in the aetiology 
of lung cancer; given the issue, they were meant for observational studies 
only, but many of the criteria can be applied to clinical trials and other 
experimental studies as well [8]. Although Hill did not have genetic epi-
demiology in mind at the time, today his criteria remain relevant to causal 
assessment in this field and, as we will show, to many areas of human 
genetics as well. 

Hill's approach is based on nine criteria: 1) Strength of association; 2) 
Consistency; 3) Specifi city of association; 4) Temporality; 5) Biological 
gradient (dose-response relationship); 6) Biological plausibility; 7) Coher-
ence; 8) Experimental evidence (e. g. reproducibility in animal models); 
and 9) Analogy. Statistical signifi cance was not listed but discussed sepa-
rately by Hill [8]. 

One major criticism leveled at Hill's approach is that it considers one 
causal factor at a time and is not intended to tackle complex relationships 
and interactions, such as those encountered in modern molecular medicine 
and genomics, which deal with chains of mediators and not only directly 
acting exposures. However, even complex situations can often be decom-
posed into simpler constituents, and in such case Hill's criteria can be ap-
plied fruitfully. This is a main motivation behind the present work. 

In 2006, a Human Genome Epidemiology Network (HuGENet) work-
shop in Venice was devoted to the development of standardized criteria for 
the assessment of the credibility of cumulative evidence on gene-disease 
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associations. This led to synopses on various topics in genetic epidemiol-
ogy; e.g., on DNA repair [9], and on Parkinson's disease [10]. Briefl y, 
according to the Venice guidelines [2] each gene-disease association is 
graded on the basis of the amount of evidence, replication, and protection 
from bias. These guidelines contributed to modifying the approach to ge-
netic inferences using Hill's criteria that we adopt here. 

Main theoretical issues underlying the application of Hill's criteria in 
genetics and genomics are shown in Appendix 1 [11-29]; below we will 
show how these criteria can be applied to an example of gene-environment 
interaction. Interactions here are defi ned as "the interdependent operation 
of two or more causes to produce, prevent, or control an effect" [2]. 

In summary, Hill's causal criteria and related logical tools that have 
long been applied fruitfully to clinical and epidemiological research may 
also be applied productively to research in genetics. However, genetic 
research has fundamental differences from clinical and epidemiological 
research. For example, in genetics confounding can be the consequence 
of events that may not be directly addressed at the other levels, includ-
ing haplotype blocks, allelic heterogeneity, overdominance, and epistasis 
[15]. Selection bias is more easily measurable in genomic studies, because 
we have the null hypothesis represented by Hardy-Weinberg equilibrium 
(HWE); i.e., we expect independent assortment of alleles in the popula-
tion, whereas a similar reasoning cannot be applied to daily life exposures. 
Hardy-Weinberg equilibrium is based on assumptions of population genet-
ics related to the lack of selection, inbreeding, migration; departure from 
HWE can thus point towards the possibility of gross bias (such as genotyp-
ing errors or selection bias). 

Explicit guidelines for causal assessment are more popular in clinical 
and epidemiological research than in genetics [3,30]. The reasons for that 
have seldom been addressed. They are probably related to the different 
nature of the objects, factors, mechanisms and processes that we study 
at each level. However, genetic guidelines on causality do exist and, in 
fact, have interesting similarities with Hill's criteria: (a) linkage to a par-
ticular region of the human genome (LOD>3); (b) one or more indepen-
dent mutations that are concordant with disease status in affected families 
(specifi city, strength of association); (c) defects that lead to macrochanges 
in the protein (specifi city, coherence); (d) putative mutations that are not 
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present in a sample from a control population (specifi city); or (e) presence 
of some other line of biological evidence (including expression, knockout 
data, etc.) [15]. Criteria (a), (b) and (c) refer to background knowledge. 
But it is in particular criterion (e) that supports the causal association by 
conferring coherence with previous knowledge [3,15]. 

DIRECTED ACYCLIC GRAPHS AS TOOLS TO CLARIFY 
ASSOCIATIONS AND COMPLEX CAUSAL RELATIONSHIPS

Directed acyclic graphs (DAGs) have a long tradition in science. They are 
a rigorous way of visualising complex systems, clarifying ideas, comple-
menting the formulation of hypotheses, and guiding quantitative analy-
ses. There has been much debate on the exact nature and roles of DAGs 
in the biomedical literature. The most widespread approach in the health 
sciences is the causal DAG approach promoted by Greenland, Robins, 
Hernán and colleagues [31-33], and the equivalent mathematical frame-
work of counterfactuals [34]. In causal DAG approaches, the directed 
edges in a DAG represent causal relationships. Whilst the causal DAG 
framework is appealing and intuitive, we wish to draw attention to an al-
ternative approach to causal inference, the Decision Theoretic Framework 
(DTF), which is based on a formal treatment of conditional independences 
(a non-graphical version of the 'd-separation criteria') [35]. Appendix 2 
provides additional details on statistics and assumptions underlying the 
DTF [36-38]. This approach has recently become increasingly popular in 
epidemiology, in particular to assess the role of genes as instrumental vari-
ables for causal inference [39]. DTF retains the advantages of the causal 
DAG approach but overcomes some of its limitations. In particular, as 
DTF uses DAGs to describe the relationships between variables, it retains 
the capacity of DAGs to clearly and formally visualise complex systems. 
In contrast to the causal DAG approach where all directed edges are as-
sumed to represent causal relationships, DTF takes a more conservative 
view where the edges represent statistical associations (and the lack of 
edges represents independence). Causality in DTF is viewed as external 
knowledge that can be added to the DAGs and allows some of the edges 
to be interpreted as causal. There are three reasons for this conservative 
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viewpoint. The first is that it entails fewer assumptions about the existence 
and direction of causal relationships between variables. The second is that 
it is not necessary to include all possible causes or covariates in a DAG, 
only the variables of interest, making DTF more flexible than the causal 
DAG approach. The third is that when we perform a statistical analysis 
of observational data, we obtain measures of association (not causation) 
between variables. We explain this concept in more detail below. 

A main problem when making causal inferences in clinical and epide-
miological research is that most data are observational. This is also true 
for a substantial part of basic biomedical research. It is certainly an issue 
in human genetics, where there is usually no randomization (except in cir-
cumstances where Mendelian randomization can be applied [1,3,39,40]), 
and knowledge of the genetic pathways is tenuous or incomplete. In such 
circumstances we must be careful to distinguish causal relationships from 
associations resulting from unobserved biases or chance. 

DAGs can still be used to make causal inference, but the causal ele-
ment is an external assumption that needs to be explicitly incorporated 
into the DAG rather than implicit in the direction of an edge. We use a 
DAG to visualise complex associations, but when we only have observa-
tional data at our disposal, we must fi nd other ways to assess a) whether a 
particular association is causal and not due to confounding or other bias, 
and b) what the direction of this association is. 

The problem of inferring causality from observational data in the pres-
ence of unobserved confounding is simply described in the DAGs in Fig-
ure 1. In the DAG on the left hand side X is the putative cause—e.g., a 
particular environmental exposure such as urban pollution—Y is the dis-
ease outcome under investigation, and U a set of confounders, many of 
which will typically be unobserved. Epidemiologists are interested in the 
existence, direction and strength of the X-Y association and whether this 
can be considered causal. (They are not necessarily interested in whether 
the other relationships in the DAG are causal). However, they are often 
unable to capture all this information from observational studies due to 
the presence of unobserved confounders U. Even when there is no direct 
association—i.e., there is no edge between X and Y as in the DAG on the 
right hand side of the Figure 1—the presence of U (this time as a common 
parent) will result in a statistical association between the two. Again, the 
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question is, how do we distinguish a causal association from a statistical 
association when only observational data are available?

FIGURE 1. DAG demonstrating the ideas of confounding. A: U is an unobserved 
confounder for the association between X and Y and X is a cause of Y. B: U is an unobserved 
confounder for the association between X and Y but X is not a cause of Y. From purely 
observational data these two situations cannot be separated. 

FIGURE 2. Three DAGs exhibiting the same conditional independence but with different 
causal interpretations. 

FIGURE 3. DAG with a randomisation node R. R indicates whether X is randomised or 
allowed to arise naturally. A: U is a confounder. B: U is a mediator. Randomisation allows 
us to distinguish between these situations. 

One way to answer this question is by incorporating prior knowledge 
in Hill's scheme (or similar criteria) with DAGs to determine which edges 
can be considered causal. This is the approach we propose in this chapter 
and that we describe in detail below. Another way of introducing cau-
sality is by adding so-called intervention or randomisation variables to 
a DAG and to the corresponding probability statements. A more detailed 
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description of such variables is given in Appendix 2. As a thorough expla-
nation is beyond the scope of this paper we refer the interested reader to 
Dawid [41], Didelez [42], Geneletti [43], and Lauritzen [44]. 

For the remainder of this chapter, the DAGs we use can be viewed as 
heuristic tools to understand gene-environment relationships. 

PARKINSON'S DISEASE: PESTICIDES, AND GENE-
ENVIRONMENT INTERACTIONS

In order to illustrate our methods, we present a case study based on Par-
kinson's disease. First we present a short description of the disease and a 
summary literature review of its genetic component; we focus in particular 
on a recently identified genetic form. Second, we use graphical methods 
to propose and assess hypotheses on how the risk factors might interact. 
Third, we apply Hill's criteria to each of the hypothesised associations to 
assess causality in light of the available evidence. 

Parkinson's disease is the most common neurodegenerative disorder 
after Alzheimer's disease, affecting 16-19 new individuals per 100,000 
persons each year in developed countries [45]. Characterized by brady-
kinesia, resting tremor, rigidity and postural instability, it is also one of 
the most common late-life movement disorders. The pathological char-
acteristic of the disease is a selective loss of pigmented neurons, most 
prominently in the substantia nigra (one of the brain basal ganglia) 
accompanied by a characteristic α-synuclein-positive inclusion bodies 
in neurons (Lewy bodies) [45]. While the causes of Parkinson's disease 
remain unknown, signifi cant progress is being made in elucidating ge-
netic and environmental risk factors and the neurodegenerative process 
underlying the disease. Appendix 3 summaries the key evidences to 
date on environmental and genetic risk factors for Parkinson's disease 
[46-49]. 

A deletion of the DJ-1 gene in a Dutch family and a mutation con-
ferring a functionally inactive form in an Italian family associated with 
early onset PD were fi rst observed in 2001 [50], and confi rmed in 2003 
[51] (as is convention, we use italics to indicate the gene and non-ital-
ics to indicate the protein; thus, DJ-1 means the gene, and DJ-1 means 
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the protein). DJ-1 is involved in many cell processes including on-
cogenic transformation, gene expression and chaperon activity, and it 
mediates oxidative stress responses [52]. A recent meta-analysis of the 
association between pesticides and Parkinson's disease [53] concludes 
that the epidemiologic evidence suggests a fairly consistent associa-
tion between exposure to pesticides and risk of developing Parkinson's 
disease. In particular, among the herbicides, paraquat has been found 
to be most strongly associated with the risk of the disease (with odds 
ratios ranging from 1.25 to 3.22). Toxicological evidence suggests that 
both paraquat and rotenone exert a neurotoxic action that might play 
a role in the etiopathogenic process of Parkinson's disease. Moreover, 
clinical symptoms of Parkinson's disease have been reproduced in rats 
by chronic administration of paraquat [54]. Evidence from animal ex-
periments shows that knockout models of Drosophila melanogaster 
(fruit fl y) lacking DJ-1 function, display a marked and selective sensi-
tivity to the environmental oxidative insults exerted by both paraquat 
and rotenone [54]; this suggests that there is an interaction between 
these toxicants and the DJ-1 genotype [3]. On the basis of these data, 
it is sensible to hypothesise an interaction between DJ-1, exposure to 
some pesticides, and risk of Parkinson's disease in humans as well. 
Using Hill's criteria we can say that the hypothesis has biological plau-
sibility; also, testing the hypothesis entails testing Hill's criterion of 
analogy (i.e., testing that there are analogous causal mechanisms in 
certain animal models and in humans). To test the hypothesis, further 
investigation is needed in order to estimate the effect of the interaction 
between DJ-1 and exposure to specifi c pesticides in humans on the risk 
of developing Parkinson's disease. We can construct a logic framework 
displaying (a) the association of paraquat (P) with Parkinson's disease 
(Y); (b) the association of DJ-1 with Parkinson's diseases; and (c) the 
interaction of DJ-1 with exposure to paraquat. We can also assume the 
existence of confounding between the exposure to paraquat and the 
disease outcome (Cp), and between DJ-1 and disease outcome (Cd) 
(Figure 4). First we are going to propose a graphical method to un-
tangle the relationship between these two risk factors and Parkinson's 
disease; in a second step we will evaluate the associations from a more 
strictly causal point of view. 
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FIGURE 4. DAG showing all possible one-way relationships for gene-environment 
interactions based on the observed variables. 

CASE STUDY: THE DJ-1 GENE, EXPOSURE TO PARAQUAT AND 
RISK OF PARKINSON'S DISEASE

The process we describe in this section has two components. The first uses 
DAGs as a visual tool to explore a range of possible interaction scenarios. 
The second uses DAGs as a formal tool to describe the formal dependence 
among the variables in the problem. These two components go hand in 
hand, as intuition about the problem will generally guide the first whilst 
the second will reflect information in the observed data as well as consid-
erations about what is biologically plausible. In a second instance, which 
is beyond the scope of this chapter, the interaction quantitative effects can 
be estimated. How the latter step is done will depend both on the nature of 
the data available and crucially on the model for interaction. We assume 
an additive interaction model for simplicity; however, the DAGs work 
equally well with a multiplicative model as they describe associations 
rather than their exact mathematical nature. 

We consider fi rst the case study of gene-environment interactions 
(GEI) involving risk of Parkinson's disease, the DJ-1 gene and exposure to 
paraquat described above. To do this we use simplifi ed versions of models 
proposed by Khoury et al. [55] and Ottman [56]. Subsequently, we con-
sider fruit fl y experiments where the associations between Parkinson's, 
DJ-1 and paraquat have been ascertained, and we present this as the ideal 
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situation to make causal inference. The approach we are proposing can be 
also used to tackle a range of other complex problems. 

In order to look at possible GEI scenarios we need to introduce some 
simple notation:

gene: DJ-1 = d* variant (deletion as in the Dutch families or inactivity as 
in the Italian families); DJ-1 = d wild type
pesticides: P = p* exposed; P = p unexposed
disease: Y = 1 with Parkinson's disease; Y = 0 without Parkinson's disease

The crux of this approach is the introduction of an interaction variable 
I. It is determined by the values of the genetic and environmental exposure 
variables. In simple terms, it acts like a switch and is turned "on" when the 
parents (a parent P of another variable X has an edge pointing into X, and 
X is a child of P) take on some values, and "off" when the parents have 
other values. In the current context this is typically the presence of the 
genetic exposure (i.e., the genetic variant) and/or the environmental ex-
posure that leads to an increase in disease risk, which turns the interaction 
"on". Thus, in addition to the above variables, we also defi ne:

interaction: I = 1 ("on") if there is an interaction and I = 0 ("off") if there 
isn't. 

The exact nature of the interaction depends on the contexts sketched be-
low. 

For the sake of simplicity, we assume that I is a deterministic variable. 
What we mean by this is that unlike the other variables in the problem, I is 
not random. Once the value of its parents is known, then so is the value of 
I. This might be considered unduly restrictive if there are other potential 
parents in the interaction, which are suspected but unobserved. It is possi-
ble in these cases to view I as a random variable, where its variability is as-
sociated with that of the unobserved interactant. However, in this chapter 
we focus on the simplest case and thus we make the following assumption:

1. DJ-1 and P are the only parents of the interaction variable I. Another 
assumption that is generally plausible, provided that the exposure 
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does not modify the genetic structure (e.g., the exposure does not 
cause somatic mutations) is that:

2. There is no a priori association between the gene and the external 
exposure; this is represented by the absence of a directed edge be-
tween DJ-1 and P in the DAGs below. 

Generally, this is a plausible assumption provided that the exposure 
does not modify the genetic structure [57]. In this specifi c example, this 
assumption is likely to be true. However, with other environmental expo-
sures this assumption does not hold. For example, the association of some 
lifestyle factors with genotypes predisposing (or causing) Parkinson's 
disease is possible as the dopaminergic system is involved in rewarding 
mechanisms and it is hypothesized to infl uence some seeking behaviours 
and addiction (i.e., smoking or alcohol drinking) [58]. 

The idea of I as a variable to represent interaction is similar to the 
suffi cient component cause (SCC) variables in VanderWeele and Robins 
[59]. We feel however that our approach presents a few advantages over 
the SCC framework. As we do not need to incorporate all the suffi cient 
causes (we are not using a causal DAG), the structure of our DAGs is less 
cumbersome. Also, although for the sake of simplicity we have defi ned I 
in terms of binary exposures, we can easily extend it if we are consider-
ing multi-valued or continuous exposures. The DAG in Figure 4 shows a 
complex situation we can imagine, given assumptions 1 and 2, in which 
there is confounding between both the exposure to paraquat and the dis-
ease outcome (Cp) as well as confounding between DJ-1 and the disease 
(Cd), and no other variables are postulated. Confounding between both 
exposure to paraquat and the disease might be due, for example, to the fact 
that people exposed to paraquat may also be more likely to smoke, a fac-
tor that is negatively associated with the risk of Parkinson's disease [60]. 
Confounding between DJ-1 and the disease might be due to the involve-
ment of the dopamine-mediated rewarding system [58]. Any observational 
study—any study of these issues in humans—is unlikely to observe all 
potential confounders. Nevertheless, just to simplify our model, we also 
assume that:

3. There are no further confounders between either the gene and the 
outcome or the exposure and the outcome. This is represented by the 
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absence of additional variables and corresponding directed edges in 
the DAGs below. 

Now we turn our attention to looking at the case by evaluating the plau-
sibility of a few different GEI scenarios. As mentioned above, these are 
loosely based on Khoury et al. [55]. For each of the models that we con-
sider below, we present a more formal description in Appendix 4. 

MODEL I

Both exposure and genotype are required to increase risk as in Figure 5. 
Here, if I is "on" then there is an association between the disease and the 
genetic exposure and the environmental exposure to pesticides when both 
are present. If on the other hand I is "off" then there is no association -in 
other words, Parkinson's is only associated with DJ-1 and paraquat expo-
sure through the interaction itself. This is an extreme form of interaction 
that is unlikely to occur in the pathogenesis of common diseases. Does 
this model describe the relationship between DJ-1, exposure to pesticides 
and Parkinson's disease? For this to be the case, all the Dutch and Italian 
families with the variant DJ-1 and Parkinson's would also have to have 
been exposed to pesticides. Further, the incidence of Parkinson's amongst 
the families with the gene variant would have to be the same on average as 
that of those without the gene variant (if unexposed to pesticides). Simi-
larly, those exposed to pesticides would have to have the same incidence 
as those not exposed to the pesticides without the DJ-1 variant. This is 
clearly not the case. 

FIGURE 5. Both DJ-1 gene and pesticide exposure need to be present to activate the 
interaction. 
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MODEL II

The exposure to pesticides increases the risk of disease but the presence of 
the gene variant alone does not increase the risk of disease, although the 
variant further increases the risk of disease in the exposed population (Fig-
ure 6). In this model, I is switched on and off by P. When P = p* (exposure 
to pesticides) I = 1, indicating that the interaction is switched "on" and the 
presence of the variant in DJ-1 and Parkinson's is influential. When P = p 
then I = 0 and whether DJ-1 is the variant or wild-type form makes no dif-
ference to the outcome Y. It is possible that in some cases exposure to P is 
protective; i.e., I would take the opposite value of P in a binary situation. 
In more complex situations, the effect of P might be such that only certain 
values of P result in interactions and in these cases the values of I and P 
would not be the same. In this instance, we have that Y depends directly 
on exposure P; however, Y depends on DJ-1 only through the interaction 
and the exposure when this is present -i. e. when P = p*. 

FIGURE 6. Pesticide has an effect but DJ-1 only has an effect if pesticide exposure is 
present. 

This model is also not a plausible description of the relationship be-
tween the three variables based on the evidence at hand, as it would mean 
that all the families with the variant and Parkinson's would have to also 
have been exposed to pesticides. 

MODEL III

Exposure to pesticides exacerbates the effect of the gene variant but has no 
effect on persons with the normal genotype. In this model, I is switched on 
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and off by DJ-1. The model does not provide either a plausible explanation 
of the available evidence (Figure 7). 

FIGURE 7. DJ-1 has an effect but pesticide only has an effect if the gene mutation is 
present. 

MODEL IV

The environmental exposure and the gene variant both have some effect 
of their own but together they further modify the effect of the other. Here I 
is a function of both P and DJ-1 and is defined as follows: I is "on" if and 
only if both P and DJ-1 are "on" otherwise I is "off". Here there are also 
direct associations between P and Y and DJ-1 and Y other than through I; 
this indicates that there are effects of P on Y irrespective of DJ-1, and ef-
fects of DJ-1 on Y irrespective of P. From the data we cannot distinguish 
between DAGs A and B in Figure 8. 

FIGURE 8. Both DJ-1 and the pesticide have an effect and there is a possible interaction 
in A but not in. 

A core issue with these models is that I is essentially unobservable in 
humans living under normal conditions; these biological interactions can 
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only be tested in animal experiments. Thus, in humans we cannot disentan-
gle the two DAGs above apart without further information (VanderWeele 
and Robins [61] provide some tests to determine which individuals pres-
ent Y only when the interaction I is "on" provided there is no unmeasured 
confounding). In order to be able to fully tell them apart, an experiment 
can be conducted or the relative risks can be compared (see Appendix 1). 

In light of the evidence on Parkinson's disease, we have to favour one 
of the two models IV above the other three, as it would appear that both 
the genetic and the environmental exposure have separate (independent) 
effects on the risk of Parkinson's. However, from the data on humans we 
cannot distinguish between the two "type IV" models until we run a study 
to determine the presence of an interaction. In the case of the Drosophila 
experiments (see section below) the interaction model on the left-hand 
side provides a better explanation, as fl ies with the mutation that have 
been exposed demonstrate further sensitivity to exposure to pesticides 
than those who do not have the mutation. 

The example we have shown exemplifi es, we think, a common situa-
tion concerning the interaction between metabolic genes and environmen-
tal exposures (e. g. arylamines and NAT2, PAH and GSTM1 and many 
others) but has the peculiarity that experiments in Drosophila have been 
done (see below). 

EXPERIMENTAL EVIDENCE: THE CASE OF THE DROSOPHILA

The DAGs above alone cannot be directly used for causal inference unless 
additional assumptions are made or experiments conducted. The reason is 
the limited information on potential confounders (and intermediate vari-
ables, etc. ) that can influence the relationship between the three observed 
variables. For the sake of making the DAGs clear, we have assumed that 
there are no confounders; however this is unlikely to be the case in prac-
tice as Parkinson's is a multifactorial disease. The method we have pro-
posed can however be extended to include confounders and intermediate 
variables. 

In the case of Drosophila the situation is simpler. Meulener et al. [49] 
show that both exposure to pesticides and the mutation of DJ-1 may be 
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associated with increased risk of neural degeneration. Further, the combi-
nation of the two has also been demonstrated to aggravate the condition, 
as the fl ies, which had the DJ-1 gene knocked out exhibited a ten-fold 
increase in sensitivity to paraquat (which would indicate a supra-multipli-
cative interaction). 

As in this case both the genetic make-up and the exposure status of 
the fl ies have been intervened upon under controlled conditions, we can 
make causal inference based on this data by introducing randomisation 
variables into our DAG. The DAG in Figure 9 is an augmented DAG [38] 
that includes randomisation variables Rp and Rd. These tell us whether 
P or DJ-1 are being randomised or not and allow us to make inferences 
about interventions and, hence, causality using DAGs. For a more detailed 
discussion see Appendix 2. 

FIGURE 9. DAG representing the fruit-fly experiment where interventions were performed 
both on the genetic make-up and the pesticide exposure. The interaction can therefore be 
identified. 

The DAG in Figure 9 implied that for the Drosophila at least we can 
state that exposure to pesticides causes an increased risk of neural dam-
age, as does the presence of the mutated DJ-1 gene. Also as the combined 
presence of the mutation and paraquat further increases the risk of neural 
damage, we can ascertain the presence of an interaction. It should be noted 
that DAGs do not specify or constrain the model of statistical interaction, 
which can follow either an additive or a multiplicative null hypothesis 
model. 

In the case of humans, we cannot assume such randomisation variables 
exist (except in Mendelian randomisation which, however, applies to gene 
variants only, and not to exposure); thus, we cannot expand the DAG in 
Figure 6. On the other hand, etiologic factors and clinical phenotypes are 
usually more diverse in human diseases than in animal models; inferences 
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to human diseases from relatively simple animal experiments have well 
known limitations. An avenue for progress lies in integrating DAGs with 
the inductive reasoning implicit in Hill's guidelines. 

APPLICATION OF CAUSAL GUIDELINES TO DJ-1 AND 
EXPOSURE TO PARAQUAT FOR PARKINSON'S DISEASE

Following the DAG approach, we established the relationship between 
genes and some environment exposures in promoting Parkinson's disease, 
and we proposed different interaction models between DJ-1, pesticides 
and Parkinson's disease. In order to apply Hill's causal guidelines to the 
DAGs we are going to work with (Figure 6A), we need to label each of 
the edges. Throughout the rest of this section we use the following labels:

• The edge between DJ-1 and Parkinson's disease is referred to as 
[edge 1],

• The edge between exposure to pesticides and Parkinson's disease 
is referred to as [edge 2],

• The interaction between DJ-1 and the exposure to pesticides in 
causing Parkinson's disease is called [edge 3]. 

Hill's guidelines are discussed in a slightly different order than in the 
original version and statistical signifi cance is omitted because it refers to 
the contingent evaluation of each study and does not require a specifi c 
discussion in relation to genomics. 

STRENGTH OF ASSOCIATION

DJ-1 has been seen to be lacking in Dutch families with Parkinson's dis-
ease, and to be functionally inactive because of a point mutation in the 
Italian families studied by Bonifati and cols [51]. The deletion showed 
complete cosegregation with the disease allele in the Dutch family [51]; 
also in the Italian family the homozygous mutation showed complete 
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cosegregation with the disease haplotype, and absence from large numbers 
of control chromosomes [62]. Although the function of the DJ-1 protein is 
unknown, these data suggest a strong association between the DJ-1 gene 
and the occurrence of Parkinson's disease in certain families [edge 1]. To 
establish the strength of the association between specific environmental 
factors and a disease is far more complicated, mainly due to the quality of 
exposure assessment, the latency period, and body concentrations during 
the lifecourse. A meta-analysis of the association of pesticides and Parkin-
son's disease points out that both pesticide exposure in general and selec-
tive exposure to paraquat seem to be associated with Parkinson's disease, 
with odds ratios ranging from 1. 25 (95% C. I. : 0. 34 - 4. 36) to 3. 22 (95% 
C. I. : 2. 41 to 4. 31) [53] [edge 2]. With respect to the interaction param-
eter, there is as yet no epidemiological study that has tested whether there 
is an interaction between DJ-1 and pesticides; thus neither the existence 
nor the strength of such an association are known. However, knockout 
models of Drosophila melanogaster (fruit fly) lacking DJ-1 function, dis-
play a marked and selective sensitivity to the environmental oxidative in-
sults exerted by both paraquat and rotenone [49], suggesting an interaction 
between these toxicants and the DJ-1 genotype [edge 3] in animal models 
and, consequently, that in humans the interaction between the chemicals 
and DJ-1 is biologically plausible (as can be seen, Hill's criteria often "in-
teract", i.e., they are often related to each other, as in this paragraph the 
strength of association is related to the biological plausibility). 

CONSISTENCY OF THE ASSOCIATION

After the first variants described, different variants of the DJ-1 gene as-
sociated with the same Parkinson's disease phenotype have been found in 
patients of Ashkenazi Jewish and Afro-Caribbean origins [63,64] [edge 
1]. The association of paraquat and rotenone with Parkinson's disease is 
more consistent in animals (in which these two toxicants are often used to 
produce animal models of the disease) [54] than in humans. In environ-
mental epidemiological studies in humans, the association has been found 
substantially consistent across studies, although some associations did not 
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reach statistical significance, mainly due to limited sample size. In a study 
in Taiwan, where paraquat is routinely used in rice fields, a strong as-
sociation between paraquat exposure and Parkinson's disease was found; 
the hazard increased by more than six times in subjects exposed for more 
than 20 years [64]. A dose-response curve with length of exposure was 
also observed in plantation workers in Hawaii [65], and British Columbia 
[66]. In a population-based case-control study in Calgary, occupational 
herbicide use was the only significant predictor of Parkinson's disease in 
multivariable analysis [67]. However, in another population-based case-
control study in Washington, the odds ratio of 1.67 did not reach statistical 
significance (95% CI: 0. 22-12. 76) [68] [edge 2]. There is yet no evidence 
from human studies to confirm the consistency of GEIs in the causation 
of Parkinson's disease [edge 3]. Furthermore, genes other than DJ-1 may 
be involved in the etiopathogenic process, and so may be exposures other 
than pesticides, and other GEIs. Since environmental conditions vary sub-
stantially across the globe, and the role of one gene, one exposure or one 
GEI is often dependent on other genes, exposures and GEIs, lack of con-
sistency is to be expected in studies conducted in different settings, and 
in particular when studies focus only on a few GEIs and overlook other 
interactions. 

SPECIFICITY OF THE ASSOCIATION

The specificity of the association between DJ-1 gene mutations and Par-
kinson's disease [edge 1] will be clearer once the data on the pathological 
features of the DJ-1 patients will be available (see Appendix 3). Chronic 
systemic exposure to rotenone has been demonstrated to cause highly se-
lective nigrostriatal dopaminergic degeneration associated with character-
istic movement disorders in rats [54] [edge 2]. Similarly, paraquat caused 
a significant loss of nigral dopaminergic neurons in mice compared to 
controls [69] [edge 2]. Once an appropriate epidemiological study is set 
up aimed at studying GEIs in this context, results from the pathological 
analysis of the sample subjects will help to answer important questions 
regarding the aetiological pathway of the disease [edge 3]. 
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TEMPORALITY

This criterion does not apply directly to genotype, as it is determined at 
conception and it remains constant over time (see Appendix 1) [edge 1]. 
However, temporality is crucial if we go beyond genetic effects and con-
sider epigenetic mechanisms; e.g., gene regulation by environmental fac-
tors [14,16-18]. This problem goes beyond the present contribution, but 
is worth mentioning. Concerning pesticides, temporality might be a con-
cern given that all studies on GEI in Parkinson's disease are case-control 
studies, which are particularly prone to selection bias, disease progression 
bias, and so-called "reverse causality" [3,70,71]. In this case, while it is 
unlikely that suffering from Parkinson's disease would have influenced 
past exposure to pesticides or their metabolism, it could have influenced 
recall. The observed dose-response relationship, with 20 years of exposure 
required [53], favours the existence of a true association, and is compat-
ible with disease characteristics of neurodegeneration, making the tempo-
rality pattern suggestive of a causal role [edge 2]. 

BIOLOGICAL GRADIENT

This criterion does not apply since we are dealing with a recessive model 
of inheritance. Nonetheless, a co-dominant model should not be com-
pletely ruled out as a careful neurological evaluation of heterozygote sub-
jects might point out some sub-clinical changes [edge 1]. A dose-response 
relationship between toxicant exposure and neural loss in animal experi-
ments has been observed [72]. In addition, several studies observed a posi-
tive correlation with duration of exposure to, and high dose of, herbicides 
and insecticides in humans [53] [edge 2]. 

BIOLOGICAL PLAUSIBILITY

Biological plausibility of the DJ-1 mutation awaits the discovery and 
characterisation of the encoded protein [edge 1]; the capability of some 
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toxicants to induce a progressive cellular loss in the substantia nigra and 
to be responsible for a progressive clinical syndrome with an intervening 
latent period has been hypothesized [54] [edge 2]. It is, therefore, plausible 
that these two factors may interact during the course of life producing Par-
kinson's symptoms in genetically susceptible individuals [edge 3]. 

COHERENCE WITH PREVIOUS KNOWLEDGE

Confirmation of the presence of different mutations on the same DJ-1 gene 
in families with other background origins but manifesting the same symp-
toms supports the involvement of the gene in the disease [63,64] [edge 
1]. A role of herbicides in neurodegeneration has also been studied with 
generally confirmatory results [edge 2]. 

All these considerations taken together suggest that there may be a 
potential interaction between exposure to certain pesticides and the DJ-1 
mutation in the risk of developing Parkinson's disease. However, as no 
studies on humans have yet been specifi cally conducted to investigate this 
issue, we can use the evidence only as a reason to further explore this in-
teraction, perhaps by conducting a more targeted study. As mentioned, it is 
likely that other factors (both genetic and environmental) also contribute 
to the fi nal development of the disease. 

In the example above we have shown that the DAG approach can be 
complemented by the use of Hill's guidelines when no experimental evi-
dence can be brought to bear on a particular gene-environment interaction. 

CONCLUSIONS

While medical and epidemiologic evidence is routinely assessed to deter-
mine the causal nature of relationships involving personal and environ-
mental causes of disease, genetic associations have so far not undergone 
similar scrutiny. However, like epidemiologic studies, genetic studies are 
also commonly based on observational studies, and may thus be affected 
by similar weaknesses. As the contribution of genetics to the understanding 



110 Epigenetics and Pathology

of disease etiology becomes more important, causal assessment of genetic 
and genomic evidence will become a key issue [73]. 

We have explored two complementary ways to tackle causality in 
gene-environment interactions. The application of causal guidelines to ge-
netics is not straightforward, and it becomes very complex, in particular, if 
one wants to study gene-environment interactions, as we have illustrated 
with Parkinson's disease. Hill's criteria were developed to examine one 
factor at a time and have seldom been applied to evaluate the causal na-
ture of complex relationships involving several exposures. On the other 
hand, graphical approaches like DAGs are effective in making potential 
causal networks explicit, but are insuffi cient to establish the strength of 
evidence (e.g., edges cannot be interpreted as causal without some kind of 
additional external support). This seems to be a general problem of causal 
networks, not only gene-environment interactions. 

The graphical approach is useful in particular for clarifying complex causal 
pathways. We have applied it to a simple example where the inner workings 
(i.e., the detailed biological mechanisms in animal models) of the interaction 
are not completely known. The approach we propose uses the statistically for-
mal representation of DAG models. This is in contrast to Weinberg's paper 
[74] which, although invaluable in highlighting the pros and cons of DAG 
models, does not actually use DAGs, but heuristic diagrams not dissimilar 
to those proposed by Ottman [56] and, over 35 years ago, Susser [75]. In the 
approach advocated by VanderWeele and Robins [76], DAGs are considered 
implicitly causal. We feel that this can be overly confi dent when the bases 
for inference are observational studies, which is generally the case in human 
genetic studies. Thus, we propose a more conservative approach that involves 
assessing the causal properties of each individual relationship. 

A fi nal caveat to interpreting DAGs involving genes as causal is 
whether genetic variants can be considered causes of diseases [30]; in a 
strict sense this issue is unresolved. It is generally accepted that the causal 
nature of a relationship can be assured when interventions (such as those 
performed in experiments) take place. This is because controlled interven-
tions usually (and more easily) guarantee that the association investigated 
is not confounded (but this is not an absolute rule). VanderWeele and Rob-
ins [61,76] assume that genes can be considered causes of diseases, with-
out discussing the implications or bringing additional information such 
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as Hill's criteria into play; we believe that this is a strong assumption: 
knowledge on the mechanisms that govern the subclinical development 
and clinical course of complex diseases is rather limited. 

In summary, we believe that the DAG and causal criteria-based approaches 
can complement one another, as one helps to assess the strength of evidence, 
while the other disentangles—in a visual but also formal way—the role played 
by genes, environmental exposures, and their interactions. The method we 
suggest can easily be extended to more complex situations and in particular to 
the understanding of gene-gene associations and interaction. The problems we 
raise are likely to become more relevant as genome-wide association studies 
provide new candidate genes for a variety of diseases, Mendelian randomiza-
tion is used to assess exposure-disease associations, and gene-environment 
interactions are further investigated in genetics and epigenetics. 
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CHAPTER 5

THE BIOLOGY OF LYSINE 
ACETYLATION INTEGRATES 
TRANSCRIPTIONAL PROGRAMMING 
AND METABOLISM

JIGNESHKUMAR PATEL, RAVI R. PATHAK, and SHIRAZ MUJTABA

INTRODUCTION

DNA methylation and lysine modifications comprise major epigenetic 
processes on chromatin, which alter nucleosomal architecture leading to 
gene activation or repression    [1-3]. Dynamic post-translational modifica-
tions (PTMs) occurring in the proximity of a gene promoter are one of 
the hallmarks of epigenetic regulation of gene expression  [4]. Although 
an individual lysine residue may undergo mutually exclusive multiple 
PTMs, including acetylation, methylation, neddylation, ubiquitination 
and sumoylation, multiple lysines of a single protein can undergo diverse 
modifications   [5,6]. Functionally, these site-specific PTMs, which are es-
tablished during transcriptional programming, impart flexibility to regu-
late cellular processes in response to diverse physiological and external 
stimuli. PTMs impact functional capabilities of a protein, thus validat-
ing the notion that biological complexities are not restricted only by the 
number of genes  [7]. To elucidate the functional consequences of a single 
PTM or combinatorial PTMs occurring on chromatin, the histone code hy-
pothesis proposes to integrate the gene regulatory ability of a site-specific 
histone modification within its biological context   [8,9]. In quintessence, 
a site-specific PTM serves as a mark to recruit a chromatin-associated 
protein complex(es) that participates in controlling gene activity, thereby, 
regulating cell fate decisions  [10]. For instance, within chromatin, de-
pending on the site and degree of the modification, lysine methylation can 
cause either gene activation or repression; lysine acetylation on histones 
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is associated with chromatin relaxation contributing to gene activation; 
and the biochemical outcome of lysine ubiquitination or sumoylation is 
dynamic turnover of proteins. In addition, although the role of methylation 
in modulating non-histone proteins, including transcription factor activ-
ity, is only beginning to be understood, acetylation of transcription factors 
can affect their DNA-binding ability, stability, nuclear translocation and 
capacity to activate target genes   [7,11]. 

Accumulating studies focusing on model systems of viral infection and 
the DNA-damage response have supported the role for lysine acetylation 
in enhancing molecular interactions between transcription factors and the 
transcriptional machinery on a gene promoter, leading to modulation of a 
specifi c downstream target     [3,12-14]. Mechanistically, addition of an ace-
tyl group to a lysine residue alters the positive charge of the ε-amino group, 
thereby impacting electrostatic properties that prevent hydrogen bonding 
and generating a circumferential hydrophobic milieu. Subsequently, this 
alteration of charge could facilitate acetylation-directed molecular in-
teractions. Historically, almost four decades ago, acetylation of histones 
was fi rst speculated to be involved in gene transcription. However, it was 
not until 1996 that one of the fi rst lysine acetyltransferase (KAT), HAT-
A from Tetrahymena, was cloned and characterized [ 15]. Very recently, 
combinatorial approaches with high-affi nity acetyl-lysine antibodies, 
mass spectrometry (MS) and stable-isotope amino-acid labeling (SILAC) 
techniques detected almost 2000 acetylated proteins in the cell   [16,17]. 
Further, the functional implications of each of these PTMs will have to be 
determined; one of the major tasks will be to distinguish a dynamic acetyl 
mark(s) specifi c for a pathway from a set of pre-existing global marks. 
Studies demonstrate that lysine acetylation can initiate molecular inter-
play leading to at least one of the two biochemical outcomes: 1) recruit 
co-activator complexes via conserved modular domains such as bromo-
domains; 2) engage co-repressor complexes through lysine deacetylases 
(KDACs) [  18,19]. Published studies have utilized trichostatin A (TSA) or 
other KDAC inhibitors to highlight the biochemical signifi cance of acety-
lation   [20,21]. Long-term therapeutic aspirations stem from the pharma-
cological inhibition of KDACs that provides clinical benefi ts in models of 
human disease. Histone deacetylation reverts the electrostatic character-
istics of chromatin in a manner that favors gene repression. Interestingly, 
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a recent genome-wide chromatin immunoprecipitation analysis revealed 
preferential association of KDACs with active genes, suggesting that 
KDACs do not simply turn off genes, but rather function to fi ne-tune gene 
expression levels [ 22]. 

Cellular-wide proteomic analyses on protein acetylation revealed a 
large number of acetylated proteins, mostly enzymes involved in interme-
diary metabolism in the cytoplasm as well as the mitochondrion [   16,23,24]. 
These fi ndings support a larger role of acetylation extending beyond the 
nucleus mainly toward the regulation of metabolic enzymes by at least two 
mechanisms: 1) acetylation-mediated modulation of metabolic enzymatic 
activity; and 2) infl uencing their protein stability [   17,25,26]. Given the 
frequent occurrence of metabolic dysregulation in human diseases, includ-
ing diabetes, obesity and cancer, acetylation could play a pivotal role in 
the progression of these diseases. Particularly in cancers, it is well known 
that the transcriptional functions of the tumor suppressor p53 are affected 
by alterations in tumor-cell metabolism [  27,28]. 

FIGURE 1. A lysine residue targeted by co-factors and enzymes mediating epigenetic 
events that regulate cellular processes. 
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T HE VERSATILE AND CONSERVED NATURE OF LYSINE 
ACETYLATION

The versatile nature of the amino acid lysine is exhibited not only by its 
ability to undergo a wide range of epigenetic modifications implicated 
in chromatin signaling networks but also by its indispensable structural 
role in extracellular matrices. The ε-amino group participates in hydro-
gen bonding and acts as a general base in catalysis. This unusual chemi-
cal plasticity within a lysine residue eliminates steric hindrance to allow 
histone-modifying enzymes that are central to transcriptional regulation to 
perform acetylation and methylation as well as subsequent deacetylation 
and demethylation (Figure 1) . 

Lysine acetylation was initially identifi ed in histones, so KATs and 
KDACs were referred to as histone acetyltransferases (HATs) and deacet-
ylases (HDACs), respectively. There are three major groups of KATs: 
Gcn5-related N-acetyltransferases (GNATs); E1A-associated protein of 
300 kDa (p300; KAT3A) and CBP (KAT3B); and MYST proteins [10  ,29]. 
Known KDACs are divided into classes I, II and IV and the sirtuin family 
(also known as class III KDACs). In humans, there are KDAC1, -2, -3, and 
-8 (class I); KDAC4, -5, -6, -7, -9, and -10 (class II); and KDAC11 (class 
IV)[30 ]. There are seven members of the sirtuin family in humans (SIRT1-
7) [22  ,31]. Wang and colleagues [22 ] recently analyzed the genome-wide 
localization of KDACs and their KAT counterparts in human immune 
cells. Surprisingly, KDACs were not recruited to silenced gene promot-
ers. Instead, both KATs and KDACs were enriched on inactive promoters 
that had methylation of histone H3 at lysine 4 (H3K4me) and were also 
enriched on active promoters. The occurrence of KDACs on promoters 
imply deacetylation, which will prevent RNA polymerase II from binding 
to genes that are standing by to be activated but should not yet be switched 
on. For instance, KDACs might also contribute to the removal of unde-
sired basal acetylation. Collectively, these results indicate a major role for 
KDACs in the maintenance of gene activation. 

Several studies have described acetylated proteins from mouse liver, hu-
man leukemia cells, and more recently from human liver cells [17   ,23,25]. 
Out of the 1047 acetylated proteins from human liver, 135 overlapped with 
195 acetylated proteins from mouse liver. However, only 240 acetylated 
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proteins were common between the human liver and leukemia cells, sug-
gesting that differential profi les of acetylated-proteins could be physiologi-
cally relevant and also cell-type-dependent [16 ]. In leukemic cells, using 
high-resolution MS, 3600 lysine acetylation sites were identifi ed on 1750 
proteins [16 ]. Our analysis of the supplementary data from that study using 
the functional annotation clustering tool DAVID 6. 7 showed that the lysine-
acetylated proteins can be categorized into more than 500 functional clusters, 
thereby extending our knowledge of the cellular events that are regulated by 
acetylation [32  ,33]. This functional annotation clustering tool identifi es re-
lated genes or proteins by measuring the similarity of their global annotation 
profi les based on the hypothesis that if two genes have similar annotation 
profi les, they should be functionally related. Using this rationale, the method 
identifi es broader gene groups whose members share major biological fea-
tures. Based on the output generated by this tool the acetylated proteins were 
determined to be involved in the regulation of numerous processes such as 
mRNA processing, proteolysis, GTP binding, stress responses, regulation of 

FIGURE 2. Graphic and qualitative representation of the functional distribution of 
acetylated proteins in a human cancer cell line. 
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cell death, immune system development, neuron development and differen-
tiation, and regulation of the protein kinase cascade. Interestingly, more than 
500 acetylated unique proteins with multiple acetylation sites were catego-
rized as being involved in chromatin-templated processes (Figure 2).  Func-
tional annotation clustering revealed the acetylated proteins to be involved 
in regulation of Parkinson's disease, Huntington's disease, Alzheimer's 
disease and glycogen storage disease. An important functional cluster that 
emerged from our analyses included more than 50 acetylated proteins in-
volved in various types of cancers. KAT3B, retinoblastoma and tumor sup-
pressor p53 fi gured prominently in the list of proteins implicated in human 
diseases. The acetylated proteins are distributed into 526 functional clusters 
generated by the software using a heuristic fuzzy clustering concept that 
measures relationships among the annotation terms based on the degree of 
their co-association to cluster similar annotations into functional annotation 
groups. The annotation clusters are assigned "enrichment scores" in decreas-
ing order of occurrence that are quantitatively measured by some common 
and well-known statistical methods, including Fisher's exact test, binomial 
probability and hypergeometric distribution. 

Lysine acetylation is a prevalent modifi cation in enzymes that cata-
lyze intermediary metabolism, and our analyses extended the scope of this 
regulation [17] . Lysine acetylated proteins are involved in the metabolism 
of carbohydrates, lipids, nucleotides, amino acids, secondary metabolites, 
and xenobiotics. Acetylation also regulates the relative activities of key 
enzymes controlling the course of glycolysis versus gluconeogenesis, 
and the branching between the citrate cycle and glyoxylate bypass. This 
modulation within metabolic pathways is directed by a KAT and KDAC 
pair whose expression levels are synchronized according to growth condi-
tions. Reversible acetylation of metabolic enzymes ensures rapid cellular 
responses to environmental changes through prompt sensing of cellular 
energy status and fl exibly altering reaction rates. 

Until very recently, lysine acetylation was known only in eukaryotic cel-
lular processes, although its existence in prokaryotes was predicted. Substan-
tiating this idea, very recently, it was shown that reversible lysine acetylation 
regulates acetyl-coenzyme A synthetase activity in Salmonella enterica [25] . 
Acetylation of metabolic enzymes that depend on a carbon source indicates 
that acetylation may mediate adaptation to various carbon sources in S. en-
terica, which has only one major bacterial protein acetyltransferase, Pat, 
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and one nicotinamide adenine dinucleotide (NAD+)-dependent deacetylase, 
CobB. To determine whether and how lysine acetylation globally regulates 
metabolism in prokaryotes, Zhao et al. determined the overall acetylation 
status of S. entericaproteins under fermentable glucose-based glycolysis 
and under oxidative citrate-based gluconeogenesis [17] . Moreover, those 
authors demonstrated that key metabolic enzymes of S. enterica were acety-
lated in response to different carbon sources concomitantly with changes in 
cell growth and metabolic fl ux. 

In addition to the epigenetic modifi cations on lysines that occur in chro-
matin, collagen contains hydroxylysine, which is derived from lysine by 
lysyl hydroxylase. Furthermore, allysine is a derivative of lysine produced 
by the action of lysyl oxidase in the extracellular matrix and is essential 
in crosslink formation and stability of collagen and elastin. Similarly, O-
glycosylation of lysine residues in the endoplasmic reticulum or Golgi ap-
paratus is used to mark certain proteins for secretion from the cell. Interest-
ingly, lysine is metabolized in mammals to give acetyl-CoA, via an initial 
transamination with α-ketoglutarate, which is then utilized as a substrate by 
KATs. Bacterial degradation of lysine yields cadaverine by decarboxylation. 
Although histidine and arginine are also basic amino acids, they are not sub-
jected to PTM as is lysine. Taken together, these fi ndings signify that mecha-
nisms regulating metabolism may be evolutionarily conserved from bacteria 
to mammals. Furthermore, characterization of acetylation-mediated regu-
latory mechanisms in bacteria would offer new perspectives in advancing 
our understanding of many hitherto unknown biological processes. In the 
remainder of this chapter, we concentrate on a few important proteins that 
require acetylation to execute their functions and which have been widely 
investigated but still remain a subject of intense of biochemical research. 

THE A CETYLATION-DIRECTED TRANSCRIPTIONAL PROGRAM: 
ACETYLATION ENGENDERED CHROMATIN MILIEU ON GENE 
REGULATION

The earliest explanation of histone acetylation was in the physicochemical 
context that nucleosomes and chromatin impose a barrier to transcription. 
Subsequently, it became apparent that lysine acetylation neutralizes the 
positive charges on histone tails (Figure 3), r elaxing their electrostatic grip 
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on DNA to cause nucleosomal remodeling that exposes transcription fac-
tor binding sites [34].  Furthermore, because acetylated lysine moieties on 
histone tails could serve as recruitment sites for bromodomain-containing 
cofactors or reversal of charge by KDACs, this not only suggested an ad-
ditional mechanism for KAT-directed gene activation [35],  but also es-
tablished that acetylation, like phosphorylation, creates a new scaffold to 
recruit proteins to the nucleosome. Notably, in charge-neutralization mod-
els, acetylation of multiple lysine residues—that is, hyperacetylation—in 
a single histone tail should produce a stronger effect than mono-acetyla-
tion. By contrast, in bromodomain-recruitment models, in which adjacent 
amino acids determine specificity, a single lysine residue on a histone tail 
is paramount, and possible hyperacetylation of the entire tail may not be 
expected to contribute further to recruitment [36]. I t is also possible that 
for a specific lysine residue, both modalities of acetylation may be physi-
ologically relevant and apply in different circumstances, as suggested 
from in vitro studies of H4-K16 acetylation [37,38]  . Moreover, adding 
to the complexities of acetylation, it cannot be ruled out that acetylated 
moieties may also recruit KDACs to regulate tightly and temporally tran-
scriptional activation, as mentioned above. 

FIGURE 3. Lysine acetyltransferases involved in acetylating histone proteins. In chromatin, 
A denotes acetylation; M, methylation; P, phosphorylation and U, ubiquitination. 
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THE PUZZLING CROSSTALK ON CHROMATIN BETWEEN POST-
TRANSLATIONALLY MODIFIED SITES

ACETYLATION VERSUS METHYLATION

A growing body of evidence suggests that independent of their proxim-
ity, co-existing histone modifications can have synergistic or antagonistic 
effects on gene expression. This also highlights that epigenetic marks are 
not deposited or recognized in isolation but comprise a complex and inter-
related collection of modifications at adjacent residues on a given nucleo-
some of a gene promoter. The correlation between different histone modi-
fications is particularly clear for acetylation of histone H3 (Figure 3) and 
m ethylation of histone H3 at lysine 4. This is consistent with the observed 
co-localization of these marks, which show correlated distribution pat-
terns both on a chromosome-wide scale during X inactivation and over the 
coding regions of individual genes[39,40].   These correlations may arise 
due to physical links between histone-modifying enzymes such that they 
are co-recruited to the same loci. Both KMT2A/MLL1, a lysine methyl-
transferase (KMT) that can generate H3K4me marks [41], an d Chd1, the 
chromatin remodeler that is subsequently recruited by this methyl mark, 
associate with KAT activities [42,43],   whereas the LSD1 complex that 
removes some of these methyl marks contains the lysine deacetylases 
KDAC1 and KDAC2 [44]. Ho wever, the interaction could also arise due 
to the mechanism of action of these enzymes. For example, the SET do-
main of KMT2A has a preference for acetylated substrates [41]. 

A CETYLATION VERSUS PHOSPHORYLATION

Multiple cellular processes are associated with histone phosphoryla-
tion: DNA damage induces phosphorylation on serine 139 of H2A 
(H2AS139p) [10,45];   transcription, upon mitogenic stimulation, on 
H3S10p [10]; mi tosis on H3S10p and H3S28p; apoptosis, depending on the 
stimulus used, on H4S1p, H3S10p, H2BS32p, and H2AS32p [9,10].   Se-
rum stimulation induces the PIM1 kinase to phosphorylate pre-acetylated 
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histone H3 at the FOSL1 enhancer [46]. Th e adaptor protein 14-3-3 binds 
the phosphorylated nucleosome and recruits KAT8/MOF, which triggers 
acetylation of H4K16 [47]. Hi stone crosstalk generates the nucleosomal 
recognition code composed of H3K9ac/H3S10p/H4K16ac that deter-
mines the nucleosome platform for binding of the bromodomain protein 
BRD4 [48,49].   Recruitment of the positive transcription elongation fac-
tor b (P-TEFb) via BRD4 induces the release of the promoter-proximal 
paused RNA polymerase II and increases its processivity. Thus, the single 
phosphorylation on H3S10 at the FOSL1 enhancer triggers a cascade of 
events, which activates transcriptional elongation. Increasing evidence 
also show that several types of modifications are linked and, in particu-
lar, one modification may influence the presence of a nearby modifica-
tion [9,10,50   ]. This has been demonstrated for H3K14ac and H3S10p on 
the histone H3 tail, as well as, for H3S10p and H3K9me on the same tail 
[51]. W hereas the first pair of modifications has been coupled to activation 
of gene expression, increasing evidence indicates that H3K9me results in 
decreased H3S10p and is thereby responsible for silencing. 

IMPACT OF ACETYLATION ON THE FUNCTIONING OF 
TRANSCRIPTION FACTORS

The tumor suppressor protein p53 functions as a transcription factor to or-
chestrate a transcriptional program that controls many target genes during 
a wide variety of stress responses[52,53].   After sensing a genetic aberra-
tion (such as DNA damage), the sequence-specific DNA-binding ability 
of p53 enables it to directly participate in controlling target gene tran-
scription to alter cellular responses. In addition to being a DNA-binding 
transcription factor, p53, following stress, undergoes extensive PTMs to 
enhance its function as a transcription factor in controlling cellular de-
cisions that could culminate in cell-cycle arrest, senescence or apopto-
sis [52,53]   (Figure 4). Inte restingly, p53 has a short half-life; however, 
depending on the nature of the stress, the cell type and the profile of PTMs 
rendered, p53 will promptly execute a transcriptional program beneficial 
to the cell [54]. In  addition, through protein-protein interactions, p53 can 
bind to and recruit general transcription proteins, TAFs (TATA-binding 
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protein-associated factors), to induce transcription of target genes [55-57].    
Recent experiments have shown that p53 can also engage with KATs, in-
cluding KAT3B, KAT3A, KAT5/Tip60 and KAT2B/PCAF to the promoter 
region of genes [58-60]   . 

FIGURE 4. Lysine acetyltransferases responsible for mediation of the stress response 
by p53. The green flag stands for acetylation and the yellow ball-stick represents 
phosphorylation of p53 during stress. 

In 1997, Gu and Roeder showed that acetylation of p53 on its C-termi-
nal lysines by KAT3A/3B is crucial for p53 activation during DNA dam-
age [59,60].   Subsequently, the biochemical signifi cance of p53 acetyla-
tion was established in cancer cell lines under various genotoxic stresses 
and oncogenic Ras activation that lead to the interaction of acetylated 
p53 with KAT3A and PML [61-63].    In parallel, it was proposed that p53, 
upon activation, undergoes a wave of phosphorylation on its N-terminus 
that precludes its degradation by MDM2 and concomitantly brings in 
KAT3A/3B to acetylate the C-terminal end of p53 [64,65].   At this stage, 
KAT3A/3B-catalyzed p53 acetylation was implicated in enhancing p53's 
DNA-binding ability, nuclear localization and co-activator recruitment 
functions [11]. Lat er, KAT2B was also shown to acetylate lysine 320 of 
human p53 and lysine 317 of mouse p53 [62]. Rec ent identifi cation of the 
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p53K120ac site in the p53 DNA-binding region supports a direct role for 
acetylation in p53-DNA interactions. Lysine 120 on p53 is acetylated by 
KAT5 and/or KAT8/MOF [58,66].   Taken together, the impact of acety-
lation on p53 function can be attributed to the inhibition of nonspecifi c 
DNA-binding, recruitment of bromodomain-containing co-activators for 
target-gene activation, and modulation of KDAC activity to regulate tar-
get-gene activation. Nevertheless, the most puzzling aspect of p53 PTMs 
remains to be clarifi ed: the mechanism by which acetylation of the C-ter-
minus of p53 produces mutually exclusive lysine methylation or ubiquiti-
nation. Recent studies revealed that p53K370, K372 and K382 can also be 
methylated, indicating cross-regulation between acetylation, methylation 
and ubiquitination. One recent study speculates that p53K372me recruits 
KAT5 through its chromodomain to mediate p53K120ac [67]. Cle arly, the 
biochemical nature of the multi-layered and mutually exclusive modifi ca-
tions of the p53 C-terminus is complex. It is also puzzling that, despite 
association of p53 mutations with at least 50% of human cancers, Li Frau-
meni syndrome is the only disease where p53 dysfunction is known to 
be directly involved. Adding further complexity, homozygous mice with 
seven lysines on p53 mutated to arginine are viable and apparently pheno-
typically normal [68]. Sim ilarly, in mice with six K→R mutations in p53, 
expression of the protein was unaffected [69]. 

Sin ce the discovery of p53 acetylation 15 years ago, numerous studies 
have revealed quite unexpected complexity. However, these studies also 
provide valuable lessons for investigating acetylation of other proteins. 
One realization is that, like histone acetylation, p53 acetylation does not 
act alone but forms an integral part of an intricate, multisite modifi cation 
program. One of the strongest pieces of evidence to support the idea that 
the PTMs of p53 are relevant to the p53 regulatory mechanism is the fact 
that KDAC inhibitors have been shown to simultaneously increase the 
levels of acetylated p53 and induce apoptosis or senescence in cancerous 
and normal cells[70]. Alth ough the PTMs of p53 are certainly important, 
our ability to properly identify which ones are relevant under what condi-
tions remains rudimentary. 

In addition to p53, transcription factors of the nuclear factor kappa-
light-chain-enhancer of activated B cells (NF-B) family are essential reg-
ulators of the infl ammatory and immune responses [71]. Ace tylation of 
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RelA/p65 by KAT3A/3B probably is associated with transcriptional ac-
tivation [72,73].   Although multiple acetylation sites on p65 protein have 
been reported (e.g., lysine 310, 314, 315), it's the acetylation of lysine 310 
that has been observed to enhance transcriptional activity without alter-
ing binding to DNA or IκB [74-76]. Ac   etylation of lysine 310 is blocked 
either in the absence of serine 276 phosphorylation or by overexpression 
of catalytically inactive PKAc [73]. Thus,  it is speculated that phosphory-
lation of serine 276 on p65 triggers recruitment of KAT3A/3B that next 
acetylates lysine 310 on p65. It is further proposed that, in addition to p65 
phosphorylation, IKKα also promotes acetylation through direct phos-
phorylation of N-CoR/SMRT, which displaces KDAC3 from the SMRT 
corepressor complex [77]. IKKα i s found associated with the κB sites of 
NF-κB-responsive genes and stimulus-induced phosphorylation of H3 
serine 10 [74,78]. 

In   addition to cellular transcription factors, viral proteins interact to 
manipulate the function host's nuclear factors. It is established that control 
of the immune network by a human pathogenic virus starts with cooptation 
of the host's transcription and replication machineries. Interestingly, KATs 
also acetylate viral proteins; and subsequent molecular events occurring 
post-acetylation of viral proteins aid in control of the host's transcriptional 
machinery [12,79]. The be  st-known example is HIV transactivator protein 
Tat, which undergoes acetylation on lysines 28 and 50 to promote rapid 
replication of the HIV proviral genome [79,80]. Acetyl  ation-mediated in-
teractions between the cellular transcription machinery and viral proteins 
offer new therapeutic avenues, especially since anti-HIV drugs targeted 
against HIV proteins have been reported to cause drug resistance [80]. 
Taken tog ether, acetylation of chromatin and transcription factors is a 
widespread phenomenon that not only facilitates gene regulation but also 
participates in numerous other cellular processes. 

NEXUS LINKING DYSREGULATION OF METABOLISM AND P53 
TRANSCRIPTION FUNCTIONS IN CANCERS

The availability of proper nutrients directly supports the synthesis of bio-
logical macromolecules that promote the growth and survival of cells and 
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the organism. In contrast, starvation could limit cellular growth in order 
to sustain self-survival by using energy primarily from the breakdown of 
macromolecules rather than by synthesis. Clearly, metabolic pathways 
are tightly regulated to produce energy to allow efficient cellular growth 
and survival programs [81]. Evidently , tumor cells depend on metabolic 
changes for their continued growth and survival, and these alterations en-
hance the uptake of glucose and glutamine by cancer cells [82]. Therefore , 
components of metabolic pathways could provide new opportunities to 
explore potential therapeutic targets in the treatment of malignant disease. 
In most normal cells, the tricarboxylic acid (TCA) cycle drives the genera-
tion of ATP in the presence of oxygen, a process known as oxidative phos-
phorylation. However, under conditions of limiting O2 or when energy is 
needed rapidly, glycolysis becomes the preferred route of energy produc-
tion [83]. The prefe rence of cancer cells to employ glycolysis may be a 
sign of response to hypoxia, which occurs as the tumor outgrows the blood 
supply. Although p53 can be activated during many stressors, it is specu-
lated that hypoxia is indeed one of them. In cellular responses to hypoxia 
that involve the transcription factor hypoxia inducible factor (HIF), it has 
been shown that induction of p53 under low oxygen concentration may 
trigger HIF-p53 interaction [84]. In additi on, reduced nutrient or energy 
levels fail to stimulate both the AKT-mTOR pathway and AMP-activated 
protein kinase, which responds to an increased AMP/ATP ratio, resulting 
in p53 activation [85,86]. Furthe  rmore, AKT activates MDM2 that regu-
lates p53 stability; therefore, reduced AKT function will preclude MDM2 
negative regulation of p53, leading to p53 activation under low-nutrient 
conditions. Malate dehydrogenase that converts malate to oxaloacetic acid 
in the TCA cycle has been shown to interact with p53 during depriva-
tion of cellular glucose levels [87]. Okorokov  and Milner noted that ADP 
promoted and ATP inhibited the ability of p53 to bind DNA [88]. Several 
s tudies have also documented that p53 has the capability of slowing down 
the glycolytic pathway to control the growth of cancerous cells by inhib-
iting the expression of glucose transporters [89]. Furthermo re, although 
the underlying mechanism is still unclear, p53 can also inhibit NF-κB-
mediated pro-survival pathways by limiting the activity of IκB kinase α 
and IκB kinase β functions [90]. Collectively,  these findings indicate that 
a lack of nutrients and deregulation of nutrient-sensing pathways can each 
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modulate a p53 response and that combinations of these abnormalities 
during tumor progression amplify the protective p53 response. 

ACETYLATION AND REGULATION OF METABOLIC ENZYMES

Our analysis by functional clustering of the "lysine acetylome" revealed 
that at least 92 proteins were involved in metabolic events and energy pro-
duction, including the TCA cycle, glycolysis, pyruvate metabolism, and 
fatty acid metabolism (Figure 5). Furthermore, as  shown in Figure 6, a 
significant num ber of enzymes and the respective pathways in which they 
are implicated could be regulated by acetylation. For instance, 24 proteins 
in the TCA pathway can be acetylated. Recently, it was reported that the 
activities of key enzymes regulating the choice of glycolysis versus gluco-
neogenesis and the branching between the TCA cycle and glyoxylate by-
pass could possibly be regulated by acetylation [25]. In this contex t, acetyl 
coenzyme A (Ac-coA) is particularly important owing to its unique role 
as the acetate donor for all cellular acetylation reactions. In mammalian 
cells, Ac-coA is synthesized in two pathways. In the first pathway, Ac-coA 
synthetase condenses acetate and coenzyme A into Ac-coA. In the sec-
ond pathway, energy from hydrolyzed ATP is utilized by ATP-citrate lyase 
(ACL) to convert citrate, a TCA cycle intermediate, and coenzyme A into 
Ac-coA and oxaloacetate. Cytoplasmic Ac-coA serves as a building block 
for lipids, whereas nuclear Ac-coA contributes to acetylation of chromatin 
and its associated proteins. This demarcation within Ac-coA metabolism 
is necessitated by cellular need of the coenzyme. Very recently, it was 
demonstrated that histone acetylation in several human cell lines relies 
primarily on ACL activity, thus linking the TCA cycle, glycolysis and in-
tracellular energy status to gene activity [91]. Abrogation of  ACL activity 
results in alteration of global histone acetylation and gene transcription. 
Using gene knockdown strategies, it was determined that ACL is the major 
source of Ac-coA for histone acetylation under normal growth conditions. 
However, acetate supplementation following cellular deprivation of ACL 
is able to rescue histone acetylation, suggesting that Ac-coA production 
by Ac-coA synthetase can compensate for the decrease in ACL activity, 
which is dependent upon the availability of acetate. This mechanism may 
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allow the acetate that is generated during histone deacetylation to be re-
cycled back to Ac-coA. Hence, because the pool of Ac-coA for epigenetic 
control arises from the TCA cycle and is influenced by energy flux, the 
metabolic status of cells is intertwined with gene transcription. Impor-
tantly, given the continuous requirement for the high-energy compounds 
Ac-coA, S-adenosyl methionine (SAM) and coenzyme NAD (or NAD+) 
for chromatin modifications, it is of high priority to investigate whether 
the abundance of the latter two compounds also contributes to transcrip-
tional regulation via epigenetic mechanisms. 

FIGURE 5. Role of lysine acetylation in enzymes involved in intermediary metabolism. 
The pyramid provides an overview of the involvement as well as overlapping roles of 
metabolic enzymes such as pyruvate dehydrogenase, acetyl coA synthetase and pyruvate 
kinase in four different metabolic pathways. 

Similar to Ac-coA, NAD is a key compound that captures electrons in 
the form of hydride during glycolysis and the TCA cycle. In contrast to 
many reactions in which NAD is the essential coenzyme and only under-
goes a change in redox state, in sirtuin-mediated deacetylation reactions 
NAD is hydrolyzed into nicotinamide and O-acetyl-ribose. The former 
compound is a potent inhibitor of sirtuin KDAC activity, whereas the lat-
ter is a signaling molecule [92]. Because of the o bligatory need of sirtuins 
for NAD in catalysis and their susceptibility to nicotinamide inhibition, 
the activity of sirtuins is controlled by the intracellular ratio of NAD to 
NADH [93,94]. During each c  ycle of glycolysis and TCA, in which cells 
derive energy from glucose and pyruvate breakdown, NAD is reduced into 
NADH, thus decreasing the NAD:NADH ratio that inhibits sirtuin activity. 
Conceptually, this reduction of sirtuin function may then be compensated 
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for by downregulation of Ac-coA synthetase, due to its inactivation by 
acetylation. Fluctuation of NAD abundance modulates the activity of sir-
tuins that act on acetylated chromatin and transcription factors. 

Histone deacetylation not only represses transcription, but also inhibits 
recombination. One of the functions of yeast sirtuin Sir2p is to suppress the 
formation of rDNA extrachromosomal circles that have been postulated to 
be related to cellular senescence [95]. Thus, the metabo lism and availability 
of NAD may impact both the genome and cellular physiology in a multitude 
of ways, including global and local changes in nucleosomal organization 
and the functions of transcription factors regulated by lysine acetylation. 

POTENTIAL OF TARGETING ACETYLATION

The molecular events that follow acetylation could lead to recruitment of 
either bromodomain-containing proteins or KDACs [9,35]. Therefore, on 
  the one hand, the enzymes that catalyze acetylation are obvious targets 
of intervention; on the other hand, proteins that interact with the acety-
lated-lysine moiety could also be potential targets [35,96]. With respect   to 
KATs, two natural products, anacardic acid and garcinol (a polyprenylated 
benzophenone), are reported to inhibit both KAT3A/3B and KAT2B in the 
5-10 micromolar range in vitro [97-99]. In contrast,    curcumin displays se-
lective activity against KAT3A/3B but not KAT2B [99]. Subsequent stud-
i es suggest that anacardic acid may be a broad-spectrum HAT inhibitor, as 
it also interferes with the KAT5 [100]. Isothiazolones  were identified in 
a high-throughput screen as inhibitors of KAT2B and KAT3A/3B[101]. 
These compounds  could be broadly useful as biological tools for evalu-
ating the roles of HATs in transcriptional studies and may serve as lead 
agents for the development of novel anti-neoplastic therapeutics. Recent 
studies show that small molecules designed against the acetyl-lysine-bind-
ing hydrophobic pocket of conserved bromodomains affect transcriptional 
regulation and other cellular processes in cancer cells [102,103]. Further-
more  , small-molecule modulators of KDACs have already emerged as 
promising therapeutic agents for cancer, cardiac illness, diabetes, and neu-
rodegenerative disorders. Hence, studies focusing on lysine acetylation as 
well as molecular events that follow acetylation could identify non-histone 
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FIGURE 6. An integrated view of the metabolic processes (fatty acid biosynthesis, 
glycolysis, gluconeogenesis and amino acid metabolism) that converge on the citric acid 
cycle. Red stars represent lysine-acetylated metabolic enzymes and the red box highlights 
the critical metabolic products integrated into various metabolic pathways. 
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targets for KAT- and KDAC-modulating compounds as well as illuminate 
molecular basis of signaling on chromatin and unravel new avenues to 
improve the efficacy of related therapeutic agents. 

CONCLUSIONS AND FUTURE  PERSPECTIVES

Evidently, many acetylated proteins are not only key components within nu-
clear processes, but also play crucial roles in signaling pathways, such as DNA 
damage response, immune network and inflammation. This has propelled the 
idea that instead of phosphorylation being the major contributor, signaling 
pathways are possibly controlled by the synchronized actions of phosphoryla-
tion, acetylation, and several other PTMs. Although acetylation regulates the 
activity of metabolic enzymes, the role of phosphorylation in conjunction with 
acetylation in metabolic pathways is not clear. However, what is clear is that 
lysine acetylation definitely expands the plasticity within the metabolic and 
cellular signaling networks. This notion is reinforced by the recent analyses 
of the "lysine acetylome" explicated above, which broadened the scope of 
acetylation-mediated regulation through an expansive clustering into diverse 
functional groups. This list offers new insights into the role of acetylation and 
possible routes to dissect its mechanism, especially in regulation of diseases 
like cancer and neurodegenerative disorders. 

Meanwhile, proteomic surveys by MS will continue to identify new acet-
ylated proteins, which along with effi cient mapping of acetylation sites by 
MS should reveal additional sites [104]. For instance, a ccumulating studies 
on p53 acetylation indicate that, subsequent to in vitro biochemical charac-
terization, cell lines and genetically altered mouse models will be especially 

FIGURE 6 continued...
Highlighted enzymes with their respective EC numbers are: pyruvate dehydrogenase (EC 
1. 2. 4. 1), dihydrolipoyl dehydrogenase (EC 1. 8. 1. 4), pyruvate carboxylase (EC 6. 4. 1. 
1), malate dehydrogenase (EC 1. 1. 1. 37), fumarate hydratase (EC 4. 2. 1. 2), citrate (Si)-
synthase (EC 2. 3. 3. 1), ATP citrate synthase (EC 2. 3. 3. 8), aconitate hydratase (EC 4. 2. 
1. 3), isocitrate dehydrogenase (NADP+) (1. 1. 1. 42), isocitrate dehydrogenase (NAD+) 
(1. 1. 1. 41), succinate dehydrogenase (1. 3. 5. 1), succinate--CoA ligase (6. 2. 1. 4; GDP 
forming), and succinate--CoA ligase (6. 2. 1. 5; ADP forming). 
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effective for characterizing the biological functions associated with particular 
lysine PTMs [105]. Most importantl y, such approaches will facilitate mapping 
within signaling pathways that are regulated by reversible acetylation. One 
pertinent question is how such modifi cations interact with other PTMs within 
the same or different protein(s) and form dynamic programs for regulating 
cellular functions under normal and pathological settings. Within the acetyl-
proteome, the functional impact of lysine acetylation is context-dependent and 
varies from protein to protein. As in histones, the molecular interplay of lysine 
acetylation with other PTMs, either agonistically or antagonistically, gener-
ates codifi ed molecular signaling programs that are crucial for governing the 
functions of various nuclear and cytoplasmic proteins [9,106-108]. 
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CHAPTER 6

ROLES OF HISTONE DEACETYLASES 
IN EPIGENETIC REGULATION: 
EMERGING PARADIGMS FROM 
STUDIES WITH INHIBITORS

GENEVIÈVE P. DELCUVE, DILSHAD H. KHAN, 
and JAMES R. DAVIE

INTRODUCTION

Acetylation of the lysine ε-amino group, first discovered on histones, is a dy-
namic posttranslational modification (PTM) regulated by the opposing activ-
ities of lysine acetyltransferases (KATs) and histone deacetylases (HDACs). 
Histone acetylation is a modulator of chromatin structure involved in DNA 
replication, DNA repair, heterochromatin silencing and gene transcrip-
tion [  1,2]. Hyperacetylation usually marks transcriptionally active genes, as 
it contributes to the decondensed chromatin state and maintains the unfolded 
structure of the transcribed nucleosome [     2-6]. Moreover, specific acetylated 
sites on core histones are read by bromodomain modules found in proteins, 
and sometimes in KATs, which are components of chromatin-remodeling 
complexes involved in transcriptional activation [ 7]. Conversely, HDACs 
are found in corepressor complexes and, by removing acetyl groups from 
histones, induce the formation of a compacted, transcriptionally repressed 
chromatin structure. As discussed below, however, this model reflects quite 
an oversimplification of the role of HDACs in transcription regulation. 

Many nonhistone proteins (transcription factors, regulators of DNA 
repair, recombination and replication, chaperones, viral proteins and oth-
ers) are also subject to acetylation [   8-10]. Investigators in a recent study 
used high-resolution mass spectrometry to identify 3,600 acetylation sites 
in 1,750 human proteins and showed that lysine acetylation is implicated 
in the regulation of nearly all nuclear functions and many cytoplasmic 
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processes [ 11]. Furthermore, acetylation is regulated by and/or regulates 
other PTMs. Through either recruitment or occlusion of binding proteins, 
PTMs may lead to or prevent a secondary PTM on histones and nonhistone 
proteins [  12,13]. In particular, histone H3 phosphorylation on serine 10 or 
28, rapid and transient PTMs in response to the stimulation of signaling 
pathways such as the mitogen-activated protein kinase (MAPK) pathways, 
are associated with histone acetylation and transcriptional activation of 
specifi c genes [ 14]. A crosstalk also exists between histone acetylation and 
H3 methylation. Although acetylation is generally linked to transcription 
activation, the effect of methylation depends on which amino acid residue 
is modifi ed and the degree to which this residue is methylated (mono-, di- 
or trimethylation of lysine). Methylation of H3 lysine 4 or 36 is associated 
with transcription activation, but methylation of lysine 9 or 27 is linked to 
transcription repression   [15,16]. 

To date, 18 different mammalian HDACs have been identifi ed and di-
vided into four classes based on their sequence similarity to yeast counter-
parts [  17,18]. HDACs from the classical family are dependent on Zn2+ for 
deacetylase activity and constitute classes I, II and IV. Class I HDACs, 
closely related to yeast RPD3, comprise HDAC1, HDAC2, HDAC3 and 
HDAC8. Class II HDACs, related to yeast HDA1, are divided into subclass 
IIa (HDAC4, HDAC5, HDAC7 and HDAC9) and subclass IIb (HDAC6 
and HDAC10). Class IV contains only HDAC11. Class III HDACs consist 
of seven sirtuins, which require the NAD+ cofactor for activity. 

Inhibitors of Zn2+-dependent HDACs were originally discovered as 
inducers of transformed cell growth arrest and cell death and only later 
were identifi ed as inhibitors of HDAC activity [ 19]. It was recognized that 
HDACs are upregulated in many cancers or aberrantly recruited to DNA 
following chromosomal translocations, particularly in hematologic malig-
nancies [  20,21]. The specifi city of HDAC inhibitors toward tumor cells, 
although poorly understood, has led to their development as anticancer 
drugs. More recently, clinical studies using HDAC inhibitors have been 
extended to a range of nononcologic diseases, such as sickle cell anemia, 
HIV infection, cystic fi brosis, muscular dystrophy and neurodegenerative 
and infl ammatory disorders [   21-23]. The use of HDAC inhibitors also con-
stitutes a chemical approach to the study of HDAC cellular functions. In 
addition, crucial developmental and physiological roles of HDACs have 
been elucidated by knockout studies [  21,24]. 
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CLASS I HDAC COMPLEXES

Class I HDACs are ubiquitously expressed nuclear enzymes, although 
HDAC8 is generally poorly expressed [ 17]. Except for HDAC8, class I 
HDACs are components of multiprotein complexes. Knockout studies 
have shown that class I HDACs are involved in cell proliferation and 
survival   [21,24]. As products of an evolutionary recent gene duplication, 
HDAC1 and HDAC2 exhibit a high degree of homology (85% identity for 
human proteins) [  18,25] and have undergone little functional divergence, 
although specific and distinct roles have also been identified for each of 
them [  26,27]. For example, targeted disruption of the Hdac1 alleles in 
mouse results in cell proliferation defects and embryonic lethality by em-
bryonic day E9. 5 [ 28], whereas mice lacking HDAC2 survive at least un-
til the perinatal period [   29-31]. On the basis of their differential distribu-
tions in the brain at distinct stages of neuroglial development, HDAC1 and 
HDAC2 appear to have different functions during the development of the 
central nervous system [ 32]. Moreover, HDAC2, but not HDAC1, nega-
tively regulates memory formation and synaptic plasticity [ 33]. Surpris-
ingly, researchers in a recent study suggested that HDAC1 has a protec-
tive role against the formation of immature teratomas with high malignant 
potential in both mouse studies and human patients [ 34]. 

HDAC1 and HDAC2 form homo- and heterodimers between each 
other [   26,35,36], which presumably allows them to act together or sepa-
rately from each other. The dimer is a requirement for HDAC activity [ 36]. 
Dissociation of the dimer with a HDAC1 N-terminal peptide will inhibit 
HDAC activity [ 36]. Viruses have capitalized on this mechanism to inhibit 
HDAC activity. The adenoviral protein GAM1 inhibits HDAC1 activity 
by binding to the N-terminal region of HDAC1, which likely dissociates 
the dimer [ 37]. 

HDAC1 and HDAC2 heterodimer levels seem to depend on the cell 
type, because it was shown that 80% to 90% of HDAC1 and HDAC2 
proteins were associated with each other in the nucleus of human breast 
cancer MCF-7 cells [ 38], whereas 40% to 60% of HDAC1 and HDAC2 
proteins were found to be free from each other in mouse embryonic fi -
broblasts [ 39]. Moreover, a genomewide mapping study in primary hu-
man CD4+ T cells revealed a differential distribution of HDAC1 and 
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HDAC2 along regulatory and coding regions [ 40]. Conversely, HDAC1 
and HDAC2 were both associated with regulatory and coding regions in 
MCF-7 cells [  38,41]. HDAC1 and HDAC2 relative expression levels also 
vary with cell types. For example, T-lymphocyte Jurkat cells express neg-
ligible levels of HDAC2 compared to HDAC1 levels [ 42], and throughout 
the adult brain HDAC2 is preferentially expressed in neurons, whereas 
HDAC1 is more abundant in glial cells [  32,33]. It is likely that, at least in 
cells expressing markedly different relative levels of HDAC1 and HDAC2, 
homodimer formation would prevail over heterodimer formation. 

HDAC1 and HDAC2 are both found in multiprotein corepressor com-
plexes Sin3, nucleosome-remodeling HDAC (NuRD) and CoREST, which 
are recruited to chromatin regulatory regions by transcription factors (for 
example, Sp1, Sp3, p53, NF-κB and YY1) and have very diverse, often 

FIGURE 1. Class I HDAC1-HDAC2 multiprotein complexes. Multiprotein complexes 
containing HDAC1-HDAC2 homo- or heterodimers are shown. HDAC2 is shown 
as phosphorylated, which is a requirement for multiprotein complex formation. 
Phosphorylation is indicated by a the triangles. 
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cell-specifi c, roles (Figure 1)  [1  7,43]. Although it is generally assumed 
that both HDACs can be paired within the same complex, to the best of our 
knowledge, it has been demonstrated only in studies using exogenously 
expressed, tagged HDAC1 and not in studies characterizing endogenous 
HDAC corepressor complexes [3 6]. The Sin3 core complex contains 
Sin3A or Sin3B, HDAC1 and/or HDAC2, SAP18, SAP30 and retinoblas-
toma-associated proteins (RbAps) RbAp46 and RbAp48 and serves as a 
platform for the addition of other modules with enzymatic functions such 
as nucleosome remodeling, DNA methylation, histone methylation and 
N-acetylglucosamine transferase activity [4  4,45]. 

The NuRD complex has a variable composition that is dependent on 
the cell type and external stimuli. It is the only complex holding both 
HDAC- and ATP-dependent chromatin-remodeling activities, which are 
carried out by HDAC1 and/or HDAC2 and Mi-2α and/or Mi-2β, respec-
tively. The other known components of NuRD are structural and/or regula-
tory proteins RbAp46/RbAp48 and, in some instances, also p66α or p66β, 
the methyl-CpG-binding domain-containing proteins (MBD2 or MBD3), 
with only MBD2 being able to recognize methylated DNA and the three 
members of the metastasis-associated protein family (MTA1, MTA2 or 
MTA3), with different MTA proteins allowing distinct downstream re-
sponses to the activation of different signaling pathways [45,46]  . Lysine-
specifi c demethylase 1 (KDM1/LSD1) has also been identifi ed as a com-
ponent of NuRD [47]. 

HDAC1 and HDAC2 are also components of the Nanog- and Oct4-
associated deacetylase (NODE) complex, a NuRD-related repression 
complex, also comprising MTA1 or MTA2, p66α or p66β, but not the 
histone-binding proteins RbAp46/RbAp48 and the helicase-like ATPase 
Mi-2. NODE is involved in the control of embryonic stem cell fate by 
repressing Nanog and Oct4 target genes [48]. 

Also including HDAC1 and HDAC2, but composed of proteins dis-
tinct from those of Sin3 and NuRD, the CoREST complex is recruited 
by the RE1 silencing transcription (REST) factor, also known as the 
"neuronal restricted silencing factor" (NRSF), to the RE1 DNA motif 
associated with many genes encoding fundamental neuronal traits. As 
a component of the CoREST complex and as a consequence of his-
tone H3 deacetylation, KDM1/LSD1 promotes demethylation of H3 
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dimethylated on lysine 4 (H3K4me2), an event that facilitates the for-
mation of a repressive chromatin structure [49,50].   Although CoREST 
acts as a corepressor in terminally differentiating nonneuronal cells by 
recruiting KDM1/LSD1 to demethylate H3K4me2 and the methyltrans-
ferase G9a to methylate H3K9 at the RE1 sites of target genes, it acts as 
a coactivator of transcription in embryonic stem cells and neural stem 
cells by recruiting an H3K4 methyltransferase to the RE1 sites of target 
genes [51]. Co REST can also form larger complexes by association with 
ZNF217, a Krüppel-like zinc fi nger protein and strong candidate onco-
gene product found in breast cancer, or with other complexes, such as 
the chromatin-remodeling complex SWI/SNF or the C-terminal binding 
protein (CtBP) complex [45,52]. I  nterestingly, CoREST appears to be 
involved in the negative regulation of synaptic plasticity and memory 
formation by HDAC2 [33]. Chro matin immunoprecipitation (ChIP) and 
immunocoprecipitation experiments performed on mouse forebrains 
showed that, though both HDAC1 and HDAC2 were incorporated in 
Sin3 and NuRD complexes and were found to be enriched at the promot-
ers of cell-cycle genes, HDAC2 was preferentially associated with the 
CoREST complex to repress neuronal gene expression [33]. 

A  novel HDAC complex, MiDAC, is specifi c to mitotic cells and in-
cludes HDAC1, HDAC2, either one of the related ELM-SANT proteins 
MIDEAS or TRERF1, and DNTTIP1 (terminal deoxynucleotidyl transfer-
ase (TdT)-interacting protein), although the authors who published these 
fi ndings suggested that the MiDAC complex has a TdT-independent func-
tion in cell division. Whether the putative histone acetylase CDYL is also 
a MiDAC component is presently unclear [53]. 

Th e discussion above illustrates that the HDAC1 and HDAC2 homo- 
or heterodimer can exist with different proteins. The combination of these 
proteins likely determines the overall activity, substrate specifi city and ge-
nomic location of the HDAC1 and/or HDAC2 containing complex. 

The two highly related complexes nuclear receptor corepressor 
(NCoR or NCOR1) and silencing mediator of retinoic acid and thyroid 
hormone receptor (SMRT or NCOR2) consist of HDAC3, transducin 
β-like 1 (TBL1), TBL-related 1 (TBLR1) and G protein pathway sup-
pressor 2 (GPS2)[45,54]. NC  oR and SMRT also interact with class 
IIa HDACs, which exhibit no deacetylase activity of their own but are 
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believed to recruit NCoR/SMRT HDAC3 activity to distinct promot-
ers through their associated factors, such as myocyte enhancer factor 2 
(MEF2) [55]. NCoR,  but not SMRT, interacts with zinc fi nger and BTB 
domain-containing 33 (ZBTB33 or Kaiso), which is a protein that binds 
to methylated DNA. NCoR and SMRT are regulated by different kinase 
pathways and play different roles in development. Although NCoR binds 
preferentially to the thyroid hormone receptor, SMRT prefers the reti-
noic acid receptor [45,54]. It   is noteworthy that repression by NCoR/
SMRT is an integral phase of the cyclical process that is the transcrip-
tional activation of genes controlled by liganded receptors. NCoR/SMRT 
repression is necessary to prime chromatin for subsequent transcription 
initiation [56]. TBL1  and TBLR1 are involved in the active dismissal of 
corepressor complexes [54]. Besid es its role in transcriptional control, 
the HDAC3-NCoR-SMRT axis is critical to the maintenance of hetero-
chromatin content and genomic stability [57]. 

His tone deacetylation also acts in concert with the Polycomb repres-
sive complexes (PRC1/PRC2) or the G9a complex, which catalyze the tri-
methylation of H3K27 or H3K9, respectively. H3K27me3 is a repressive 
mark that can easily be reverted, thus conferring plasticity to the chroma-
tin structure. The DNA of Polycomb target genes is generally unmethyl-
ated, but some genes can undergo de novo DNA methylation under certain 
circumstances, notably in cancer cells. H3K9me3, on the other hand, is as-
sociated with DNA methylation and is a stable mark, denoting permanent 
silencing [58,59]. A  s mentioned above, the cooperation of DNA methyla-
tion and histone deacetylation in gene silencing is also established by the 
recruitment of complexes such as Sin3 or NuRD via proteins that bind 
methylated DNA such as MeCP2 or MBD2. 

CLASS II HISTONE DEACETYLASES

Class II HDACs shuttle between nucleus and cytoplasm and have tis-
sue-specific expression and functions [21,24,43,6    0]. Class IIa HDACs 
(HDAC4, HDAC5, HDAC7 and HDAC9) are signal transducers char-
acterized by the presence in their regulatory N-terminal domains of two 
or three conserved serine residues subject to reversible phosphorylation. 
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Phosphorylation leads to the binding of the 14-3-3 proteins, the nuclear 
export of HDACs and the derepression of their target genes. A range of 
kinases and phosphatases acting downstream of diverse biological path-
ways have been shown to regulate the nucleocytoplasmic trafficking of 
class IIa HDACs [61]. Becau se of a substitution of Tyr with His in their 
catalytic site, class IIa HDACs have negligible intrinsic deacetylase ac-
tivity but are able to bind acetylated lysine. It has been suggested that, 
under some circumstances, class IIa HDACs may act as bromodomains, 
recognizing acetylated lysine in a sequence-dependent context and recruit-
ing chromatin-modifying enzymes to regulate transcription [62]. As m en-
tioned above, class IIa HDAC association with MEF2 provides additional 
targeting for the SMRT-NCoR complex [55]. Class  IIa HDACs also in-
teract with numerous other transcription factors. However, the biological 
relevance of these associations has been established only for the MEF2-
regulated processes [63,64]. Cl  ass IIa HDACs are not affected by most 
HDAC inhibitors at pharmacologically relevant concentrations [62]. 

Cla ss IIb HDACs (HDAC6 and HDAC10) have duplicated catalytic 
domains, albeit the duplication is partial in the case of HDAC10. HDAC6 
and HDAC10 shuttle between nucleus and cytoplasm, but their location is 
primarily cytoplasmic. Little is known of the role of HDAC10. HDAC6 
is an α-tubulin deacetylase as well as a cortactin deacetylase and thus is 
involved in the control of microtubule- and actin-dependent cell motil-
ity. Chaperone protein HSP90 is another substrate of HDAC6. Moreover, 
HDAC6 plays a critical role in the cellular clearance of misfolded proteins 
via formation of aggresomes or autophagy [43]. Thus H DAC6 is a poten-
tial therapeutic target for the treatment of an array of diseases, including 
neurodegenerative diseases and cancer [65-67]. 

CL   ASS IV HISTONE DEACETYLASE 11

HDAC11 has sequence similarity to classes I and II HDACs. Aside from 
its evolutionary conservation's implying a vital role across species [43] 
and a s tudy suggesting a role in the decision between immune activation 
and immune tolerance [68], little  is known of HDAC11 functions. 
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SELECTIVITY OF HISTONE DEACETYLASE INHIBITORS

The active site of Zn2+-dependent HDACs consists of a tubular pocket 
with two adjacent histidine residues, two aspartic acid residues, one tyro-
sine residue (substituted with histidine in class IIa HDACs, as mentioned 
above) and a Zn2+ ion at the bottom of the pocket, all forming a charge-
relay system [69]. The HD AC inhibitors currently used in clinical trials 
or approved by the US Food and Drug Administration fit into this active 
site pocket, owing to a pharmacophore featuring a Zn2+-chelating group 
and a linker spanning the length of the tubular pocket and connected to a 
cap that blocks the active site by interacting with the external surface of 
HDACs. Depending on their chemical Zn2+-binding group, HDAC inhibi-
tors belong to different classes, including hydroxamic acids, carboxylic 
acids, benzamides and cyclic tetrapeptides [19]. A cent ral theme in the 
literature on HDAC inhibitors is their isoform selectivity or, rather, their 
perceived lack of isoform selectivity. HDAC inhibitors have generally 
been considered pan-inhibitors, inhibiting all HDACs from the classical 
family or class I-specific inhibitors. This view has recently been dispelled, 
however, by a study revealing no targeting of class IIa HDACs by most 
HDAC inhibitors [62]. Althou gh it is not known which HDAC isoform's 
inhibition is responsible for the therapeutic or toxic effects observed in 
clinical trials, it has generally been assumed that the development of 
isoform-selective inhibitors would result in preferable clinical outcomes. 
This theory is unproven to date [20,23]. Ho  wever, researchers who have 
performed conventional assays have analyzed the affinities of HDAC in-
hibitors for different HDACs by using purified HDACs, whereas HDAC 
activity is mostly associated with multiprotein complexes, the role and 
composition of which are often cell type-specific. This fact was taken 
into consideration in a pioneering study in which the investigators carried 
out the chemoproteomic profiling of 16 HDAC inhibitors with different 
chemical structures across six human cell lines and six mouse tissues [53]. 
In tha t study, a nonselective HDAC inhibitor bound to sepharose beads 
was added to cell lysates under conditions that preserved the integrity of 
protein complexes. In a competition assay, the mixture was spiked with a 
range of concentrations of a free inhibitor interfering with the capture of 



152 Epigenetics and Pathology

HDAC complexes by the immobilized inhibitor. Captured proteins were 
analyzed by quantitative mass spectrometry, and target complexes were 
reconstituted by matching half-maximal inhibitory concentration values. 
This initial complex identification was further confirmed by quantitative 
immunoprecipitation experiments. Although the results collected in this 
study confirmed that class IIa HDACs were not targeted by any of the 
studied inhibitors, they mostly conflicted with the isoform selectivity data 
previously obtained in assays using purified HDACs [62,70]. Thi  s is not 
surprising, in view of a previous kinetic study suggesting that the in vi-
tro mode of action of the HDAC inhibitor trichostatin A (TSA) depended 
on whether the assay conditions preserved HDAC complexes or resulted 
in their dissociation [71]. Incide ntally, it was also shown that TSA did 
not disrupt HDAC1 and HDAC2 interaction with Sin3A [71]. Howeve r, 
it was shown that TSA and suberoylanilide hydroxamic acid (SAHA, also 
known as vorinostat), but not less bulky inhibitors such as sodium butyr-
ate or valproic acid, dissociated inhibitor of growth 2 (ING2) from the 
Sin3 complex, thus disrupting the ING2-mediated recruitment of Sin3 
to chromatin [72]. Bantsc heff et al. [53] found t hat some inhibitors had 
different affinities for different complexes. In particular, inhibitors from 
the benzamide class displayed a higher affinity for the HDAC3-NCoR 
complex than for NuRD and CoREST complexes, whereas they did not 
target the Sin3 complex. The affinity of valproic acid, an inhibitor from 
the carboxylic acid class with moderate potency for class I HDACs, was 
highest for the CoREST complex, decreased gradually for the NuRD and 
NCoR complexes and was lowest for the Sin3 complex [53]. The di ffer-
ent affinities of HDAC inhibitors detected for different complexes are in 
agreement with the previous observation that proteins in close proximity 
to the HDAC active site could interact with the cap of HDAC inhibitors, 
leading to the suggestion that HDAC-associated proteins could specify 
inhibitor selectivity [73]. The cl ass IIb enzymes HDAC6 and HDAC10 
were inhibited only by hydroxamate compounds. The anti-inflammatory 
drug bufexamac was identified as a class IIb HDAC inhibitor (HDAC6 
and HDAC10), however, and accordingly promoted tubulin hyperacety-
lation at pharmacologically relevant concentrations. It was shown that hy-
peracetylation of different HDAC substrates corresponded to the HDAC 
inhibitor selectivity. For example, class I-selective HDAC inhibitors 
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induced histone but not tubulin hyperacetylation, whereas nonselective 
HDAC inhibitors stimulated both histone and tubulin hyperacetylation. 
The authors also identified a novel mitotic HDAC complex, which they 
called MiDAC [53]. This s tudy provides a new and promising path toward 
understanding the mode of action of class I-specific HDAC inhibitors and 
to develop isoform-selective compounds. For example, the combination 
of this methodology with genomic profiling of the different complexes by 
ChIP assay (specifically large-scale variants ChIP-on-chip and ChIP-seq) 
would be highly informative. 

TRANSCRIPTIONAL REPROGRAMMING BY HISTONE 
DEACETYLASE INHIBITORS

Inhibition of HDAC activity results in transcriptional reprogramming, 
which is believed to contribute largely to the therapeutic benefits of 
HDAC inhibitors on cancers, cardiovascular diseases, neurodegenerative 
disorders and pulmonary diseases [24]. Inhibi tion of HDAC enzymatic 
activity affects the expression of only 5% to 20% of genes, however, with 
equal numbers of genes being upregulated and downregulated [19]. Only a  
fraction of these changes are direct effects of HDAC inhibitors, and others 
are downstream effects, necessitating new protein synthesis. Only some 
of the direct effects can be inferred as direct consequences of inhibition 
of histone deacetylation, and others are the results of other mechanisms, 
such as the inhibition of transcription factor deacetylation, resulting in an 
altered affinity for DNA binding sites on target gene regulatory regions, 
an altered interaction with other factors or an altered half-life [74]. Gene 
e xpression changes and biological functions targeted by HDAC inhibitors 
have been thoroughly addressed in recent comprehensive reviews [21,75]. 
Thu  s only a few examples of HDAC inhibitor-induced transcriptional 
changes involving novel or unexpected mechanisms are presented below. 

p21 (CDKN1A), which encodes the cyclin-dependent kinase inhibitor 
p21, mediating cell cycle arrest, differentiation or apoptosis, is a model 
gene. Its transcription is directly upregulated in different cell types by dif-
ferent HDAC inhibitors, thus contributing to the antitumor effect of HDAC 
inhibitors. In parallel with transcriptional activation, a reorganization of 
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chromatin, including histone hyperacetylation, takes place in both the 
proximal and distal promoter regions [76]. p21 is  regulated by a variety 
of factors, including p53. HDAC inhibitor-mediated transcriptional ac-
tivation is independent of p53, however, and consequently can occur in 
tumor cells lacking a functional p53. Researchers in a recent study dem-
onstrated that the nucleosomal response to the stimulation of the MAPK 
signaling pathway was required for p21 induction by the HDAC inhibitor 
TSA. As part of the nucleosomal response, histone H3 in the p21 proximal 
promoter region was phosphorylated on serine 10 by the mitogen- and 
stress-activated protein kinase 1 (MSK1). It was shown that this phos-
phorylation event was crucial to the acetylation of neighboring lysine 
14. The phosphoacetylation mark was recognized by the 14-3-3ζ protein, 
reader of phosphoserine marks, and was thus protected from removal by 
PP2A phosphatase [77]. Presuma bly, 14-3-3 also acts as a scaffold for 
the recruitment of chromatin remodeler, leading to initiation of transcrip-
tion [78]. Additio nally, treatment with the HDAC inhibitor depsipeptide, 
also known as romidepsin, can inducep21 expression by causing acety-
lation of p53, protecting it from ubiquitination-induced degradation and 
allowing the recruitment of the p300 KAT to the p53-responsive p21 pro-
moter [79]. The p21 gene may generate several alternate variants [80,81]. 
The   impact of HDAC inhibitors on the genesis of these variants remains 
to be determined. Some HDAC inhibitors alter pre-mRNA splicing by 
changing the expression of splicing factors, which are components of the 
spliceosome. As an example, butyrate, but not TSA, increases the expres-
sion of SFRS2 [82]. SFRS2 i s required for the expression of p21 [82]. 

The i nduction of the Fos and Jun immediate-early genes following 
the activation of the MAPK pathway is also dependent on MSK-mediated 
phosphorylation of histone H3 in the promoter region. However, the out-
come of HDAC inhibition by TSA on these genes was opposite to the 
one on p21and opposite to the common belief that histone hyperacety-
lation is linked to transcription activation. Treatment with TSA resulted 
in rapid enhancement of H3 acetylation at the promoter region of these 
genes, but transcription was inhibited [83]. Further more, it was shown that 
continuous dynamic turnover of acetylation was characteristic of genes 
carrying the active methylation mark on H3K4, but not of genes carrying 
the repressive methylation mark on H3K9. The authors concluded that 
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acetylation turnover rather than stably enhanced acetylation was crucial to 
the induction of the Fos and Jun genes [83]. A simil ar cyclical process that 
entails alternating activating and repressive epigenetic events during the 
hormone-dependent activation of genes has been described [56]. Nonethe-
 less, other scenarios are possible; for example, the transcription activation 
of Fos and Jun could require the deacetylation of a nonhistone protein as-
sociated with their regulatory region. Investigators in several studies have 
suggested a role for deacetylation of transcription factors or other proteins 
in gene induction [84,85]. A pr  oposal for the role of HDACs in the basal 
transcription from the mouse mammary tumor virus (MMTV) promoter 
and some other TATA/Inr-containing core promoters is that deacetylation 
of protein components of the reinitiation complex would allow the recruit-
ment of RNA polymerase II [86]. 

In an other example contrasting with the predominant view of HDACs' 
being transcriptional repressors, it was shown that HDAC1 served as a 
coactivator for the glucocorticoid receptor (GR) and that this function was 
dynamically modulated by acetylation of HDAC1 itself [87]. Researc h-
ers in a more recent study reported that HDAC2 was also required for 
GR-mediated transcriptional activation, and mechanistic insight was pre-
sented regarding collaborative regulation by HDAC1 and HDAC2 [36]. 
HDAC1 a nd HDAC2 act synergistically in the GR-mediated transcrip-
tional activation at the MMTV promoter. So far, neither their acetylated 
target nor the nature of the coactivator complex with which they associate 
has been identifi ed. It was shown that the coactivation function of HDAC1 
and HDAC2 is dynamically regulated by acetylation of the HDAC1 C-
terminal tail, with K432 being an important site among the six lysine resi-
dues that may be acetylated. It is of interest to note that the C-terminal 
domain of HDAC1 and HDAC2 is a region carrying modifi cations (phos-
phorylation and acetylation) that regulate HDAC activity. The acetylation 
event represses the deacetylase activity of both the HDAC1 homodimer 
and the HDAC1/HDAC2 heterodimer, even though only HDAC1 is acety-
lated [36,87]. It w  as suggested that HDAC1 and HDAC2 form homo- and 
heterodimers with the catalytic domains facing each other and that this 
arrangement was required for catalytic activity [36]. A modifi  cation of one 
of the HDACs is all that is required to inhibit the activity of the HDAC 
dimer. 
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EPIGENETIC MECHANISMS
DIRECTED BY NONCODING RNAS

A widespread effect of HDAC inhibitors on microRNAs (miRNAs) lev-
els was first reported in the breast cancer cell line SKBr3. Following a 
short exposure of these cells to a proapoptotic dose of the HDAC inhibitor 
LAQ824 (also known as dacinostat), significant changes in the levels of 
40% of the miRNA population were detected. The majority of miRNAs 
were downregulated, but some were upregulated [88]. miRNAs  are short, 
noncoding RNAs (ncRNAs) of about 23 nucleotides that regulate gene ex-
pression at the posttranscriptional level by binding to the 3'-UTRs of target 
mRNAs, leading to their degradation or translation repression. Although 
the biogenesis of miRNAs is well understood, little is known of the regu-
lation of miRNA expression, but there is increasing evidence that miRNA 
expression is widely misregulated in tumors, with tumor suppressor miR-
NAs targeting growth-inducing genes being downregulated and oncogenic 
miRNAs targeting growth-inhibiting genes being upregulated [89,90]. 

Si  milarly, misregulation of miRNA expression is characteristic of 
metastasis [91]. miRNAs  are initially transcribed by RNA polymerase II 
into long-coding or noncoding intragenic or intergenic RNAs. They can 
overlap RNA transcripts in the same, opposite or both directions. Non-
coding intragenic RNAs transcribed in the same direction as the coding 
RNA can be transcribed from the same promoter as the host RNA or can 
have their own promoter embedded in an intron. Promoters used by other 
ncRNAs are mostly unknown [90]. Some pr omoters are associated with 
CpG islands, which can become hypo- or hypermethylated during tumori-
genesis, resulting in transcriptional activation or silencing, respectively. 
Researchers in a number of studies have demonstrated the reversal of 
specifi c miRNA transcriptional silencing following treatment with DNA 
methyltransferase (DNMT) and/or HDAC inhibitors, indicating that these 
anticancer agents can indirectly induce posttranscriptional repression of 
target genes [89,90,92-94]     . Investigators in one study showed that tran-
scriptional silencing of miR-22 in acute lymphoblastic leukemia cells was 
independent of DNA methylation of the CpG island within the promoter 
region, but entailed K27 trimethylation of associated H3 histone. miR-22 
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transcriptional silencing could be reversed by TSA treatment [95]. In acut e 
myeloid leukemia (AML), miR-223 was shown to be a direct transcrip-
tional target of the AML1/ETO fusion oncoprotein resulting from the 
t(8;21) translocation. By recruiting HDAC1, DNMT and MeCP2 activi-
ties, AML1/ETO induces heterochromatic silencing of miR-223 [96]. 

Alter natively, it has been shown that miRNAs can regulate genes en-
coding epigenetic regulators such as DNMT3a and DNMT3b, Polycomb-
associated K-methyltransferase EZH2 (also known as KMT6), HDAC1 
and HDAC4 [89,90]. It w  as determined that the HDAC1 gene, a direct 
target of miR-449a, was upregulated in prostate cancer cells and tissues as 
a consequence of miR-449a downregulation [97]. Similar ly, HDAC4 tar-
geted by miR-1-1 was upregulated in human hepatocellular carcinoma 
cells and primary hepatocellular carcinoma [98]. During  mouse develop-
ment, HDAC4 plays a crucial role in the regulation of skeletogenesis and 
myogenesis, and its expression has been shown to be controlled at the 
posttranscriptional level by miR-140 and miR-1, respectively [99,100]. 

M  ore recently, the existence of another class of miRNAs mediating 
transcriptional gene silencing (TGS) was demonstrated [101,102]. Co  n-
trary to miRNA-mediated posttranscriptional silencing, which is transient 
and dependent on the sustained presence of the effector miRNA, TGS tar-
gets promoter regions and triggers heterochromatin formation by inducing 
DNA and histone methylation (H3K27me3 and H3K9me2), which leads 
to long-term silencing. This process can be inhibited by TSA, indicating a 
role for HDACs. The mechanism implicated in the chromatin reorganiza-
tion in the promoter region of the target gene is not fully understood, but 
it is known to involve RNA-RNA pairing between the small RNA and the 
nascent RNA transcript and, among other factors, EZH2, DNMT3A and 
HDAC1 [103,104]. Mo  reover, in miRNA-induced TGS of HIV-1, hetero-
chromatin formation was initiated at the nucleation center, as directed by 
the miRNA, and was further extended both upstream and downstream to 
include adjacent genes. It was directly shown that HDAC1 was involved 
in this process [105]. As a s ide note, miRNAs are also able to activate 
transcription, notably of the gene p21, for example, perhaps by targeting 
and repressing a repressor miRNA [103,104]. 

  Long, noncoding RNAs (lncRNAs) have been known to recruit 
Polycomb proteins and associated HDACs to initiate and maintain 
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heterochromatin formation in the silencing of developmentally impor-
tant genes, such as in X-chromosome inactivation and parental imprint-
ing [104,106]. It   has been proposed that long, single-stranded ncRNAs are 
integral components of chromatin, which may stabilize binding of nonhis-
tone proteins to chromatin, such as the heterochromatin protein 1 (HP1), 
and/or may play a role similar to that of H1, a linker histone contributing 
to the formation of higher-order chromatin structures. It is possible that 
RNA could facilitate the folding of the chromatin fi ber and the formation 
of loops involving long-distance interactions [107]. 

The  role of ncRNAs in the regulation of gene expression is beyond the 
scope of this review, but it has become evident that the majority of protein-
coding genes are regulated by antisense RNAs and, moreover, that a large 
part of the genomes of humans and other complex organisms consist of 

FIGUR E 2. Model for the regulation of HDAC1-HDAC2 complex formation by 
phosphorylation. When phosphorylated by CK2, HDAC2 binds to the core components of 
Sin3, NuRD and CoREST complexes as homodimer or heterodimer with HDAC1. In the 
low or unphosphorylated states, HDAC1 and HDAC2 bind to proteins such as the serine/
arginine (SR)-rich proteins and RNA-binding protein Hu antigen R (HuR/ELAVL1) which 
interact with the spliceosome. 



Roles of Histone Deacetylases In Epigenetic Regulation 159

non-protein-coding DNA sequences, which are transcribed. It has been 
suggested that these noncoding regions, previously termed "junk DNA," 
supply a vast array of ncRNAs which control the different epigenomes 
supporting development and generated throughout life in response to 
diet and environment. There is increasing evidence that misregulation by 
ncRNAs is also responsible for cancers and other diseases. Furthermore, it 
has been proposed that ncRNAs "provide the regulatory power and plas-
ticity required to program our ontogeny and cognition" [106, p1610]. 

ROLE OF PHOSPHORYLATION 
IN TARGETING OF CLASS I HISTONE DEACETYLASES

Phosphorylation of HDAC1 (S393, S421, S423), HDAC2 (S394, S422, 
S424) and HDAC3 (S424) stimulates enzyme activity [108,109]. In   vi-
tro HDAC2 is phosphorylated by casein kinase (CK2), whereas HDAC1 
can be phosphorylated by CK2, cAMP-dependent protein kinase and 
protein kinase G [25]. This di fference constitutes more evidence that, al-
though they share a high degree of homology, HDAC1 and HDAC2 have 
distinct and separately regulated functions. The regulation of HDAC1 and 
HDAC2 activities by PTMs has recently been reviewed [109]. Phosph or-
ylation of HDAC1 and HDAC2 is also required for their incorporation 
into the Sin3, NuRD and CoREST corepressor complexes [25,41,110]. 
   Recruitment of HDAC2 to regulatory regions of target genes by transcrip-
tion factors also depends on its highly phosphorylated state [41]. On the 
 other hand, the nonphosphorylated or monophosphorylated HDAC2 is 
associated with coding regions of transcribed genes [41] (Figure  2). Al-
though  unmodified and monophosphorylated HDAC2 are more abundant 
than highly phosphorylated HDAC2, it is the highly phosphorylated form 
that is preferentially cross-linked to chromatin with formaldehyde or cis-
platin [111]. Thus,  under conditions typically used in ChIP, highly phos-
phorylated HDAC2, but not unmodified or monophosphorylated HDAC2, 
is preferentially cross-linked to nuclear DNA in situ with formaldehyde. 
Through the use of a dual cross-linking ChIP assay, however, all isoforms 
of HDAC1 and HDAC2 could be mapped along regulatory and coding 
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regions of transcribed genes, with the monophosphorylated or unmodified 
HDAC2 being associated with the coding region [41]. 

It should be noted that HDAC phosphorylation is dynamic and de-
pendent on the balance of opposing activities of involved kinases and 
phosphatases. Treatment of cultured cells with the protein phosphatase 
inhibitor okadaic acid resulted in HDAC1 and HDAC2 hyperphosphory-
lation concomitant with the dissociation of HDAC1 and HDAC2, as well 
as the dissociation of HDAC1 from mSin3A or YY1. On the other hand, 
the HDAC1 and HDAC2 interactions with RbAp46 or RbAp48 were not 
disrupted [112]. In view  of the above-described results [25,41,110], h   ow-
ever, it appears that the observed dissociation of the HDAC-corepressor 
complexes subsequent to okadaic acid treatment are due not to the hy-
perphosphorylation of HDAC1 and HDAC2, but rather to the hyperphos-
phorylation of other unidentifi ed factors. 

A role of dynamic phosphorylation was also demonstrated for HDAC3. 
HDAC3 activity not only depends on its binding to the NCoR/SMRT com-
plex but also is increased by CK2-mediated phosphorylation on S424. 
Conversely, HDAC3 interaction with protein phosphatase 4 results in 
decreased activity [113]. Moreove r, it was shown that the phosphoryla-
tion state of HDAC3 had no effect on its association with NCoR or its 
subcellular localization [113]. In a re cent study in which human HCT116 
colon cancer cells were treated with sulforaphane (SFN), a cancer che-
moprotective agent abundant in broccoli, a link between CK2-mediated 
phosphorylation of HDAC3 and SMRT and the disruption of the nuclear 
HDAC3-SMRT corepressor complex, followed by the export of HDAC3 
into the cytoplasm, was suggested [114]. The pro posed model is that 14-
3-3 and Pin1 compete with each other for binding of cytoplasmic phos-
phorylated HDAC3, with binding to 14-3-3 eventually resulting in the 
reentry of HDAC3 into the nucleus and binding to Pin1 directing HDAC3 
degradation. Thus extended exposure to SFN would lead to HDAC3 deg-
radation [114]. Again,  to reconcile these results with previous ones [113], 
it must  be assumed that HDAC3 dissociation from SMRT and export to 
the cytoplasm are due to events other than CK2-mediated HDAC3 phos-
phorylation. 

In the specifi c context of oxidative and/or nitrative stress, such as ciga-
rette smoke, in chronic obstructive pulmonary disease (COPD), HDAC2 
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phosphorylation or nitration was linked to its ubiquitination and degra-
dation by proteasome [115-117]. Cor   ticosteroids are used to reduce in-
fl ammation in the airways of patients with COPD. The mode of action of 
corticosteroids includes the recruitment of HDAC2 and silencing of pro-
infl ammatory genes. However, resistance to the anti-infl ammatory actions 
of corticosteroids occurs under oxidative and/or nitrative stress. Among 
a number of mechanisms contributing to this corticosteroid insensitivity, 
phosphoinositide 3-kinase-δ- and CK2-mediated HDAC2 phosphoryla-
tion were implicated [115,116,118].    Of note, administration of HDAC in-
hibitors affecting class I HDACs should not be given to COPD patients in 
the treatment of other diseases. 

ROLE OF CLASS I HISTONE DEACETYLASES ASSOCIATED 
WITH CODING REGIONS

Several studies have addressed the role and mode of recruitment of class 
I HDACs to the coding region of active genes. In Saccharomyces cerevi-
siae, the Rpd3S HDAC complex is recruited by the chromodomain of its 
EAF3 subunit and the plant homeobox domain (PHD) of its RCO1 subunit 
to the H3K36me mark to deacetylate nucleosomes behind the elongat-
ing RNA polymerase II, thus preventing cryptic initiation of transcrip-
tion within the coding region [119-121]. In m   ammals, a novel complex 
composed of SIN3B, HDAC1, the EAF3 ortholog MRG15 and the PHD 
finger-containing PF1 (a homolog of yeast RCO1) was recently identi-
fied. This complex is associated with discrete loci of constitutively active 
genes and is believed to regulate RNA polymerase II progression within 
transcribed regions [122]. 

A role  of HDAC1 in alternative pre-mRNA splicing has recently been 
reported in HeLa cells [123]. Alternat ive splicing of pre-mRNA gives rise 
to mature mRNA isoforms coding for functionally different proteins. This 
alternative splicing plays essential roles in differentiation and development 
as well as in diseases. There has been increasing evidence that transcrip-
tion and splicing are coupled, and recent studies have revealed the contri-
bution of chromatin structure and histone modifi cations to the selection of 
splice sites [124,125]. One   of these studies addressed the role of HDACs 
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in the regulation of alternative splicing [123]. It was s hown that following 
treatment of HeLa cells with the HDAC inhibitor sodium butyrate, about 
4% of the genes exhibited altered splicing. Further characterization of one 
of these genes, fi bronectin (FN1), indicated that HDAC inhibition resulted 
in alternative exon skipping and was associated with increased histone 
H4 acetylation, increased RNA polymerase II processivity and reduced 
cotranscriptional association of the splicing regulator SRp40 at the target 
exon. Moreover, knockdown studies demonstrated that HDAC1, but not 
HDAC2, activity was required for the alternative splicing [123]. Although  
that study provided mechanistic insight into the role of HDAC1 in alter-
native splicing, the question of how HDAC1 is targeted to a particular 
intron-exon junction remains. It is possible that a newly identifi ed class of 
small ncRNAs, the splice site RNAs, whose 3' ends map precisely to the 
splice donor site of internal exons in animals, serve as markers [126]. It 
is no teworthy that the genes whose splicing was affected by HDAC inhi-
bition were all genes involved in cell fate and differentiation [123]. One 
of t hese genes encodes the tau protein, which is highly expressed in the 
central nervous system. It turned out that the expression of a splice variant 
of the tau protein upregulated in some neurodegenerative diseases was re-
duced following treatment with sodium butyrate. This indicates that some 
of the therapeutic benefi ts of HDAC inhibitors may be due to the modula-
tion of alternative splicing. Furthermore, that study [123] represent s an-
other example of the different functions of HDAC1 and HDAC2. A recent 
study demonstrated that Hu proteins (for example, HuR/ELAVL1), which 
are splicing regulators, bind to HDAC2 and inhibit its enzyme activity. 
The Hu proteins are recruited to transcribed genes by an interaction with 
RNA polymerase II and transferred to pre-mRNA at Hu target sites. Inhibi-
tion of HDAC2 activity by the Hu proteins results in localized increase in 
histone acetylation at specifi c exons [127], increasi ng the transcriptional 
elongation rate. 

Questions remain regarding the role of HDAC2 or the presence of 
HDAC3 on coding regions. A genomewide mapping study in primary hu-
man CD4+ T cells showed that HDAC1, HDAC2, HDAC3 and HDAC6 
were enriched in active genes. Moreover, HDAC1 and HDAC3 were pres-
ent mostly in promoter regions, whereas HDAC2 and HDAC6 were local-
ized to both promoter and coding regions of active genes [40]. However, 
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 these results confl ict with those of studies in which other cell types were 
studied. In MCF-7 cells, HDAC1 and HDAC2 were both associated with 
regulatory and coding regions [38,41]. Moreov  er, bufexamac, a class IIb-
specifi c HDAC inhibitor, did not affect the acetylation levels of histones 
in HeLa cells, suggesting that histones are not substrates of HDAC6 [53]. 
Nonethel ess, the study showed that dynamic acetylation was associated 
with active chromatin characterized by the H3K4 methylation mark [40]. 
This obse rvation was in agreement with results obtained in mouse fi bro-
blast cells [83,128]. A rec  ent study in S. cerevisiae reported that dynamic 
acetylation was required for the recruitment of splicing factors during co-
transcriptional spliceosome assembly [129]. 

CONCLUS ION

One major issue with HDAC inhibitors often referred to in the literature 
is their lack of specificity, in particular their lack of isoform selectiv-
ity [130]. Another  issue is the lack of known targets. There is still much to 
learn about the many ways that HDAC inhibitors affect gene expression. 
Indeed, we have just started to comprehend the breadth of their actions in 
changing gene expression in normal and abnormal states. New tools and 
methods are continually being developed, however, leading to discoveries 
that challenge our paradigms. For example, the specificity of HDAC in-
hibitors might be directed not toward HDAC isoforms but toward HDAC 
complexes. This finding underlines the importance of resolving HDAC 
interactions with other proteins and identifying genomic targets of HDAC 
complexes in relevant tissues in normal and disease states. 

Classes I and II HDACs often exist as dimers. For example, class I 
HDACs form heterodimers with class II HDACs (for example, HDAC3-
HDAC4). Furthermore, class I HDAC1 and HDAC2 form either homodi-
mers or heterodimers. Multiprotein complexes with either an HDAC1-
HDAC2 heterodimer versus an HDAC1 or HDAC2 homodimer may have 
different properties and substrate preferences. Discovery of the mecha-
nism regulating HDAC1-HDAC 2 homo- versus heterodimer formation 
in cells will be important to understanding the biology of these enzymes. 
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There is still much to be learned about the mechanistic linkages be-
tween class I HDACs, transcription and RNA splicing. Whether other 
splicing regulators, such as Hu proteins, regulate HDAC activity will be 
an important question to address. The profound impact of HDAC inhibi-
tors on the alternate splicing of RNAs and miRNAs requires further in-
vestigation to understand the full impact of the inhibitors on the cellular 
spectrum of RNAs and proteins. Recently developed mass spectrometry 
approaches are beginning to sort out the effects of miRNAs on protein 
profi les. Such approaches are required to understand the effect of HDAC 
inhibitor-altered miRNA profi les on the proteome [131]. 
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CHAPTER 7

ABERRANT EPIGENETIC SILENCING 
IS TRIGGERED BY A TRANSIENT 
REDUCTION IN GENE EXPRESSION

JON A. OYER, ADRIAN CHU, SUKHMANI BRAR, and 
MITCHELL S. TURKER

INTRODUCTION

Aberrant epigenetic silencing is a common and significant mechanism in 
cancer development and progression [1]. Like mutational events, aberrant 
silencing frequently inactivates tumor suppressor genes in both sporadic tu-
mors and human cancer cell lines [2]. Unlike mutations, however, silencing 
is a stepwise process [3,4] with potential for reversal [5]. These observa-
tions have led to research to identify the molecular changes that accompany 
silencing. Such changes include promoter region DNA methylation, histone 
deacetylation, histone methylation at specific residues (e. g. H3K9, H3K27), 
and densely packed nucleosomes that create a closed chromatin structure 
[6]. However, a caveat is that these changes are most often documented at 
stably silenced alleles that were under continuous selective pressure within 
the tumor microenvironment for maintenance of the silenced state. There-
fore, reported epigenetic modifications represent an ultimate endpoint and 
do not reveal how silencing initiates, nor do they reveal the order of epigen-
etic modifications that occur during the transition from active expression to 
stable silencing. Such information is required to create strategies to prevent 
the initiation or progression of aberrant epigenetic silencing. 

Many models designed to examine initiation of silencing track normal 
epigenetic changes during development at imprinted genes [7] or during 
X chromosome inactivation [8], but developmentally programmed silenc-
ing may progress differently than aberrant silencing occurring in cancer. 
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Promoter DNA methylation is the most common modifi cation associated 
with epigenetic silencing, and has previously been thought to play a causal 
role [9], but evidence is accumulating to suggest DNA methylation as a 
late step in the silencing process. For example, DNA methylation occurs 
after histone modifi cations for silenced, stably integrated transgenes [10]. 
A similar progression of epigenetic modifi cations occurs for silencing of 
the endogenous tumor suppressor gene RASSF1A [11]. Previous studies 
in our laboratory showed that silencing of an integrated Aprt transgene 
allows the spread of DNA methylation into a promoter region, which sta-
bilizes the silenced transcriptional state [4]. Although DNA methylation 
has been the most common modifi cation associated with cancer-related 
silencing, examples of epigenetic silencing occurring independent of DNA 
methylation show it is not an absolute requirement [12–14]. Collectively 
these data suggest that DNA methylation primarily functions to maintain 
and stabilize the silenced state and that other epigenetic processes are re-
quired to initiate silencing. 

If DNA methylation is neither a required nor an initiating step for ab-
errant silencing, how is this process triggered? Recent studies suggest re-
duced expression as one possibility. For example, in ovarian cancer, loss 
of the GATA6 transcription factor results in reduced expression and subse-
quent epigenetic silencing of the downstream target Disabled-2 [15]. Also, 
inhibition of ERα (estrogen receptor α) signaling in breast cancer cell lines 
reduces expression and induces silencing of the downstream target gene, 
PR(progesterone receptor) [16]. These are two instances that involve loss 
of transcriptional activators, but evidence also exists that reducing expres-
sion by inappropriate recruitment of transcriptional repressors can lead 
to silencing. An inherited mutation in the DAPK1 promoter apparently 
causes B-cell chronic lymphocytic leukemia by increased localization of 
a transcriptional repressor that reduces expression and correlates with si-
lencing [17]. In addition to altered signaling pathways, some environmen-
tal changes accompanying tumor progression also reduce gene expression, 
which could initiate silencing. For example, hypoxia, a common feature 
of tumor microenvironments, represses expression of tumor suppressor 
genes (e.g., E-CAD, BRCA1, MLH1, and RUNX) [18–21] frequently si-
lenced in cancer [2,22,23]. 
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RESULTS

A SYSTEM TO STUDY TRANSIENT REDUCTIONS IN GENE 
EXPRESSION

To test the hypothesis that a transient reduction in gene expression can 
initiate epigenetic silencing, we used the tet-off system [24] to control 
transcription levels of human HPRT cDNA in the mouse Dif-6 cell line, 
which lacks expression of endogenous Hprt [25]. In this system the tet-
Transcriptional Activator (tTA) localizes to the tet-responsive promoter 
(PTRE) and promotes HPRT expression (Fig. 1A). Adding the tetracycline 
analog doxycycline (Dox) to the growth medium reduces HPRT expres-
sion by directly binding tTA and inhibiting its localization to the promoter 
(Fig. 1B). Three stable transfectants, HP11, HP13, and HP14, express-
ing high levels of HPRT were established. After 48 hours growth in Dox 
medium, HPRT expression was reduced by more than 90% relative to un-
treated controls, with the HP11 cell line exhibiting the strongest Dox re-
sponse (Fig. 1C). Although HPRT expression is significantly reduced, cell 
cultures growing in Dox media remain sensitive to selection against HPRT 
(Fig. S1) and can grow under conditions that require HPRT expression 
(data not shown). A concentration of 1 μg/ml Dox showed a maximum ef-
fect on expression without causing toxicity (data not shown) and was used 
in all subsequent Dox treatments.  

A TRANSIENT REDUCTION IN GENE EXPRESSION INDUCES 
PHENOTYPIC GENE INACTIVATION

Following removal of Dox from the culture medium, the tTA protein can 
again bind to PTRE and restoreHPRT expression. However, our hypoth-
esis predicts that during the period of reduced expression a fraction of al-
leles will become epigenetically silenced and thus will be unable to restore 
HPRT expression upon removal of Dox. To test this hypothesis, cells were 
grown in Dox media for a week to reduce expression and allow adequate 
time for HPRT protein turnover before removing Dox and selecting for 
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FIGURE 1. Treatment with doxycycline (Dox) reduces PTRE-HPRTexpression. (A) 
The tet-off system was used to express HPRT. The 1.38 kb HPRT cDNA was cloned into 
the 5′ EcoR I and 3′ Xba I restriction sites downstream of the minimal CMV promoter 
(PminCMV). In the absence of Dox, tTA binds to the seven 19 bp tet operator (tetO) 
sequence repeats in the promoter and activates high expression of HPRT. (B) Adding Dox 
reduces HPRT expression by direct binding of tTA, though minimal expression levels 
remain. (C) HPRT mRNA levels are significantly reduced within 48 hours of growth in 
media containing 1 μg/ml Dox. HPRT expression was measured by quantitative RT-PCR 
(qRT-PCR) and normalized to Gapdh expression levels. Each bar represents the average of 
triplicate reactions with error bars indicating minimum and maximum fold change.
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HPRT deficient cells with the purine analog 6-thioguanine (TG). The frac-
tion of surviving TG-resistant cells reflects the gene inactivation frequency 
for PTRE-HPRT. Dox exposure was found to induce TG-resistant cells for 
all three cell lines, at frequencies ranging from 1. 4×10−3 to 9. 4×10−2, 
which were several orders of magnitude higher than untreated cultures 
(Fig. 2A). Moreover, PTRE-HPRTinactivation frequency increased with 
longer durations of initial Dox exposure (Fig. 2B). These results demon-
strate that transient reductions in gene expression correlate with greatly 
increased frequencies ofPTRE-HPRT inactivation.  

EPIGENETIC MODIFICATIONS CONSISTENT WITH SILENCING 
CHARACTERIZE INACTIVATED PTRE-HPRT ALLELES

Individual TG-resistant clones were characterized to identify molecular 
changes correlating with PTRE-HPRT inactivation. TG-resistant clones 
were isolated from the HP13 and HP14 parental lines following one week 
of Dox treatment. HPRT mRNA levels in all TG-resistant clones were sub-
stantially lower than those observed in the Dox treated parental cells (Fig. 
3). DNA methylation at the PTRE-HPRT promoters of HP14-derived TG-
resistant cells was measured via bisulfite sequencing (Fig. 4). As expected, 
all CpG sites within the PCMVmin, tetO repeats, and nearby regions were 
unmethylated in actively expressing HP14 cells. Moreover, these sites re-
mained unmethylated in the same cells grown in the presence of Dox for 
one week. In contrast, all TG-resistant clones analyzed exhibited DNA 
methylation in the promoter region, though the density of DNA methyla-
tion varied (Fig. 4). TG1 and TG2 both exhibited low levels of DNA meth-
ylation and contained some alleles without any methylated CpG sites in 
the minimal CMV promoter (PminCMV). In contrast, TG5 and TG6 ex-
hibited substantially more DNA methylation within the promoter, includ-
ing the core PminCMV region. The other two TG-resistant lines, TG3 and 
TG4, contained intermediate to high levels of DNA methylation within the 
promoter relative to the other cell lines. 
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FIGURE 2. Dox exposure induces PTRE-HPRT inactivation. (A) Reducing expression 
of PTRE-HPRT by growing cells for 1 week in medium containing 1 μg/ml Dox increased 
the frequency of gene inactivation, as measured by TG-resistance. TG-resistance was 
measured by washing out Dox, selecting cells with 5 μg/ml TG, and counting surviving 
colonies after 2 weeks of continuous selection. During Dox treatment or the equivalent 
period without treatment, cells were maintained in medium containing puromycin and 
G418 to maintain the PTRE-HPRT and tTA constructs respectively, but without azaserine/
hypoxanthine (AzHx) selection. Only cells that express HPRT can grow in AzHx selection. 
(B) TG-resistance frequencies increased as a function of time HP13 cells were exposed 
to Dox before starting TG selection. HP13 cells were continuously cultured in 1 μg/ml 
Dox for 3 weeks, and TG-resistance was measured at different points during the Dox 
treatment (3, 5, 7, 14, and 21 days). A parallel control culture was maintained in medium 
containing puromycin and G418 without Dox, and TG-resistance was measured after 21 
days (Untreated).
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FIGURE 3. PTRE-HPRT inactivation correlates with reduced mRNA levels. Dox-induced 
TG-resistant clones were isolated and expanded. HPRT mRNA levels in TG-resistant 
clones from the HP13 (TG7 and TG8) and HP14 (TG1 and TG5) parental cells are lower 
than both active expression levels (Untreated) and reduced expression levels after exposure 
to Dox for one week (Dox). HPRT mRNA was measured by qRT-PCR and normalized to 
Gapdh expression levels. Each bar represents the average of triplicate reactions with error 
bars indicating minimum and maximum fold change.

The absence of dense promoter DNA methylation in some clones sug-
gested additional mechanisms were contributing to PTRE-HPRT inactiva-
tion. Chromatin immunoprecipitation (ChIP) analysis was used to measure 
specifi c histone modifi cations associated with either active transcription 
(methyl-K4, acetyl-K9, and acetyl-K14 of histone H3) or silenced tran-
scription (dimethyl-K9 of histone H3) at the PTRE-HPRTpromoter (Fig. 
5). As expected, cells expressing high levels of HPRT have a histone 
modifi cation pattern at the promoter consistent with active transcription. 
Specifi cally, the actively transcribed PTRE–HPRTpromoter was associ-
ated with high levels of H3 acetylation (Fig. 5A) and methylation at lysine 
4 (methyl-K4 H3) (Fig. 5B) relative to modifi cation levels measured at 
the active Gapdh promoter (P-Gapdh). The repressive modifi cation di-
methyl-K9 H3 was low in the HPRT expressing cells (Fig. 5C), measured 
relative to the silenced Mage-a locus (P-Mage) [26,27]. Reducing HPRT 
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FIGURE 4. PTRE-HPRT inactivation correlates with increased promoter DNA 
methylation. Allelic methylation patterns for parental HP14 cells expressing high levels 
of HPRT (Untreated), reduced levels of HPRT after an 1 week Dox treatment (Dox), 
and HP14-derived TG-resistant clones (TG1, TG2, TG5, and TG6). Bisulfite sequencing 
identified methylated (closed triangles) and unmethylated (open triangles) CpG sites 
within individual alleles. Schematic of the promoter shows approximate positioning of 
CpG sites (vertical bars) within the minimal CMV promoter and the 5′ region (~42 bp) of 
the HPRT cDNA sequence. The start of the HPRT cDNA sequence, EcoR I restriction site, 
has been designated base position +1.
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FIGURE 5. PTRE-HPRT inactivation correlates with repressive histone modifications. 
ChIP analysis measuring histone H3 modifications at the PTRE-HPRT promoter in 
HP14 cells expressing high levels of HPRT (Untreated), reduced levels of HPRT after 
1 week Dox treatment (Dox), and HP14-derived TG-resistant cell lines (TG1, TG5, and 
TG6). (A) ChIP analysis measuring acetylated histone H3 using a polyclonal antibody 
raised against a peptide corresponding to acetyl-K9 and acetyl-K14. (B) ChIP analysis 
measuring methylation at lysine 4 of histone H3 (methyl-K4 H3). The antibody used for 
immunoprecipitation recognizes all three forms of methylation at K4, mono-, di-, and tri-
methyl. (C) ChIP analysis measuring the repressive modification of dimethylation at lysine 
9 of histone H3 (di-methyl-K9 H3). (D) ChIP analysis measuring acetylation at lysine 9 of 
histone H3 (acetyl-K9 H3). Immunoprecipitated DNA levels were quantified by qRT-PCR. 
Specific signal was calculated by measuring fold change between pull down and input 
at the Hprt promoter (PTRE-HPRT), Gapdh promoter (P-Gapdh), and Mage-a promoter 
(P-Mage-a). For activating modifications, levels at PTRE-HPRT are displayed relative to 
the Gapdh promoter; for the repressive modification, dimethyl-K9 H3, results are displayed 
relative to the Mage promoter. Error bars indicate the SD from triplicate reactions.

expression by treating cells with Dox did not reduce levels of methyl-K4 
H3 (Fig. 5B) or signifi cantly change the levels of dimethyl-K9 H3 (Fig. 
5C) at the PTRE-HPRT promoter. However, H3 acetylation decreased sig-
nifi cantly after reducing HPRT expression by Dox treatment (Fig. 5A). 
The antibody used for the acetyl-H3 ChIP recognizes both acetyl-K9 H3 
and acetyl-K14 H3 [28]. To probe this decrease further, an additional ChIP 
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FIGURE 6. Silenced PTRE-HPRT alleles are reactivated by inhibiting histone deacetylation 
or DNA methylation. (A) Inhibition of DNA methylation and histone deacetylation 
increased HPRT mRNA levels. HP14-derived TG-resistant cell lines (TG1, TG2, TG5, 
and TG6) were treated with 300 nM 5-aza-dC (Aza-dC), inhibiting histone deacetylation 
with 100 nM trichostatin A (TSA), or a combination of the 300 nM 5-aza-dC and 100 nM 
TSA treatments (Aza-dC+TSA). Cells were treated with inhibitors overnight (~16 hours), 
and RNA was harvested 24 hours later. The units shown along the Y-axis are relative to 
those measured in the untreated parental HP14 cells (see Figure 3). HPRT expression was 
measured by qRT-PCR and normalized to Gapdh expression levels. Each bar represents 
the average of duplicate reactions with error bars indicating minimum and maximum fold 
change. (B) TG-resistant cell lines were capable of reactivating PTRE-HPRT expression. 
Cells were plated with azaserine/hypoxanthine (AzHx) selection, which requires HPRT 
enzyme activity for cell survival, to isolate and measure the number of cells that reactivated 
HPRT expression. Before plating and selection, cells were treated overnight with 300 nM 
5-aza-dC (Aza-dC), 100 nM TSA (TSA), or vehicle control (untreated) and allowed to 
recover for 24 hours. Frequencies represent the fraction of cell colonies surviving after two 
weeks of continuous AzHx selection.
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was conducted with antibody directed specifi cally against acetyl-K9 H3. 
In this case, no decrease was observed after the one-week exposure to Dox 
(Fig. 5D). Therefore, reducing expression by Dox treatment caused loss 
of acetyl-K14 H3 without decreasing other modifi cations associated with 
transcriptional activity, i.e., methyl-K4 H3 or acetyl-K9 H3. Dox treat-
ment had no effect on histone modifi cations measured at the control pro-
moters (P-Gapdh and P-Mage) used for normalization. 

In contrast to the observations for histone modifi cations in the pres-
ence of Dox, ChIP analysis for the Dox-independent, TG resistant clones 
revealed markedly reduced levels of methyl-K4 H3 and acetyl-K9 H3. In-
creased dimethyl-K9 H3 was also observed at the PTRE-HPRT promoter 
in the TG-resistant cells, ranging from a 2-fold increase in TG6 to a nearly 
5-fold increase in TG5 (Fig. 5C). These results demonstrate that the tran-
sition from reduced expression to gene inactivation is associated with a 
shift from activating to repressive histone modifi cations consistent with 
epigenetic silencing. 

SILENCED PTRE-HPRT ALLELES ARE REACTIVATED 
BY INHIBITING HISTONE DEACETYLASES OR DNA 
METHYLATION

One of the hallmarks of epigenetic silencing is reversibility. To confirm 
definitively that the inducedPTRE–HPRT inactivation was due to silenc-
ing, we measured the effects of inhibiting histone deacetylation and/or 
DNA methylation on gene reactivation in the TG-resistant cells. First, 
changes inHPRT mRNA levels were measured for the TG-resistant cells 
after inhibiting histone deacetylation with trichostatin A (TSA) treatment 
or inhibiting DNA methylation with 5-aza-2′-deoxycytidine (5-aza-dC) 
(Fig. 6A). The different TG-resistant clones had varied responses to his-
tone deacetylase (HDAC) inhibition ranging from an approximately 3-fold 
increase in HPRT mRNA (TG1 and TG2) to no response (TG5). Inhibit-
ing DNA methylation gave a nearly reciprocal result with the TG5 cell 
line showing the largest 5-aza-dC induction of HPRT mRNA, an approxi-
mately 5-fold increase, and little response in the TG1 and TG2 clones, 
which exhibited the strongest response after HDAC inhibition. Combining 
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inhibition of histone deacetylases and DNA methylation by treating the 
cells with 5-aza-dC and TSA simultaneously resulted in synergistic induc-
tion of HPRT expression for every TG-resistant cell lines except for TG5, 
which exhibited at best an additive effect (Fig. 6A). 

Next we determined if the silenced alleles could phenotypically reac-
tivate by selecting for revertant cells in media requiring HPRT expression 
for survival (azaserine / hypoxanthine or AzHx). Two TG-resistant cell 
lines, TG1and TG5, spontaneously gave rise to AzHx-resistant colonies at 
frequencies of 9. 3×10−3and 8. 2×10−4, respectively (Fig. 6B). TSA and 
5-aza-dC treatments were used to determine if inhibiting histone deacety-
lases or DNA methylation, respectively, would induce phenotypic reac-
tivants similar to their effects on induced reactivation at the RNA level 
(Fig. 6B). Phenotypic reactivants were induced, though the results did not 
mimic precisely those obtained by measuring HPRT mRNA levels. For ex-
ample, TSA treatment increased the frequency of phenotypic reactivation 
of the TG5 cell line despite the apparent lack of induction when measur-
ing HPRT mRNA one day after TSA treatment. While these discrepancies 
reveal differences between the two assays, the combined results clearly 
demonstrate that TG-resistance was due to epigenetic mechanisms. 

REACTIVATED ALLELES EXHIBIT MEMORY OF 
TRANSCRIPTIONAL SILENCING

Several laboratories have reported that 5-aza-dC reactivated promoters ex-
hibit rapid re-silencing [29,30]; however these experiments could not use 
selection to maintain expression. Our system allowed continuous selec-
tion to ensure maintenance of the reactivated promoter state by growing 
the cells in AzHx medium, which requires HPRT enzyme activity for cell 
survival. We therefore asked whether promoter reactivation stabilized un-
der selective conditions or alternatively whether the reactivated promoters 
retained a memory of silencing, as defined by high frequency re-silencing. 
Although selection ensures HPRT expression, the absolute expression lev-
els were variable ranging from 14% to 90% of HPRT expression in the 
parental cells. Two clones, reactivants 1 and 2, were isolated from TG-
resistant HP13 cells that had spontaneously reactivated HPRT expression 
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FIGURE 7. Reactivation of silenced PTRE-HPRT alleles is unstable. (A) PTRE-HPRT 
inactivation frequencies for HP13-derived clones with epigenetically silenced and then 
reactivated HPRT expression (Reactivant 1 and 2) were measured after one week without 
Dox exposure (Untreated) or after one week Dox treatment (Dox). The silencing frequency 
for the parental HP13 cell line (HP13) is shown for comparison. (B) PTRE-HPRT 
inactivation frequencies for HP14-derived clones with epigenetically silenced and then 
reactivated HPRT expression (Reactivants 4–6) were measured after overnight treatment 
with 300 nM 5-aza-dC (Aza-dC), 100 nM TSA (TSA), or vehicle control (Untreated) 
before selecting against HPRT activity with TG. Frequencies represent the fraction of cell 
colonies surviving after two weeks of TG selection.
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and grew well in AzHx medium. Spontaneous and Dox-induced silencing 
frequencies were determined for both clones (Fig. 7A). These reactivant 
cell lines spontaneously re-silenced at high frequencies, 1. 8×10−2 and 
6. 8×10−3, relative to the initial HP13 silencing frequency of 4. 5×10−6, 
with Dox treatment only inducing an approximately 3-fold increase in si-
lencing frequencies. 

Three reactivant clones from the HP14 TG1 cell line (reactivants 4–6) 
were examined and also showed that Dox treatment was not required for 
high frequency PTRE-HPRT re-silencing (Fig. 7B). The spontaneous si-
lencing frequency for parental HP14 cells was less than 6×10−6 (Fig. 2A), 
but all reactivant cell lines had spontaneous silencing frequencies (10−3 
to 10−2) equal to or higher than that induced by the week-long Dox treat-
ment (~10−3). Knowing that the silenced state was reversible by inhibiting 
DNA methylation or histone deacetylation, we examined whether either of 
these events were required for re-silencing. After inhibiting DNA meth-
ylation with 5-aza-dC, the re-silencing frequencies were essentially un-
changed relative to the high spontaneous frequencies. In contrast, HDAC 
inhibition by treatment with TSA reduced the re-silencing frequencies 
from 5- to 20-fold. In total, these results showed that the reactivated cells 
no longer required a period of Dox-mediated transcriptional reduction to 
silence expression and suggested that re-silencing was dependent on his-
tone deacetylation, but not DNA methylation. 

INITIATION OF SILENCING IS DEPENDENT ON HISTONE 
DEACETYLASE ACTIVITY BUT NOT DNA METHYLATION

After demonstrating that HDAC inhibition reduced re-silencing of reacti-
vated alleles, we tested whether inhibiting HDACs or DNA methylation 
would affect initial silencing induced by Dox treatment. Induced silencing 
frequencies were measured again for the HP13 and HP14 parental HPRT 
expressing cell lines, with the modification of adding TSA or 5-aza-dC 
for the last 16 hours the cells were in Dox media. Inhibiting DNA meth-
ylation did not significantly affect the Dox-induced silencing frequency, 
but HDAC inhibition drastically reduced the silencing frequency (Fig. 
8). These results show that HDAC activity is an early requirement for 
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silencing induced by decreased transcription in our model, but DNA meth-
ylation is not required. 

DISCUSSION

Aberrant epigenetic silencing is a significant mechanism of tumor suppres-
sor gene inactivation, but how this process initiates in mammalian cells is 
poorly understood. We used the tet-off system to test the hypothesis that 
a transient and reversible reduction in gene expression could sensitize a 
promoter to undergo silencing. This hypothesis was based on observations 
showing reduced gene expression correlates with subsequent tumor sup-
pressor gene silencing (see Introduction) and results from our laboratory 
showing transcriptional silencing allowed DNA methylation to spread into 
a promoter region [4]. Moreover, some tumor suppressor genes that are 
frequently silenced in cancer are also repressed by specific environmental 

FIGURE 8. Histone deacetylase inhibition prevents Dox-inducedPTRE-HPRT silencing. 
PTRE-HPRT inactivation frequencies for HP13 and HP14 cells were measured after 
treatment exposure to 1 μg/ml Dox for one week (Dox), exposure to Dox for one week plus 
300 nM 5-aza-dC for the last 16 hours (Aza-dC), exposure to Dox for one week plus 100 
nM TSA for the last 16 hours (TSA), or no treatments (Untreated). Frequencies represent 
the fraction of cell colonies surviving after two weeks of continuous TG selection.
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exposures. For example, the tumor microenvironment causes hypoxia, 
which represses the E-Cadherin [18], BRCA1 [19], and MLH1 [20] tumor 
suppressor genes. All are epigenetically silenced in one or more cancer 
types [2], which suggests a relation between transcriptional repression and 
silencing in cancer. Here we report results from an experimental system 
that allowed us to demonstrate that a reduction in gene expression can trig-
ger epigenetic silencing. 

Dox treatment reduces expression in the tet-off system by preventing 
association of the tTA activator protein with the promoter, but reduced 
expression is not equivalent to epigenetic silencing. For example, the Dox-
treated cultures remained sensitive to TG while silenced clones are TG-re-
sistant (Fig. S1). However, a small fraction of cells exposed to Dox exhib-
ited HPRT levels that are reduced further, which provided TG-resistance, 
and the fraction of cells increases with longer durations of Dox exposure. 
The induced TG-resistance was also relatively stable because it did not 
require continued exposure to Dox. These observations demonstrate that 
the reduced expression in the presence of Dox sensitized some alleles to 
undergo epigenetic silencing, but was insuffi cient to confer TG-resistance 
by itself. All evidence obtained in these experiments supported the conclu-
sion that Dox-induced TG-resistance was due to epigenetic silencing as 
opposed to mutational events. The best evidence was the ability of TG-
resistant cells to reactivate expression and restore functional HPRT activ-
ity, which was evident by growth of the cells in AzHx media. Besides the 
nine different TG-resistant clones described in this paper, we examined an 
additional fi fteen TG-resistant clones induced by Dox treatment. At least 
one characteristic of epigenetic silencing (i.e., TSA or 5-aza-dC induction 
of HPRT mRNA or reactivant cell clones) was measured in each of these 
TG-resistant clones. In total, all twenty-four of the examined Dox-induced 
clones were shown to have silenced PTRE-HPRT alleles. Additionally, the 
silencing frequencies induced by Dox treatment were orders of magnitude 
higher than that expected for HPRT inactivating mutations (<10−6), and a 
previous study that characterized base-pair substitutions in the Dif-6 cells 
showed they do not have a mutator phenotype [31]. Dox treatment has also 
been used extensively in cell culture without having displayed mutagenic 
properties. 
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High-level promoter expression in the tet-off system occurs via lo-
calization of the tTA protein and activity of its VP16 activation domain; 
this domain promotes expression through recruitment of TBP, TFIIB, and 
the SAGA complex [32]. Then reduced expression during Dox treatment 
likely results from losing recruitment of these factors. The resultant disrup-
tion in recruitment of the SAGA complex and its associated histone acet-
yltransferases may therefore cause the concurrent decrease in acetyl-K14 
H3. In contrast, acetyl-K9 H3 did not decrease when gene expression was 
reduced by Dox treatment, which demonstrates that the acetylation state of 
K9 and K14 of H3 may be regulated independently. Previous studies have 
also observed acetylation at K9 H3 can remain high despite decreased 
gene expression levels [33]. Levels of the repressive histone modifi ca-
tion dimethyl-K9 H3 remained relatively low during reduced expression 
in the presence of Dox, which is not surprising considering the continuing 
presence of acetyl-K9 H3 should prevent the addition of methyl groups at 
K9 H3. Hypoxic conditions have been reported to increase dimethyl-K9 
H3 upon repression of the mouse Mlh1 [34] and human RUNX3promot-
ers [21]. Increased dimethyl-K9 H3 has also been reported to result from 
nickel exposure [35], which can induce silencing of a gpt transgene in 
hamster cells [36]. While reduced expression alone did not induce meth-
ylation of K9 H3 in our system, increased levels of dimethyl-K9 H3 were 
observed after alleles transitioned to the silenced state identifi ed by TG-
resistance. 

Results provided by our experiments help establish specifi c distinctions 
between the states of transcriptional repression and epigenetic silencing. In 
our system epigenetic silencing was defi ned asHPRT expression that was 
reduced to levels that allowed growth in TG selection. Therefore, the most 
evident difference was that clones with silenced alleles were TG-resistant 
while cells growing in Dox remained sensitive to TG selection. The mo-
lecular basis of this phenotypic difference was demonstrated by showing 
TG-resistant cells had lower levels of HPRT mRNA than cells treated with 
Dox (Fig. 3) and molecular changes associated with epigenetic silencing 
(Figs. 4, 5). While the reduced expression after Dox treatment correlated 
with a loss of acetyl-K14 H3 at the PTRE-HPRTpromoter, TG-resistance 
and epigenetic silencing correlated with additional molecular changes in-
cluding DNA methylation, reduced methyl-K4 H3, loss of acetyl-K9 H3, 
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and increased dimethyl-K9 H3 at the PTRE-HPRT promoter. Although 
increased DNA methylation was one of the molecular changes observed 
at silenced promoters in our system, DNA methylation was not required 
for the initiation of silencing because 5-aza-dC treatment had no effect on 
the frequency of silenced clones induced by Dox treatment. Evidence that 
the 5-aza-dC treatment used here was suffi cient to inhibit DNA methyla-
tion was provided with experiments showing 5-aza-dC treatment induced 
reactivation of silenced PTRE-HPRT promoters that were hypermethyl-
ated (Fig. 6). Additionally, bisulfi te sequencing analysis showed HPRT 
silencing in the TG1 and TG2 cell lines did not require high levels of 
DNA methylation (Fig. 4). In contrast to inhibition of DNA methylation, 
inhibiting HDAC activity prevented most, but not all, of the Dox-depen-
dent increase in HPRT silencing. This observation suggests the presence 
of two populations of silenced alleles at the end of the Dox treatment. 
One population would be silenced alleles that are readily reactivated by 
TSA treatment, and the second population would be alleles that are more 
stably silenced and fail to restore HPRT expression after TSA treatment. 
Presumably, the second population would have acquired additional repres-
sive epigenetic modifi cations that cooperate with histone deacetylation to 
stabilize the silenced state. 

A speculative model (Fig. 9) to explain the results obtained herein is that 
promoters with high transcriptional activity are resistant to silencing and are 
characterized by epigenetic modifi cations commonly associated with active 
expression (Fig. 9A). After transcriptional activity decreases at the promoter, 
acetyl-K14 H3 levels are reduced, and the promoter is more susceptible to 
epigenetic silencing (Fig. 9B). Although decreased acetyl-K14 H3 alone is 
not suffi cient to induce epigenetic silencing, loss of this modifi cation could 
decrease protection of the promoter from epigenetic silencing. Similarly, 
histone H3 acetylation has been shown to establish a protective boundary 
against spreading of DNA methylation [10]. The transition from reduced ex-
pression to epigenetic silencing initiates with histone deacetylation based on 
the observations that acetyl-K9 H3 levels were low at silenced PTRE-HPRT 
promoters and inhibiting class I and II HDACs reduced the frequency of epi-
genetic silencing (Fig. 9C). Initially the silenced alleles are unstable and can 
be reactivated by TSA treatment, but as additional epigenetic modifi cations 
occur the silenced state stabilizes and is resistant to TSA treatment alone 
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FIGURE 9. A model for induced silencing via reduced gene expression. (A) The VP16 
activation domain promotes high levels of expression. DNA in the promoter region DNA 
is unmethylated and histone H3 is enriched for activating modifications (methyl-K4, 
acetyl-K9, and acetyl-K14). (B) Adding Dox reduces expression levels and acetylation at 
K14 of histone H3. (C) Reduced expression sensitizes alleles to undergo silencing; silenced 
alleles become unable to restore expression after Dox removal. The transition to silencing 
correlates with a further reduction in detectable mRNA and hypoacetylation at K9 H3 and is 
inhibited by TSA treatment (Class I/II HDAC inhibitor). (D) Additional epigenetic changes 
(loss of methylation at K4-H3, methylation at K9-H3, and DNA methylation) occur with 
continued TG selection against HPRT expression, as the silenced state stabilizes.
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(Fig. 9D). We propose DNA methylation as a late step in epigenetic silenc-
ing because 5-aza-dC treatment did not affect the initiation of silencing. Al-
though loss of methyl-K4 H3 is also shown as a secondary step, our results 
are not inconsistent with this loss being an early step in epigenetic silencing 
similar to loss of acetyl-K9 H3. While future experiments are required to 
test this model directly, aspects of it are consistent with prior observations. 
One is that silencing is a multistep process in which DNA methylation oc-
curs downstream of silencing initiation [4]. This conclusion is supported by 
multiple observations of DNA methylation occurring after histone modifi ca-
tion [4,10,11,37] and examples of DNA methylation-independent silencing 
[12–14]. 

A current focus in cancer treatment is reactivating silenced tumor sup-
pressor genes in malignant cells through the use of pharmacological agents 
[5]. Although inhibiting DNA methylation and histone deacetylation usu-
ally reactivates expression of silenced alleles [38,39], such renewed ex-
pression is often unstable and quickly re-silences at a high frequency, 
possibly as a consequence of retention of some repressive histone modi-
fi cations [29,30]. Although temporary reactivation of tumor suppressor 
genes may be suffi cient to induce anti-tumor effects, re-silencing would 
ensure that these effects are short-lived. Thus, it would be helpful to know 
if high frequency re-silencing refl ects a lack of prolonged expression, or 
alternatively if silenced and reactivated alleles have a persistent memory of 
the silenced state. To distinguish these possibilities, we isolated subclones 
from cells with silenced PTRE-HPRT that spontaneously reactivated ex-
pression and used selection for HPRT to maintain the reactivated state 
for at least one month (~50 cell divisions). Despite the prolonged time 
of reactivated expression, the absolute level of expression is not always 
restored to the original level, and the reactivatedPTRE-HPRT alleles still 
re-silence at a high frequency. Additionally, re-silencing did not require 
the Dox-mediated reduction in expression that was required for the initial 
silencing event. Thus, the memory of silencing was clearly persistent and 
likely refl ects retention of epigenetic modifi cations. The inhibition of re-
silencing with TSA suggests similarities with the initiation of silencing, 
which was also inhibited with TSA treatment. 

We propose that the PTRE-HPRT system presented in this study rep-
resents a valid model for initiation and progression of aberrant silencing 
in cancer because silenced PTRE-HPRT alleles display the hallmarks of 
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tumor suppressor gene silencing (promoter region DNA methylation, his-
tone hypoacetylation, loss of methyl-K4 H3, and gain of methyl-K9 H3). 
In other words, we believe that the principle of reduced expression as a 
trigger for silencing will apply to bona fi de mammalian promoters. Al-
though our system utilized a non-mammalian promoter, endogenous levels 
of enzymes that control histone modifi cations and DNA methylation were 
responsible for the transition from repression to silencing. This is a unique 
and signifi cant difference between our experimental system and previous 
systems that induced silencing by direct recruitment of repressive protein 
domains [40] or direct establishment of DNA methylation [41,42] at pro-
moters. Hence, our system has the potential to detect multiple independent 
pathways of epigenetic silencing, which could be cell type specifi c. For 
example, histone modifi cations and DNA methylation are both observed 
at silenced promoters in colon cancer cells, whereas some of the same 
promoters only exhibit histone modifi cations when silenced in prostate 
cancer cells [14]. 

In summary, we used the tet-off system to provide a clear demonstra-
tion that reduced transcriptional potential can sensitize a promoter to un-
dergo epigenetic silencing. Consistent with prior work, the results demon-
strate that silencing is a multistep process in which promoter region DNA 
methylation is secondary to altered histone modifi cation. We propose that 
these results are applicable to tumor suppressor promoters that are repres-
sible by internal or external environmental exposures and that the model 
we created will be useful for identifying molecular determinants of aber-
rant silencing in mammalian cells. 

MATERIALS AND METHODS

TET-OFF CONSTRUCTS

The Tet-Off system has been described previously [24]. The pTet-Off 
plasmid (Clontech) expresses the neomycin (Neo) resistance gene (Neor) 
and tTA, a fusion protein composed of the amino-terminus of the tetracy-
cline repressor and the activation domain of the VP16 protein. The 1. 38 
kb HPRT full-length cDNA sequence (Accesion # NM_000194. 1) was 
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isolated by EcoRI and XbaI digestion of the TrueCloneHPRT cDNA ex-
pression vector (Origene, catalog #TC120047). pTRE-tight-HPRT was 
created by directionally cloning the HPRT fragment into the EcoRI and 
XbaI restriction sites within the pTRE-Tight (Clontech) multiple cloning 
site. 

CELL CULTURE

Dif-6 cells were cultured in Dulbecco's modified Eagle's medium (Hyclone) 
supplemented with 5% fetal bovine serum (Hyclone) and 5% Serum Plus 
(SABC Biosciences). 5×106 Dif-6 cells were transfected by electroporation 
[25] with 4 μg of pTet-Off plasmid (Clontech) that expressed the tTA acti-
vating protein and selected for linked Neor with 500 μg/ml of G418. A trans-
fectant showing high tTA expression was selected for a second transfection 
with 10 μg of PTRE-HPRT and 2 μg of a separate plasmid containing a 
bacterial puromycin (pur) resistance gene. Stable transfectants expressing 
functional HPRT were selected with media containing 10 μg/ml azaserine 
(Sigma) and 10 μg/ml hypoxanthine (Sigma) (AzHx medium). Selection 
for the pur gene was with 1. 5 μg/ml puromycin (Invitrogen). Individual 
clones were expanded and screened for physical linkage between pur and 
PTRE-HPRT by identifying clones with low frequency PTRE-HPRT inacti-
vation (via TG selection) while retaining resistance to puromycin. Compar-
ing the PTRE promoter signal to the Gapdh promoter signal from genomic 
DNA samples by quantitative-PCR measured PTRE-HPRT copy number in 
the cell lines. HP11 and HP14 contained single copies and HP13 contained 
two copies of PTRE-HPRT. These parental cells were routinely cultured 
in AzHx, G418, and puromycin to retain expression all constructs and ex-
pression of PTRE-HPRT. Doxycycline hyclate (Dox) (Sigma) was added 
to DMEM at a concentration of 1 μg/ml for silencing experiments. Dox 
medium also contained G418 and puromycin to retain the tTA and PTRE-
HPRTconstructs, respectively. These drugs were also used during TG selec-
tion to retain both constructs in clones with silenced alleles. Cell exposed to 
Dox were not exposed to AzHx, unless indicated. 
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RNA PREPARATION AND ANALYSIS

Total RNA was isolated from cell cultures with the RNeasy Mini Kit (Qia-
gen) according to manufacturer's instructions. Total RNA samples were 
converted to cDNA using Quantitect Reverse Transcription Kit (Qiagen) 
with removal of genomic DNA contamination. 100 ng cDNA was used 
as input in subsequent quantitative-PCR analysis for either HPRT (Taq-
Man assay Hs99999909_m1, Applied Biosystems) or Gapdh (Mouse Taq-
Man Endogenous Control, Applied Biosystems) with iQ Supermix (Bio-
Rad) and a Bio-Rad iCycler. HPRT Results were normalized in relation to 
Gapdh mRNA levels and displayed relative to an arbitrary value. 

SILENCING AND REACTIVATION CELL CLONING ASSAYS

To measure PTRE-HPRT inactivation or reactivation, cells were plated 
into 100 mm plates at densities ranging from 1×104 to 1×105 cells per 
plate. The next day the medium was removed, cells were rinsed with 
DMEM, and TG or AzHx selective medium was to select against or for 
HPRT expression, respectively. Cells were cultured for approximately 
two weeks in the appropriate selective media before staining live colonies 
with crystal violet solution. To estimate cloning efficiencies, additional 
cells were plated under identical conditions as selective plates but at lower 
densities, 250 to 1000 cells per plate and without selection for or against 
HPRT expression. Silencing or reactivation frequencies were calculated 
by dividing the number of clones growing under selection by the effective 
number of cells plated (as determined with the cloning efficiency plates). 

DRUG TREATMENTS

Cells were treated with media containing 100 nM TSA (Wako) overnight 
(~16 hours) to inhibit histone deacetylation. Cells were treated with me-
dia containing 300 nM 5-aza-dC (Sigma) overnight (~16 hours) to inhibit 
DNA methylation. For HPRT mRNA analysis, cells were allow to recover 
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24 hours in DMEM after drug treatment (TSA or 5-aza-dC) before har-
vesting for RNA purification. 

DNA METHYLATION BISULFITE SEQUENCING ASSAY

Genomic DNA was isolated from cell cultures using DNAzol (Molecular 
Research Center) according to the manufacturer's instructions. For each 
treatment, 4 μg of genomic DNA was digested with Bsr I, and modified in 
a solution of 6. 24 M urea, 4 M sodium bisulfite, and 10 mM hydroquinone 
as described previously [4]. PCR amplification of modified DNA, cloning 
of PCR products, and sequence analysis were also described elsewhere 
[42], with the following exceptions. The primers used in the initial PCR 
reaction were the TRE-NaBis-S sense primer 5′-GTA TTT ATT AGG GTT 
ATT GTT TTA TGA G-3′ and the HPRT NaBis-A antisense primer 5′-
CAA AAT AAA TCA AAA TCA TAA CCT AAT TC-3′. 1 μl of the PCR 
product was used as input in the subsequent semi-nested PCR reaction 
using the TRE-NaBis-NS primer 5′-GTA TTT AGA AAA ATA AAT AAA 
TAG GGG TTT-3′ and HPRT-NaBis-A for amplification. PCR products 
were cloned using Strataclone PCR cloning kit (Stratagene). Sequencing 
analysis showed all cytosine bases not present in the CpG dinucleotide 
context were converted to thymine indicating complete bisulfite modifica-
tion of the genomic template occurred. 

CHROMATIN IMMUNOPRECIPITATION

ChIP assays were carried out using EZ ChIP chromatin immunoprecipita-
tion kit (Millipore) with the following specific details or modifications. 
Proteins were cross-linked to DNA in 5×107 cells by adding formalde-
hyde to a final concentration of 1% and incubating for 10 minutes at room 
temperature. The cross-linking reaction was stopped by addition of gly-
cine to a final concentration of 125 mM and incubating for 5 minutes at 
room temperature. Cells were rinsed with cold PBS containing complete 
protease inhibitor cocktail (Roche) and resuspended in SDS lysis buffer. 
Lysates were sonicated using a Branson 450 microtip sonicator to shear 
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DNA into 100–1000 bp fragments. Protein-DNA complexes were immu-
noprecipitated using antibodies to acetyl-K9/K14 H3 (06-599, Millipore), 
acetyl-K9 H3 (07-352, Millipore), mono/di/trimethyl-K4 H3 (05-791, 
Millipore), and dimethyl-K9 H3 (ab1220, Abcam). 5 μl of each specific 
antibody was added to lysates from ~1×106 cells and incubated overnight 
at 4°C. Immunocomplexes were isolated by incubating for 3 hours at 4°C 
with a 3 1 mixture of Protein A and Protein G conjugated magnetic Dy-
nabeads (Invitrogen) that had been blocked with salmon sperm DNA and 
BSA. Beads were washed once with each of the following: low salt buffer, 
high salt buffer, LiCl buffer, and 1× TE. Immunocomplexes were eluted 
by incubating beads at 65°C for 15 minutes in 200 μl elution buffer (50 
mM Tris-HCl, 10 mM EDTA, 1% SDS), and the cross-links were reversed 
by incubating at 65°C overnight. After incubation with 0. 2 μg/ml RNase 
A at 37°C for 2 hours and 0. 2 μg/ml Proteinase K at 55°C for 2 hours, 
DNA was purified using QiaQuick PCR purification kit (Qiagen). Quanti-
tative PCR using an Icycler and iQ SYBR Green Supermix (Bio-Rad) was 
used to analyze the immunoprecipitated DNA. The PTRE-HPRT promoter 
was amplified using the 5′-AAC GTA TGT CGA GGT AGG CGT GTA-
3′ sense promoter and the 5′-ATC TCC TTC ATC ACA TCT CGA G-3′ 
antisense promoter. The active Gapdh promoter was amplified using the 
5′-TTG AGC TAG GAC TGG ATA AGC AGG-3′ sense promoter and the 
5′-AAG AAG ATG CGG CCG TCT CTG GAA-3′ antisense promoter. 
The silenced Mage-a promoter was amplified using the 5′-GTT CTA GTG 
TCC ATA TTG GTG-3′ sense promoter and the 5′-AAC TGG CAC AGC 
ATG GAG AC-3′ antisense promoter. The specific signal from each im-
munoprecipitation relative to signal from input was calculated for the three 
promoters, PTRE-HPRT, Gapdh, and Mage. For activating modifications, 
levels at PTRE-HPRT are displayed relative to the Gapdh promoter; for 
the repressive modification, dimethyl-K9 H3, results are displayed rela-
tive to the Mage promoter. 
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CHAPTER 8

THE SOUND OF SILENCE: RNAi IN 
POLY (ADP-RIBOSE) RESEARCH

CHRISTIAN BLENN, PHILIPPE WYRSCH, and FELIX R. ALTHAUS

THE LIFE CYCLE OF POLY (ADP-RIBOSE)

Poly(ADP-ribosyl)-ation belongs to the nonprotein posttranslational 
modifications and is a metabolite of the enzymatic cofactor nicotinamide 
adenine dinucleotide (NAD+). Poly (ADP-ribose) polymerases (PARPs) 
cleave the nicotinic moiety from NAD+ and convert the ADP-ribose 
(ADPR) units into long APD-ribose polymers (PAR). At the protein level, 
the E-D-loop-E-D NAD+ fold is the most conserved region in PARPs and 
is therefore termed the PARP signature motif [1–3]. To date, 17 distinct 
PARP enzymes have been discovered and numbered accordingly. Recently 
a new nomenclature has been suggested that is based on their transferase 
activity (ARTD nomenclature [4]): PARP1 (ARTD1), PARP2 (ARTD2), 
PARP3 (ARTD3), PARP4 (ARTD4, vault-PARP), PARP5A (ARTD5, 
Tankyrase 1), PARP5B (ARTD6, Tankyrase 2), PARP6 (ARTD17), 
PARP7 (ARTD14, TIPARP, RM1), PARP8 (ARTD16), PARP9 (ARTD9, 
BAL1), PARP10 (ARTD10), PARP11 (ARTD11), PARP12 (ARTD12, 
ZH3HDC1), PARP13 (ARTD13, ZC3HAV1, ZAP1), PARP14 (ARTD8, 
BAL2 COAST6), PARP15 (ARTD7, BAL3), and PARP16 (ARTD15). 
However, not all PARP enzymes are proven poly(ADP-ribose) polymer-
ases. Several of them seem to belong to the class of mono(ADP-ribosyl) 
transferases [5]. The nuclear PARP1 and PARP2 are the best charac-
terized PARPs in mammals and are true poly(ADP-ribose) polymer-
ases. PARP1 has a modular structure and starts its catalytic activity 
after binding to DNA nicks and breaks with the double zinc finger 
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domain [2]. Recently, a third zinc finger-like structure was discovered. It 
is required for transmitting DNA-induced conformational changes to the 
catalytic domain [6,7].

The C-terminal catalytic domain sequentially transfers ADPR units 
from NAD+ to protein acceptors generating PAR. Third, in the auto-
modifi cation domain, specifi c glutamatic acid and lysine residues serve 
as acceptors of ADPR allowing the enzyme to poly(ADP-ribosyl)ate 
itself. While the level of PAR is very low under physiological condi-
tion, it rises 200-fold under genotoxic stress conditions. After DNA 
damage, PARP1 is rapidly recruited and its catalytic activity increases 
10- to 500-fold to synthesize long and branched PAR chains (Figure 
1) [3,8]. PARP1 is the main enzyme-generating PAR and it is the main 
acceptor for covalent PAR modifi cation. More than 90% of PAR origi-
nates from PARP1 during genotoxic stress [8,9]. PARP-bound PAR can 
recruit many other proteins involved in distinct cellular functions, in-
cluding enzymes involved in DNA repair [10–16]. The system of PAR 
accepting and/or interacting proteins is very complex and not com-
pletely understood. Moreover, novel proteome-wide analyses allow the 
identifi cation of putative PAR binding proteins [10]. Automodifi cation 
of PARP1 diminishes the affi nity of the enzyme for DNA breaks. This 
provides a mechanism for removing PARP1 from damaged DNA and 
for local modulation of chromatin compaction and transcriptional reg-
ulation [11,17–19]. 

Apart from PARP1, PARP2 is activated by DNA strand breaks, as 
well [20,21]. The DNA-binding domain (DBD) of PARP2 is structurally 
different from that of PARP1 [20,22]. PARP2 binds less effi ciently to 
DNA single-strand breaks (SSB) than PARP1 but it detects gap and fl ap 
structures [23]. PARP2 consumes less NAD+ compared to PARP1 due 
to its less effi cient PAR synthesis [20]. It contributes only 5%–10% of the 
total PARP activity in response to DNA interruptions [20,24]. 

The enzymatic product of PARP1 and PARP2 activity PAR com-
prises a heterogeneous pool of negatively charged molecules that differ in 
length and branching. It is noteworthy that the hyperactivation of PARP1 
and PARP2, due to genotoxic stress, consumes most of the NAD+ in 
a cell [25]. Free or protein-associated PAR, synthesized after a geno-
toxic insult, are rapidly degraded in vivo with a half-life of less than 40 
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sec, while the residual fraction is catabolized with a half-life of 6 min 
[26–28]. The degradation of PAR is catalyzed by PARG (PAR glycohy-
drolase), an enzyme with both endo- and exoglycosidic activities that 
hydrolyze the glycosidic bond between ADPR units. 

PARG produces primarily monomeric ADPR via exoglycosidic activ-
ity, albeit a few free PAR polymers may arise from endoglycosic cleav-
age (Figure 1) [29,30]. In addition, PARG displays less activity towards 
branched or short PAR (KM ≈ 10 μM) compared with long and linear 
PAR molecules (KM ≈ 0. 1–0. 4 μM) [29–34]. PARG is encoded by a 
single gene in mammals, and several splicing products are formed after 
transcription. They are translated into proteins of different molecular 
size, subcellular localization and the ability to cleave PAR. The nuclear 
mPARG-110/hPARG-111 isoform represents the full-length PARG pro-
tein in mice and humans and accounts for most of the PARG activity 
[35]. Recently another PAR-degrading enzyme has been described. The 
ADPR hydrolase 3 (ARH3) is structurally not related to PARG and is 
less effi cient. Nevertheless, it provides PAR- degrading activity in vi-
tro and in PAR-enriched mitochondria, as it has been demonstrated in a 
PARP overexpression system [36–38]. 

The two products of PARP/PARG interplay have been identifi ed to 
exhibit different cellular signaling functions. The manipulation of either 
PARP or PARG activity modifi es the occurrence of PAR and ADPR after 
genotoxic stress (Figure 1). This allows the study of distinct PAR and 
ADPR functions. Here, we discuss approaches to interfere with PAR me-
tabolism to clarify the biological role of this nonprotein posttranslational 
modifi cation (PAR) and its degradation product (ADPR). 

EXPERIMENTAL TOOLS TO INVESTIGATE PAR AND ADPR

CHEMICAL INHIBITION OF PAR METABOLIZING ENZYMES

Within the last few decades, the concept of interfering with proteins in-
volved in DNA repair and stress signaling has attracted a lot of attention 
in both basic and clinical research. To date, chemical inhibitors against 
PARP enzymes have reached the first level of clinical application. Almost 
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FIGURE 1. Poly(ADP-ribose) metabolism. Single-strand and double-strand breaks (SSB 
and DSB) in the DNA are induced by genotoxic stress (1). The nuclear PARPs bind to 
the damaged site and are thereby activated and produce ramified and highly negatively 
charged poly(ADPribose) (PAR) (2). They hydrolyze NAD+, releasing nicotinamide 
(Nam) and H+, catalyzing the successive transfer of ADPR to acceptors (Prot) (3). PARG 
is the catabolic enzyme with endo- and exoglycosidic activity (4). Its hydrolyzing activity 
leads to either free PAR chains (5) and/or monomeric ADPR (6). 



The Sound of Silence: RNAi in Poly (ADP-Ribose) Research 205

all PARP inhibitors in preclinical and clinical studies compete with the 
substrate NAD+ for the catalytic domain leading to a reversible inhibi-
tion of enzyme activity. The third generation PARP inhibitors veliparib 
(ABT-888) and olaparib (AZD2281/KU-0059436) are the most clinically 
investigated, and their half-maximal inhibitory concentration (EC50 or Ki) 
is in the nanomolar range for PARP1 and PARP2 (Figure 2) [39,40]. Both 
inhibitors are sufficiently bioavailable when administered orally and they 
a re primarily used as anticancer drugs alone or in combination with other 
treatments (discussed in [41]). Moreover, the potential of PARP inhibi-
tors to participate in the concept of synthetic lethality is under investigation 
[41,42]. 

The PARP inhibitors 3-Aminobenzamide (3-AB) [25,43–45], 
1,5,7,8-Tetrahydro-2-methyl-4H- thiopyrano[4,3-d]pyrimidin-4-one 
(DR2313) [25,46], N-(6-Oxo-5,6-dihydrophenanthridin-2-yl)- (N,N-
dimethylamino)acetamide (PJ-34) [25,47–50], 8-Hydroxy-2-meth-
ylquinazoline-4-one (NU1025) [51–53], and 3,4-Dihydro-5-[4-(1-
piperidinyl)butoxyl]-1(2H)-isoquinolinone (DPQ) [54–57], were 
extensively used to suppress PARP activity in vitro, in cells and ani-
mals (Figure 2). They share the potential to interfere with both PAR-
synthesizing enzymes activated by DNA damage due to the homology 
in the catalytic domain of PARP1 and PARP2, albeit with different 
kinetics. To overcome this problem, Moroni and co-workers developed 
a set of specifi c PARP2 inhibitors [58]. Beside synthetic PARP inhibi-
tors, a panel of naturally occurring molecules was discovered that have 
PARP- suppressing activity. These compounds cover such different 
chemical structures as tryptophan derivatives, purines, xanthins, vita-
mins, hormones and metals [59]. 

Much less is known about the inhibitors of PARG, as was recently 
reviewed [60]. Whereas a number of natural and synthetic molecules 
have been described to exhibit PARG-suppressing activity, most of them 
are restricted in terms of bioavailability and/or specifi city. Nevertheless, 
the use of Adenosine 5'-diphosphate (hydroxymethyl) pyrrolidinediol 
(ADP-HPD) [61,62], 3-Galloyl-α-β-D-glucose [63], (Z)-3-(5-(5-Bromo-1-
(2,6-dichlorobenzyl)-2-oxoindolin-3-ylidene)-4-oxo-2- thioxo-thiazolidin-3-yl) 
propanoic acid [64], and 3,5-Dichloro-N-(3-chloro-4-(naphtalen-2-yloxy)
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FIGURE 2. PARP inhibitors. 
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phenyl)-2- hydroxy benzamide [65] may inhibit PARG specifi cally and 
help understand its role within a wider biological context (Figure 3). 

GENETIC DISRUPTION OF PARPS AND PARG

In the mid-1990s, the first PARP knock out (k. o.) mice were created to 
provide more detailed and specific information about the physiological 

FIGURE 3. PARG inhibitors. 
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role of PARP enzymes in different cellular responses. Wang et al. gener-
ated in 1995 a PARP1 k. o. mouse line by interrupting exon 2 [66]. The 
existence of these mice suggested initially that PARP1 is dispensable 
during embryogenesis. These mice were fertile, obviously healthy and 
revealed no dramatic phenotype. However, isolated cells derived from 
Parp1-/- mice had a marginally lower proliferation rate unrelated 
to DNA damage. Nevertheless, there was an unusual and unexpected 
development of skin hyperplasia in around 1/3 of mice related to pro-
gressive aging. The observed skin abnormalities included thickening of 
all layers of the epidermis, active proliferation of keratinocytes, devel-
opment of intracellular edema and an inflammatory response [66]. As 
70% of these mice remained free of any skin problems, a correlation 
between this phenotype and the absence of PARP1 seemed unlikely. 
Ménissier de Murcia et al. developed a second Parp1 mouse strain us-
ing a different ablation strategy by interrupting exon 4 [67], which was 
completely free of any skin pathologies as discussed in more detail by 
Rhun et al. [68]. These PARP1 k. o. mice exhibited an extreme sensi-
tivity to whole body J-radiation, indicating a functional link between 
PARP1 and DNA stress. This first report was later confirmed by Wang 
et al. investigating their first Parp1-/- mouse type [69]. Addition-
ally, Ménissier de Murcia and colleagues showed that the whole body 
exposure to 8 Gy resulted in a very short half-life of four days with 
a complete lethality after eight days, compared to 50% lethality ob-
served in control mice (14–20 days). Dramatic lethality with extensive 
necrosis occurred in the epithelial lining of the small intestine [67]. 
Furthermore, high sensitivity to intra-peritoneal administration of 75 
mg/kg of body weight of the alkylating agent N-methyl-N-nitrosourea 
(MNU) was observed. They determined 80% lethality within the first 
week in Parp1-/- mice compared to 40% for control mice until week 
eight. 

Results obtained in these two different Parp1-/- mice lines demon-
strated the involvement of PARP1 in processing genotoxic attacks. Both 
authors concluded that the lack of the Parp1 gene led to an impaired 
DNA repair capacity, an accumulation of DNA strand breaks and, sub-
sequently, high genomic instability. The results of the k. o. experiments 
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performed by Wang et al. and Ménissier de Murcia et al. are summarized 
in Table 1. None of the approaches to diminish the Parp1 gene resulted 
in the expression of fully functional truncates. However, Wang et al. 
reported a truncated 1. 2 kb transcript generating a PARP1 fragment but 
without any enzymatic activity. 

In 1999, a partial functional redundancy between PARP1 and PARP2 
was observed by Amé et al. [20]. As a logical consequence, mice lack-
ing PARP2 were needed. Therefore, Ménissier de Murcia and coworkers 
generated the fi rst Parp2-/- mice line by disrupting exon 9 [70]. These 
manipulated mice were fertile and viable like the Parp1-/- mice. Inter-
estingly, they showed an even higher sensitivity to genotoxic challenges 
than their Parp1-/- counterparts.  Moreover, Parp2-/- mice displayed 
abnormalities in spermiogenesis caused by delayed nuclear elongation. 
They developed lipodystrophy characterized by adipodegeneration, as 
well as derailed differentiation of preadipocytes to adipocytes. It was 
also reported that genetic depletion of Parp2-/- resulted in reduced 
CD4+CD8+ thymocyte cellularity, the overexpression of the proapop-
totic proteins Noxa and Puma as well as a reduced expression of 
the T-cell receptor (TCR) D [21,71–74]. The importance of the PAR 
metabolizing enzymes PARP1 and PARP2 is further illustrated by the 
fact that a double k. o. results in embryonic death. This can be observed 
already in the early stage of gastrulation leading to a complete loss of the 
offspring [70,75]. 

After the fi rst demonstration of PARP1 and PARP2 functions using 
k. o. mice, another breakthrough was made by the disruption of the PAR 
degrading enzyme PARG. First, Koh and colleagues targeted exon 4 
within the parg gene [76]. This led to early peri-implantation lethality 
resulting in the failure of the embryos to progress and the subsequent de-
generation of the blastocyst. However, embryonic trophoblast stem cell 
lines established from early PARG null embryos could be kept viable in 
culture, but only when co-cultured with the traditional PARP inhibitor 
benzamide (0. 5 mM). Moreover, the Parg-/- cells were characterized 
by reduced growth, an accumulation of PAR and an increased sensitivity 
to the alkylating agent N-methyl-N’-nitro-N-nitrosoguanidine (MNNG, 
20 and 100 PM). An improved strategy to impair Parg gene in mice to 
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overcome lethality problems was reported by Cortes et al. [77]. They tar-
geted exons 2 and 3 resulting in the depletion of only PARG110 protein 
isoform normally found in the cell nucleus. Due to this elegant approach 
the mice were viable, fertile and phenotypically normal but hypersensi-
tive to alkylating agents (MNU, 150 mg/kg of body weight) and ionizing 
radiation (10 Gy of whole body J-radiation). However, Meyer-Ficca et 
al. reported a reduced number of litters as well as a decreased number 
of pups per litter in Parg∆2-3 mice [78]. Moreover, the Parg∆2-3 

mice were prone to septic shock induced by lipopolysaccharides (LPS, 
30 mg/kg of body weight). Both PARG manipulated mouse models are 
presented in Table 1. 

RNA INTERFERENCE

Sense RNAs have been typically introduced as negative specificity 
controls using RNAs synthesized in vitro in antisense studies in the 
1990s [79]. Interestingly, Guo and Kemphues found that control sense 
as well as antisense RNA molecules resulted in similar phenocopies 
when administered to the worm Caenorhabditis elegans [80]. Fur-
ther studies in C. elegans revealed that the interfering RNA could be 
transported from the site of initial delivery to most cells and tissues in 
the worm and this systemic response was termed RNA interference or 
RNAi [81]. Subsequently, it was discovered that double-stranded RNA 
(dsRNA) rather than single-stranded antisense RNA (ssRNA) was re-
sponsible for the sequence specific degradation of targeted endogenous 
mRNA in C. elegans [82]. This form of posttranscriptional gene silenc-
ing in response to transgene sequences was previously demonstrated in 
plants and also in fungi representing an evolutionary well-conserved 
mechanism. Napoli et al. introduced a transgene designed to overex-
press chalcone synthase putatively leading to an increase in purple pig-
ment production in petunia flowers. Surprisingly, more than 40% of 
the transgenic plants developed white or variegated flowers rather than 
purple [83]. A similar phenomenon of target gene repression in a dif-
ferent model organism was discovered in experiments using the fungus 
Neurosporus crassa [84]. 
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TABLE 1. Murine phenotypes of genetic PARP or PARG disruption. 
Deletion Phenotype Ref. 

Parp1 •  Accumulation of DNA strand breaks and impaired DNA repair [66–68]

• 
 

High genomic instability

Hypersensitivity to J-irradiation and alkylating agents

                           •    No defects in viability, fertility, development or 
                                 tissue differentiation

Parp2 • High genomic instability [70,73]

• Hypersensitivity to J-irradiation and alkylating agents

• Impaired adipogenesis, thymopoiesis, and spermatogenesis

Parp1, Parp2 • Embryonic lethality at onset of gastrulation [70,75]

Parg • Peri-implantation lethality [76]

Parg∆2-3 • Increased responses to genotoxic treatment and septic shock [77,78]

• Phenotypically normal and viable

A fi rst mechanistic model resolving this phenomenon originated 
from comprehensive biochemical and genetic studies on fl ies, worms, 
fungi, plants, and mammalian cells (Figure 4, reviewed by Hutvagner 
et al. [85]). The RNA-silencing response starts by processing the trigger 
dsRNA molecules into smaller fragments with 21 to 25 bp in size that 
are characterized by 3’ dinucleotide overhangs. The activity 
of an enzyme called Dicer is required for this process and it depends 
on adenosine triphosphate (ATP). This multidomain protein contains 
an ATP-dependent RNA helicase, a Piwi Argonaut and Zwille (PAZ) 
domain, two tandem RNase III domains, and a dsRNA-binding domain 
[86]. The fi nal products of the Dicer activity were termed short interfer-
ing RNAs (siRNAi) [87]. Each siRNA binds subsequently to the RNA-
induced silencing complex (RISC) that is composed of different protein 
subunits. In a next step, the siRNAs become unwound due to a helicase 
component of RISC. This allows base pairing between the antisense strand 
and the target mRNA [88]. Endonucleolytic cleavage of the target mRNA 
via the endonuclease Ago2 leads to fragments missing polyA tail or miss-
ing 5' 7-Methylguanosine cap leading subsequently to degradation [79]. 
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FIGURE 4. The pathway of RNA interference. (a) Highly specific siRNA which are 21–
23 nt double-stranded RNA (dsRNA) duplexes in size with symmetric 2-3 nucleotide 
3’ overhangs and 5’ phosphate (P) and 3’ hydroxyl (OH) groups (b) The dsRNA is cleaved 
by Dicer in an ATP-dependent reaction. The siRNAs are subsequently incorporated into a 
multicomponent RNA-inducing silencing complex (RISC). Activated RISC unwinds the 
siRNA in an ATP-dependent fashion. The resulting antisense strand guides the RISC to its 
complementary mRNA before endonucleolytic cleavage of target mRNA. The free ends 
of the mRNA fragments are rapidly degraded by cytoplasmic nucleases. This ultimately 
results in the loss of protein expression. (c) Dicer cleaves the miRNA precursor to produce 
22 nt miRNA. The single-stranded miRNAs are incorporated into RISC, followed by target 
recognition and final translational inhibition [104]. 
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The mechanistic overview is shown in Figure 4. To date, four different 
types of small RNA molecules are described to possess RNA interference. 

SHORT INTERFERING RNA (siRNA)

Synthetic siRNA was the first RNAi technology used in mammalian 
cells for sequence specific gene silencing [89]. The siRNA directly in-
corporates into RISC, where its guide strands binds and cleaves the tar-
get mRNA. After the release of cleaved mRNA, the guide-strand-bound 
RISC binds to another mRNA starting a new cleavage cycle. siRNAs are 
capable to cleave and subsequently suppress cytoplasmic or nuclear target 
mRNA [90]. 

SHORT HAIRPIN RNA (shRNA)

Short hairpin RNA (shRNA) has been developed as an alternative strat-
egy to siRNA and was aimed for long-term gene silencing [91,92]. The 
shRNA is transcribed in the nucleus out of an expression vector bearing 
a short dsDNA sequence with a hairpin loop. The resulting transcript 
becomes further processed after coupling to the cytoplasmic RISC, fol-
lowing the identical fate as described above for siRNA. In practice, sev-
eral aspects of shRNA differ intrinsically from siRNA reviewed by Rao 
et al. [93]. 

MICRORNA (miRNA)

MicroRNAs (miRNAs) are highly conserved small noncoding RNAs, 
which play a role in regulating physiological and pathological cell func-
tions. They are initially transcribed in the nucleus as primary transcripts 
from precursors generally located within either intergenic regions or in-
trons of protein coding sequences [94]. After processing by an RNAse III 
endonuclease, the pre-miRNAs are exported to the cytoplasm and further 
cleaved by the Dicer producing 20–23 bp mature miRNAs. The miRNAs 
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are subsequently loaded into RISC eliciting transcriptional inhibition 
with target mRN A degradation or sequestration in cytoplasmic P-bodies 
[95]. Compared to siRNAs and shRNAs, which require a perfect match 
with the target mRNA, miRNAs exert typically translational inhibition 
by binding to a partially complementary mRNA (Figure 4). Therefore, 
the change in the expression of a single miRNA may affect hundreds of 
different genes [96,97]. 

BI-FUNCTIONAL shRNA (bi-shRNA)

Bi-functional shRNAs (bi-shRNAs) were developed to exploit both the 
cleavage and translational inhibitions mechanisms of RNAi [93]. They 
consist of two stem-loop shRNAs structures. The cleavage-dependent 
unit perfectly matches passenger and guide-strand, whereas the cleav-
age-independent unit is composed of a mismatched double-strand. 
Both units are embedded in a miR-30 scaffold encoded in a plasmid 
vector. The mature transcript of the cleavage-dependent part is loaded 
into RISC in complex with the endonuclease Ago2. The processed 
transcript of the cleavage-independent unit  functions as a miRNA by 
binding to RISC inducing mRNA degradation/P-body sequestration 
or transcriptional inhibition. In general, the mechanism of bi-shRNAs 
leads to higher efficacy and greater durability compared with siRNA 
and miRNA [98]. 

The current understanding of therapeutic implementation of all these 
different small RNA approaches has been extensively reviewed: Seyhan 
discussed the progress and arising challenges in developing RNAi thera-
peutics against genetic diseases [99]. The current status of RNAi-based 
anticancer therapy and their potential clinical application is discussed by 
Wang et al. [98] and Bora et al. [100]. 

THE USE OF RNA INTERFERENCE AGAINST PARP ENZYMES

The possibility to suppress the expression of a specific protein in cell 
cultures has attracted a lot of interest. Moreover, the PAR research was 
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extended to cell systems other than that of murine origin, due to RNAi 
techniques. Historically the first experiments using RNAi as a tool tar-
geting PAR metabolism were performed aiming the knock down (k. d.) of 
PARP1 (Table 2). 

Already in 2002, Gan et al. reported the silencing of PARP1 pro-
tein caused by the transfection of PARP1-specifi c dsRNA molecules 
in murine neuroblastoma cells [101]. They targeted the N- as well as 
the C-terminus of the Parp1 gene, and both approaches diminished 
the expression of the corresponding protein. Further, this study con-
fi rmed the resistance of PARP1 abrogated cells to oxygen–glucose 
deprivation as a functional consequence. This phenotype was previ-
ously demonstrated in cells lacking PARP1 due to genetic ablation. 
Therefore they suggested the application of RNAi as a powerful tool 
to study gene functions in cells. In 2004, Kameoka et al. introduced 
RNAi against PARP1 in human cell cultures. In this report, the authors 
studied the HIV-1 replication within HeLa and J111 cells that have an 
impaired PARP1 expression [102]. One of the obvious advantages to 
prefer RNAi rather than chemicals for enzyme inhibition purposes is 
its specifi city. This was demonstrated in an elegant study by Shah et 
al. in 2005 [103]. They developed and compared RNAi approaches 
targeting the C-terminus of the parp1 gene in human, murine and ham-
ster cells and investigated the impact of PARP1 k. d. on the expres-
sion level of PARP2. As discussed above PARP2 exhibits a signifi cant 
amino acid and nucleotide sequence similarity with PARP1 in the C-
terminal domain. The RNAi target sequences for PARP1 determined in 
this study have only three (for the murine) or greater than fi ve (ham-
ster, human) mismatches with the parp2 gene. Shah et al. found no 
impact on PARP2 expression in the tested PARP1 k. d. models as tested 
by Western blot analyses. They concluded that RNAi against PARP1 
does not interfere with its most related protein PARP2 and since other 
PARP-homologs have even greater disparity to PARP2, it is not likely 
to affect them by RNAi against PARP1 [103]. To date, RNAi against 
PARP1 has been applied to at least 20 different human cell types and to 
cells derived from other mammalian species (Table 2). These include 
immortalized, primary and cultures from embryonic stem cells. 
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TABLE 2. RNAi against PARP1 in mammalian cells. Studies labeled wit h * provide 
detailed targeting sequence information. 

Cell line Cell type Species References

293 Embryonic kidney cells Human [105]*, [106,107]

3T3-L1 Preadipocytes Mouse [108]*

A20 B-cell lymphoma Mouse [109]

A549 Lung adenocarcinoma epithelial Human [110,111]*, [107,112–114]

AGYNB010 Neuroblastoma Mouse [101]*

bEnd. 3 Cerebral vascular endothelial Mouse [114]

CHO Ovarian cells Chinese hamster [103]*

EW7 Ewing sarcoma Human [115]*

GM00637 SV-40 transformed skin fibroblasts Human [116]*

H9 hESCs Embryonic stem cells Human [117]*

HaCaT Keratinocytes Human [118,119]

HCT-116 Colon adenocarcinoma Human [120,121]

HeLa Cervix carcinoma Human [102,122–128]*, [129,130]

HepG2 Hepatocytes Human [131]

HUVEC Endothelial cells Human [132]

J111 Acute monocytic leukemia Human [102]*

Jurkat T-cell lymphoma (Type II) Human [133]*

MCF-7 Breast cancer Human [134]*

MEF Fibroblasts Mouse [25,103,135,136]*

NB4 Acute promyelocytic leukemia Human [115]*

NIT-1 Insulinoma cells Mouse [137]*

PC12 Prostate cancer Human [138]

Primary Fibroblasts Human [139]*

Primary Cerebral cortex neurons Rat [140]

Primary Rheumatoid arthritis synovial cells Human [141,142]

Primary Vascular smooth muscle Rat [143]

Ramos Burkitt's lymphoma Human [109]

SHSY5Y Neuroblastoma Human [144]

SW480 Colorectal adenocarcinoma Human [145]

WRL-68 Liver cells Human [146]
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RNAi molecules targeting PARP2 were next developed to study distinct 
and overlapping functions of PARP1 and PARP2 in a variety of mammalian 
cells (Table 3). As described above, PARP2 k. o. has created lethality in 
conjunction with PARP1 k. o. in mice [70]. Here the application of RNAi 
techniques helped to overcome this problem. Within the last years we have 
investigated the combination of either double RNAi (PARP1 and PARP2) in 
human cells [122,127] or the combination of genetic ablation of parp1 gene 
together with RNAi against PARP2 in murine cell cultures [135]. None of 
the tested systems revealed a lethal phenotype and the cells kept the abil-
ity to attach and proliferate under normal culture conditions. Woodhouse 
et al. silenced PARP1 and PARP2 alone or in combination in cell cultures 
derived from primary human fi broblasts and no toxicity was reported due to 
double silencing [139]. This putative discrepancy compared to the Parp1-
/- Parp2-/- mouse models is most likely related to the noncomplete gene 
disruption mediated by RNAi in all studies [122,135,139,145]. However, 
here the implication of RNAi provides advantages to study distinct func-
tions of closely related proteins and overcomes lethality problems and the 
lack of specifi c inhibitors. Whereas PARP1 and PARP2 are the most studied 
members of the PARP enzyme family, RNAi was used as a tool to sup-
press other PARP enzymes including PARP3 [126,147,148], PARP4 (vault-
PARP) [126], PARP5A (Tankyrase 1) [126,149], PARP5B (Tankyrase 2) 
[126], PARP7 (TIPARP) [150] and PARP16 [151]. 

TABLE 3. RNAi against PARP2 in mammalian cells. Studies labeled with * provide 
detailed targeting sequence information. 

Cell line Cell type Species References

293 Embryonic kidney cells Human [72]*, [152]

A549 Lung adenocarcinoma epithelial Human [111]

BHK Baby hamster kidney fibroblast Chinese hamster [152]

C2C12 Myoblasts Mouse [153]*

HeLa Cervix carcinoma Human [122,126,127]*

MEF Fibroblasts Mouse [135]*

MOVAS Aortic smooth muscle Mouse [154]*

SW480 Colorectal adenocarcinoma Human [145]
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Moreover, RNAi approaches aiming at the organismic level of inver-
tebrates, mice and plants have been performed to clarify PAR metabolism 
in vivo and/or to investigate a possible clinical application of RNAi itself. 
Gravel et al. published in 2004 RNAi experiments targeting the hu-
man tankyrase related gene pme-5 in the invertebrate C. elegans [155]. 
The same group demonstrated later the effective application of RNAi 
against the C. elegans PARGs pme-3 and pme-4 [156]. The group of 
Tulin studied PAR metabolism in fl ies (Drosophila melanogaster). They 
established and investigated RNAi approaches against PARP1 and its 
counterpart PARG and clarifi ed their involvement in gene expression 
[157,158]. 

Popoff et al. investigated antisense oligonucleotides targeting PARP2 
in a colitis mouse model [159]. Recently, Goldberg and co-workers es-
tablished whole body silencing of PARP1 studying nanoparticle-mediated 
siRNA delivery in mice [160]. In this analysis, they investigated the 
tumor dissemination in a Brca1-defi cient genetic background after appli-
cation of siRNAs targeting PARP1. The stress tolerance of PARP1 and 
PARP2 impaired Arabidopsis thaliana as well as oilseed rape (Brassica 
napus) plants have been determined using RNAi tools [161,162]. 

THE USE OF RNA INTERFERENCE AGAINST PARG

The lack of specific chemical inhibitors and the drastic lethal phenotype 
of Parg-/- cells as discussed above evolved into a set of studies using 
RNAi to suppress PARG in cells (Table 4). We reported previously that 
silencing of the parg gene in murine and human cells lead to an accumu-
lation of PAR after oxidative and alkylating DNA insults [122,163]. 
The delayed degradation of PAR molecules had a protective effect in 
particular when cells were challenged with the oxidant hydrogen perox-
ide (H2O2). Recently, Feng et al. confirmed this finding in human breast 
cancer cells treated with alkylating agents [164]. Interestingly, the investi-
gation of PARG silencing in mammalian cells after genotoxic challenge 
has resulted in a hypersensitivity phenotype, as well [111,165,166]. 
In these studies, cells treated with siRNA targeting PARG forced cell 
death due to PAR accumulation, similar to results obtained in cells with a 
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genetic PARG impairment [76]. Andrabi et al. showed that artificially in-
troduced PAR molecules trigger an apoptosis inducing factor (AIF) me-
diated cell death pathway [165]. By contrast, an increase of cytoplasmic 
Ca2+ independent from PARP activity has been implicated in the release 
of AIF from mitochondria subsequently leading to cell death [167]. 
We followed this hypothesis and found that the inhibition of PARG using 
RNAi diminishes the occurrence of free ADPR molecules that can trig-
ger a rise in cytosolic Ca2+ via the transient receptor potential mediated 
channels 2 (TRPM2) [25]. As a consequence, AIF translocation—indica-
tive of cell death—was abrogated. To date, this Ca2+ channel is the only 
one activated by monomeric ADPR, and it is dependent on PARP/PARG 
activity [25,168–171]. This finding resolves a long- lasting controversy 
about the roles of PAR and ADPR as cell death signals. 

TABLE 4. RNAi against PARG in mammalian cells. Studies labeled with * provide detailed 
targeting sequence information. 

Cell line Cell type Species References

16HBE Bronchial epithelial Human [172]*

293 Embryonic kidney cells Human [107]

A549 Lung adenocarcinoma epithelial Human [111]*, [107]

HeLa Cervix carcinoma Human [122,163,165,166,173]*

LoVo Colon carcinoma Human [174,175]*

MCF-7 Breast cancer Human [134,163,164]*, [176]

MEF Fibroblasts Mouse [25,38,163]*

Primary Rheumatoid arthritis synovial cells Human [142]

Primary Glioblastoma Human [177]*

RAW 264. 7 Macrophages Mouse [178]*

CONCLUSIONS

The implementation of RNAi has markedly expanded our knowledge 
of the PAR metabolizing system. It has helped to demonstrate distinct 
functions attributable to PARP members and PARG in a nonmurine 
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background. Moreover RNAi helped overcome lethality problems in mice 
that were discovered when PARP1 and PARP2 were ablated simultane-
ously or when the parg gene was depleted. The targeting specificity of the 
RNAi approach is considerably better than chemical inhibitors, which of-
ten do not distinguish between individual PARP members or fail to inhibit 
at all in a cellular context because of bioavailability problems (PARG). 
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INTRODUCTION

Epigenetic chromatin remodeling plays a pivotal role in normal mam-
malian development and post-natal tissue homeostasis. Indeed, lineage 
specification and cellular differentiation, which underlie embryo devel-
opment and morphogenesis from a single pluripotent stem cell, are epi-
genetically regulated processes. The final result is the “plasticity” of 
an individual genotype that, through the activation of molecular cas-
cades, timely and sequentially controlled, produces different phenotypes 
in response to different microenvironments. In the last 10 years, spe-
cial attention has been paid to the non-protein coding portion of the 
genome such as non-coding small RNAs, among which are microRNAs 
(miRNAs), considered to be major regulators of developmental pathways 
[1–8]. Of note, chromatin remodeling and miRNA pathways have been 
shown to be interconnected and able to regulate each other. To date, it is 
recognized that the deregulation of the epigenetic- and miRNA-dependent 
control of gene expression underlies tumorigenesis. 

Rhabdomyosarcoma (RMS) and neuroblastoma (NB) are pediatric 
cancers derived from cells sharing molecular features of skeletal muscle 
and neuronal progenitors, respectively, blocked at different stages of dif-
ferentiation. It has been clearly demonstrated that deregulation of devel-
opmental pathways plays a major role in both tumors. 
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FIGURE 1. Schematic representation of chromatin structure. Eukaryotic DNA is wrapped 
around core histone proteins (histone octamer: H2A, H2B, H3 and H4) to form compact 
chromatin structures termed nucleosomes. Covalent modifications to histones (on histone 
tails) involve amino acidic residues (Lysine (K), Arginine (R) Serine (S) and Tyrosine (T)) 
that can be acetylated (ac), methylated (me), phosphorylated (ph) and/or ubiquitinilated 
(ub). CpG islands on DNA can be methylated. These post-translational modifications 
result in the epigenetic regulation of gene expression. 

To fi t within the nucleus of eukaryotic cells, short lengths of DNA 
are wrapped around an octamer of histone proteins (two copies of core 
histones H2A, H2B, H3 and H4) forming the basic units of chromatin 
termed “nucleosomes” (Figure 1). 
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Higher-order organizations are formed by further compaction of chro-
matin structure. The degree of packaging infl uences the chromatin acces-
sibility to transcriptional-regulatory complexes switching a gene “on” 
or “off. ” Therefore, the “epigenome” encompasses genetic information 
that is the result of multiple processes involving chromatin modifi ca-
tions such as DNA methylation, histone proteins modifi cation, histone 
variants replacement, nucleosome repositioning and mechanisms involv-
ing non-coding RNAs function. All these epigenetic modifi cations can be 
rapidly resumed and, therefore, fi t well for the purpose of fi ne tuning the 
timely controlled developmental processes. 

DNA methylation is catalyzed by DNA methyltransferases (DNMTs) 
and results in de novo methylation of unmethylated DNA and/or methyla-
tion maintenance of hemimethylated sequences. In normal tissues, DNA 
methylation is typically present and stable in the intergenic regions. In 
cancer cells, DNA methylation is exclusively found at the level of cyto-
sines within CpG-rich regions of gene promoters leading to gene silenc-
ing. On the contrary, DNA hypomethylation of these CpG islands, also 
often aberrant in cancer, can increase gene expression [10]. The fi nal result 
is either the silencing of tumor suppressor genes or the transcriptional ac-
tivation of proto-oncogenes. In addition, DNA hypomethylation can lead 
to DNA helix breakpoints and, ultimately, to loss of heterozygosity (LOH) 
or aberrant chromosomal rearrangements. In strict conjunction with these 
mechanisms, the histone code generated by covalent modifi cations on 
histone tails, regulates chromatin remodeling for the accessibility of the 
transcription machinery to genes up to DNA repair, replication and seg-
regation [11]. The major modifi cations of histone tails are controlled by 
histone acetyltransferases (HAT) and histone demethylases (HDM) in a 
competitive manner with histone deacetylases (HDAC) and histone meth-
yltransferases (HMT), respectively. Among HMTs, the Polycomb group 
(PcG) protein EZH2, acomponent of the Polycomb repressor complex 2 
(PRC2), is responsible for the trimethylation of Lysine 27 on histone H3 
(H3K27me3) on gene promoters (Figure 2). 

This modifi cation allows the recruitment of the PRC1 complex, which 
inhibits gene transcription through histone H2A ubiquitination. HDACs 
participate to the PRC complexes reinforcing the inhibition of gene ex-
pression by deacetylating H3K27, thus favoring H3K27 trimethylation. 
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Finally, PcG complexes recruit DNMTs to specifi c gene loci to induce 
transcriptional silencing through DNA methylation (Figure 2). The fi nal 
result is the maintenance of cell stemness and the support of self-renewal 
and pluripotency. Consistently, components of the PRC complexes are 
often aberrantly over-expressed in tumors (reviewed in [12]). Of note, 
epigenetic modifi cations that are maintained through mitosis and inher-
ited during cell development and differentiation can be reversed by treat-
ment with appropriate drugs. Therefore, compounds acting on “epimu-
tations” can be used in association with conventional chemotherapy to 
induce growth arrest, differentiation and tumor cell death. 

FIGURE 2. Schematic representation of transcriptional gene repression by PRC2. In an 
uncommitted stem cell, the core component EZH2 methylates histone H3 on K27, thus 
generating the epigenetic mark H3K27me3. The HDAC activity favors this EZH2 effect 
deacetylating H3K27. In this way, the PRC1 complex is recruited and binds to DNA, thus 
stabilizing the repressive state of the chromatin. The final result is the transcriptional 
repression of developmental genes. 
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THE SMALL NON-CODING RNAS, “MicroRNAS”

MiRNAs are a class of non-coding ~19–22 nucleotides (nt) single-strand 
RNAs transcribed in a developmental and tissue-specific manner during 
embryogenesis [13]. More than 1500 mature miRNAs have been identi-
fied in humans (http://www. mirbase. org), which are highly conserved 
across species. miRNAs are involved in post-translational gene silenc-
ing by binding complementary sequences in the 3'-untraslated regions 
(UTRs) of a target mRNA through their “seed” sequence leading to 
translational repression or mRNA degradation [14,15]. 

The expression of more than 60% of human protein-coding genes is 
controlled by miRNAs (reviewed in [13]). Several miRNAs can target the 
same mRNA and, conversely, each miRNA can target several mRNAs 
leading to additional layers of post-transcriptional control of gene ex-
pression. To further expand the scenario, specifi c miRNAs have been 
recently described to upregulate gene transcription also in quiescent cells 
[16] and others to target sequences within the 5'UTR [17], exonic regions 
[18] or gene promoter regions [19]. 

Mature miRNAs are the result of sequential processing of longer 
RNA precursors transcribed by RNA polymerase II and/or III and called 
pri-miRNA (Figure 3) [20,21]. This long transcript is processed by Dro-
sha, a ribonuclease-III protein, in collaboration with DGCR8, a protein 
responsible for anchoring the pri-miRNA into the complex. The resulting 
70-nt-long molecule termed pre-miRNA, is exported to the cytoplasm 
by the nuclear export protein Exportin-5 [13,22]. In the cytoplasm, the 
pre-miRNA is released and processed by Dicer to produce the functional 
~19–22-nt double-strand RNAs. The less stable single strand is loaded 
by the Dicer-TRPB complex into the RNA-induced silencing complex 
(RISC) which carries it to complementary 3'UTR mRNA sequences. 

MiRNAs regulate fundamental physiologic processes such as embry-
onic development, lineage/tissue identity specifi cation and homeostasis 
[23–27]. Therefore, it is not surprising that miRNAs display an aberrant 
expression profi le in a wide range of human diseases [13]. In tumor cells, 
as reported for protein-coding gene, miRNA promoters can be aberrantly 
modifi ed by the deregulated epigenetic machinery leading to changes in 
their expression profi le [28–31]. Increasing evidence suggesting tumor 
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FIGURE 3. The biogenesis of miRNAs. MiRNAs are transcribed as longer RNA precursor 
(pri-miRNA) by RNA polymerase II and/or III and processed by the Drosha complex in 
pre-miRNAs. These fragments are exported from the nucleus by exportin 5 (XPO5). In the 
cytoplasm pre-miRNA are further processed by Dicer and TAR RNA-binding protein 2 
(TARBD2) to generate mature miRNAs, which are loaded into the RNA-induced silencing 
complex (RISC). The translation of mRNAs targets into proteins is repressed by mRNA 
degradation or, alternatively, block of mRNA translation. 

suppressor or oncogenic role for miRNAs has been obtained in adult can-
cers [1,13,32–34]. Consistently, the re-expression of tumor suppressor 
miRNAs in tumor cells has been suggested as a potential anti-cancer ther-
apeutic approach [35–40]. 

Recently, miRNAs have been shown, by us and other groups, to play 
a role also in the pathogenesis of embryonal pediatric cancers such as 
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RMS and NB [41–43]. So far, the majority of tumor suppressor miRNAs 
involved in RMS and NB regulates the differentiation of skeletal 
muscle and neuronal compartments, respectively. These miRNAs are 
often silenced by aberrant DNA or histone methylation or located in un-
stable chromosomal regions often involved in LOH, ie miR-34a [13,44]. 
Consistently, their re-expression after treatment with HDAC inhibitors, 
de-methylating compounds or differentiating agents is suffi cient to al-
low tumor cell differentiation and to impair tumorigenesis. Therefore, 
an epigenetic approach aimed at re-expressing these miRNAs could have a 
therapeutic value. 

RHABDOMYOSARCOMA

RMS is a skeletal muscle-derived tumor and the most common soft-tissue 
sarcoma of childhood [45]. RMS cells express transcription factors spe-
cific to skeletal muscle progenitors, such as Myogenic Differentiation 
(MyoD) and myogenin [46,47], but their intrinsic myogenic program is 
disrupted at different stages of differentiation. In line with these observa-
tions, restoring terminal differentiation in RMS cells leads to inhibition of 
cell proliferation in vitro and tumor growth in vivo. 

Pediatric RMS includes two major histological subtypes, namely 
alveolar (~25% of cases) and embryonal (~75% of cases) RMS [45,48]. 
The fi ve-year overall survival rate of non-metastatic embryonal RMS pa-
tients is around 70%, while that of alveolar RMS and metastatic patients 
is still in the order of 25%, supporting the urgent need of novel therapeutic 
approaches. 

The majority of alveolar RMS are characterized by chromosomal 
translocations, such as t (2; 13) or t (1; 13), leading to the expression of 
PAX3/FOXO1 or PAX7/FOXO1 fusion proteins, respectively [49–51]. 
These fusion products, especially PAX3/FOXO1, are a hallmark of 
high-risk tumors and correlate with poor prognosis [52]. Approximately 
20% of alveolar RMS do not present known chromosomal translocations 
and are molecularly and clinically indistinguishable from embryonal ones 
[53–55]. However, novel chromosomal translocations involving PAX3 
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have been recently discovered in a subset of alveolar RMS previously 
diagnosed as fusion negative [51,56]. 

During skeletal muscle tissue development, PAX3 expression is de-
tected in pluripotent progenitors and is followed by that of PAX7, 
which characterizes myogenic committed cells [57,58]. These transcrip-
tion factors, on one hand, induce the expression of MyoD that marks 
myoblasts, and on the other hand, stimulate self-renewal and proliferation 
of myogenic cells. Thus, their expression is fundamental to assure the bal-
ance between cell proliferation and differentiation during embryogenesis 
leading to the right number of committed progenitors in order to form 
multinucleated myofi bers. During differentiation, pro-myogenic miR-
NAs downregulate PAX3 and PAX7 to achieve complete myogenesis 
(reviewed in [59]). 

An altered expression of miRNAs acting as pro-myogenic regulators 
has been reported in RMS, [43,59–61]. These miRNAs behave as tumor 
suppressors when re-expressed, halting tumorigenic processes working in 
negative feedback circuitries with epigenetic regulators. These fi ndings 
demonstrate that aberrant epigenetic control of miRNA expression con-
curs to RMS pathogenesis. 

EPIGENETICALLY DEREGULATED miRNAS IN 
RHABDOMYOSARCOMA

Muscle-specific miRNAs that regulate myogenesis are termed “myo-
miRs.” To this group belong three miRNA clusters, miR-1-1/miR-133a-2, 
miR-1-2/miR133a-1 and miR-206/miR-133b, encoded by three bicistronic 
miRNA genes on separate chromosomes (reviewed in [62]). 

Although no direct epigenetic regulation of the expression of miR-1 
and miR-206 clusters has been highlighted in RMS, a recent study pro-
vided several evidences linking these miRNAs to the epigenetic machin-
ery in normal myoblasts [63]. In this work, YY1 was shown to regulate 
the expression of miR-1 and miR-206 clusters in murine myoblasts in vi-
tro and in vivo. In particular, the authors found YY1 binding sites in pre-
viously identifi ed muscle-specifi c enhancers [64] located (i) upstream 
of miR-1-2 (E1) and (ii) in an intron between miR-1-2 and miR-133a-1 
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(E2), and (iii) between miR-1-1 and miR-133a-2 gene loci (E3). More-
over, they discovered a previously unknown enhancer upstream of miR-
206 and miR-133b coding regions (E4) showing YY1 binding site. They 
demonstrated that YY1 repressed the activity of all these four enhancers 
impairing the expression of miRNAs [63]. Interestingly, Ezh2 was pres-
ent and active on the enhancers E1 and E3 but not on E2 and E4 suggest-
ing that YY1 can function in myoblasts in a HMT-independent manner. 
Furthermore, the same authors uncovered a feedback loop between miR-1 
and YY1 demonstrating that miR-1 directly targets the 3'UTR of YY1 
mRNA. Having demonstrated that miR-1 is able to target PAX7, as 
already reported for miR-206 [65], which is consistently upregulated in 
YY1 over-expressing myoblasts, the authors depicted an anti-myogenic 
network in which YY1 plays a central role in repressing miR-1/miR-206 
(Figure 4). This network is fl exible and bi-univocal due to the feedback 
control of miR-1 on YY1 expression [63]. 

Additional links with epigenetic networks in myoblasts have been shown 
for both miR-1 and miR-206 clusters. The ectopic expression of these miR-
NAs inhibits HDAC4, which sustains cell proliferation by preventing the 
expression of the cyclin-dependent kinase inhibitor p21Cip1, essential for 
terminal muscle differentiation [66,67]. This fi nding is of interest for the 
RMS context due to the potentiality of therapeutic approaches with HDACs 
inhibitors [68,69]. Interestingly, miR-29b directly targets HDAC4 during 
osteoblast differentiation [70], suggesting an intricate complex of miRNAs 
pathways acting similarly in different tissue contexts. Collectively, these ob-
servations suggest that miRNAs can infl uence gene transcription through 
the control of several types of epigenetic repressors. Of note, crucial com-
ponents of molecular pathways related to RMS aggressiveness, such as IGF 
and RAS, can be post-transcriptionally downregulated by pro-myogenic 
miRNAs. Indeed, (i) miR-1 and miR-133 target IGF receptor 1, thus avoid-
ing aberrant muscle hypertrophy [71,72]; (ii) miR-214, which is repressed 
by EZH2 in proliferating myoblasts, is able to favor myogenesis by down-
regulating the anti-myogenic N-RAS oncogene [73,74]. 

In addition to myomiRs, there are non-muscle-specifi c miRNAs that 
participate to skeletal muscle differentiation such as miR-181a/miR-
181b, miR-27a, miR-27b, miR-26a and miR-29b2/miR-29c. Wang and 
colleagues provided the fi rst evidence of an epigenetic deregulation of 
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FIGURE 4. Circuits involving the Polycomb Group (PcG) protein YY1 and miRNAs in 
normal and Rhabdomyosarcoma contexts. During myoblasts expansion, YY1 represses 
miR-29, miR-1 and miR-206 cluster expression. Under a myogenic stimulus, Pax7 induces 
the muscle regulatory factor MyoD that allows MEF2C activation, leading to miR-
29, miR-1 and miR-206 de-repression. MiR-1 and miR-29 clusters post-transcriptionally 
block YY1 expression. Moreover, downregulation of Pax7 caused by miR-1 and miR-
206 and that of HDAC4 caused by miR-1 ultimately leads to differentiation of myogenic 
precursors. In the RMS context, YY1 expression is highly deregulated resulting in pro-
myogenic miRNAs repression that causes uncontrolled cell proliferation and muscle 
differentiation impairment. 

miRNAs in RMS discovering a regulatory circuitry between miR-29b2/
miR-29c and the PcG protein YY1 [60]. The same authors had previously 
demonstrated that during the expansion of myogenic precursors, NF-kB 
inhibited terminal differentiation maintaining a high level of YY1, which, 
in turn, repressed the expression of myofi brillary genes favoring cell pre-
cursor proliferation [75]. Therefore, reasoning that miRNAs are regulators 
of myogenesis, the authors investigated whether the anti-differentiation 
effect of YY1 was at least in part related to the repression of pro-myogenic 
miRNAs [60]. Indeed, they identifi ed miR-29b2/miR-29c cluster on chro-
mosome 1 being repressed by YY1 in proliferating myoblasts (Figure 4). 
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This repression involved the recruitment of both HDAC1 and the EZH2 
PcG protein, which deacetylated and trimethylated, respectively, the Lys 
27 on histone H3 in a highly conserved region 20 kb upstream of the miR-
29b2/miR-29c gene locus. Under myogenic cues, miR-29b2/miR-29c 
gene cluster is expressed and directly targeted YY1 reinforcing myogen-
esis. Of note, in myogenic precursors undergoing early-stage differentia-
tion, YY1 and EZH2 have been shown to work in concert to repress the 
transcription of late-stage muscle-specifi c genes such as Muscle Creatine 
Kinase (MCK) and Myosin Heavy Chain (MHC) to avoid premature dif-
ferentiation [76]. Therefore, a fi ne tuning between anti- and pro-myogenic 
molecular stimuli underlies a proper myogenesis during which both epi-
genetic and miRNAs pathways appeared highly interconnected. 

The miR-29b2/miR-29c-YY1 epigenetic negative feedback circuitry 
[60] was shown by the authors to be disrupted in RMS cells, in which YY1 
and EZH2 over-expression resulted in persistent activation of stemness 
maintenance program. The tumor suppressor role of miR-29b2/miR-29c 
was clearly evidenced by gain-of-function experiments demonstrating that 
forced over-expression of this miRNA cluster in RMS cells is suffi cient to 
impair the tumorigenic properties both in vitro and in vivo by repressing 
YY1 expression. Consistent with these observations, tumor tissues from 
RMS patients showed upregulation of YY1 and EZH2 [60]. In line with 
this report, preliminary results from our laboratory showed that EZH2 
downregulation in RMS cells impairs tumorigenesis, thereby allowing the 
de-repression of several tumor suppressor miRNAs, including the miR-
29b2/miR-29c cluster. 

Interestingly, even if YY1 binding sites were not found in the promoter 
of miR-29a/miR-29b1, this miRNA cluster appeared downregulated in 
primary sarcoma samples as compared to skeletal muscle tissues [77]. In-
terestingly, the miR-29 family has been shown to directly target DNMT3A 
and DNMT3B in several types of cancer, thus suggesting a link between 
their reduced expression and pathological gene hyper-methylation [78,79]. 

Altogether, these results highlight the importance of bi-univocal regu-
lation of epigenetic molecules and miRNAs in skeletal muscle differentia-
tion that should be considered also in the context of RMS in which these 
pathways are deregulated. 
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NEUROBLASTOMA

NB is a neuroectodermal tumor that originates from precursor cells of 
the sympathetic nervous system and represents the third leading cause of 
cancer-related death in childhood [80]. The heterogeneous clinical behav-
ior, ranging from spontaneous regression to rapid progression, is attribut-
able to biological and genetic characteristics of the tumor. 

NB diagnosed in patients under one year of age usually has a favor-
able prognosis since tumor cells undergo spontaneous differentiation or 
regression, whereas NB occurring in patients over one year of age tend 
to grow aggressively resulting in a fatal outcome. The prognosis of 
stage I-III NB, with a tumor confi ned to the originating organ or sur-
rounding tissue, is quite favorable, whereas that of stage IV NB, where 
the tumor is metastatic, is dismal. Stage IV-S NB is a metastatic disease 
seen exclusively in infants, which is associated with high survival rate 
due to the spontaneous maturation and regression of tumor cells. Nev-
ertheless, since disease and risk staging are not comprehensive and fully 
precise, they should be considered as surrogate markers of the underlying 
tumor biology. 

NB cells correspond to adrenal neuroblasts arrested at different stages 
of sympathoadrenal development, thus representing multipotent progenitor 
cells with specifi c tumorigenic potential [81,82]. The degree of differ-
entiation of NB is another important factor for establishing prognosis. 
Based on this, NB tumors are classifi ed in different risk categories 
spanning from more mature and benign ganglioneuromas (GN), to in-
termediate and potentially malignant ganglioneuroblastomas (GNB), to 
undifferentiated NB, always malignant with worst prognosis. The factors 
responsible for malignant transformation from sympathetic neuroblasts 
into neuroblastoma cells are not well understood. In several NB cell 
lines, all-trans retinoic acid (ATRA)-induced differentiation is associated 
with increased expression of neurotrophic receptors, including Trk fam-
ily receptors and glial cell-derived neurotrophic factor receptor, Ret. Of 
note, ATRA is a compound related to 13-cis-retinoic acid that is used as 
differentiating agent in children with high-risk NB. 

From a clinical point of view, the presence of any segmental chromo-
somal imbalances correlates with a more aggressive phenotype, whereas 
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tumors containing mostly whole chromosome gains or losses are as-
sociated with a benign phenotype and high propensity for spontaneous 
regression or differentiation. The most widely characterized cytogenetic 
alterations in NB tumors include amplifi cation of the MYCN oncogenic 
transcription factor at chromosome band 2p24, LOH or rearrangements 
of the distal portion of the short arm of chromosome 1 (1p31-term), 
chromosome 3 (3p22) and chromosome 11 (11q23), or gains of chromo-
some arm 1q or 17q. Besides these chromosomal/molecular abnormalities, 
gains of chromosomes 4q, 6p, 7q, 11q and 18q, amplifi cation of MDM2 
and MYC genes and LOH at 14q, 10q and 19q13 have also been described 
[83]. In particular, loss of chromosome 1p region, occurring mainly 
through an unbalanced translocation that results in the gain of 17q [84], 
arises preferentially in tumors with MYCN amplifi cation [85]. Some of 
these genetic alterations were proven to be independently associated with 
a poor clinical outcome. The region of 1p, lost in NB tumors, is quite 
large and contains multiple genes that have been shown to contribute to 
NB pathogenesis [86,87]. Similarly, the minimal common region of gain 
at distal 17q23 has been shown to contain at least 15 genes that remain to 
be investigated [88]. Of note, MYCN is one of the major players in normal 
neural crest differentiation, suggesting that its amplifi cation/deregulation 
is the result of a developmental defect that probably has occurred dur-
ing embryonic development [89]. However, although MYCN amplifi cation 
is considered the most important prognostic marker of highly aggressive 
tumors; it is present in less than 30% of NB tumors [90]. 

More recently, activating mutations in the anaplastic lymphoma 
kinase (ALK) gene have been associated with the majority of hereditary 
NB and a 10% of sporadic NB cases [91–94]. ALK is a receptor tyro-
sine kinase involved in several other human cancers, including anaplas-
tic large-cell lymphoma and non-small cell lung cancer [95–97]. ALK 
signaling drives cell transformation in vitro and in vivo through several 
pathways such as cell-cycle, survival and cell migration [98,99]. Never-
theless, additional molecular alterations concur to NB pathogenesis and 
their identifi cation is essential to improve the prognostic classifi cation of 
NB patients. 

In the attempt to improve the risk stratifi cation of NB subtypes, sev-
eral groups have characterized and correlated methylation profi ling of 
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biologically and clinically different subgroups of NB patients with clini-
cal risk factors and survival (for a detailed review see [100]). The fi rst 
DNA methylation studies in NB have revealed that silencing of caspase 
8 and RAS-association domain family 1 isoform A (RASSF1A) are im-
portant in the development and progression of disease [101,102]. Both 
genes are often methylated in primary NB cells and their methylation sta-
tus negatively correlates with survival. 

Recent advances in genome-wide methylation screening methodolo-
gies, such as re-expression analysis after treatment with 5-aza-2'-deoxy-
cytidine (DAC), DNA methylation promoter assay after affi nity-based 
capture, methylation microarray after bisulfate treatment and next-gener-
ation sequencing techniques, have allowed the identifi cation of 75 dif-
ferent DNA methylation biomarkers involved in fundamental biological 
processes operative in NB ([103–105] and reviewed in [100]). 

Epigenetic inactivation of miRNAs with tumor-suppressor activities 
is also recognized as a major hallmark of NB tumors. A recent study 
from Chavali group [106] showed that the majority of the miRNA genes 
are fl anked by scaffold/matrix-attachment region (S/MAR) elements 
that regulate their tissue and cell type-specifi c expression by binding to 
epigenetic regulators MAR binding proteins. In this study, the authors 
showed that the miR-17-92 cluster, a well-known example of oncomiR 
that is over-expressed in high-risk NB [41], has two conserved MARs 
elements, one upstream and one downstream the cluster, being the former 
strongly bound by HMG I/Y protein, a chromatin modulator that pro-
motes an open conformation facilitating mRNA transcription. Consistent 
with this fi nding, the miR-17-92 cluster expression was down-regulated in 
cells interfered for HMG I/Y family expression [106]. 

EPIGENETICALLY DEREGULATED miRNAS IN 
NEUROBLASTOMA

Recent studies from Stallings’ group revealed extensive epigenomic 
changes in NB cells upon ATRA exposure, a phenomenon that is as-
sociated with a complex series of molecular events, including modifica-
tions of both chromatin compaction and DNA methylation status [107]. 
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Intriguingly, in a previous paper, Das and colleagues showed that several 
miRNAs that are upmodulated as a consequence of ATRA treatment target 
DNA methyltransferases involved in the process of ATRA-induced differ-
entiation of NB cell lines [108]. More recently, the same authors revealed 
that DNA methylation changes occurred during ATRA treatment include 
several regulatory regions of tumor suppressor miRNAs [109]. The au-
thors identified 67 miRNAs sensitive to the effects of DNA methylation 
in 18 primary NB tumors and four NB cell lines by the combined use of 
methylated DNA immunoprecipitation, miRNA and mRNA target analy-
sis. Of note, a relative high proportion of these epigenetically silenced 
miRNAs (42%) were significantly associated with poor patient survival 
when under-expressed in tumors, whereas other 10 miRNA (15%) were 
found hyper-methylated in favorable tumors and over-expressed in tumors 
from patients with poor survival. Remarkably, not only miRNAs, but also 
their predicted gene targets, were significantly associated with poor pa-
tient survival when over-expressed in tumors. In particular, miRNA-340 
was functionally inactivated by DNA methylation, re-expressed in NB 
cell lines following DAC treatment and significantly associated with poor 
survival when under-expressed in primary NB tumors. According to the 
NB cell line used, over-expression of miR-340 induced either apoptosis 
or differentiation by targeting SOX2, an SRY box containing a tran-
scription factor family member that acts in regulating the maintenance 
and differentiation of neural stem cells [109]. 

Several of the epigenetically regulated miRNAs identifi ed in this inte-
grated analysis were previously found to negatively impact NB growth 
both in vivo and in vitro (Figure 5). The main fi ndings regarding their 
implications in NB pathogenesis are described as follows. 

MiR-10a and -10b were found to induce NB differentiation through 
multiple gene targeting (for a detailed review see [110]). Meseguer et 
al. demonstrated that these microRNAs directly target the SR-family 
splicing factor (SFRS1), a regulator of alternative splicing that plays a 
role also in enhancing translation initiation of mRNAs containing spe-
cifi c SFRS1 binding sequences [111]. Of note, this factor seems to be 
a proto-oncogene deregulated in many forms of tumor [112]. Foley and 
colleagues identifi ed the nuclear receptor co-repressor 2 (NCOR2) as the 
primary target of miR-10a and -10b responsible for causing differentiation 
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FIGURE 5. Scheme of cellular pathways affected by methylation-sensitive miRNAs in 
Neuroblastoma. Experimental validated gene targets and pathways affected by altered 
expression of methylation-sensitive miRNAs are indicated. 

[113]. NCOR2 is a transcriptional co-repressor that recruits a complex of 
proteins that include SIN3A/B and histone deacetylases HDAC1, HDAC2 
and HDAC3 to DNA promoter regions. Interestingly, neural stem cells 
from mice lacking NCOR2 exhibit extensive neurite outgrowth and re-
duction in cell proliferation [114]. More intriguingly, siRNA-mediated 
inhibition of NCOR2 resulted in a signifi cant increase in miR-10a level 
that suggests a possible regulatory feedback loop in the differentiation 
process [113]. 
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A number of these epigenetically regulated miRNAs were previously 
found to be involved in a complex gene network involving MYCN. A 
study from Buechner and colleagues demonstrated that the tumor sup-
pressor miRNAs let-7 and miR-101 inhibit proliferation and clonogenic 
growth of Kelly NB cell line by targeting MYCN [115]. Furthermore, 
they experimentally validate miR-449, miR-19a/b, miR-29a/b/c, and 
miR-202 as direct MYCN-targeting miRNAs. A very recent paper by 
Molenaar and colleagues, elegantly demonstrated the existence of a 
LIN28B-let-7-MYCN axis in NB [116]. Using a mouse model with neu-
ral crest-specifi c over-expression of LIN28B, these authors showed that 
LIN28B drives NB upregulating MYCN protein through let-7 repression. 
Notably, MYCN has been recently discovered to bind and transcription-
ally downregulate another epigenetically controlled miRNA, miR-335, 
which in turn regulates genes in the TGF-β non-canonical pathway, such 
as the Rho-associated coiled-coil containing protein (ROCK1), MAPK1 
and putative member LRG1, leading to inhibition of invasiveness and 
migratory potential of NB cells [117]. The same group had previously 
discovered a pro-apoptotic effect of miR-184 both in vitro and in vivo, 
through the direct targeting of AKT2, a serine/threonine kinase active 
downstream of the PI3K pathway. Interestingly, MYCN could exert its 
tumorigenic effect also by suppressing either directly or indirectly the 
same miRNA [118,119]. 

Several groups identifi ed miR-542-5p as a putative tumor suppres-
sor, whose expression has a prognostic value and might be important in 
NB tumor biology [120–122]. Of note, miR-542-5p is predicted to target 
TBR1, a gene essential for proper development of neurons. Functional 
studies that address this or other putative targets should be performed in 
the future. 

The brain specifi c miR-9 was demonstrated by Laneve et al. to play 
an important role in controlling NB cell proliferation through a regulatory 
circuit involving TRKc and other two miRs, miR-125a and -125b [123]. 
The same authors discovered a regulatory feedback mechanism involv-
ing miR-9 and the neuro-restrictive silencer factor REST, suggesting a 
fi ne interplay for the maintenance of the neuronal differentiation program 
[124]. More recently, Nasi and colleagues found that the transcription 
factor ID2, which is involved in the self-renewal and proliferation of 
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neural precursor cells, is a target of miR-9 [125]. At the same time, an-
other group demonstrated that miR-9 reduced matrix metalloproteinase 
(MMP)-14 level by inhibiting the invasion, metastasis, and angiogen-
esis of SH- SY5Y and SK-N-SH NB cell lines both in vitro and in vivo 
[126]. 

Lee and colleagues showed that the epigenetically regulated miR-27b 
acts as a tumor suppressor in NB by inhibiting the tumor-promoting func-
tion of peroxisome proliferators-activated receptor (PPAR)y and block-
ing cell growth in vitro and tumor growth in mouse xenografts [127]. 
In addition, miR-27b indirectly regulates also NF-kB activity and 
transcription of infl ammatory target genes, which triggers an increased 
infl ammatory response. 

As described above, LOH of 1p36 is commonly found in NB with 
MYCN amplifi cation and is associated with poor outcome. Of note, fi ve 
microRNAs (miR-200a, miR-200b, miR-429, miR-34a and miR-551a) 
map within the fi rst 10Mb on chromosome 1 short arm (1p36. 22 to 
1pter), suggesting that the loss of these miRNAs could contribute to the 
acquisition of an aggressive NB phenotype. 

MiR-200b was originally identifi ed through a positional gene candi-
date approach looking for miRNAs that map within chromosomal regions 
frequently altered in NB [128]. Conversely, Ragusa and colleagues dis-
covered that the miR-200b region is unaffected by the frequent deletions 
involving 1p36 in the NB cell lines analyzed [129]. Moreover, they found 
a CpG island near the gene-encoding miR-200b and showed that, upon 
treatment with demethylating agents, miR-200b levels were upregulated 
in six NB cell lines. Finally, they provided several evidences supporting a 
role for miR-200b in NB cell invasiveness, differentiation and apoptosis. 

MiR-34a expression is silenced in several types of cancer due to 
aberrant CpG methylation of its promoter [130]. In NB cell lines and 
primary NB tumors, miR-34a is absent or expressed at low levels, while it 
is upregulated in a dose-dependent manner following ATRA treatment 
[131]. Given that miR-34a has been implicated in NB growth inhibi-
tion, and mutations of the retained allele are not a common mecha-
nism towards achieving biallelic inactivation, it is plausible that other 
mechanisms such as epigenetic regulation could contribute for loss of 
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miR-34a expression in NB. Of note, miR-34a expression has been shown 
to increase after HDAC inhibition in a bladder cancer cell line [132]. It 
will be of interest to validate this fi nding also in the NB context since 
several studies demonstrated the involvement of this microRNA in NB 
pathogenesis. Welch and colleagues demonstrated a tumor suppressive 
role for miR-34a through the transcription factor E2F3 targeting [131]. 
Moreover, Wei et al. provided evidence that MYCN is a direct target 
of miR-34a, as further confi rmed by a functional screen study by Cole 
et al., which also demonstrated a BCL2 direct targeting [128,133]. Re-
cently, synaptotagmin I (Syt-I) and syntaxin 1A (Stx-1A), two proteins 
involved in synaptogenesis and neuronal differentiation, were found to be 
targets of miR-34a [134]. 

All these fi ndings reveal a network of epigenetic pathways and miRNA 
interactions whose dysregulation contributes to NB, and that has transla-
tional consequences for the management of the disease. 

TRANSLATIONAL PERSPECTIVES AND CONCLUSIONS

The majority of miRNAs aberrantly downregulated in RMS and NB be-
have, when re-expressed, as tumor suppressors re-establishing a proper 
differentiation program. Therefore, they represent promising therapeutic 
targets. Moreover, miRNAs detection in cancer patients could represent a 
powerful prognostic and diagnostic tool. A miRNA signature has been 
recently reported for RMS primary samples by two groups [77,135]. 
Intriguingly, the first group suggested that an embryonal sample had 
been previously misdiagnosed allowing a re-evaluation of the tumor fol-
lowed by a diagnosis as alveolar [77]. The second group showed that 
miRNA expression clusterings in RMS samples are correlated with 
PAX3/FOXO1, PAX7/FOXO1 and embryonal subgroups, and, thus, are 
potentially useful for risk stratification [135]. 

Recently, miRNA signatures have been shown to be related also to 
NB prognosis. Lin and colleagues found that, using a combination of 15 
biomarkers that consist of 12 miRNAs’ signature, expression levels of 
Dicer and Drosha and age at diagnosis, it was possible to segregate 66 NB 
patients into four distinct patterns that were highly predictive of clinical 
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outcome [136]. Subsequently, a signature of 25 miRNAs was built and 
validated on an independent set of 304 frozen tumor samples and 75 
archived formalin-fi xed paraffi n-embedded samples. This signature was 
signifi cantly able to discriminate the patients with respect to progression-
free and overall survival [137]. 

Furthermore, the possibility to detect and quantify miRNAs in body 
fl uids whose profi le mirrors physiological and pathological condition 
could also represent a reliable method to improve prognosis and diagno-
sis [52,138,139]. 

MiRNAs re-expression in tumors rises doubts regarding delivery, 
effi cacy and safety of these molecules in vivo. Viral and non-viral vec-
tors have shown pre-clinical feasibility and effi cacy in animal models 
including primates [36,140–145]. However, their application on human 
patients could induce side effects linked to their immunogenicity or 
could be ineffective due to lack of specifi city (reviewed in [146]). The 
use of nanoparticles represents an effi cient system to deliver cDNA to 
cells and, therefore, it could be potentially useful for the delivery of 
miRNAs in vivo. Indeed, a fi rst promising study using nanoparticles 
encapsulating miR-34a and conjugated to a GD2 antibody demonstrate 
the feasibility of a targeted delivery miRNA-based therapy for NB 
[147]. 

Based on these observations, therapeutic approaches able to modu-
late miRNA gene expression targeting epigenetic regulators present sev-
eral advantages. Conversely to DNA mutations, epigenetic modifi cations 
are reversible and responsive to specifi c compounds, which gave prom-
ising results in clinical trials for adult tumors. Indeed, low doses of DNA 
methyltransferases inhibitors azacitidine (AZA) and DAC have shown 
therapeutic effects in myelodysplasia/leukemia as well as in lung cancer 
patients [148–153]. It is noteworthy that older trials with high doses of 
epigenetic inhibitors have highlighted extreme toxicities and no effect 
on epigenome [154,155]. Very recently, an elegant work of Tsai et al., 
investigated the mechanisms involved in the effi cacy of low nanomolar 
doses of DAC and AZA in preclinical models of acute myeloid leukemia, 
breast, colon and lung cancers [156]. The authors showed that high-dose 
treatments resulted in high cytotoxic effects on tumor cells. Nevertheless, 
residual cells engrafted in immunodefi cient mice were still able to grow 
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and give tumors. Conversely, low concentrations of AZA or DAC re-
duced self-renewal of tumor cells both in vitro and in vivo, sustaining 
global DNA demethylation and re-expression of anti-tumor master gene 
pathways [156]. These results strongly confi rm the potential effi cacy of 
an epigenetic therapy that could re-express tumor suppressor genes and 
miRNAs. 

Moreover, epigenetic targeted therapy with inhibitors of both DNA 
methyltransferases and HDACs, has shown anti-tumor effectiveness com-
bined with a restored expression of tumor suppressor genes in preclinical 
models [157–159]. More important, well-tolerated combination regi-
mens for low-dose AZA and HDAC inhibitors have been found effective 
in patients with myelodysplasia/ leukemia [160,161]. Finally, very en-
couraging results have been reported in a phase I/II clinical trial on the 
use of a combined epigenetic low-dose therapy in recurrent metastatic 
non-small cell lung (NSCL) cancer refractory to conventional therapy 
[153]. In brief, AZA and entinostat, an inhibitor that blocks HDAC1-3 
and HDAC9 function, were used on 45 NSCL patients, resulting in 
limited side effects while having effi cacy on the aberrant epigenome of 
tumor cells. These fi ndings suggest the potential use of these compounds 
also in solid cancers. 

Novel agents that inhibit histone methyltransferases among which 
EZH2 are of particular interest for future applications since they do not 
require cell division to target cancer cells [162,163]. These compounds 
have been shown to synergize with other epigenetic agents in preclini-
cal studies, representing promising drugs in order to de-repress EZH2 tar-
geted miRNAs [164,165]. 

However, as reported for other targeted therapies, escape strategies 
for the miRNA re-expression approach could select resistant cells ex-
pressing mRNAs with mutated miRNA binding sites in their 3'UTRs. 
Moreover, PAX3/ or PAX7/FOXO1 mRNAs expressed in fusion-positive 
alveolar RMS, being devoid of 3'UTR regions of PAX genes, are resistant 
to miRNAs’ post-transcriptional regulation. In addition, the de-repression 
of oncogenes could be a potential side effect of an epigenetic therapy 
[166]. Therefore, although the fi eld of investigation in the epigenetic 
treatment of cancer appears very promising, further studies are needed 
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to enhance the knowledge on the epigenome and its regulation both in 
normal and tumor contexts. 
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CHAPTER 10

EPIGENETIC EFFECTS OF 
ENVIRONMENTAL CHEMICALS 
BISPHENOL A AND PHTHALATES

SHER SINGH and STEVEN SHOEI-LUNG LI

INTRODUCTION

Plastics are widely used in modern life, and their unbound chemicals 
bisphenol A (BPA) and phthalates can leach out into the surrounding 
environment. BPA and phthalates have recently attracted the special at-
tention of the scientific community, regulatory agencies and the general 
public because of their high production volume, widespread use of plas-
tics, and adverse health effects [1]. BPA is now used in the produc-
tion of polycarbonate plastic containers such as baby bottles and epoxy 
resins that line metal cans for food and beverages. BPA is also used 
as a plasticizer to soften and increase the flexibility of polyvinyl chlo-
ride (PVC) plastic products. BPA has another medical use in dental seal-
ants and composites used for filling. It is thought that human exposure 
mainly occurs through food and drink. However, exposure may also occur 
through dermal contact with thermal paper, used widely in cash register 
receipts. Phthalates are a group of similar diesters of phthalic acid used 
as plasticizers to soften and increase the flexibility of PVC plastics [2]. 
Human exposure to phthalates mainly occurs through foods, because of 
their uses in wrapping materials and food processing [3]. When ingested 
through food contamination, diethylhexyl phthalate (DEHP) is converted 
by intestinal lipases to mono-(2-ethylhexyl) phthalate (MEHP), which is 
then preferentially absorbed. Dibutyl phthalate (DBP) is used as a com-
ponent of latex adhesives. It is also used in cosmetics and other personal 
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care products, as a plasticizer in cellulose plastics, and as a solvent for 
dyes [4]. Monobutyl phthalate (MBP) is the toxic metabolite of DBP and 
butylbenzyl phthalate (BBP). 

Epigenetics is the study of heritable changes in gene expression oc-
curring without changes in DNA sequence. Epigenetic mechanisms in-
clude DNA methylation, histone modifi cations (acetylation, methylation, 
phosphorylation, ubiquitination, sumoylation and ADP ribosylation), and 
expression of non-coding RNAs (including microRNAs). In mammals, 
DNA methylation patterns are established during embryogenesis through 
the coopearation of DNA methyltransferases (DNMTs) and associated 
proteins. DNMT1 is responsible for the maintenance of methylation pat-
terns throughout DNA replication (i.e., specifi c for hemi-methylated se-
quences). DNMT2 may be involved in embryonic stem cells and potential 
RNA methylation. DNMT3A and DNMT3B are involved in active de 
novo DNA methylation at CpG sites. The early developmental period 
is thought to be the most susceptible to epigenetic insults because the 
DNA synthesis rate is high, and the elaborate DNA methylation patterning 
and chromatin organization required for normal tissue development is 
established at this time [5]. 

Epigenetics can infl uence the gene expression profi les of most or-
gans and cell types. Furthermore, epigenetics is an important mechanism 
in the ability of environmental chemicals to infl uence human health 
and disease [6]. Environmental chemicals such as BPA and phthalates 
may play some critical roles in the etiology of many human disease risks 
[5,7,8]. Multiple lines of evidences from in vitro and in vivo models have 
established that epigenetic modifi cations caused by in utero exposure to 
environmental toxicants can induce alterations in gene expression that 
may persist throughout life. Thus, the environmentally induced epigen-
etic changes become increasingly relevant to human health and disease 
[9–11]. 

In the last few years, many investigations have examined the re-
lationships between exposure to environmental chemicals and epigen-
etic effects, and identifi ed several toxicants that modify epigenetic marks. 
Most of these studies conducted so far have focused on DNA methyla-
tion, whereas only a few recent investigations have studied the effects 
of environmental chemicals on histone modifi cations and expression of 
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microRNAs [12]. Here, we review the epigenetic effects, as well as 
toxicogenomics, toxicities and health effects, of environmental toxicants 
BPA and phthalates derived from in vitro models, animal and human 
studies. 

TOXICITIES AND HEALTH EFFECTS OF BISPHENOL A AND 
PHTHALATES

BPA and phthalates have long been known to have weak estrogenic prop-
erties and act as endocrine-disruptors owing to their ability to compete 
with endogenous steroid hormones binding to receptors. BPA was origi-
nally discovered as an artificial estrogen, and its estrogenic effect was 
used to enhance the rapid growth of cattle and poultry. BPA was also 
used for a few years as estrogen replacement for women. Since BPA 
can bind weakly to estrogen receptors ESR1 and ESR2, it is likely to be 
an endocrine disruptor. The impacts of BPA exposure on human health 
has been extensively reviewed and reported by the National Toxicology 
Program-Center for the Evaluation of Risks to Human Reproduction 
[13]. There is extensive literature showing the adverse effects of acute 
exposure of low doses of BPA in experimental animals [14,15]. Epidemi-
ological studies had found associations between blood levels of BPA in 
women and impaired health, including endometrial hyperplasia and obe-
sity [16]. BPA had been shown to have adverse health effects, including 
secondary sexual developmentalchanges and neurobehavioral alterations, 
in fetal through early childhood development [17]. Elevated exposure of 
pregnant women and children is of particular concern because of known 
windows of vulnerability to BPA that put the developing fetus and chil-
dren at higher risk, compared with adults exposed to the same levels of 
BPA [14,18]. 

The impacts of phthalate exposure on human health have also been 
extensively reviewed and reported by the National Toxicology Program-
Center for the Evaluation of Risks to Human Reproduction [19]. There 
is suffi cient evidence in rodents that phthalate exposure causes develop-
mental and reproductive toxicities. In humans, dysmorphic disorders of 
the genital tract, observed in male infants, were signifi cantly associated 
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with prenatal exposure to phthalates [20]. DBP/BBP/MBP were shown 
to have profound effects on the male reproductive development if expo-
sure occurred during the critical periods of sexual differentiation (i.e., 
late in the gestation). The phenotypic alterations observed in male off-
spring rats exposed to DBP/BBP/MBP during the perinatal period had 
remarkable similarities with common humanreproductive disorders, in-
cluding cryptorchidism, hypospadias and low sperm counts [21]. The 
antiandrogenic activities of phthalate mixtures and bisphenol A display 
additive interactions. They show a tendency to synergistic activities at 
high and antagonistic activities at low concentrations [22]. 

Biomonitoring of BPA through human blood and/or urine testing may 
underestimate the total body burden of this potential toxicant. Sweat 
analysis should be considered as an additional method for monitoring 
bioaccumulation of BPA in humans. Induced sweating appears to be a 
potential method for elimination of BPA [23]. 

TOXICOGENOMICS OF BISPHENOL A AND PHTHALATES

In the Comparative Toxicogenomics Database [24], BPA and the five 
most frequently curated phthalates (DEHP/MEHP and DBP/BBP/MBP) 
were found to have 1232 and 265 interactions with unique genes/proteins, 
respectively [25,26]. The GeneGo pathway maps, GeneGo processes, 
GeneGo toxicity networks and GeneGo diseases of the 1232 unique 
genes/proteins interacting with BPA were compared using MetaCore with 
those of the 265 unique genes/proteins interacting with five phthalates. 
BPA and phthalates were found to exhibit similar toxicogenomics, as well 
as adverse effects on human health, owing to their 89 common interact-
ing genes/proteins. All of the top ten GeneGo pathway maps with highest 
probabilities were from the 89 common genes/proteins interacting with 
both BPA and phthalates, while those interacting with either BPA- or 
phthalate-specific genes/proteins had lower and little probabilities. All top 
10 BPA- and phthalate-specific GeneGo processes were similar to those 
of the 89 common genes/proteins. It is of importance that five of the 
top 10 GeneGo toxicity networks predicted by the 89 common genes/
proteins were involved in inflammation, because many chronic human 
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diseases are due to immune and inflammatory dysfunctions [27]. It is also 
of interest that six of the top 10 GeneGo diseases were urogenital, pros-
tatic, male genital, female genital, endometrial, and breast neoplasms. 
The diseases and disorders, as well as molecular and cellular functions, 
and physiological system development and functions, of the 89 common 
genes/proteins interacting with both BPA and phthalates were further 
analyzed using IPA, and cancer, developmental disorder and reproduc-
tive diseases were found to be the top three categories. Finally, these 89 
genes/proteins may serve as biomarkers to assay the toxicities of environ-
mental chemicals BPA and phthalates leached out from the widely used 
plastics. 

EPIGENETIC EFFECTS OF BISPHENOL A AND PHTHALATES

Bisphenol A (BPA) and phthalates (DEHP/MEHP and DBP/BBP/MBP) 
are epigenetically toxic (Figure 1). The epigenetic effect of BPA was 
clearly demonstrated in viable yellow mice [28]. The maternal exposure to 
BPA shifted the coat color distribution of viable yellow mouse offspring 
toward yellow by decreasing CpG methylation in the IAP retrotranspos-
able sequenceinserted upstream of the Agouti gene. Interestingly, this ef-
fect on DNA methylation and the associated change in coat color of the 
exposed animals were prevented by maternal dietary supplementation 
with a source of methyl group such as folic acid or the phytoestrogen ge-
nistein [29]. 

The in utero and neonatal exposure to low doses of bisphenol A (BPA) 
and/or phthalates (DEHP/MEHP and BBP/DBP/MBP) may cause DNA 
hypermethylation/hypomethylation at CpG islands near gene promoter 
regions, histone modifi cations (acetylation, methylation, phosphoryla-
tion, ubiquitination, sumoylation and ADP ribosylation), and expression 
of non-coding RNAs, including microRNAs. These epigenetic marks 
can induce up/down alterations in gene expression that may persist 
throughout a lifetime. These permanent changes will result in adverse 
health effects such as neural and immune disorders, infertility, and late-
onset complex diseases (cancers and diabetes). The transient exposure 



272 Epigenetics and Pathology

to BPA and phthalates of gestating female rats was further shown to be 
a transgenerationally differential DNA methylation of the F3 generation. 

Exposure to endocrine disrupting chemicals such as BPA and phthal-
ates is of particular concern in the context of development. Neonatal 
exposure of rats to BPA resulted in an increased incidence of pros-
tate intraepithelial neoplasia, and the prostate tissues showed consistent 
methylation changes. For example, the phosphodiesterase type 4 variant 4 
(Pde4d4) gene of the rat was found to have hypomethylation in the regula-
tory CpG island and an elevated expression in the adult prostate [30,31]. 
Neonatal exposure of the rat to BPA was also reported to alter the promoter 
methylation and expression of nucleosome binding protein-1 (Nsbp1) and 
hippocalcin-like 1 (Hpcal1) genes [32]. The neonatal exposure to BPA 
was shown to induce hypermethylation of estrogen receptor promoter 
regions in rat testis, indicating methylation mediated epigenetic changes 

FIGURE 1. Epigenetic mechanisms of bisphenol A and phthalates. 
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as one of the possible mechanisms of BPA induced adverse effects on sper-
matogenesis and fertility [33]. 

BPA has been shown to alter the methylation status of the Hoxa10 
gene in mouse in utero exposure model [34]. The in utero BPA treatment 
increased the expression of the developmental homeobox gene Hoxa10 
in the uterus of female offspring at two weeks of age. This change in 
gene expression was associated with signifi cant demethylation of specifi c 
CpG sites in both promoter and intron of the Hoxa10 gene. Genome-
wide effects of BPA on DNA methylation in brain tissue have also 
been investigated. Maternal exposure to BPA was associated with either 
hypo- or hyper-methylation of the promoter-associated CpG islands in 
several loci in the fetal mouse brain [35]. Gene-specifi c changes were 
confi rmed at 13 loci, and changes in DNA methylation state of two genes, 
encoding transport-related proteins, were associated with altered gene 
expression profi les. Exposure of human primary breast epithelial cells to 
low-dose BPA was reported to increase DNA methylation at CpG islands 
of lysosomal-associated membrane protein 3 (LAMP3) gene and repress the 
expression of LAMP3 gene [36]. 

BPA effects on histone modifi cations were found to increase expres-
sion of the histone methyltransferase Enhancer of Zeste Homolog 2 
(EZH2) level in human breast cancer MCF7 cells and mammary glands 
of six-week-old mice exposed to BPA in utero [37]. Both in intro and in 
vivo, these changes were accomplished by an increase in histone H3 tri-
methylation at lysine 27, which is the main histone modifi cation catalyzed 
by EZH2 and is typically associated with gene expression [38]. 

 Concerning microRNAs (miRNAs), BPA exposure of human pla-
cental cell lines has been shown to alter miRNA expression levels, and 
specifi cally, miR-146a was strongly induced by BPA treatment. This 
resulted in both slower proliferation rate and higher sensitivity to the 
DNA damaging agent bleomycin [39]. A mouse sertoli cell line TM4 
exposed to BPA for 24 h was reported to have two-fold up or down-
regulated 37 miRNAs, and most of miRNAs were down-regulated over 
the course of BPA treatment [40]. 

As to phthalates, treatment of human breast cancer MCF7 cells with 
BBP led to the demethylation of estrogen receptor (ESR1) promoter-as-
sociated CpG islands, indicating that altered ESR1 mRNA expression by 
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BBP is related to aberrant DNA methylation in the promoter region of 
the receptor gene [41]. Maternal exposure to DEHP was shown to increase 
DNA methylation and expression levels of DNA methyltransferases in 
mouse testis. Fetal testis was a main target for DEHP as evidenced in 
testicular dysgenesis syndrome due to a reduction in insulin-like hor-
mone 3 (INSL3) expression and testosterone production [42]. 

Molecular mechanisms that underlie the long-lasting effects of BPA 
and phthalates continue to be elucidated, and they likely involve disrup-
tion of epigenetic programming of gene expression during development. 
It will be important to determine whether epigenetic markers in more ac-
cessible tissues correlate with epigenetic markers in target tissues. Many 
studies strongly imply that exposures to endocrine-disrupting chemicals 
(EDCs) may have cumulative adverse effects on future generations, and 
that these effects could be mediated through epigenetic mechanisms [43]. 

Finally, the transient exposure to a plastic mixture (BPA and phthal-
ates) of gestating female rats during the period of embryonic sex deter-
mination was shown to promote early-onset female puberty transgenera-
tionally (F3 generation) and decrease the pool size of ovarian primordial 
follicles. Spermatogenic cell apoptosis was also affected transgeneration-
ally, and differential DNA methylation of the F3 generation sperm pro-
moter regions was found in all exposed lineage males [44]. 

CONCLUSION AND REMARKS

The hypomethylation of the mouse Agouti gene caused by exposure 
to BPA can be prevented by maternal dietary supplementation with a 
source of methyl group [29]. However, it remains to be investigated if 
any bioaccumulation of epigenetic impacts can be reversed/eliminated af-
ter exposure to BPA and phthalates is discontinued. The differential DNA 
methylation was reported to be transgenerational after exposure of ges-
tating female rats to mixture of BPA and phthalate, but the synergistic 
impact of both BPA and phthalate remain to be determined. 

The growing evidence indicates that epigenetics holds substantial 
potential for developing biological markers to predict which chemicals 
would put exposed subjects at risk and which individuals would be more 
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susceptible to developing disease. It is still important to note that the 
mechanisms by which environmental toxicants modulate the epigenetic 
landscape of individual cells are yet to be elucidated in order to better 
understand the biology of epigenetic alterations and the health effects of 
toxic exposures on these disease-associated epigenetic alterations. Better 
defi ned mechanisms will lead to better prediction of the toxic potential 
of environmental chemicals such as BPA and phthalates and allow for 
more targeted and appropriate disease prevention strategies. 

In human studies, the use of laboratory methods with enhanced preci-
sion, sensitivity and coverage will be required, so that epigenetic changes 
can be detected as early as possible and well ahead of disease diagnosis. 
New technologies available now allow for global analysis of epigenetic 
alterations and these may provide insight into the extent and patterns 
of alterations between human normal and diseased tissues. Appropriate 
in vitro models must be considered. In this context, human embryonic 
stem cells may be extremely useful in bettering the understanding of 
epigenetic effects on human development, health and disease, because 
the formation of embryoid bodies in vitro is very similar to the early stage 
of embryogenesis [45,46]. 
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CHAPTER 11

THE INFLUENCE OF DNA SEQUENCE 
ON EPIGENOME-INDUCED 
PATHOLOGIES

RICHARD B. MEAGHER and KRISTOFER J. MÜSSAR

REVIEW

CAUSE-AND-EFFECT AND EPIGENETIC RISK

The inheritance of numerous genetic risk factors for human and plant dis-
eases as well as biotic and abiotic stress susceptibility phenotypes are well 
established       [1-6]. Particular DNA mutations and their mechanistic effect 
on the timing, level, or quality of gene expression produce the risk of dis-
ease. Thus, a clear cause-and-effect relationship is established between the 
inherited aberrant genotype and the risk phenotype (that is, the increased 
chance or certainty of presenting a disease). 

Epigenetics is cited as contributing to the risk of acquiring numerous 
diseases and aberrant phenotypes in human and plant populations based 
primarily on correlations between changes in chromatin structure and 
penetrance of the undesired phenotype     [7-10]. There has been a growing 
suspicion, particularly since the 1980s, that - along with classical genet-
ics - epigenetics is required to explain many complex phenotypes asso-
ciated with disease   [11,12]. The infl uences of age and environment (for 
example, chemicals, heat, nutrition, daylight) on various pathologies and 
the seemingly stochastic penetrance of developmental abnormalities are 
particularly diffi cult to interpret using purely molecular genetic models 
and are more easily explained by considering epigenetic control mecha-
nisms       [13-18]. However, few cause-and-effect relationships have been 
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FIGURE 1. Summary of relationship between epitype and DNA sequence. A. 
Theoretical ground state for a chromatin structure comprised of naked DNA bound to 
two nucleosomes and an unbound upstream DNA region. Every 10 bp the approximately 
2 bp of inward facing surface of the DNA helix has the potential to contact and bind 
nucleosomal histones (for example, yellow ovals numbered 1 to 23 for region surrounding 
one nucleosome, see B). Each nucleosome has the potential to bind 14 such 2 bp regions. 
B. One 10 bp region of the DNA helix with the consensus ((Y)RRRRRYYYYY(R) 
provides a bend for optimal nucleosome binding. Nucleotides that provide strong or weak 
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established that prove that that particular inherited cis-linked chromatin 
structures (epitypes) are in fact useful in predicting the inherited risk of 
acquiring disease phenotypes. Exceptions are the epigenetic silencing 
of the skeletal-muscle ryanodine-receptor gene (RYR1) that causes con-
genital myopathies and the MutL Homolog 1 gene (MLH1) that causes 
increased risk of colorectal or endometrial tumors, which are discussed in 
the following section. 

Inherited risk epitypes should evolve in populations in ways similar to 
the evolution of genotypes  [19]. The problem is that the transgenerational 
inheritance of epigenetic controls is not well understood in any multicel-
lular organism and often diffi cult to prove. This is particularly true in hu-
mans and agricultural crops, where the need for understanding epigenetic 
risk is the greatest         [20-27]. Without knowledge about the molecular basis 
for the transgenerational inheritance or generational reprogramming of 
defi ned epigenetic risk factors that contribute to disease, it is diffi cult to 
design effective targeted therapeutics for humans or to knowledgably alter 
breeding programs for crops that will avoid the onset of a disease pheno-
type      [28-32]. 

nucleosome binding are indicated (S = strong binding to G or C nucleotides, W = weak 
binding to A or T nucleotides, R = purine, Y = pyrimidine, IN identifies the surface facing 
the nucleosome, and OUT the surface facing away from the nucleosome). The strength of 
nucleosome binding and positioning to 147 bp stretches of DNA appears to be determined 
by the sum of affinities for 14 small sequences (yellow ovals, same as in A). C. Double 
stranded (ds) RNAs (for example, siRNA, piRNA, miRNA) program cytosine methylation 
for transgenerational inheritance and somatic inheritance in different tissues, while various 
enzymes remove 5MeC. D. Mutations such as single nucleotide polymorphisms (SNPs, 
red dot) and inserted retrotransposons (RT, red line) may alter nucleosome binding and the 
stochastic movement of nucleosomes. E. Histone variant exchange (HVE) by a subset of 
chromatin remodeling complexes (for example, SWR1) replaces common core histones 
(for example, H2A) with specialized protein sequence variants (for example, H2AZ, 
H2AX). F. A variety of histone post-translational modifications (PTMs) of primarily 
lysine and arginine residues at the N- and C-termini of core histones produce a diverse 
“histone code” for different nucleosomes. G. A large number of chromatin remodeling 
machines (for example, SWI/SNF, INO80) control nucleosome positioning, often moving 
nucleosomes in approximately 10 bp increments. Not shown is that the individual epitypes 
interact with each other to produce complex epitypes. For example, a subset of individuals 
may contain in their genome a retrotransposons that is targeted by small RNAs, which 
cause the hypermethylation or hypomethylation of adjacent sequences and alters gene 
expression (that is, the interaction of C and D). 

Figure 1 continued...
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This study explores the cause-and-effect relationships among geno-
type, epitype and phenotype, where the epitype of a single gene or an en-
tire genome is defi ned as its various cis-linked chromatin structures (Fig-
ure 1 ) [ 19]. Thus, epitype includes - but is not limited to - chromatin domain 
structures, such as large DNA loops, the position of all nucleosomes and 
of subclasses of nucleosomes with particular histone variant compositions 
(for example, H2A or H2AZ or H2AX), DNA cytosine methylation, and 
a myriad of histone post-translational modifi cations (PTMs) [   33-35]. By 
focusing on epitype, we eliminate from consideration several other classes 
of epigenetic controls such as cell-to-cell communication by morphogens 
or the inheritance of cell surface patterning [     36-40]. Addressing these 
other epigenetic controls would distract this discussion from a focus on 
the transgenerational inheritance of chromatin structures. 

A working hypothesis that emerged from a preliminary examination 
of the inheritance and evolution of various epitypes [19] is that “geno-
 type predisposes epitype” for most transgenerationally inherited chro-
matin structures. Only epitypes that are transgenerationally inherited at 
signifi cant frequencies may contribute to the primary cause of inherited 
epigenetic risk. Within this hypothesis, epitype and the machinery that 
alters epitype are modifi ers of the central dogma of molecular biology 
(DNA → RNA → Protein) infl uencing the activity of DNA and RNA, as 
shown in Figure 2A. In addition, we will di scuss how particular DNA and 
RNA sequences strongly infl uence the penetrance of some epitypes and 
resulting phenotypes. By this view transgenerationally inherited epitypes 
are not acting at a higher level than or independent of DNA sequence in 
determining phenotype (for example, RNA and protein expression, dis-
ease phenotype). 

It will be useful at this point to make the distinction between the trans-
generational epigenetic inheritance among parents and offspring and the 
somatic inheritance between mother and daughter cells within developing 
tissues and organs [20,23,26,41-45]. The inheri        tance of epitypes between 
dividing somatic cells, such as the transmission of a histone PTM [46], 
is undoubtedly essenti al to tissue and organ development [47-49] and 
may be subject t   o various environmental infl uences that reveal a pheno-
type [50]; however, inheritance a mong somatic cells need not contribute 
causally to epigenetic inheritance across organismal generations. Again, 
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FIGURE 2. The relationships among genotype, epitype, and phenotype. A. The 
informational relationship and interaction of genotype, epitype and phenotype described 
in the context of the central dogma of molecular genetics. B. A pyramid illustrating the 
likelihood of different classes of epitypes being transgenerationally inherited and ranking 
the relative causal relationships of these epitypes to the risk of an aberrant phenotype. 
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we are interested herein in identifying epitypes that may be the primary 
cause of transgenerationally inherited epigenetic risk of acquiring a dis-
ease phenotype. 

To test this hypothesis our discussion is focused on fi nding evidence 
for gene-specifi c epitypes that supports or rejects cause-and-effect rela-
tionships between genotype, epitype and phenotype. Some of the strongest 
evidence we found, for or against our hypothesis, comes from two differ-
ent research strategies. The fi rst approach (A) examines the penetrance of 
transgenerationally inherited epitypes that are known to activate or silence 
the expression of disease related gene(s), which in turn correlate with on-
set of the aberrant “disease” phenotypes. This direct approach requires 
the measurement of the frequency of the transgenerational inheritance of 
causative epitype(s), the relevant gene expression pattern(s), and the aber-
rant phenotype(s) among related individuals in a population known to be 
at risk. This method is powerful, produces convincing data, and in several 
cases reveals the clear contribution of genotype to epitype. But transgen-
erational measurements are very expensive and time consuming, particu-
larly in the early stages of establishing cause-and-effect relationships to 
human or agricultural diseases. 

The second and less direct approach (B) searches out epitypes that 
are duplicated, as DNA sequences are duplicated, and examines mul-
tiple copies of DNA sequence and epitype that have been evolutionarily 
co-conserved. This approach establishes an unambiguous, and in many 
cases a statistically signifi cant, correlation of a particular epitype with 
highly reiterated DNA sequence motifs, and/or examines the conserva-
tion of an epitype among duplicated gene sequences. With this strategy, 
the evolutionary conservation of epitypes among conserved sequences is 
used as a fi lter to identify epitypes that were transgenerationally inher-
ited [19,51]. In other words, those   epitypes that are widely conserved in 
their sequence position across the genome or may be shown to evolve 
by gene duplication within a gene family have almost certainly been in-
herited through past generations. Again, only epitypes that are transgen-
erationally inherited have the potential to contribute causally to inher-
ited risk. This second approach simplifi es analyses, because the initial 
screening for likely transgenerationally inherited epitypes may be made 
within a single genome and in one generation. Conversely, an epitype 
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that is not inherited after gene duplication is less likely to be closely and 
causally related to phenotype, even if its presence in an allele correlates 
well with the disease phenotype. Hence, epitypes not inherited via DNA 
sequence duplications are likely to be poor predictors of inhereted epi-
genetic risk. The disadvantage of this second genome-centered approach 
is precisely that it is not focused on fi nding associated risk phenotypes 
and during the early stages of analysis we are frequently left with very 
large datasets describing relationships among epitypes and genotypes 
without yet knowing correlated pathologies. 

DIRECT MEASUREMENT OF 
TRANSGENERATIONAL EPIGENETIC INHERITANCE

Only a handful of studies have succeeded in fully demonstrating that 
the transgenerational transmission of an epitype produces changes in 
known target gene expression, which results in a disease or its risk of 
penetrance (that is, a causal relationship between genotype, epitype, and 
risk). Two of the best examples from humans concern chromatin structure 
at the RYR1 and MLH1genes, resulting in muscle myopathies and cancer, 
respectively. However, the complexity of the data on these two systems 
highlights the problems that arise when trying to establish such cause-and-
effect epigenetic relationships, particularly in humans. 

(1) RYR1: Genetic mutations causing a loss of expression 
of RYR1 function are associated with susceptibility to malignant hyper-
thermia and congenital myopathies (for example, central core disease, 
multiminicore disease) [52-54]. However, many individ   uals with core 
myopathy disease are known to be heterozygous for a mutant defec-
tive ryr1 allele [54,55]. The epigenetic silenc  ing of the otherwise func-
tional RYR1 allele appears to account for the loss of functional RYR1 
protein expression. For example, among a sampling of 11 patients with 
the disease, six patients showed tissue-specifi c silencing of the mater-
nally inherited functional RYR1 allele, which apparently resulted from 
cytosine hypermethylation of that allele [56]. Treating skeletal-muscle  
myoblasts cultured from these patients with 5-aza-deoxycytidine, an in-
hibitor of cytosine methylation in newly replicated DNA, reactivates the 
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transcription of the epigenetically silenced, but otherwise functional al-
lele. These data strongly support the view that hypermethylation is the 
primary cause of RYR1 silencing and onset of an epigenetically deter-
mined form of the disease (Figure 2). However, the particular reg ion(s) 
of DNA in which cytosine residues are methylated to cause gene silenc-
ing has not been identifi ed in spite of intense efforts to identify it among 
three CG islands within the gene. This leaves open the possibility that an 
epigenetically controlled transacting factor is the causative agent [56]. 
Thus, for RYR1 there is n ot yet a clear causal link between an aberrant 
genotype, epitype, and the silenced RYR1 gene expression producing the 
disease. 

(2) MLH1: The human MLH1 gene encodes a homologue of the bacte-
rial mismatch DNA repair protein MutL and, hence, MLH1 is classifi ed 
as a tumor suppressor. Hypermethylation of DNA cytosine residues and 
silencing of a particular functional MLH1 alleles (for example, -93 single 
nucleotide polymorphism (SNP)) [57], when paired with a dysfun ctional 
mutant allele of the same gene, correlates with relatively young individuals 
developing tumors of the colorectum or endometrium [27,58]. The tumors 
and tumor-d  erived cell lines from individuals with these hypermethylation 
epimutations fail to express MLH1 protein from this otherwise functional 
allele[59]. The hypermethylation of t he potentially functional MLH1 al-
lele and its transcriptional silencing is found in most organs and tissues of 
individuals who also have hypermethylation of this MLH1 allele in their 
tumors. Hence, one might expect that this heritable epimutation resulted 
from the transgenerational inheritance of this epitype. However, studies of 
the children of these individuals generally show loss of hypermethylation 
and loss of silencing of this MLH1 allele in the fi rst generation of trans-
mission. Out of several individuals examined, only in one case was the 
epitype of hypermethylation and silencing inherited through the male par-
ent to the individual with the disease. The MHL1 silencing phenotype in 
females with colorectal cancer was associated with a particular CG island 
centered at −93 bp from the start of transcription in a particular MHL1 al-
lele containing a SNP, -93 SNP, in this region as illustrated for the more 
general case in Figure 1C,D [57]. While 5-aza-2'-deoxycyt idin e will reac-
tivate the silenced allele in cultured cancer cell lines, demethylation is also 
correlated with a shift in nucleosome position and increased nucleosome 
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density in the promoter region Figure 1A,G [60]. In a very recent study, 
 laser  capture microdissection of the ovarian epithelium from ovarian tu-
mors of cancer patients was used to analyze the cell type specifi c epitype 
and shows that the hypermethylation of MHL1 is an early somatic event in 
the malignant transformation of these cells [61]. Cogent to a theme of this 
art icle is the fact that the MHL1 epitypes of aberrant nucleosome position 
and cytosine methylation appear to be dependent upon the genotype of 
the epigenetically silenced MHL1 allele. Epimutations of other tumor sup-
pressor genes including MSH2, MSH6, PMS2, andBRCA1 have also been 
associated with colorectal cancers, but the cause-and-effect relationships 
with disease are less clear then they are for MHL1 [62]. 

There are considerably more  robust examples of the transgenerational 
epigenetic inheritance from model genetic organisms and wild plants, 
where it is easier to analyze aberrant epitypes and associated phenotypes 
through multiple generations. A few of the best cases with solid supporting 
evidence for a relationship between epitype and phenotype will be sum-
marized. 

(3) AGOUTI: In mice, the secreted AGOUTI peptide functions nor-
mally as a paracrine regulator of pigmentation. However, the dominant 
constitutive expression of the AGOUTI gene also targets changes in the 
hypothalamus and adipose tissues and this aberrant expression causes 
obesity. Hypomethylated, transcriptionally active dominant epialleles of 
the agouti gene may be maternally inherited through meiosis. Variation 
in the penetrance of different active epialleles generates a distribution of 
offspring from abnormal yellow (agouti) obese mice to darker mice with 
normal amounts of fat [63-65]. Several of the best charac   terized hypo-
methylated active and dominant alleles of agouti (Agoutiiapy, Agoutiy, 
Agoutivy) that are associated with a high penetrance of the yellow coat 
color and obesity phenotypes have promoter-containing retrotransposons 
positioned just upstream of the natural Agouti promoter [66,67]. For the 
best-studied allel  es, these altered promoter structures are correlated with 
the hypomethylation ofagouti and constitutive AGOUTI protein expres-
sion. However, a recent detailed examination of the DNA methylation pro-
fi les of active and silent alleles suggest that hypomethylation alone may 
not fully account for the complex ectopic expression of Agouti [18]. None-
theless, the Agouti examp les give reasonable support for the hypothesis 
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(Figure 1C,D) that genotype predisposes epit ype and aberrant phenotype. 
It would not be surprising to fi nd a shift in promoter nucleosome position 
resulting from the various retrotransposon insertions contributing to the 
causative epitype. 

(4) AXIN1-FUSED: Axin1 is an inhibitor of Wnt (a hybrid of the 
names for Wingless andIntegration1) signaling that regulates embryonic 
axis formation in deuterostome animals. In mice, Axin1 is the product 
of the mouse Fused locus. Some murine alleles of Axin1-fused (Ax-
in1Fu) show variable and stochastic expression levels, where high ex-
pression of a hypomethylated allele correlates with an abnormal kinked 
tail. Highly penetrant Axin1Fu alleles contain an upstream retrotranspo-
son or retrotransposon-mediated DNA rearrangement that alters chroma-
tin structure and contributes to dominant transcript expression [68,69]. 
An active, highly penetrant   mutant allele may be inherited maternally or 
paternally for multiple generations. Both cytosine hypomethylation and 
histone acetylation patterns are reported to correlate with increased Ax-
in1Fu expression and risk of abnormal tail development [70-72]. The 
causal relationships be   tween genotype, the DNA methylation epitype, 
gene expression, and the kinked tail phenotype are supported by the fact 
that methyl donor dietary supplementation of the mothers, a treatment 
known to increase DNA methylation, reduced Axin1Fu expression and 
halved the incidence of kinked tails. Conversely, treatment of mice with 
the histone hyperacetylation agent Trichostatin A increased Axin1Fu ex-
pression and the frequency of a kinked tail phenotype [72]. This same 
recent study examini ng the chromatin from blastocyst stage heterozy-
gous Axin1Fu/+ embryos shows that dimethylation of lysine-4 on his-
tone H3 (H3K4Me2) as well as acetylation of lysine-9 on histone H3 
(H3K9Ac) correlate with penetrant alleles [72]. By contrast, there was 
no corr elation of blastocyst stage cytosine methylation with penetrant 
alleles. However, both the drug treatments and studies of development 
after the blastocyst stage only prove the importance of somatic epi-
genetic inheritance during tail development. Again, it is reasonable to 
propose that the presence of retrotransposon-mediated changes in DNA 
sequence, which are present in all the aberrantly expressed Axin1Fu al-
leles, is the primary cause of the transgenerational inheritance of epi-
genetic risk. A shift in nucleosome position in penetrant alleles could 
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affect downstream cytosine methylation and histone PTM, resulting in 
higher Axin1Fu gene expression and the kinked tail phenotype. By this 
view, genotype determines the nucleosomal epitype, which produces 
other aberrant hypomethylation and histone PTM epitypes, leading to 
increased gene expression and the novel kinked tail phenotype (Figure 1, 
Figure 2A). 

(5) CNR: The tomato  colorless n on-ripening gene CNR encodes a 
homolog of the animalSQUAMOSA promoter binding protein (SPB box 
protein). CNR is essential to normal carotenoid biosynthesis and fruit rip-
ening in the tomato and provides one of the best examples of a stable 
transgenerationally inherited epitype producing an abnormal phenotype. 
The natural epialleles ofCNR in the tomato Lycopersicon esculentum con-
tain 18 methylated cytosine residues (5MeCG or 5MeCHG, where H is 
C, A, or T) in a 286 bp contiguous region [73]. Hypermethylation of this 
region a nd silencing of the CNR gene leads to colorless tomatoes low in 
carotenoids (Figure 1C). Because the phenotype is relatively  stable, these 
epialleles were originally mistaken as mutant alleles. The silenced cnr epi-
allele and active wild type CNR gene do not have any encoded DNA 
sequence differences for thousands of base pairs within or fl anking this 
hypermethylated region. Thus, while there is no mutational basis for the 
change in epitype, the CNR gene is potentiated for a stochastic DNA meth-
ylation event, because it contains such a large number of strategically po-
sitioned cytosine residues in its sequence. While this example supports a 
link between the CNRgene sequence, epitype, and risk phenotype, there 
does not appear to be a particular genotype that predisposes the cytosine 
hypermethylation epitype. The signifi cant question becomes, once the ab-
errant epitype is established, how is this hypermethylation epitype stably 
inherited through the germ line?

(6) CYCLOIDEA: The perennial plant in which CYCLOIDEA was fi rst 
identifi ed, Linaria vulgaris(Toadfl ax, Butter and Eggs), normally produces 
yellow and orange asymmetric fl owers composed of three petals of dif-
ferent morphologies. “Mutant” plants are found in wild populations with 
aberrant abnormally symmetrical “peloric” fl owers that are comprised of 
fi ve evenly arrayed petals of similar morphology. Plants with these aber-
rant fl owers were fi rst characterized by Carl Linnaeus 260 years ago and 
collected as herbarium specimens [74]. The peloric fl oral phenotype is 
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produce d by the hypermethylation and transcriptional silencing of the 
gene encoding a transcription factor CYCLOIDEA (CYC) [75]. Inheri-
tance of the recessive peloric fl  oral phenotype and silenced cyc epialalele 
is relatively stable, follows Mendelian segregation and, hence, appeared 
upon initial investigation to be a normal mutant allele. However, gene si-
lencing always maps to a DNA polymorphic cyc308G allele with a single 
nucleotide polymorphism in an unmethylated region 308 nt downstream 
of the stop codon and never to the more common wild type CYC308A al-
lele. Peloric individuals are homozygous recessive for the cyc308G allele 
with both copies being hypermethylated and completely silenced for RNA 
expression. Thus, it is reasonable to conclude that genotype predisposes 
epitype, gene silencing, and the peloric phenotype (Figure 1C,D). 

(7) Histone H3K4Me2 demethylase erase s epigenetic memory in each 
generation: A number of histone PTMs such as H3K4Me2 are acquired 
during transcription and are associated with active genes [76]. These 
epigenetic marks are removed at di fferent stages in development by an 
H3K4Me2 demethylase, known as LSD1 in humans and SPR-5 in Cae-
norhabditis elegans(Figure 1F). Removal of the H3K4Me2 epitype prior 
to me iosis by SPR-5 in Caenorhabditis elegansis essential for maintaining 
an immortal germline [77,78]. Within two-dozen generations of worms 
  acquiring the recessive null genotype these spr-5 mutants have a brood 
size several-fold lower than wild type, with 70% of the worms being fully 
sterile. Homologs of LSD1 (SPR-5) are found throughout the four eukary-
otic kingdoms and a number of these genes are known to be essential for 
normal organismal development [79-81]. The unmodifi ed H3K4 epitype is 
essenti   al and retention of the histone PTM causes aberrant development. 
However, there is as yet little evidence that this particular histone PTM 
epitype is normally preserved through meiosis or that genotype plays any 
role in determining the H3K4Me2 epitype at any particular locus. 

(8) Inheritance of quantitative epigenetic trait loci. Two separate ge-
nome-wide epigenetic studies demonstrate that multi-generational inheri-
tance of complex traits such as fl owering-time, plant height, biomass, and 
bacterial pathogen resistance behave as quantitative epigenetic trait loci 
inArabidopsis thaliana [22,82,83]. These studies used two independentl   y 
derived sets of recombinant inbred lines (RILs), where one of the found-
ing parents was a recessive null for one of two known genes necessary for 
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DNA cytosine methylation. For example, one study begins with a fourth 
generation plant homozygous defective ddm1/ddm1 that is highly com-
promised in a number of phenotypic traits due to DNA hypomethylation. 
DECREASED DNA METHYLATION1(DDM1) is a Swi2/Snf2-like DNA-
dependent ATPase chromatin remodeler required for most DNA cytosine 
methylation. The ddm1/ddm1 line was backcrossed to wild type, and 
this heterozygous F1 ddm1/DDM1 was backcrossed to wild type again 
and screened to obtain hundreds of separate DDM1/DDM1 lines. These 
lines were selfed to establish hundreds of epiallelic recombinant inbred 
plant lines (epiRILs) [22]. For several generations, approximately 30 % of 
the DDM1/DDM1 epiRILs displayed aberrant morphological phenotypes 
affecting fl owering time and plant height, among other phenotypes. They 
assayed 22 epiRILs for the methylation of 11 candidate genes that are 
normally cytosine hypermethylated, but are hypomethylated in ddm1. Six 
alleles showed partial remethylation and fi ve alleles were completely re-
methylated producing the identical complex epitype for this later gene set 
to wild type. Control genes that were previously unmethylated remained 
unmethylated. 

In one particular example, Johannes and colleagues [22] followed 
the methylation sensitive FWAgene , for which the ectopic expression of 
the hypomethylated epiallele in ddm1 parental plants produces strong 
late fl owering phenotypes [84]. All of the 22 randomly selected epiRILs 
w ere now normally methylated at FWA and fl owered at normal times. 
However, when they examined three extremely late fl owering lines from 
among the population of hundreds of epiRILs (that is, plants that fl owered 
after more than 48 days versus 33 days to fl owering in wild type) these 
epiRILs were almost completely hypomethylated at FWA and expressed 
high levels of FWA transcripts, accounting for their phenotype. Hence, out 
of hundreds, only a few of the epiRILs escaped from the remethylation 
of FWA, when DDM1 was restored. 

In summary, aberrant DNA methylation epitypes at many loci and the 
resulting changes in downstream molecular and developmental pheno-
types appear to be transgenerationally inherited. Most genes regain wild 
type methylation patterns and phenotypes within a few generations and the 
restoration appears to be sequence specifi c. Hence, the genetic machinery 
necessary for the de novo remethylation of these completely unmethylated 
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loci is encoded in the Arabidopsis genome and remethylation did not re-
quire hemi-methylated DNA templates to be newly inherited. These data 
suggest that genotype predisposes this global cytosine methylation epi-
type. 

(9) Reprogramming of DNA cytosine methylation by double stranded 
dsRNAs. The 5´-methylation of DNA cytosine residues occurs in three 
sequence contexts: 5MeCG, 5MeCHG and 5MeCHH (Figure 1C). A 
number of DNA methyl-transferases (DMTs) are  known to methylate 
DNA cytosine in the 5´ position. DMT1 effi ciently propagates hemi-
methylated symmetrical CG sequences and, hence, the somatic inheri-
tance of islands of 5MeCG hypermethylation that may lead to gene si-
lencing is not hard to explain. However, DNA methylation of all types 
is predominantly erased (that is, 80 to 90% loss of methylation) in germ 
line cells in the embryos of both plants and animals [85-87]. Hence, the 
reprogramming of CG, CHG, and CH   H methylation and a mechanism for 
transgenerational inheritance of these epitypes has been of intense inter-
est in recent years[88,89]. To simplify the discussion of the gene-spec  ifi c 
DNA cytosine remethylation and subsequent inheritance of methylation, 
Richards [90] introduced three working categories: obligate,  facilitative, 
and pure DNA methylation. 

Epialleles in heterochromatic DNA that display obligate DNA cytosine 
methylation always remain methylated due to the presence of large num-
bers of transposable elements in various orientations producing dsRNA 
that promote a strong RNA interference response and adjacent target gene 
remethylation [91]. Genes within or closely adjacent to the centro mer are 
good examples of obligate epialleles. Axin1Fu and AgoutiAy are typical 
examples of facilitative epialleles, because the presence of an upstream 
change in DNA sequence facilitates a seemingly stochastic epigenetic 
variation in methylation and phenotype. Because the wild type loci for 
these alleles lack an altered promoter element there is seldom any varia-
tion in the cytosine methylation epitype at the wild type loci. Pure epial-
leles are defi ned as those showing variation in cytosine methylation with-
out a known genotypic cause and appear to be examples of de novo DNA 
cytosine methylation. If pure epialleles are truly independent of genotype, 
then they stand as strong evidence against our hypothesis. The well stud-
ied hypermethylation and silencing of wild-type CNR and RYR1 alleles 
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fi t the defi nition of pure epialelles. Schmitz and colleagues [92] exam-
ined the complete methylome of 100 Arabidop sis lines propagated for 30 
generations by single seed descent from a single parent. They observed 
that CG ↔ 5MeGC single methylation polymorphisms (SMPs) occurred 
at a 10,000-fold increased frequency per generation over the DNA base 
mutation rate, which they also measured (Figure 1D). While CG SMPs 
occurred primarily within gene bodi es, large numbers of CHG and CHH 
SMPs occurred in fl anking regions. Thus, novel inherited SMPs are gener-
ated at high frequencies and, if this remethylation is independent of DNA 
sequence, then pure epialleles are common. 

One relevant question for this discussion is the following: are ostensi-
bly pure epialleles truly independent of genotype, or are they simply facili-
tative epialleles for which we have not yet identifi ed the associated cis- or 
trans-acting genes making dsRNAs that program inherited CG, CHG and 
CHH methylation epitypes? There is recent evidence supporting the latter 
interpretation that we now summarize. 

Despite being generated through slightly different mechanisms, many 
classes of small RNAs (for example, siRNA, miRNA, piRNA) are known 
to template the remethylation of cytosine in different sequence-specifi c 
contexts (Figure 1C) for the transgenerational inheritance of gene silen c-
ing and or activation [89,93]. This general mechanism for reprogramming 
using   different classes of small RNAs appears ancient in that it is found in 
all four eukaryotic kingdoms. These RNAs facilitate the remethylation of 
appropriate CG, GHG, and CHH sequences. But these data began to raise 
the question: does remethylation occur on a global genome-wide scale? 
To address the scope of remethylation, Teixeira and colleagues [94] exam-
ined the remethylation of numerous transposabl e element loci in DDM1/
DDM1 epiRIL plants that had descended from an essentially unmeth-
ylatedddm1/ddm1 plant backcrossed to wild type. Those loci that were 
remethylated after a few generations in the epiRILs contained cytosine 
rich gene sequences that were highly complementary to the sequence of 
siRNAs. Those loci with similar cytosine rich composition for which they 
could not identify complementary siRNAs remained hypomethylated. siR-
NAs attract RNA interference (RNAi) and DNA methylation machinery 
to complementary DNA sequences and thereby template sequence-related 
DNA methylation [95]. This shows that RNAi mechanisms are essential 
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for  the proper remethylation of much of the Arabidopsis genome. These 
and other data make it clear that, for a large number of repetitive elements 
in yeast, plants, and animals, the matching genotypes of structural genes 
and small RNAs predict a cytosine methylation phenotype. However, the 
study of Teixeira and colleagues [94] raises further questions about the 
biology, regula tion, and timing of cytosine remethylation for both trans-
generational and somatically inherited epitypes. Recent evidence suggests 
that in both plants and animals “nurse cells” may transfer hundreds of 
undefi ned small RNAs to adjacent egg or sperm germ cells to reprogram 
cytosine methylation [88,89,93]. For example, in mice in which 80% to 
90% of t   he germline DNA methylation is erased for single copy genes at 
approximately day 11. 5 of embryo development (E11. 5). Remethylation 
of sperm DNA occurs in the embryo at approximately E16. 5 and is sig-
nifi cantly directed by populations of 24 to 30 nt long piRNAs produced 
in adjacent cells in the pro-spermatogonia [96-98]. The identities of most 
of the plant and animal sm   all RNAs transferred to developing germ cells 
are not yet known, but there is the real potential that large populations 
of RNAs may account for most transgenerational remethylation and per-
haps even the apparent de novo methylation described by Schmitz and 
colleagues [92]. Appropriately positioned target sequences in these e pial-
leles and thousands of expressed small RNAs would have to be inherited 
together for genotype to predispose the transgenerational inheritance of 
the global DNA methylation epitype. 

(10) Reprogramming epitype during somatic cell nuclear transfer. In 
most of the above examples, genotype determines the likelihood, but not 
the certainty, of particular epitypes and phenotypes being displayed, be-
cause the same DNA sequence may be fl exibly reprogrammed into many 
different chromatin conformations. It is fundamental to epigenetics that 
as cell types differentiate the same DNA sequence may display multiple 
epitypes and some epitypes may be more or less stable than others. An 
interesting example of a variety of epitypes descending from one geno-
type comes from research using somatic cell nuclear transfer (SCNT) to 
produce identical or genetically modifi ed laboratory and farm animals. 
SCNT is achieved by transplanting a somatic cell nucleus into a func-
tional embryonic cell capable of forming a viable organism. This tech-
nology has met with modest success, generating cloned mice, rabbits, 



The Influence of DNA Sequence on Epigenome-Induced Pathologies 295

pigs, sheep, cows and more, but the effi ciency of obtaining viable healthy 
offspring is low. Even if genetically modifi ed embryos are established in 
surrogate mothers, developmental abnormalities and spontaneous abor-
tions are common. A major limitation to obtaining relatively normal full-
term development appears to be variations in epigenetic reprogramming 
of the transplanted nucleus [99-102]. The fi eld of regenerative medicine 
faces similar     problems with epigenetic reprogramming when trying to 
establish genetically altered lines of induced pluripotent stem cells by 
SCNT - for example, by transferring a somatic cell nucleus into an oo-
cyte [103,104]. Without prior knowledge of the successes in pro  ducing 
cloned animals by SCNT, one would not necessarily expect that the new 
nuclear environment should correctly reprogram the donated nucleus. A 
known source of the reprogramming problem in the animal cloning fi eld 
is that the transferred nucleus frequently loses a signifi cant fraction of its 
DNA cytosine methylation and nucleosomal histone side chain methyla-
tion and acetylation relative to the more modifi ed epitype of nuclei in 
native embryonic cells (Figure 1C,F) [105-109]. However, the surprising 
fact remains that  some r     elatively healthy animals resembling the nuclear 
donor are obtained via SCNT and that genetic and epigenetic totipo-
tency of the donor nucleus is re-established in the viable offspring. For 
appropriate reprogramming to take place on a genome-wide scale the 
donor DNA sequence must have the capacity to interact with the em-
bryonic cellular environment and determine, albeit at low frequency, an 
epitype(s) compatible with full-term development. These results support 
the idea that during SCNT the donated DNA sequence predisposes much 
of its own epigenetic reprogramming. 

EVOLUTIONARY CO-CONSERVATION OF DNA 
SEQUENCE AND CHROMATIN STRUCTURE FILTERS OUT 
TRANSGENERATIONALLY INHERITED EPITYPES

If genotype pedisposes epitype then a reasonable corollary is that some 
transgenerationally inherited chromatin structures should align with par-
ticular DNA sequence motifs and be passed on to duplicate gene copies. In 
this model, the range of possible epitypes for a sequence would evolve by 
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gene duplication and mutation in parallel with genotype [19,51]. Rapidly 
evolving epitypes might only be conserved   and identifiable among very 
recently duplicated genes examined among a limited number of related 
cell types or when examined statistically in comparisons of large numbers 
of aligned sequences, while slowly evolving highly conserved epitypes 
might be found among anciently duplicated genes and descended from a 
common ancestral protist sequence. 

(1) Short DNA sequence repeats such as RRRRRYYYYY determine 
the bending and positioning of DNA around the nucleosome. More than 
30 years ago, Trifonov and his colleagues [110,111] presented the case 
that gene sequence is fundament  ally important to nucleosome position-
ing. He argued that the necessary high degree of bending of DNA as it 
wraps twice around and binds the nucleosome would be favored by par-
ticular 10. 5 bp repeat sequences of approximately 5 purines (R) followed 
by 5 pyrimidines (Y) (RRRRRYYYYY) (Figure 1B), or the inverse of this 
sequence,YYYYYRRRRR. He also found  a good correlation for 10 bp rep-
etitions of the dinucleotides GG, TA, TG, and TT in the modest compila-
tion of 30,000 bp of DNA sequence from different eukaryotes available 
at that time. a Within the 10 bp motif these dinucleotides were proposed 
to help position nucleosomes. The statistical concept was a bit counter-
intuitive and slow to gain acceptance, because it was hard to reconcile 
the functional demands of sequences encoding proteins and regulatory 
regions with the proposed special sequence demands of nucleosome in-
teraction. Recently, with access to nearly unlimited numbers of nucleo-
some-delimited 147 bp DNA sequence fragments and more advanced 
computational methods, it has become very clear that 14 repetitions of the 
10. 5 bp repeat sequences Y-RRRRRYYYYY-R or R-YYYYYRRRRR-Y are 
statistically favored for nucleosome positioning. Regional differences in 
GC compositions in the genome favor particularly skewed repeats such 
as T-AAAAATTTTT-A or C-GGGGGCCCCC-G [112,113]. These consen-
sus sequences are based on a statistical arg  ument, and at the genome level 
any one dinucleotide such as AA or GG is seldom found in a particular 
position in the 147 bp repeat more than 30% of the time [114]. Because 
the inward facing helix of any one 147 bp of nucleoso mal DNA fragment 
has 14 chances to contact the core of nucleosomal proteins, this mecha-
nism requires only several correctly positioned dinucleotides contacting 
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the nucleosome to give sequence specifi city to nucleosome positioning. 
Hence, there is in fact little confl ict with conserved coding and regulatory 
sequences and the sequence constraints of nucleosome positioning. Fur-
thermore, the most common classes of ATP-dependent chromatin remod-
eling machines, switch/sucrose nonfermentable (SWI/SNF) and imitation 
switch (ISW)2, move DNA in approximately 9 to 11 bp increments over 
the surface of a nucleosome, consistent with the importance of 10. 5 bp 
repeats in nucleosome binding [115]. These data strongly support a model 
where genotype predisposes p ossible nucleosome position epitypes. More 
particular support for this argument comes from examining the sequences 
for subsets of the nucleosomal DNA population binding nucleosomes con-
taining histone variants H2AZ and CENH3. 

(2a) The geneome-wide positioning of H2AZ nucleosomes. The his-
tone variant H2AZ and likely other histone variants are inserted into as-
sembled nucleosomes by histone variant exchange complexes (HVE) such 
as SWR1 (Figure 1E). Albert and colleagues [116] precisely aligned the 
sequences of thou sands of 147 bp yeast nucle osomal DNA fragments en-
riched for histone variant H2AZ. Their data show conclusively that H2AZ 
nucleosome positioning on a genome-wide scale is strongly infl uenced 
by dinucleotide repeat patterns spaced 10 bp apart in the DNA sequence 
(Figure 1A,B). In particular, GC-rich dinucleotides are on the inside as 
the DNA he lix wraps around the nucleosomal protein core, and AT-rich 
dinucleotides are on the outside. The preference for these nucleotide pairs 
at each of their 14 possible positions within any 147 bp nucleosomal frag-
ment is only about 2 to 9%, and therefore any single nucleosomal frag-
ment sequence is likely to vary signifi cantly from the statistical consensus. 
However, it is clear that the H2AZ nucleosome position is determined 
by the overall pattern in the DNA sequence and, hence, H2AZ nucleo-
some position will be conserved following gene duplication. Similar re-
sults were obtained for genome-wide positioning of all nucleosomes from 
humans and Arabidopsis [117] and subsets of human nucleosomes specifi c 
to certain classes of genes  [118]. In the total 147 bp nucleosomal fraction 
from Arabidopsis and humans,  an AT-rich dinucleotide repeat is spaced 
every 10 bp and out of phase by 5 bp with a GC-rich dinucleotide repeat. 

(2b) Further support for the concept that DNA sequence positions 
H2AZ nucleosomes comes from a comparison of duplicated genes in 
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Arabidopsis. A single peak of H2AZ enriched nucleosome(s) is found at 
the 5´ end of nearly half of all plant, animal, and fungal genes that have 
been examined [116,119-121]. In Arabidopsis, three related MADS box 
genes that regulate fl ower    ing time require normal H2AZ for full expres-
sion. In wild-type cells, all three MADS box genes show a striking bimodal 
distribution of H2AZ deposition, with peaks of H2AZ histone-containing 
nucleosomes at their 5´ and 3´ ends [122]. This pattern is quite distinct 
from the single 5´ spike of H2AZ observed fo r other MADS genes in 
humans, Arabidopsis, and yeast. These three genes are estimated to have 
diverged from a common gene ancestry in the eudicot plant lineage in the 
last 100 million years and stand alone in their own distinct clade, among 
more than 100 other MADS box genes in Arabidopsis that do not have 
a bimodal distribution of H2AZ nucleosomes. These data are consistent 
with the bimodal distribution of H2AZ being inherited following gene se-
quence duplication from an ancestral MADS gene [19]. 

(3) The genome-wide positioning of CENH3 centromeric nucleosomes. 
Recent ex perimental evidence demonstrates that CENH3 enriched cen-
tromeric nucleosome positions are determined by DNA sequence. Animal 
and plant centromeres are composed of a diverse variety of retroelements 
and repetitive satellites that generally appear unrelated in their DNA se-
quences. Numerous earlier studies of centromere and neocentromere se-
quences concluded that a distinct conserved DNA sequence was not es-
sential to centromere activity. However, a very recent analysis of 100,000 
centromeric histone CENH3 enriched nucleosomal DNA fragments from 
maize suggests that a 10 bp repeat of AA or TT dinucleotides contributes 
to determining the positioning of centromeric nucleosomes [123]. The 
CENH3 nucleosome specifi c sequence was not revealed until the 147 bp 
micr ococcal nuclease protected DNA sequences were precisely aligned. 
The preference for AA or TT nucleotide pairs at each of the 14 positions 
within a typical 147 bp nucleosomal fragment was statistically signifi cant. 
The likelihood of fi nding one of these dinucleotide pairs at any of the 
potential contact points ranges from 13% to 60% above the frequency 
at which other dinucleotides are found. Thus, CENH3 enriched nucleo-
somes are positioned by a variation on what is shown in Figure 1B, where 
the inward facing DNA base pairs that bind are generally AA or TT and 
would b e classifi ed as weak binding. This would indicate that any single 
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centromeric nucleosomal sequence may vary signifi cantly from the statis-
tical consensus for these nucleotide pairs. In this way, a subset of retroele-
ments that are seemingly unrelated in sequence using standard sequence 
alignment methods may contain suitable sequence repeats that position 
centromeric nucleosomes. The human and Arabidopsis genomes each en-
code more than a dozen histone protein sequence variants for each of three 
classes of histones, H2A, H2B, and H3. Within each class a few subclass 
variants are easily identifi ed as predating the divergence of plants, ani-
mals, and fungi from their more recent protist ancestors. Thus, it is reason-
able to speculate that distinct DNA sequence patterns evolved in concert 
with each histone variant subclass to provide complex patterns of nucleo-
some positioning. If true, then DNA sequence would be responsible for the 
transgenerational positioning of most classes of nucleosomes. 

(4) Cytosine methylation in the human plasminogen gene family. In an 
attempt to show that epitypes and associated phenotypes can evolve by 
gene duplication and divergence, Cortese and colleagues [51] compared 
promoter CG methylation patterns among the four duplicated gene mem-
bers o f the approximately 35-million-year-old human plasminogen (PLG) 
precursor gene family, encoding blood-clotting factors found only in homi-
nids. Cytosine DNA methylation patterns are well conserved among seven 
CG sites located −171 to −378 nucleotides upstream from the start of tran-
scription within all four PLG gene promoters (similar to Figure 1A,C). In 
liver, where transcripts for all four genes are expressed, one allelic copy 
of e ach gene pair is almost completely unmethylated at all seven sites. In 
heart muscle and in skeletal muscle, where the four PLG genes are turned 
off, nearly 100% of the seven sites are fully cytosine methylated on both 
alleles for all four genes. In other words, promoter cytosine methylation 
silences all gene copies in the two nonexpressing tissues examined, while 
hypomethylation of one copy of eachPLG gene activates their expression 
in liver. The PLG data support the generational inheritance and conserva-
tion of the cytosine methylation epitype following gene duplication for re-
cently duplicated genes that are co-expressed. Cortese and colleagues [51] 
also compared promoter CG methylation patterns among several members 
of the much olde r human T Box (TBX) gene family in which the most gene 
duplications date back 300 to 600 million years. No evidence was obtained 
for conserved CG methylation patterns among any pair-wise comparison 
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of TBX genes. Perhaps because the TBX genes are differentially expressed 
and the divergence events between genes are much more ancient, the lack 
of conserved CG methylation patterns is to be expected. 

(5) Histone side chain modifi cations in human segmental sequence 
duplications. Barski and colleagues [124] published a ground-breaking 
genome-wide study on sequence specifi c location of 23 hi stone PTMs and 
a few other epitypes in purifi ed human CD4+ T cells. From this dataset, 
Zheng [125] examined 14 distinct patterns of histone PTM in nucleo-
somes from 1,646 relatively re cent (that is, less than approximately 25 
million-year-old) segmental chromosome duplications (SDs). They found 
no signifi cant evidence for the inheritance of these histone modifi cations 
between the original and derived loci. Specifi cally, the duplicated copy 
did not inherit the parental pattern of histone side chain methylation or 
acetylation (Figure 1F). Moreover, inheritance appears to be distinctly 
asymmetric for some of the modifi cation s, such that there is a strong sta-
tistical bias toward histone methylation of one gene copy for each SD and 
not the other copy, beyond what might have occurred at random. Many 
of the asymmetrical histone modifi cations correlate with gene activation 
and repression, suggesting that active genes in the parent sequence are si-
lenced in the duplicated loci, and visa versa. These data imply that histone 
PTM epitypes may not be the direct transgenerationally inherited “cause” 
of the phenotypes with which they are associated. Thus, these data on 
histone PTM epitypes at SDs do not support our working hypothesis. If 
these results are supported by more experimental studies, it will not mean 
that histone modifi cations are not useful epitypes for predicting risk, but 
that they may be further from the inherited cause of epigenome-induced 
pathologies than other epitypes such as nucleosome position and cytosine 
methylation. Histone PTMs are indeed important to somatic inheritance 
and development [46,126]. 

(6) Nucleosome positioning and H3K4Me2 modifi cations in the HOXD 
cluster. There a  re six genes at the HOXD gene cluster (that is, HOXD13, 11, 
9, 8, 4, 3) covering approximately 100,000 bp on human Chromosome 2. 
In human sperm, there are one or two spikes of general nucleosome occu-
pancy and H3K4Me2-enriched nucleosome occupancy within each of the 
promoters of these genes, whereas the approximate 100,000 bp of 5´ fl ank-
ing region is relatively free of nucleosomes [127] (Figure 1A,F). Because 
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nucleosome positioning was performed using microarrays, the sequenc e 
specifi city o f H3K4Me2-enriched nucleosomes among these HOXDpro-
moters cannot be determined from these data or compared to the results 
from Barski and colleagues [124] who did not fi nd sequence specifi city 
for histone H3K4Me2-enriched nucleosome binding. Thes e results show-
ing the conserved positioning of nucleosomes in HOXD promoters in hu-
man sperm are similar to those for H2AZ-enriched nucleosomes among 
the FLC-related MADSgenes in Arabidopsis shoot tissue [122]. 

(7) Higher-order chromatin structures. Genes and regulatory sequences 
that are narrowly  or widely spaced on a chromosome may interact produc-
tively through higher order chromatin structures such as solenoids, small 
and giant loops, and minibands [128-130]. For example, small concat-
enated DNA loops may be formed by re-association of the singl   e strands 
of the poly (CA)-poly (TG) microsatellite at their base [131]. These small 
loops appear to impact the control of gene expression via binding to HMG-
box p roteins [131,132]. There is mounting evidence that interactions of 
distant intra- and inter-chromosomal d  omains provide epigenetic mecha-
nisms to maintain specialized gene expression states [133-135]. Hence, 
the potential exists that higher order structures contribute to epigenetic 
cont   rol and are determined in part by DNA sequence. 

SUMMARY FROM DIRECT AND 
INDIRECT ANALYSES OF EPIGENETIC INHERITANCE

An examination of several examples of the direct transgenerational in-
heritance of epitype and the epitypes of duplicated and/or conserved 
DNA sequences revealed the complexities of determining cause-and-
effect relationships among genotype, epitype and phenotype. However, 
in balance, there are robust experimental data supporting the hypothesis 
that “genotype predisposes epitype,” for some epitypes. In particular, it 
is becoming clear that a large fraction of, if not all, cytosine methylation 
is determined by gene sequence and the presence of paired sequence-
specific complementary small RNAs that direct their transgenerational 
remethylation. Similarly, based on the sequences of H2AZ and CENH3 
enriched nucleosomal fragments, nucleosome position appears strongly 
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influenced by DNA sequence (Figure 1A,B,C). However, there is little 
evidence suggesting that DNA sequence determines the position of a ny 
of more than 20 different classes of histone PTM enriched nucleosomes 
(Figure 1F). 

Based on this analysis, it is worth ranking the utility of various 
classes of epitype in estim ating epigenetic risk. A risk pyramid linking 
the relationships of genotype and epitype with epigenetic risk pheno-
type is shown in Figure 2B. DNA sequence is placed at the apex, as the 
primary cause of inhereted epigenetic risk. This is fol lowed by nucleo-
some position that appears to be directly dependent upon 10 bp repeats in 
DNA sequence and DNA cytosine methylation that is highly dependent 
upon cis-acting CG, CHG, and CHH sequences in the target gene and the 
sequence of trans-acting small RNAs. However, while histone PTM may 
be strongly correlated with epigenetically controlled phenotype, there is 
no evidence that any histone PTM is causal to transgenerationally in-
herited risk. Histone PTM epitypes may represent the effect of other 
epigenetic and genetic controls and may be principally important to so-
matic inheritance of epigenetic controls. The clear relationship between 
novel genotypes and many of the most robustly characterized inherited 
epitypes of nucleosome position and cytosine methylation is a recur-
rent theme in the literature of the most thoroughly studied genes un-
der epigenetic control. This suggests that human and animal therapeutic 
treatments or plant and animal genetic breeding strategies that address 
harmful meiotically inherited epitypes should consider the possibility 
that there are genotypic causes predisposing these epitypes. If, for ex-
ample, the environment of a developing somatic tissue (for example, 
obesity, stress, nutrients) is infl uencing RNA sequence directed cytosine 
remethylation and gene silencing, drugs targeting downstream histone 
PTM epitypes of that gene may be less effective than ones addressing re-
methylation. Strategies directed at controlling gene expression by alter-
ing histone PTM epitypes may be useful if they target the gene or genes 
producing the disease’s phenotype. Finally, the undeniable infl uence of 
genotype on epigenetic controls leading to deleterious phenotypes has 
to be taken into account in a consideration of epigenetic risk, even if it 
confounds many current, working defi nitions of epigenetics. 
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DEFINING EPIGENETICS

We’ve summarized direct and indirect evidence that genotype predisposes 
epitype and that epigenetic controls are strongly influenced by DNA and 
RNA sequences (Figures 1 and 2). Our hypothesis and these supporting 
data may be viewed as contrary to some of the widely stated  precep ts 
of epigenetics. For example, Riggs and colleagues defined epigenetics as 
“the study of mitotically and/or meiotically heritable changes in gene func-
tion that cannot be explained by changes in DNA sequence” [34,136]. A 
rephrasing of this statement as “the study of mitotically and/or meiotically 
inherited changes i  n gene function that cannot be explained by the classi-
cal central dogma of molecular genetics” (Figure 2A) provides a working 
definition that is quite consistent with our deliberations. In David Nan-
ney’s seminal ar ticle describing epigenetic control systems, he states “The 
term "epigenetic" is chosen to emphasize the reliance of these systems 
on the genetic systems” and goes on to say “epigenetic systems regulate 
the expression of the genetically determined potentialities” [39]. Nanney’s 
definitions of epigenetics are completely consistent with genotype predis-
posing inherited epitype, an d with epitype modifying gene expression and 
risk phenotype. 

THE INFLUENCE OF DNA SEQUENCE ON EPIGENOME-
INDUCED PATHOLOGIES POINTS A WAY FORWARD

Understanding that genotype predetermines many inherited epitypes sug-
gests a few useful strategies and concerns as we try to address epigenome-
induced pathologies. First, we are in a better technical position than ever 
before to determine the influence of genotype on epitype. New rapid DNA 
sequencing and DNA bead array methods for identifying SNPs and 5MeC 
residues combined with a wide selection of treatments to chromatin (for 
example, ChIP, bisulfite, micrococcal nuclease) allow us to quantitatively 
determine the precise genome-wide sequence-specific positioning of every 
nucleosome, methylated cytosine residue, and dozens of distinct histone 
PTMs in a genome. These epitypes may be correlated with the risk of can-
cer, behavioral disorders, pathogen susceptibility, or the role of aging and 



304 Epigenetics and Pathology

environmental factors on risk, as examples. The lower costs of genome-
wide approaches is enabling the epitypes of larger populations of humans, 
laboratory animals, and plants to be examined in order to identify the epi-
genetic causes of complex diseases such as obesity, lupus, or pathogen 
susceptibility [137-140]. Second, we are in a position to develop batteries 
of gene-specific epigenetic biomarkers for DNA methylati    on epitypes that 
are clearly associated with disease risk and may be predictive of the pene-
trance of pathology. For example, this is currently being done for systemic 
lupus erythematosus, myeloid leukemia, and breast cancer [138,141-143]. 
However, new technologies are needed if we are also to use nucleosome 
position and histone PTM epitype    s as inexpensive epigenetic biomarkers 
for screening populations. Third, because the development of each plant 
and animal cell type in an organ system is under strong epigenetic control, 
it is essential that we examine epitypes in distinct cell types within organs. 
Most current epigenetic studies examine mixed cell types such as are pres-
ent in whole organs and tissues (for example, blood, tumor, hypocampus, 
skeletal muscle, plant shoots or roots), wherein cell type-specific epitypes 
are blurred due to variation of epitypes among developmentally distinct 
cell types. For example, several orders of magnitude more statistically 
significant relationships were obtained between the cytosine methylation 
epitype of various genes with lupus when CD4+ T cells were examined 
as compared to the data obtained from mixed populations of white blood 
cells [138,144]. Technologies have been developed to access cell type-
specific epitypes, including laser cell capture micro  -dissection, fluorescent 
activated cell sorting (FACS) of dissociated fluorescently tagged cells, and 
the isolation of nuclei tagged in specific cell types (INTACT). These tech-
nologies enable the more precise determination of epitypes within indi-
vidual cell types as has been shown for CD4+ T cells, primordial germ 
cells, ovarian epithelium, retinal cones, and plant root epithelial tricho-
blasts and atrichoblasts [61,124,145-148]. Fourth, therapeutic approaches 
to human epimutations that increase the risk of pathology, or plant       breed-
ing strategies to address epigenetic susceptibility to stress or disease, need 
to consider that molecular mechanisms may be obscurely hidden in DNA 
sequence motifs and/or the sequences of small RNAs that are imperfectly 
matched with their target genes (Figure 1). Current basic research is laying 
the course for using small RNAs to direct transcriptional gene silencing 
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by promo ter DNA methylation for therapeutics and crop improvement. 
For example, siRNA transgenes have been used for the methylation-based 
transcriptional silencing of the Heparanase gene in human cancer cells in 
culture [149] and to elucidate the mechanisms of small RNA-based tran-
scriptional silencing in plants [150,151]. Unless we can  develop therapeu-
tic approaches, identifying genotypic influences on epigenetic risk may 
only   add more diseases to the list of thousands for which we know the 
cause, but have no known cure. However, taking the numerous advances 
in epigenetics research altogether, it is reasonable to propose that during 
the next two decades effective therapeutic treatments will follow the dis-
section of the molecular mechanisms by which genotype and epitype in-
teract to produce disease pathologies. 

CONCLUSION

There is substantial evidence that altered epigenetic controls contribute to a 
variety of diseases ranging from cancer and developmental malformations 
to susceptibility to various forms of biotic and abiotic stress. We reviewed 
experimental genetic, epigenetic, cell biological, and biochemical data 
surrounding the transgenerational inheritance of several examples of well 
studied epigenome-induced pathologies and the contribution of conserved 
DNA sequence motifs to epitype. The preponderance of evidence suggests 
that genotypes predispose epitypes for most chromatin structures that are 
transgenerationally inherited and this relationship contributes to the pen-
etrance of epigenetically controlled diseases. Genotypes influencing inher-
ited epigenetic risk are often obscurely encoded in DNA sequence and small 
RNAs. Furthermore, the remethylation of DNA cytosine residues may only 
be reprogrammed at particular times in development and only in particular 
tissues such that a special effort may be required to identify and characterize 
these mechanisms. Some of the best characterized examples that were dis-
cussed herein suggest we are only just beginning to understand the molecu-
lar biology behind inherited epigenome-induced disorders. Finally, the paths 
to effective therapeutic development or to lowering epigenetic risk will be 
easier to trace out once we understand the mechanisms by which genotype 
predisposes epitype for a particular disease. 
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ENDNOTE

aTrifinov did not have nucleosome specific DNA sequence data available 
30 years ago. 
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CHAPTER 12

NEXT GENERATION SEQUENCING 
BASED APPROACHES TO 
EPIGENOMICS

MARTIN HIRST and MARCO A. MARRA

INTRODUCTION

At its inception massively parallel sequencing was ill suited for the task 
of sequencing the human genome. Perhaps then it is not surprising that 
some of the first publications that utilized next-generation sequencing 
were directed at chromatin immuno-precipitation enriched fractions of 
the genome [1–3]. Since their introduction, short read massively parallel 
sequencing platforms have continued to improve at an exponential rate, 
generating longer sequences of better quality in ever increasing numbers 
[4]. The research community has leveraged these improvements to de-
velop a diverse collection of sequence-based methodologies to probe the 
functional genome [4–6]. These methodologies can be broadly divided 
into protocols that profile transcribed regions of the genome and those that 
profile the processes regulating transcription. Transcriptional regulation 
is maintained through complex interactions between sequence specific 
transcription factors which act in short time frame, generally in response 
to specific cellular stimuli, and those which act on longer time scales in 
response to more generalized environmental and developmental signals. 
The study of the mechanistic features that control this latter category is 
called epigenetics and the study of how these marks are patterned across 
the genome is called epigenomics. 
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Epigenetic processes act on DNA and histones, the building blocks of 
nucleosomes [7]. In the mammalian genome DNA modifi cation occurs 
exclusively on cytosine residues, at the 5′-position of the purine ring, in 
the form of either a methyl or hydroxymethyl group [8, 9]. Until recently, 
modifi cation of mammalian genomic DNA was thought to be restricted 
to the context of CG dinucleotides known as ‘CpGs’. However, recent 
epigenomic profi les have revealed that methylation is found in alternate 
contexts including CHG and CHH in pluripotent cell types [10]. 

The nucleosome is the fundamental unit of chromatin and is composed 
of two copies of each of the four core histones (H3, H4, H2A and H2B) 
around which 146 bp of DNA are wrapped [11, 12]. Histones are evolu-
tionarily conserved proteins characterized by an accessible amino-terminal 
tail and a histone fold domain that mediates interactions between histones 
to form the nucleosome scaffold [13]. The N-termini of histone polypep-
tides are extensively modifi ed by more than 60 different post-translational 
modifi cations including methylation, acetylation, phosphorylation and 
ubiquitination [14, 15]. Although the vast majority of these modifi cations 
remain poorly understood there has been signifi cant progress in recent 
years understanding the roles that methylation and acetylation play in tran-
scriptional regulation [16]. 

A prerequisite for understanding the role of epigenetics in develop-
ment and disease is knowledgeable of the genome-wide distribution of 
epigenetic modifi cations in normal and diseased states. The availability 
of reference genome assemblies and massively parallel, next generation 
sequencing platforms has led to methods which provide high-resolu-
tion genome-wide epigenomic profi les. In this review, we will describe 
methodologies that have been developed to profi le the epigenome using 
next generation sequencing platforms. We will discuss these in terms of 
library preparation techniques, sequence platforms and analysis. Cur-
rent next generation sequencing approaches require that the collection 
of DNA fragments to be sequenced and fl anked by standard nucleotide 
string to allow for clonal amplifi cation or, in the case of the Helicos 
platform, direct sequencing. In this review we will refer to collections of 
such fragments as ‘libraries’ and the process to build such collections as 
library preparation. 
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LIBRARY PREPARATION

Library preparation for next generation sequencing can be broadly divided 
into two distinct processes. The first involves preparation of genomic 
DNA (gDNA) fragments, generally in the size range of a single nucleo-
some, followed by preparation of the fragments for sequencing. Prepara-
tion of genomic DNA fragments for next generation sequencing generally 
involves the addition of nucleotide sequences on the ends of the fragments 
that will hybridize to complementary sequences present on the matrix used 
to generated clonal copies of the library fragment for sequencing. 

HISTONE MODIFICATION PROFILING

The N-terminal tails of histones are extensively modified in response to de-
velopmental and environmental signals [14, 15]. The predominant method 
for mapping these post-translational modifications genome-wide involves 
a technique known as chromatin immuno-precipitation (ChIP) [17]. In this 
method histones are either chemically coupled to DNA through the ac-
tion of a cross-linking reagent such as formaldehyde [17] or released in 
their native form by the addition of a nuclease that, in the correct dilution, 
specifically digests gDNA at unprotected linker sequence [18]. Following 
gDNA fragmentation the protein/DNA mixture is subjected to immuno-
precipitation using antibodies raised against the post-translational modi-
fication under study. In the process of immuno-precipitation, DNA frag-
ments that are in association with histone peptides are co-purified and, 
following proteolytic digestion and DNA purification, subjected to library 
construction and direct sequencing (ChIP-seq) [2, 3, 19, 20]. 

 Direct sequencing of ChIP enriched fractions has distinct advan-
tages over competing hybridization based techniques. Among these is the 
ability to interrogate epigenomic marks in repetitive elements, which com-
prise ~45% of the human genome [21]. Early methods for ChIP followed 
by direct sequencing by either capillary sequencing [22, 23] or the 454 
platform [24] included concatenation of short sequence tags derived from 
the immuno-precipitated fragments to effectively utilize the relatively 



320 Epigenetics and Pathology

longer reads provided by these sequencing methodologies. The develop-
ment of massively parallel short read platforms such as the Genome Ana-
lyzer (Illumina Inc.) and SOLiD (Life Technologies) platforms negated 
the need for complicated library construction techniques and allowed for 
direct library construction from the immuno-precipitated products. The 
dominant platform utilized to date for ChIP-sequencing is the Illumina 
Genome Analyzer [1, 2, 3, 19, 20]. More recently the SOLiD platform 
[25, 26] has been applied in this area and a single reference is available 
outlining the application of the Heliscope Genetic Analysis platform [27] 
(Helicos BioSciences). 

ChIP sequencing (ChIP-Seq) library construction for the Genome Ana-
lyzer or SOLiD next generation sequencing platforms is an implementation 
of standard methodologies for whole genome shotgun sequencing [28, 29]. 
In this method the ragged ends of the enriched fragmented DNA, typically 
in the low nanogram range, are repaired and platform specifi c adapters 
are ligated onto the resulting fragments on either blunt end (SOLiD) or A-
tailed (Genome Analyzer) DNA fragments. Adapter ligated product is then 
PCR amplifi ed using primers which hybridize to the adapter sequences 
and extend to include sequences which facilitate clonal amplifi cation and 
sequencing. In addition to A-tailing the gDNA fragments, library prepa-
ration for the Genome Analyzer utilizes adapters that are only partially 
complementary introducing a ‘fork’ in the adapter that is subsequently 
resolved during PCR. Application of this structure allows for all adapted 
fragments to be PCR amplifi ed. In contrast, the SOLiD platform involves 
the addition of two independent adapter sequences during ligation allow-
ing 50% of adapted fragments to participate PCR amplifi cation. 

Recently, Goren et al. [27] reported the use of the Heliscope Genetic 
Analysis platform for a ChIP-seq study directed at limited cell popula-
tions. Library construction for the Heliscope platform differs signifi cantly 
from competing next generation sequencing platforms in that PCR ampli-
fi cation is not required. Library construction involves a single step where 
immuno-precipitated gDNA fragments are A-tailed using a terminal trans-
ferase enzyme and dATP and, after capture to a proprietary substrate, di-
rectly sequenced. 
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DNA METHYLATION PROFILING 

In contrast to histone modification profiling, a wide variety of approaches 
have been developed to profile DNA methylation utilizing next generation 
sequencing platforms. Approaches to profile DNA methylation genome-
wide can be broadly divided into those that rely on methylation dependent 
enzymatic restriction, methyl-DNA enrichment and direct bisulfite con-
version [21, 30]. Individual methods can also be combined to increase the 
resolution or efficiency of a single method. For example, a combination of 
MeDIP-seq and MRE-seq, to profile both the methylated and unmethyl-
ated fraction of the genome [31]. 

ENRICHMENT BASED METHODS

METHYLATED DNA IMMUNO-PRECIPITATION

Methylated DNA Immuno-precipitation sequencing (MeDIP-Seq) is an 
immuno-precipitation based technique where fragmented DNA is en-
riched based on its methylation content [32, 33]. Antibodies used in this 
technique are raised against a single stranded methyl-cytosine and thus 
the immuno-precipitation is performed in a denatured state [34]. To avoid 
over representation of repeat content in the subsequent library through 
preferential annealing of highly methylated genomic repeats, library con-
struction is performed prior to the immuno-precipitation and amplified 
following enrichment by PCR. 

At suffi cient sequencing depths, on the order of two Gigabases aligned, 
MeDIP-seq is capable of identifying 70–80% of the 28 million CpGs in 
the human haploid genome at a resolution of 100–300 bases [21]. This is 
near to the expected frequency of methylation in the human genome [8, 
9]. At saturating sequencing depths it may also be possible to annotate 
uncovered CpGs as non-methylated. 
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METHYLATED DNA BINDING DOMAIN SEQUENCING

Methylated DNA Binding Domain sequencing (MBD-seq) is similar in 
concept to MeDIP-seq where genomic fragments are enriched based on 
their methylation content [35]. In this technique bead immobilized recom-
binant methylated-CpG binding proteins MECP2 or MBD2 are used to 
enrich for methylated DNA fragments from a pool of genomic DNA frag-
mented by sonication to 100–300 bp in length. Following enrichment of 
methylated double stranded DNA fragments standard library construction 
techniques are utilized to generate a library representing the methylated 
fraction of the genome. 

MBD-seq differs from MeDIP-seq in the application of multiple salt 
cuts during elution of the methyl-CpG containing DNA fragments bound 
to the immobilized methyl binding domain. In this technique, weakly 
methylated DNA fragments are eluted at lower salt concentrations com-
pared with moderately or densely methylated DNA fragments (e. g. meth-
ylated CpG Islands). Thus it is possible to selectively enrich for weakly 
or densely methylated DNA fragments during immuno-precipitation, 
potentially reducing downstream sequencing costs. In the absence of se-
lective enrichment, MBD-seq requires a similar degree of sequencing as 
MeDIP-seq and at this depth (2 Gigabases aligned) MBD-seq is capable 
of identifying 70–80% of the 28 million CpGs in the human genome at a 
resolution of 100–300 bases [21]. As with MeDip-seq, at saturating se-
quencing depths, it may also be possible to call any uncovered CpGs as 
non-methylated. 

BISULFITE CONVERSION BASED METHODS

METHYLC-SEQ

The ‘gold standard’ for profiling methylated cytosine is bisulfite-mediated 
deamination of cytosine. This technique, discovered simultaneously by 
the Shapiro and Hayatsu groups in the early 1970s, relies on the selectivity 
of the bisulfite reaction to deaminate cytosine, but not 5-methylcytosine, 
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to uracil which is subsequently read as thymidine during sequencing [36, 
37]. Bisulfite-based methods detect hydroxylmethylation, but cannot dis-
tinguish it from methylation [38]. In the original methodology, bisulfite 
treated genomic regions were amplified by site specific PCR, cloned and 
subjected to Sanger sequencing [37]. Sequence reads were assessed indi-
vidually and visualized as a matrix with the CpG content of each clone 
represented as a row. While this approach has been extremely valuable 
in the elucidation of the methylation status of discrete genomic regions it 
does not scale well and cannot be feasibly applied to whole genome stud-
ies. With the advent of next generation sequencing is it now possible to 
directly shotgun sequence bisulfite treated genomic DNA. In this method, 
library construction is performed prior to bisulfite treatment using adapt-
ers in which cytosines have been replaced by methyl-cytosines to protect 
them from deamination during the bisulfite treatment [39, 40]. Following 
the bisulfite treatment, a process that is performed under denaturing con-
ditions, the library is PCR amplified using PCR primers that extend the 
adapter sequencing to allow for clonal amplification and sequencing. This 
technique, termed Methyl-C-seq or BS-seq, first performed genome-wide 
on the genome of the flowering plant Arabidopsis thaliana [39, 40], has 
recently been applied to the human genome [10]. To generate sufficient 
read coverage for the latter study over 200 lanes of Illumina Genome Ana-
lyzer sequence data, at a list cost of over $200 000 USD in reagents, was 
required. However, recent advances in throughput and efficiency of next 
generation sequencing platforms have reduced the costs associated with 
such an experiment dramatically. It is expected that in the fall of 2010 the 
cost for such an experiment will have dropped 20-fold to the range of the 
$10 000 USD (reagents only). 

TARGETED BISULFITE SEQUENCING

The high cost of sequencing a sodium bisulfite converted genome has 
spurred the development of strategies for enriching genomic regions of 
interest followed by bisulfite sequencing [3, 41–44]. Two general strate-
gies have emerged. In the first, coined reduced representation bisulfite 
sequencing (RRBS), the genome is digested by the methylation insensitive 
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restriction enzyme Msp1 and size selected to generate a fragment library 
within the range of next generation sequencing platforms (typically in the 
100–300 bp) [41]. The size selected material becomes the input for the li-
brary construction using methylated adapters and subjected to the bisulfite 
conversion analogous to the procedure used for the full genome bisulfite 
shotgun sequencing [39]. Due to the selective nature of the method, RRBS 
covers only 12% of CpGs genome-wide however these CpGs are highly 
enriched within CpG islands [21]. 

Alternatively, genome enrichment can be performed using molecular 
inversion probes and PCR following bisulphite conversion of the genome 
[43, 44]. Molecular inversion probes can be designed to include all possi-
ble combinations of the cytosines and uracils or to avoid CpGs to mitigate 
specifi city loss associated with the cytosine to uracil conversion. Once 
amplifi ed the targeted regions can be directly sequenced on a next gen-
eration sequencing platform following standard techniques. Publications 
utilizing these methods typically target in the range of 1000s of CpGs, or 
0. 2% of genome-wide CpGs [43, 44]. 

METHYL-SENSITIVE RESTRICTION BASED METHODS

Various strategies have been developed to profile the unmethylated frac-
tion of the genome using restriction enzymes that are sensitive the CpG 
methylation state. Protocols involving a single methyl-sensitive restriction 
enzyme (HpaII) enzymatic digestion (HpaII; HELP-seq, Methyl-seq and 
MSCC) as well as multiple digestions (HpaII, AciI, Hinc6I; MRE-seq) 
have been developed [31, 43, 45, 46]. The protocol involves the digestion 
of the genomic DNA by one or more methyl-sensitive enzymes followed 
by size selection, pooling where appropriate and library construction. Mi-
nor modifications of the standard library construction procedures are used 
to account for the nature of the overhangs generated by the restriction 
digests. The use of additional restriction enzymes during the digestions 
increases the diversity of fragments in the library and thus allows for an 
increase in the total number of CpGs that can be queried. In these methods, 
the methylation status of 1–2 million CpGs are assessed. 
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Restriction based methodologies pose unique challenges during se-
quencing on the Illumina Genome Analyzer and SOLiD sequencing plat-
forms. Enzymatic restriction skews the nucleotide representation on the 
terminal ends of the fragments that are subjected to library construction. 
During the initial stages of sequencing, this nucleotide bias can lead to 
the generation of poor quality focal maps, a key step in massively parallel 
next generation sequencing. This can be avoided by including a balanced 
nucleotide adapter onto the fragment ends or, in the case of the Genome 
Analyzer, starting base calling after the restriction site. 

METHOD INTEGRATION

Individual methods may also be combined to increase coverage and/or 
efficiency. For example, MeDIP-seq and MRE-seq may be combined to 
profile both the methylated and un-methylated fractions of the genome 
simultaneously [21, 31]. Bisulfite conversion can be combined with an 
enrichment strategy (for example MBD-seq or MeDIP-seq) to provide in-
creased resolution of methyl-cytosines in the immuno-precipitated frac-
tion. 

DIRECT DETECTION

Recent advances in sequencing technology have raised the possibility 
of the direct detection of DNA modifications. In the forefront of these 
efforts is Pacific Biosciences who have recently demonstrated an abil-
ity to directly detect DNA methylation during single-molecule, real-
time (SMRT) DNA sequencing, a technique for studying nucleic acid 
sequence and structure [47–49]. Similarly, Oxford Nanopore Technolo-
gies has published proof of concept data for the direct detection of the 
5-methylcytosine [50]. At the appropriate scale, these techniques offer 
the exciting possibility of the direct, de novo detection of the DNA meth-
lyation genome-wide. 
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NEXT GENERATION SEQUENCING PLATFORMS

The majority of published epigenomic studies utilizing next generation 
sequencing have been generated on an Illumina Genome Analyzer. This 
is in part due its early adoption by the field as well as the flexibility of 
library preparation and base space massively parallel outp ut. While there 
were some early examples of epigenomic data sets generated on the com-
parably longer read 454 platform [24], these have largely been replaced by 
methods on the comparatively shorter read platforms. Conceptually, the 
SOLiD platform from Life Technologies is equally well suited to sequenc-
ing epigenomic libraries and more recently research groups have begun to 
publish ChIP-seq data sets using this platform [25, 26]. There is a single 
report of the application of the Heliscope Genetic Analysis platform to 
ChIP-seq studies [27] and proof of concept methylation data sets have 
been published by Pacific Biosciences and Oxford Nanopore Technolo-
gies [47, 50].

SECOND GENERATION SEQUENCING PLATFORMS

ILLUMINA GENOME ANALYZER

The Genome Analyzer is a synchronous sequence-by-synthesis platform 
that leverages reversible dye terminators [28]. Libraries of DNA fragments 
are clonally amplified on the surface of a flow cell (closed microscope 
slide) on to which modified oligos complementary to the sequence of the 
PCR primers utilized in library construction have been grafted. Sequenc-
ing is performed by the stepwise application of reagents, single nucleotide 
incorporation, flushing of excess reagents and imaging. The images are 
subsequently analyzed to generate a focal map for each clonally derived 
cluster and then used to call bases on each cycle. A typical Illumina Ge-
nome Analyzer run can currently generate 30 million reads per lane, 210 
million per flowcell at read lengths up to 100 bases. In the spring of 2010, a 
higher throughput version of the Illumina Genome Analyzer was released. 
The specifications for this instrument, called the HiSeq2000, indicate over 
60 million reads per lane, 500 million per flow cell can be achieved. 
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To facilitate unambiguous alignment of sequence reads within genomic 
repeat regions paired-end sequencing can be performed. In this implemen-
tation, a second read is generated on the clonally amplifi ed cluster using 
a sequencing primer that anneals to the opposing adapter. To achieve this, 
the clonally derived read cluster, rendered single stranded during the fi rst 
round of sequencing, is regenerated by PCR on the fl owcell surface. Se-
quencing is performed as above utilizing the focal map generated from the 
fi rst read to associate the two sequence reads together. A similar strategy 
can also be employed to read a sequence barcode added to the adapter 
during library construction. This so-called “third read” enables pooling of 
multiple libraries in a single fl owcell lane. 

SOLiD

The SOLiD platform is a synchronous sequencer utilizing a sequence 
by ligation approach [29]. In this platform, libraries of fragments are 
clonally amplified on the surface of a 1 micron bead on which an oligo 
complementary to one of the two adapters used in the library construc-
tion is covalently bound. Clonal amplification is achieved by limiting di-
lution of the fragment library during PCR, (emPCR) which is performed 
as an emulsion generated by mechanical whipping of an aqueous solu-
tion containing PCR reagents, amplification beads, the library and oil. 
Following emPCR ‘loaded’ beads are enriched by hybridization of the 
alternate adapter to complementary oligos covalently attached to a poly-
styrene bead. Enriched beads are subsequently attached to the surface of 
a glass slide and the sequencing is performed by the stepwise application 
of reagents, ligation of labeled probes, flushing of excess probes and 
imaging. The images are subsequently analyzed to generate a focal map 
for each bead and call the transition of bases generated during the liga-
tions. A SOLiD4 slide can currently generate ~600 million clonal reads 
at reads lengths up to 50 bases. As with the Illumina Genome Analyzer, 
paired-end sequencing and barcoding methodologies have also been de-
veloped for the SOLiD platform. 
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454 GENOME SEQUENCER FLX

The 454 Genome Sequencer FLX is a pyro-sequencing platform [51]. 
Similar to the SOLiD platform, the 454 FLX leverages emPCR to clonally 
amplify library fragments onto the surface of a bead. Following enrich-
ment sequencing is performed by depositing beads onto the surface of a 
micro-fabricated slide that contains 1. 6 million small reaction chambers. 
Single beads are sequenced in each micro-chamber by the stepwise addi-
tion of the nucleotides in a fixed order followed by imaging. Nucleotide 
incorporation is monitored for each micro-well by a chemi-illumines-
cent signal generated as a by-product of nucleotide incorporation. A 454 
Genome Sequencer FLX can currently generate 1 million reads at read 
lengths up to 400 bp. Due to the limited number of reads and high cost/
read compared with other next generation sequencing platforms, the 454 
FLX platform is generally not used for epigenomic studies. 

THIRD GENERATION SEQUENCING PLATFORMS

Third generation sequencing platforms are distinct from their forebear-
ers, in that they are designed to sequence DNA at the level of a single 
molecule. The advantages of such an approach include a much simpli-
fied library generation process, massively parallel sequencing at long read 
lengths and importantly the lack of the repeated PCR amplifications prior 
to sequencing. A testament to human ingenuity is the diverse number of 
such platforms under development. Examples include; Helicos, the first 
company to provide a single molecule sequencer using an sequencing-
by-synthesis and imaging approach [52]; Pacific Biosciences, which se-
quences DNA in real time by imaging fixed DNA polymerases [49] and 
Oxford Nanopore Technology, developing a sequencing platform based 
on the current changes induced by nucleotides as they pass through an 
alpha hemolysin nanopore [50]. Early versions of some of these platforms 
have already been used in proof of concept epigenomic studies [47, 50]. 
However, full realization of their potential is perhaps 2–5 years away from 
common use. 
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ANALYSIS

Analysis of epigenomic data sets generated on a next generation sequenc-
ing platform remains a significant challenge. This is due, in part, to the 
relatively short period of time for which these data sets have been avail-
able compounded by the rapid rate of change of next generation sequenc-
ing platforms. 

Analysis of epigenomic data sets generated by next generation se-
quencing platforms can be broken into four steps, the results of which can 
considered analysis levels (Figure 1). Data generated from a next gen-
eration sequence platform consist of strings of bases (Illumina Genome 
Analyzer, 454 FLX) or color space base transitions (SOLiD) along with 
associated quality scores. The fi rst step in analysis is to align this primary, 
level 0, data to a reference genome assembly to generate a level 1 data set 
consisting of the genomic coordinates of the alignments and strand on the 
reference genome. A number of specialized aligners have been developed 
to map the tens of millions reads generated in a single experiment to a 
mammalian sized reference genome (for review see ref. [53]). The major-
ity of widely adopted aligners use a ‘seed and extend’ based algorithm 
where a sub-string contained within the read is rapidly aligned to either a 
hash table (MAQ [54], SOAP [55], SHRiMP [56], ZOOM [57] and BFAST 
[58]) or more recently a suffi x array generated from Burrows–Wheeler 
transform of the reference genome (BOWTIE [59], BWA [60] and SOAP2 
[61]). Once a match is found the read is ‘extended’ up to the maximum 
read length on the genome to attempt to uniquely place the read within the 
genome. Reads that cannot be placed uniquely are either randomly placed 
on the genome or ignored for downstream analyses. Within the last year 
the output of such alignments has largely been standardized on the SAM/
BAM fi le format [62]. Bisulfi te treated DNA requires specialized align-
ment to account for the C to T conversion. Several short read alignment 
algorithms are available that can be confi gured for bisulfi te converted 
DNA alignment including, BSMAP [63], Pash [64], RMAP [65], ZOOM 
[57] and BS Seeker [66]. A recent comparison of these aligners concluded 
that, despite minor differences in speed and accuracy, aligner choice is 
unlikely to have a signifi cant impact on overall analysis [21]. Following 
read alignment, level 1 data may be viewed directly by converting the read 
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alignments into read density maps and displaying the result on a genome 
browser or further processed through segmentation. 

Segmentation methods attempt to transform raw sequence align-
ments into regions of signal and background (level 3, Figure 1). In gen-
eral, segmentation tools attempt to model the expected behavior of the 
epigenomic mark (for a recent review of segmentation methods see [67]). 
For immuno-precipitation based methodologies two main strategies have 
emerged. The fi rst, used primarily for epigenomic marks that tend to be 

FIGURE 1. Analysis process flow. Images generated during the sequencing process are 
converted to base (Illumina Genome Analyzer) or color (SOLiD) space strings and associated 
qualities. This process is performed on instrument and the output (level 0) consists of fastq 
or csfasta and QV_qual files for the Genome Analyzer or SOLiD respectively. Level 0 
data is aligned to the reference genome assembly using an optimized short read aligner 
(see text). The output of the alignment process (Level 1) is a file containing the sequences, 
qualities and alignment coordinates relative to the reference genome. The bam file format 
is currently the standard for level 1 data (53). The alignment can be directly converted 
to a standardized file format for visualization (for example, wig, bigwig or bigbed [81]). 
Alternatively, level 1 data can be transformed by a segmentation algorithm that attempts to 
model the behavior of the epigenomic mark under study and correct for background signal 
(level 2). The output of the level 2 can be subsequently viewed using a web-based or stand 
alone web browser and integrated with additional data types (level 3).
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punctuate in their genomic distribution such as H3K4me3 or H3K9Ac, 
attempts to build ‘peaks’ of enrichment by modeling individual fragments 
within the library. Regions of enrichment are defi ned by oriented read sets 
that are computational extended by the insert size of the fragment library. 
Examples of such tools are Findpeaks [68], ERANGE [20], GLITR [69] 
and PeakSeq [70]. The second attempts to model more broadly distributed 
(spreading) chromatin modifi cations such as H3K9me3 or H3K36me3, by 
dividing the genome into windows of defi ned size and enumerating either 
the raw or normalized number of reads which align within the windows. 
Examples of binning tools are CisGenome [71] and ChromaSig [72]. In 
addition attempts have been made to combine the attributes of a binning 
and peak calling methodologies into a single algorithm [73]. 

An important consideration for segmenting ChIP-seq data sets is the 
use of a control signal for normalization and background estimation. A 
control signal is typically derived from sequencing either the sheared in-
put DNA that was used for the immuno-precipitation or a non-specifi c 
immune-precipitate (IgG). Here the idea is to control for incorrect map-
pings (e. g. Read Stacks) driven by genome miss-assembly and/or poly-
morphisms and background signal generated from the shearing process 
itself— open chromatin would be expected to be more readily sheared 
by sonication than closed chromatin, for example. One of the main dif-
ferences between segmentation tools is in how this is approached, but the 
general idea is to subtract the signal obtained in the control from experi-
mental track, thus normalizing the signal to the background. 

The diversity of segmentation tools currently available is a natural conse-
quence of the rapid advances being made in the fi eld. It is outside the scope of 
this review to provide a detailed breakdown of the various segmentation tools 
available (for an excellent current review on this please see [67]). However, 
researchers undertaking epigenomic studies utilizing next generation plat-
forms need to be cognizant of the differences to make an informed decision 
on which tool would be most suitable for their data set. Overtime, as was the 
case with microarray analysis, it is expected that standardized tools, accepted 
by the majority of the community, will be employed in epigenomic research. 

An additional consideration for any next generation sequencing based 
epigenomic method is how deeply to sample each library. As the sequenc-
ing depth increases, the number of unique reads covering a particular re-
gion should approach the total possible reads present in the library for each 
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enriched region. Such a point, referred to as ‘saturation’, occurs when fur-
ther sequencing fails to discover additional regions above background. Se-
quencing beyond saturation improves confi dence in the observations and 
increases the coverage of events, though at greater cost per event covered. 
Thus, sequencing below or up to saturation may be suffi cient, for example 
when maximizing the number of samples analyzed, while sequencing be-
yond saturation increases coverage and improves confi dence. 

There a number of stand-alone and web-based options available for visu-
alization of aligned or segmented epigenomic data sets (for review see [74]). 
The most mature and widely used are the Genome Browsers maintained by 
the University of California Santa Cruz [75] and Ensemble [76]. These ‘fi rst 
generation’ genome browsers enable visualization of genome-wide data sets 
as linear tracks provided in the context of genome annotations. While ex-
tremely powerful for manual genome ‘browsing’ and focused visualizing on 
a gene-by-gene basis linear browser become unwieldy when large numbers 
of individual tracks are visualized at once. In addition these tools do not pro-
vide a capacity for larger scale integrative analysis of epigenomic data sets. 
While a number of informatic platforms designed for global, genome-wide 
analysis are currently in development, and few early versions have been 
published [77], the majority of genome-wide analysis of next generation se-
quencing based epigenomic data sets require custom scripting capabilities. 

FUTURE PERSPECTIVES

Next generation sequencing has brought epigenomic studies to the fore-
front of current research. The past 5 years has seen dramatic increases in 
the stability, throughput and quality of next generation sequencing. This 
exponential rate of change is expected to continue as third generation se-
quencing platforms become available. However the underlying molecular 
biology supporting epigenomic experiments is likely to remain largely 
unchanged. Thus the effective interpretation of data sets generated from 
diverse laboratories using common epigenomic techniques requires the 
development and adoption of standards. These standards reach through 
from the molecular biology to sequencing, analysis and metadata included 
in public data submissions. 
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Perhaps in no other area would the epigenomic community benefi t more 
than from the standardization of the affi nity reagents used for ChIP-seq ex-
periments, on which the bulk of current epigenomic studies rely. Currently, 
a diverse collection of vendors provide affi nity reagents of various sensi-
tivities and specifi cities. Moreover a large fraction of these resources are 
non-renewable polyclonals and as such cannot be used as ongoing standards 
in the fi eld. Large scale epigenomic projects such as the NIH Epigenom-
ics Roadmap [78] and ENCODE [79] have recognized this limitation and 
have programs targeted at the generation of renewable standardized affi nity 
reagents. However until these are fully developed and become widely avail-
able it is critical that individual researchers undertaking epigenomic stud-
ies fully characterize the affi nity reagents used in their laboratories. In this 
regard, arrays of modifi ed peptides representing commonly targeted histone 
post-translational modifi cations have recently become available and should 
be used to assess both the false positive (cross reactions) and false negative 
profi les (antibody recognition blocked by adjacent modifi cation) [80]. 

Equally important is the development and standardization of compu-
tational methods to process and display epigenomic data sets. Key to this 
effort is the development of computational derived quality metrics, similar 
to base quality calls used in genomic studies, for enrichment based epig-
enomic profi les. Ideally such a metric would provide a researcher with 
an understanding of the overall level of enrichment of an experiment. If 
widely adopted, such a common metric would allow for the meaningful 
comparisons between experiments. Finally as the scale of epigenomic data 
sets continues to increase information associated with data submissions 
needs to be standardized. Information related to the antibody, including 
vendor and lot, as well as experimental conditions are critical to enable 
meta-analyses of these rich data sets in the future. 
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CHAPTER 13

DESIGN AND ANALYSIS ISSUES IN 
GENE AND ENVIRONMENT STUDIES

CHEN-YU LIU, ARNAB MAITY, XIHONG LIN, 
ROBERT O. WRIGHT, and DAVID C. CHRISTIANI

INTRODUCTION

Although some diseases are predominantly environmental or genetic, both 
environmental and genetic factors play an important role in most common 
or complex human diseases. One of the major challenges of exploring 
mechanisms and treatment of complex diseases is that neither purely en-
vironmental factors, nor purely genetic factors can fully explain the ob-
served estimates of disease incidence and progression. To correctly model 
risk estimates, we must measure genetics and environment together in the 
same studies. Recent advances in human genomics have made it possible 
to study tens of thousands of genes simultaneously and incorporate their 
interactions with the environment. In this review, we discuss design and 
analysis issues for gene-environmental interactions studies.

Traditional study designs have been used to study gene-environment 
interaction, including cohort and case–control studies. However some de-
signs tend to favor the measurement of genetic over environmental fac-
tors. For example, because genotypes do not vary over time, case–control 
studies have been more common than cohort studies for studying genetic 
associations. Genotypes can always be presumed to precede phenotype 
and the effi ciency of a case–control design over a cohort design in de-
termining genetic main effects is well known. Several other methods, 
such as family-based and case-only studies have also been used, but like 
case–control studies, sampling is still predicated on the presence of the 
disease phenotype. Some of the earlier discussions of these study designs 
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in studying genes and environment can be found in Caparaso et al. [1],  
Langholz et al. [2]  and Garcia-Closas et al. [3].  We focus below on design 
and analysis issues in studying gene-environment interactions in environ-
mental epidemiological studies including recent developments. 

HOW GENETIC AND ENVIRONMENTAL 
FACTORS WORK TOGETHER TO AFFECT PHENOTYPES

The detection of a gene-environment interaction likely depends on more 
than the measurement of a genotype and an exposure. Even a cumulative 
index of exposure to the environmental factor may not be sufficient. It is 
well known that environmental exposures vary over time, but what is fre-
quently not considered is that gene expression also varies over time. Hu-
man development consists in large part on the timed expression and silenc-
ing of specific genes in specific cells at specific life stages. From a purely 
biological perspective it is difficult to conceive of a gene-environment 

FIGURE 1. The integrated paradigm of genetic susceptibility in environmental disease 
development in different life stage. The exposure effects during critical developmental 
period (prenatal and childhood exposure) are highlighted
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interaction occurring when the environmental exposure occurs during a 
life stage when the gene is not expressed. An overly simplistic example 
might be a chemical which inhibits growth by interacting with a variant 
in a growth factor gene. Chemical exposure at age 25 years cannot affect 
final height, while exposure in childhood can. In the field of toxicology, 
the concept of critical developmental windows of exposure has developed 
over the last 30 years. Rather than considering a chemical as having a 
single dose response curve for toxicity, chemicals appear to have different 
dose response curves depending on the life stage at which exposure oc-
curs. For example, in utero diethylstilbesterol exposure is associated with 
vaginal cancer in offspring, while mothers who took the drug do not appear 
to be at risk. In effect, gene-environment interaction may be conceived as 
a 3-way interaction, in which the time of the exposure is the 3rd factor. 
Alternatively one can consider environmental exposure as a time-varying 
covariate and study gene and time-varying-environment interactions by 
considering lag effects. As shown in Figure 1, w e have integrated the time 
of the exposure in the paradigm by highlighting different exposure effects 
during each life stage. Direct measures of personal exposure, in particular 
biomarkers of exposure, provide insights into chemical, social or physical 
factors to specific individuals. The use of biomarkers of effect in epidemi-
ologic studies allows researchers to study intermediate phenotypes (Fig-
ure 1) [ 4-6   ]. For example, glycosylated hemoglobin, a measure of chronic 
serum glucose, can be used to study diabetic risk factors with more power 
than a study focused on clinical diabetes. In spite of these potential advan-
tages, the results of biomarker measurements sometimes can confuse the 
investigators a lot. Different conclusions may arise due to the differences 
of specimen kinds, collection and processing methods, laboratory error, 
and individual variation in the biomarker levels over time [7].  The useful-
ness of a biomarker is strongly depending on the specificity, sensitivity, 
assay reliability, and cost [8].  

Another approach, instead of studying unknown effects, is by taking 
advantage of the established associations between genetic variations and 
exposure intermediate phenotypes. These genetic variations can mimic the 
modifi able exposure effects and serve as a surrogate to test the association 
between exposure and disease. This method has been referred to as ‘Men-
delian randomization’, which provides an approach for making causal 
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inferences about the exposure by using the nature of randomly assigned 
genotypes from parents to offspring before conception [9,10].   However, 
as well with all genetic association studies, potential confounding effects 
by population stratifi cations and other limitations can still occur [10,11]  . 
Careful study conduction and thorough verifi cation remains essential be-
fore considering the causality. 

EPIGENETICS

The role of epigenetics has been increasingly recognized as a mecha-
nism of gene-environment interaction. Epigenetics refers to changes in 
gene function without altering DNA sequence. These changes may last 

FIGURE 2. The expanded environmental genomic paradigm
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for several generations [12]. E pigenetic mechanisms include alterations 
in DNA methylation, histone modification, and microRNA [13,14]  . The 
toxic effects of exposure for several environmental chemicals, such as 
metals, particulate air pollution, benzene, endocrine-disrupting chemicals 
and reproductive toxicants, have been found to be mediated by epigenetic 
mechanisms[15]. E pigenetic alterations may be induced by environmen-
tal exposure, particularly in early development [16]. T his field remains 
particularly compelling because a number of epigenetic events have been 
recognized as tissue-specific and reversible, which may help explain why 
exposures affect specific organs and the complexity of individual sus-
ceptibility among the exposed population. Epigenetic data, such as DNA 
methylation, can also be collected for each of the study designs described 
above. Epigenetic modifications provide a plausible link between the en-
vironment and alterations in gene expression that might lead to change 
of disease phenotypes. An increasing number of animal studies provide 
evidence of the role of environmental epigenetics both in disease suscep-
tibility and in heritable environmentally induced transgenerational alter-
ations in phenotype [17]. T hus, incorporating and analyzing epigenetic 
data in G-E statistical analysis has become immensely important. Epigen-
etic mechanisms in somatic cells also provide a potential explanation of 
how early life environmental exposures can program long-term effects in 
chronic disease susceptibility [18,19]  . This expanded environmental ge-
nomic paradigm is shown in Figure2. 

STUDY DESIGN ISSUES

CONFOUNDING AND SELECTION BIAS

When designing epidemiologic studies, issues of feasibility, efficiency, ex-
pense, and potential sources of bias must be considered. Perhaps the most 
feasible and efficient design is the case–control design, especially when 
studying rare diseases. A case–control study is conducted to collect data 
on environmental exposures retrospectively, and collects biomarkers after 
disease diagnosis of the cases. While genotypes are static and not prone to 
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differential bias, the assessment of environment retrospectively is fraught 
with potential recall bias. Unfortunately, while biomarkers of exposure 
can reduce such bias, these measures rarely can reconstruct past exposure 
and may be affected by the current disease status, which may be one of 
the great challenges of retrospective studies. A fundamental requirement 
of a case–control study design is that cases and controls should be selected 
from the same population [20]. Popul ation-based incident cases allow in-
vestigators to maximize the generalizability of the findings. Selection bias 
is generally a concern in case–control studies [21]. While  the assessment 
of gene-environment interactions will not be subject to selection bias if 
participation does not differ by genotype conditional on exposure and dis-
ease status [22]. This a ssumption may seem reasonable for most genes 
and exposures, with the possible exception of (1) alleles that influence be-
havior, such as aldehyde dehydrogenasepolymorphisms and alcohol expo-
sure [23]; or (2)  population stratification; or (3) alleles and exposure risk 
factor that influence disease detection. For example, in populations where 
prostate-specific antigen (PSA) screening is commonly performed, higher 
PSA levels often trigger for prostate biopsy and may increase early diag-
nosis of prostate cancer [24,25]. Dif  ferential prostate cancer screening and 
detection with respect to obesity [26,27] and   PSA associated genes [28,29] 
may   cause selection or detection bias. For fatal diseases, since only some 
of the incident cases may be available for interviewing, survivor bias can 
occur if genotypes or exposure status differ by survival time. 

Observational epidemiological studies often suffer from confounding 
bias due to measured and unmeasured confounders. An example of genetic 
confounding bias is population stratifi cation. Population stratifi cation can 
occur in ethnically mixed populations and can lead to spurious (i. e. non-
causal) associations if both the baseline disease incidence and the allele 
frequency vary by ethnicity [30]. 

Alth ough most bias due to population stratifi cation can be eliminated 
by following the rules of well-designed, well-conducted study and match-
ing or adjusting on ethnicity, this may not apply to populations whose 
ancestors recently mixed, such as African or Hispanic Americans [31,32]. 
Sev  eral genomic control approaches have been used to attempt distinguish-
ing the ethnicity by genotyping markers that are unrelated to disease and 
known to have different allele frequency in ancestral populations [33,34]. 
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Ful  ly distinguishing the observed association from population stratifi -
cation bias, can be achieved by replication of consistent fi ndings from 
multiple well-designed studies in different populations or family-based 
study design which preclude stratifi cation [32]. Unlike  the traditional 
case–control studies based on unrelated individuals, family-based studies 
are immune to population stratifi cation bias [35,36]. Fami  ly-based studies 
of gene–environment interaction sometimes may be more powerful than 
population-based studies [37]. However,  the application could be limited 
by shared environment among family members and the diffi culties to col-
lect DNA samples from family members than from unrelated cases and 
controls, especially for long latency or late-onset diseases. Family-based 
studies generally have less power for genetic main effects than do case–
control studies. Besides, family-based studies usually collect environmen-
tal exposure information retrospectively and may have similar problems 
in exposure assessment as retrospective case–control studies. The over 
sampling of intact families would also not be expected to represent so-
cial environments in the general population. Another approach is to use 
the case-only method to study gene-environment interaction. This ap-
proach does not allow evaluation of the main effects of the genotype alone 
or the exposure alone, but only their interaction [38,39]. The cas  e-only 
design requires an assumption of gene-environment independence in the 
general population [40,41]. 

The p  rospective cohort study requires study subjects to be recruited 
before the onset of disease. This approach has the advantage of prospec-
tive collection of environmental information and biomarkers, which both 
precede the disease and will be unaffected by recall bias [42]. Effective 
 follow-up should minimize selection bias secondary to attrition, one can 
estimate the disease incidence rate, and the inference for an underlying 
cohort is often well defi ned. Analysis of data from cohort studies is sub-
ject to bias due to loss of follow-up. As incidence rates of most diseases 
are low, even with many years of follow-up a cohort study often requires 
collection of an extremely large number of individuals before the onset 
of disease and a suffi cient follow-up time, which simultaneously lead to 
extraordinary cost increase (i. e. by completing follow-up and data collec-
tion, including the data of baseline characteristics, exposure, and geno-
typing data). Hence, prospective studies are considerable challenges for 
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diseases with low incidence rate. Risk-based sampling is being used to 
increase the power of prospective studies by enrolling fi rst-degree rela-
tives of probands, such as the Sister Study for breast cancer risk [43,44] 
or the o  n-going Early Autism Risk Longitudinal Investigation (EARLI) 
study for autism risk. For common pediatric diseases such as asthma, obe-
sity, and some adverse birth outcomes, a prospective cohort study will 
be extremely valuable to identify environmental risk factors as well as 
evaluate gene-environment interaction mechanisms [45,46]. Prospec  tive 
cohort studies on a national scale [47] or by pooli ng data from existing 
prospective cohorts [48] should be c onducted to ensure suffi cient power in 
gene-environmental studies. The U. S. Congress, through the Children’s 
Health Act of 2000, authorized the National Institute of Child Health and 
Human Development (NICHD) “to conduct a national longitudinal study 
of environmental infl uences (including physical, chemical, biological, and 
psychosocial) on children’s health and development” [49]. The National 
C hildren’s Study is a 21-year prospective cohort study of 100,000 US-
born children. Environmental exposures, including chemical, physical, 
biological, and psychosocial exposure, will be assessed repeatedly during 
pregnancy and childhood in children’s homes, schools, and communities. 
The National Children’s Study will provide great opportunities to gene-
environment interactions for common pediatric diseases. 

MEASUREMENTS OF EXPOSURE AND EFFECTS BY LIFE STAGE

EXPOSURE BIOLOGY

Measurement errors, such as misclassification of genotypes or exposure 
status, can exist regardless of study design. Measurement of environmen-
tal exposures have been a great challenge in epidemiologic studies due 
to the complex pattern of long-term exposures and the need to collect ac-
curate and repeated individual exposure data in large populations [50]. 
Misclassification  of exposure generally leads to attenuation of the main 
effects when the error is non-differential [51]. Non-differential  misclas-
sification can also bias away from the null in some circumstances, includ-
ing (1) if the exposure is multilevel (>2 levels), the intermediate levels of 
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exposure could be biased away from null [52,53]; (2) if the mis  classifica-
tions are correlated with other errors [54,55]; (3) if the mea  sured exposure 
do not change monotonically with the true exposure [53,56]. However, 
in th  e estimation of multiplicative gene-environment interaction effect, 
Garcia-Closas et al. [57] showed that under  a set of conditions typically 
satisfied in studies of gene-environment interactions, both differential and 
non-differential misclassification of a binary environmental factor biases 
a multiplicative interaction effect toward the null value. These conditions 
are that: (1) the environmental exposure is independent of the genotype 
among the controls, and (2) exposure misclassification is non-differential 
to the genotype. This result is also true for misclassification of genetic 
factors. 

The use of questionnaires for exposure assessment relies on personal 
memory and has the potential for recall bias. Several technologies have 
been developed to improve measurements of environmental exposures. 
To incorporate qualitative and quantitative changes of environmental ex-
posures, such as atmospheric conditions and topography, over time and 
space, as well as individuals’ diverse demographic characteristics, life-
styles, activity patterns, geographic information systems (GIS)/global 
positioning system (GPS), personal monitoring, and biomonitoring are 
now being used in environmental epidemiology. Combined geospatial 
tools with statistical models allow investigators to model the transport of 
the pollutants from source to residence, e.g., using wind speed, tempera-
ture, and traffi c density in addition to measurements from the central site, 
to estimate an individual-level exposure as well. Direct exposure moni-
toring includes personal monitoring by measuring toxics on or near the 
body, such as measuring air pollutants exposure levels at the breathing 
zone, or by sampling biological properties, such as the measurement of 
urinary 1-hydroxypyrene (1-OHP) as a biomarker of short-term polycy-
clic aromatic hydrocarbon (PAH) exposure [58]. Biomarkers of expo sure 
are biological indicators of exogenous agents within the biological sys-
tem, or other event in the biological system related to the exposure. With 
stringent quality control, these monitoring data hold great promise for 
improving exposure assessment by providing objective individual-level 
measurements. Biomarkers can be used to refl ect the effects of earlier ex-
posures and the association between exposure and disease at the molecular 
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level [4-6]. Examples of inter   mediate biomarkers include chromosomal 
alterations, DNA, RNA and protein expression. In response to exposure, 
patterns of gene expressions, proteins, or metabolic profi les in cells and 
tissues change can serve as biomarkers for exposure or effect. These dy-
namic features however, make their interpretation in human studies chal-
lenging. Single measurement may not be reliable especially in those in-
vestigating long-term chronic effects. Incorporating long-term monitoring 
data with different exposure assessment techniques is needed to provide 
an integrated view of exposure in complex exposure–disease relation-
ships [59,60]. 

DEVELOPMENTAL L  IFE STAGE 
AND GENE-ENVIRONMENT INTERACTIONS

Measuring environment has added complexity beyond issues of measure-
ment error or selection bias. Even measuring cumulative exposure pro-
spectively may be insufficient to capture gene-environment interaction. 
This is because human development occurs in life stages during which 
gene expression undergoes radical yet temporary changes. Environmental 
exposures might alter the timing of normal developmental regulation of 
gene expression or the gene product expressed solely at a specific life 
stage may interact with the environmental exposure. In particular, during 
prenatal life and childhood, critical biological events occur that establish 
the number, connections and proper function of cells within given tissues. 
As an example, changes in gene expression could be modulated through 
DNA promoter methylation or chromatin remodeling, which may be in-
duced by environmental exposure, particularly in early development [16]. 
Toxicological studi es show that the central nervous system is especially 
vulnerable to toxic injury [61] and epidemiological  studies clearly show 
an association between adverse neurodevelopment and in utero expo-
sure to chemicals such as methyl mercury [62,63], PCBs [64], while   ex-
posure late r in life demonstrates less toxicity. Epidemiological studies 
of chemicals typically show a large variance around the effect estimate 
for the dose–response relationship. While many factors contribute to this 
variance, including measurement error in exposure and/or phenotype, it 
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is likely that the timing of the exposure and variant genetic factors that 
modify the response to toxicants contribute significantly to the observed 
variance. Genetic variants that produce gene-environment interactions 
may only do so when the exposure corresponds to a critical developmental 
window during which that gene is highly expressed. This is a fundamental 
concept in developmental biology that is often overlooked in epidemio-
logic studies. Indeed the concept of fetal origins of adult diseases dem-
onstrates the critical nature of exposure timing in producing later health 
effects (e.g., the association of maternal smoking during pregnancy and 
reduced fetal growth [65], obesity [55], decrea sed lung funct ion [66] and 
diabetes [67] in  the offspring). Al though a prospective study can address 
timing of exposure in a clearly unbiased manner, it is still challenging to 
assess the details of exposure timing and risk as the critical window likely 
differs for different phenotypes and for different exposures. It is also not 
possible to know with certainty what the critical exposure window is a 
priori (i. e. in utero vs. childhood vs. puberty). The difficulties in assessing 
the effects of exposure by timing present in carefully designed observa-
tional studies and even trial results. An example is the initial report from 
Women’s Health Initiative (WHI) randomized trial and epidemiologic 
data on the risk of coronary heart disease (CHD) and the menopausal hor-
mone therapy. Large observational studies include Nurses’ Health Study 
(NHS) suggested a reduced risk of CHD among postmenopausal hormone 
therapy [8,68] while WHI randomized   trial found increased risk of CHD 
among women assigned to the menopausal hormone therapy compared 
to the placebo group [69]. Hernán et al. re-analy sis of the Nurses’ Health 
Study and concluded that most of the difference could be attributed to the 
age distribution at the time of initiation of hormone therapy and length of 
follow-up [70]. 

Unfortunately, for mos t adult diseases, an unbiased reconstruction of 
childhood exposure is diffi cult, if not impossible. Thus, a major limitation 
of adult epidemiologic research will continue to be the inability to recon-
struct childhood factors that predict disease. At least some of the diffi culty 
in fi nding gene-environment interactions for adult disease is likely that 
the relevant exposure may have occurred in childhood, and a measure of 
cumulative exposure, while preferable to cross-sectional measures, cannot 



350 Epigenetics and Pathology

capture exposure during the critical developmental life stage predisposing 
to disease. 

STATISTICAL ANALYSIS ISSUES
FOR GENE-ENVIRONMENT STUDIES

LONGITUDINAL STUDIES

In order to incorporate exposure effects by life stage, gene-environment 
interaction may be conceived as a 3-way interaction, in which the time of 
the exposure is the 3rd factor. In general the gene-environment interaction 
as a function of time can be modeled by considering a general nonpara-
metric model

Yij=f(Gij,Eij,tij)+eij,

where Yij is the response of interest of the i-th subject at the j-th time point 
tij; Gij and Eij are the genetic and environmental covariates measured at 
tij, and eij are random errors. Here the function f(. ) models the combined 
effect of gene, environment and any possible interactions as function of 
time. Note that the formulation above can incorporate multiple genetic 
and environmental variables and thus has potential to model gene-gene 
interactions as well as gene-environment interactions involving several 
genes as well. For such general model of longitudinal data, Zhang [71,72] 
presented multivariat  e adaptive spline smoothing based estimation meth-
ods. For high-dimensional data, such as GWAS studies directly applying 
such methods for a large number of SNPs is undesirable. Zhu et al. [73] 
adapted the multivariate  spline methodology for GWAS: Specifically, the 
procedure starts by starting with a model containing only intercept (the 
simplest model) and then gradually growing the model by adding terms 
(e.g., individual SNPs, SNP-SNP interaction) that minimizes a weighted 
least squares criteria. Finally the end model is selected via a backward step 
by deleting one least significant term at a time from the model. 
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Another popular and useful approach for modeling factors that change 
over time is the varying coeffi cient modeling strategy. Specifi cally for G-E 
interaction, one can consider the time-varying coeffi cient model

Yi(tij)=β0(tij)+GijβG(tij)+EijβE(tij)+Gij*EijβGE(tij)+eij,

where tij denotes the time point for the j-th measurement of the i-th subject; 
Gij and Eij are the genetic and environmental covariates measured at tij; βG(. 
), βE(. ) and βGE(. ) are unknown gene, environment and G-E interaction 
effect, respectively, depending on time. Note that this is a generalization 
of the conventional two-way G-E interaction model Yi(tij) = β0 + GijβG + 
EijβE + GijEijβGE + eij with non-time-varying effects. Depending on the data 
at hand, one could also consider different version of this model in vari-
ous ways, e.g., βG(tij) = βG corresponds to the model where one assumes 
that only the intercept, the environment effect and G-E interaction effect 
vary over time but the gene effect does not. There is a rich literature on 
varying coefficient models discussing estimation and testing procedures, 
e.g., Hoover, Rice, Wu and Yang [74] and Wu and Chiang [75] among 
many othe rs. The coefficient βGE (. ) reflects the G-E interaction effect as it 
changes over time. Thus, if the G-E interaction is prominent at a specific 
window of time but dormant in others, plotting this coefficient function 
over time could potentially reveal such patterns. 

CASE–CONTROL STUDIES

Case–control studies are commonly used in studying for genes and envi-
ronment. Case–control studies sample disease subjects (cases, D=1) and 
healthy subjects (controls, D=0), and retrospectively collect information 
about genes (G) and environment (E). The data from a case–control study 
can be used to compute three odds ratios (ORs), using subjects who are un-
exposed and have typical genotypes as they occur in nature (also known as 
wild type) (E=G=0) as the reference group: OR11 for subjects with both the 
gene and the exposure (E=G=1), OR10 for subjects with only the exposure 
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(E=1, G=0), and OR01 for subject with the only gene (E=0, G=1). Then 
under the multiplicative interaction model, the null hypothesis of no in-
teraction can be written as OR11 = OR01 × OR10. Thus, to test for GxE 
interaction, one defines the interaction odds-ratio as ORI = OR01 × OR10/ 
OR11 and tests for H0: ORI = 1. 

Logistic regression is commonly used for analysis of case–control 
studies, especially in the presence of covariates. A typical logistic model 
for assessing gene-environment interaction is

 logit(p)=β0+β1G+β2E+β3G∗E+β4X (1)

where p is the population disease probability and X is a vector of covari-
ates. As subjects are sampled based on the case–control status and cases 
are over-sampled, the likelihood depends on distribution of the indepen-
dent variable (G, E and X) in the population and the case–control sampling 
probability. Hence the intercept β0 cannot be estimated from the case–
control sample. However, Cornfield [77] and later Prentice and Pyke [78] 
showed that one can est imate all the regression coeffici ents β except for 
the intercept using the ordinary logistic regression likelihood as if the data 
were obtained in a prospective study. 

Under model (1), the OR of (G, E) versus (G0, E0) is then given by 
exp{ β1(G - G0) + β2(E - E0) + β3(GE- G0E0)}. In the presence of gene-
environment interaction, the OR of disease and gene depends on exposure. 
For example, consider the case when both G and E are binary. The covari-
ate X adjusted OR of D and G in the unexposed group (E=0) is exp(β1) 
and the OR of D and G in the exposed group (E=1) is exp(β1+ β3). The 
interaction ORI = exp(β3). The null hypothesis H0: β3 =0 constitutes a no 
gene-environment interaction. Note that no assumption about the distribu-
tion of gene (G), environment (E) and covariates X, e.g., independence of 
gene and environment, is made in logistic regression. 

Several advanced models have been developed to incorporate gene-en-
vironment interactions. Selinger-Leneman et al. [79] explored the condi-
tions under which accounting for gene-environme nt interaction enhances 
the ability to detect the genetic effects in complex diseases. Chatterjee, 
et al. [80] developed a maximum score based testing procedure for main 
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gene e ffects in the presence of possible gene and environment interaction 
using parametric models. Kraft et al. [81] applied a two degree-of-freedom 
likelihood ratio test for the ass ociation between a disease and a genetic 
locus, allowing for the possibility that the genetic effect may be modifi ed 
by an environmental factor. Maity et al. [82] developed more fl exible sta-
tistical tests for genetic main effect s in presence of possible gene-gene and 
gene-environment interactions using a semiparametric method. 

Nevertheless, one should be aware that the case–control method may 
not be applicable for association studies in some situations, such as in the 
presence of population stratifi cation that can not be estimated from the 
data. It is useful to complement case–control studies with family studies 
using genetic analytic techniques such as segregation and linkage meth-
ods [83]. 

CASE ONLY STUDIES

An important matter in case–control studies is  the choice of control group. 
An inappropriate choice of controls, e.g., hospital based controls or shared 
controls for different studies, may result in erroneous findings, e.g., due 
to population stratification. To address this problem, several approaches 
have been developed, see e.g., [40]. One of these approaches to assess 
G-E interaction is the case-only  design where one uses only cases (D=1). 

A key assumption to study G-E interaction on D in the case-only de-
sign is that the distributions of gene and environment are independent. 
Examples of such situations are the cases when an environmental factor is 
not directly controlled by individual behaviors, e.g., air pollution. Specifi -
cally, in the absence of covariates, under model (1), assuming rare disease, 
Pr(D=0 | G, E) is approximately 1. Assuming that G and E are binary and 
independent in the population, it can be shown that the OR relating expo-
sure and genotype in cases only is

pr(G=1,E=1∣∣D=1)pr(G=0,E=0∣∣D=1)/[pr(G=0,E=1∣∣D=1)
pr(G=1,E=0∣∣D=1)]=exp(β3). 
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Thus, one can estimate the effect of the G-E interaction term ap-
proximately correctly without performing a logistic regression of D. This 
approach can also be applied in logistic models in the presence of co-
variates [39]. Under the assumption of the independence of gene and en-
vironment, the case-o nly analysis yields a smaller standard error when 
estimating the interaction term β3, thus increasing power to detect GxE 
interaction [39]. Umbach and Weinberg [84] conjectured that imposing 
the gene and environment i ndependence assumption in  studies where con-
trols are available could also improve precision for estimating main ef-
fects. They also investigate the power gain in detecting GxE interaction 
via simulation studies and fi nd that in several parameter confi gurations 
considerable precision advantages can accrue by estimating the interac-
tion term using G-E independence assumption. They fi nd that sometimes 
the variance of the interaction term can be reduced by more than two-fold, 
even near the null value β3=0. Thus, in situations where the key indepen-
dence assumption is met, a study analyzed with G-E independence as-
sumption may need considerably fewer subjects than one analyzed with 
the full model without G-E independence assumption to achieve the same 
power for detecting gene-environment interaction. Several researchers ex-
ploit the assumption of gene-environmental independence in the popula-
tion to develop more powerful statistical tests for gene and environment 
interactions in more complex settings, see e.g., [84-86]. 

However, one should exercise caution when applying case-only analy-
sis, as    it makes a strong assumption that G and E are independent in the 
population, possibly conditioning on covariates. If the distribution of G 
and E depend on each other, the case-only design will yield a biased es-
timate of the interaction term β3. In addition, it only estimates the interac-
tion term β3 and cannot estimate the main effects β1 and β2. In practice, 
the assumption of G-E independence in the population may not hold. For 
example, the genetic variants in a smoking pathway may affect the degree 
of addiction. In such scenario, a case-only study for studying the effects 
of genes and lung cancer risk would not be applicable. Further, the valid-
ity of a case-only study also hinges on the assumption that there is no 
hidden population stratifi cation in the study population. Wang and Lee 
[87] showed that if a population stratifi cation exists, then case-only studies 
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may be b iased, and the bias involves the coeffi cient of variation of the 
exposure prevalence odds, the coeffi cient of variation of the genotype fre-
quency odds, and the correlation coeffi cient between the exposure preva-
lence odds and the genotype frequency odds. In other words, a case-only 
study may be biased if a systematic difference is present in either genotype 
frequencies or exposure prevalence between subpopulations. 

CASE-PARENT AND CASE-SIB DESIGN

In a ‘case-sib’ design, each case is matched to one or more unaffected sib-
lings [88-90]. Compared to the case–control design, this design has the ad-
vantage that cases and    controls are perfectly matched on the ethnic back-
ground, thus this design reduces the bias due to population stratification. 

In the ‘case-parent’ design, the parents of cases are used as a sort of 
control group to study genetic markers that could be associated with dis-
ease risk or be in linkage disequilibrium with alleles at a neighborhood 
locus. Genotypes are obtained from each case and his/her two parents, 
while environmental data are required only from cases [41]. Similar to the 
case-sib design, this design provides a perfect control for ethnic confo und-
ing. The main effect of environmental factors cannot be assessed in the 
case-parent design, but analysis of genetic main effects and G- E interac-
tions can be conducted. Umbach and Weinberg [91] proposed an associa-
tion test, which examines the joint effects of gene and environment u sing 
case-parent trios. The case-parental control method requires the availabil-
ity of genotypic information on both parents of cases, although the EM 
algorithm can be used to maximize the likelihood if some genotypes are 
missing and the method has been extended to situations where only one 
parent is available [92]. Witte et al. [90] and Gauderman et al. [89] com-
pared the relative effi ciency of the cas e-sib and case-pare nt designs to the 
matched  case–control design for estimation of genetic main effects. They 
also provided some comparisons of effi ciency for estimation of the G × E 
interaction effect. They found that because of overmatching on genotype, 
the use of sibling controls leads to estimates of genetic relative risk that are 
approximately half as effi cient as those obtained with the use of popula-
tion controls, while relative effi ciency for cousin controls is approximately 



356 Epigenetics and Pathology

90%. However, they also fi nd that for a rare gene, the sibling-control de-
sign can lead to improved effi ciency for estimating a G × E interaction ef-
fect. 

GENOME-WIDE ASSOCIATION STUDIES

A genome-wide association study involves scanning tens of thousands of 
genetic markers (SNPs) across the genome to identify the genetic varia-
tions that are associated with a disease or a trait[93,94]. Such studies are 
particularly useful in finding common genetic variations that contribu  te 
to common and complex diseases, such as heart disease, cancer, and dia-
betes. Compared to linkage analysis, GWAS can be more powerful in de-
tecting genes associated with modest increases in disease risk [95]. In the 
past few years, GWAS have been successful in identifying over a hundred 
common gene tic variants that are associated with complex diseases (http://
www. genome. gov/gwastudies webcite). 

In a traditional case–control GWAS, one observes a disease outcome 
D, environmental exposure E, and the genotypes of M SNPs spanning the 
genome, with g1, g2, …, gM denoting the genotypes at the M loci. Illumina 
and Affymetrix provide common genotyping platforms for GWAS, where 
the genotypes of a million or more SNPs can now be simultaneously mea-
sured. Several models can be used for the pattern of inheritance of the ge-
netic susceptibility. Under the dominant model, subjects with genotype g 
= AA or Aa are genetically susceptible, that is, they are at either increased 
or decreased risk compared to the baseline group (g = aa). This structure 
can be captured by defi ning the genetic covariate G such that G = 0 for g 
= aa, and G = 1 for g = AA or g = Aa. Under the recessive model, we have 
G = 1 for g = AA and G = 0 otherwise. Under the co-dominant model, one 
can use two dummy variables or an additive model (G=0,1,2) to model the 
genetic effect. Let p and q = 1- p be the probabilities of observing A and 
a respectively. Assuming Hardy-Weinberg equilibrium, the distribution of 
genotypes g in the population is given by pr(g = AA) = p2, pr (g = Aa) = 
2pq, and pr(g = aa) = q2. Hardy-Weinberg equilibrium should be checked 
when the genotype data are cleaned. 

http://www.genome.gov/gwastudies
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GWAS studies have primarily focused on detecting the main gene 
effect by fi tting the traditional logistic main effect model for each SNP 
Gj separately as

 logit(p)=β0+β1Gj+β2E+β4X, (2)

where X is a vector of covariates and often also includes a few princi-
pal components to control for population stratification [96]. A correction 
for multiple comparisons, such as the Bonferroni correction, or modified 
Bonferroni  correction [97], is often used to control for the genome-wide 
type I error. Several multi-locus tests have been p roposed to improve the 
power in GWAS studies[98]. Top SNPs from GWAS are then selected for 
validation in independent samples. 

To study gene-envi ronment interaction in GWAS, one can fi t model 
(1) for each SNP separately and test for H0: β3 = 0 and use the Bonfer-
roni correction to adjust for multiple comparisons. A main challenge in 
using GWAS to test for G-E interaction is that most GWAS have limited 
power to detect gene-environment interaction on the genome wide scale 
after accounting for multiple comparisons. One might consider using the 
case-only analysis to increase the analysis power. However, the case-only 
analysis relies on the strong assumption of the independence of gene and 
environment in the population, which might be not reasonable across all 
SNPs that are scanned in a GWAS. 

Several approaches have been recently proposed to improve power for 
detecting gene-environment interactions in GWAS. Kraft et al. [81] pro-
posed to screen for top genes in the presence of possible gene-environ-
ment interactions using a  2-df test for testing for the main genetic effect 
and G×E interactions jointly. They showed that under a variety of param-
eter settings, the 2-df test was often more powerful than a test of the main 
effect or the traditional test for G×E interactions. 

Assuming binary E, Murcray et al. [99] proposed a two-step approach 
where they fi rst use a likelihood ratio test of the association between  G and 
E based on the logistic model pr(E = 1 | G) = a0 + a1G and test for H0: a1=0. 
This corresponds to the standard case-only test for the G×E interaction. 
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One then screens for the signifi cant genes with p–values below a thresh-
old. In the second step, the screened SNPs are then tested using the stan-
dard G x E interaction test under model [1] with correction for multiple 
comparisons. They showed this two-stage test is more powerful than the 
sta ndard one-stage test for the gene-environment interaction (H0: β3=0) 
using model [1]. The added power of this two-stage procedure derives 
from the fact that the multiple comparison in the s econd step is performed 
only based on the genes chosen in the fi rst step, not the entire set of genes. 
As shown by Murcray et al., this two-step method can be almost twice 
powerful than the traditional one-step procedure if the G-E independence 
assumption is valid for a large fraction of G-E combinations under study. 
However, the power gain of the procedure diminishes as the total number 
of genetic markers increases [100]. 

Mukherjee and Chatterjee [101] proposed a 1-stage inferential proce-
dure on G-E interactions using a n empirical Bayes-type shrinkage e stima-
tion approach. They estimate the interaction using a weighted average of 
the case-only and case–control estimators where the weights are based on 
the difference between the two estimators and the variance of the robust 
case–control estimate. This estimator is shown to be robust to the depar-
ture from the G-E independence assumption. The associated test can gain 
effi ciency and power when the assumption of G-E independence in satis-
fi ed in the underlying population but also preserves Type I error when the 
independence assumption is violated. 

COHORT STUDIES

In prospective cohort studies, a sample of healthy subjects in a pre-speci-
fied cohort of subjects are recruited, environmental and lifestyle data and 
Biological samples, such as blood, are obtained at baseline (the start of the 
study), and the subjects are then followed prospectively over time for dis-
ease onset or quantitative traits. Questionnaire data and biological sample 
may be also updated over time. As Clayton and McKeigue [102] state, 
“The rationale for setting up cohort studies of genetic effects on disease 
risk is based on the a rgument that, because cohort studies can measure 
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environmental exposures before disease onset, they are better than the 
case–control design for study of gene-environment interactions. Study of 
such interactions is thought to make detection of genes that influence dis-
ease risk easier, to allow individuals at high risk to be identified for tar-
geted intervention, and to advance understanding of biological pathways 
leading to disease. ”

For binary D, E, and G, one can now estimate disease risks and sub-
sequently estimate relative risks (RRs). Parallel to the odds ratio calcu-
lations in case–control studies, one can defi ne four RRs. For example, 
using the non-exposed and non-high-risk genotype (G=E=0) as the refer-
ence group: RR11 is the RR comparing the exposed and high-risk genotype 
group (G=E=1) and is estimated as h(a+c)/(f+h)a, similarly one can defi ne 
RR10, RR01, and RR00. Under the multiplicative interaction model, the null 
hypothesis of no G-E interaction can be written as H0: RR11 = RR01 × RR10. 
This is equivalent to testing H0: OR11 = OR01 × OR10 and can proceed with 
logistic regression. 

One major limitation of cohort studies is that rare events will not occur 
at suffi cient frequency so that most cohort studies may not record suf-
fi cient numbers of cases for rare diseases and might have only marginal 
power for common diseases [102]. Cohort studies can be used to study 
gene effects and gene-environment interactions for disease progression 
an d censored time-to-event data using survival analysis techniques, e.g., 
the Cox model [103], and for longitudinal phenotypes using mixed models 
and GEEs [104]. 

NESTED CASE–CONTROL DESIGN AND CASE-COHOR T STUDIES

Epidemiologic cohort studies and disease prevention trial s typically re-
quire the follow-up of several thousand subjects for a number of years 
before yielding useful results, and hence can be prohibitively expensive. 
To address this issue, a pseudo case–control design can be used to re-
duce the number of subjects for whom covariate data are required (see for 
example, [105-108]), where each subject developing disease is matched 
to one or more subjects without disease at the same point     in 'time' using 
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incidence-density sample. Henceforth, relative risks are estimated using a 
matched case–control analysis. In this setup, one only requires the covari-
ate measurements for only cases and their matched controls. This is the 
so-called 'case-control nested within a ‘cohort’ design. 

However, intuitively the alignment of each selected control subject to 
its matched case could be ineffi cient, since that subject may also prop-
erly serve as a member of the comparison group for cases occurring at a 
range of other times. In the context of a disease prevention trial, it is often 
desirable to have a subset of the trial cohort for whom covariate data are 
analyzed on an ongoing basis in order to monitor intervention effective-
ness and compliance. The case–control approach is not well suited to this 
purpose since covariate histories are only assembled following case oc-
currence. As an alternative, Prentice [78] proposed a ‘case-cohort’ design 
which involves the selection of a random sample (or a stratifi ed random 
sample) of th e entire cohort, and the assembly of covariate histories only 
for this random subcohort and for all cases. The subcohort in a given stra-
tum constitutes the comparison set of cases occurring at a range of failure 
times. The subcohort also provides a basis for covariate monitoring during 
the course of cohort follow-up. Very similar designs have also been pro-
posed by Kupper, McMichael & Spirtas [109] and Miettinen [110]. These 
more effi cient designs have started being used to study gene-environment 
interactions in co hort studies [111].  

The statistical effi ciency for a case-cohort study over a nested case–
control study is small. Wacholder [112] point ed out that nested case–
control designs have a small to moderate advantage for studies with 
substantial late entry  or censoring. Case-cohort studies gain small ad-
vantage in studies with little late entry or censoring. However, a major 
practical advantage of the case-cohort studies is the ability to use the 
same subcohort for several outcomes such as different subtypes of dis-
ease [112]. If one intends to compare the risk factors of different out-
comes then adjustments of signifi cance levels and confi dence  intervals 
are required due to multiple comparisons and to account for possible 
correlations between outcomes [113]. However, if the main focus is on 
the evaluation of risk factors for each disease separately then no such 
adjustment is  required. 
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TWO-STAGE DESIGNS AND BIASED SAMPLING

In many situations, the exposure of interest and the disease endpoint can 
both be rare and studies of their relationship between them require a very 
large number of samples, and hence can be very expensive. In such cases, 
a two-stage design, originally proposed by White [114], can be employed. 
A major assumption in this scenario that the exposure information is al-
ready available for a large sam ple of controls and cases in the screening 
stage. Complete covariate and genotype information is then collected only 
on a subsample, where the sampling fraction can depend jointly on dis-
ease and exposure status. For example, in case of a rare exposure, one can 
oversample those who are more likely to have exposure and perform the 
genotyping on a more informative subset of subjects. A similar approach 
can be taken where a specific rare genotype is of interest and exposure is 
expensive to record. White [114], assuming the exposure and disease sta-
tus are both binary, presented a procedure to derive valid estimates of odds 
ratio  by incorporating the information from the first both stages sample 
and the sampling proportions for the second stage. Cain and Breslow [115] 
extended this approach by allowing for a multilevel exposure variable, and 
any number and type of any covariates. There  is a large recent literature 
on analysis of two-stage case–control designs using more efficient inverse 
probability weighted estimation procedures and semiparametric efficiency 
procedures [116]. Weinberg and Wacholder [117] developed designs of 
case–control studies with biased sampling for more general cases. They  
developed and presented analy tic techniques and estimation procedures. 
They show that unbiased estimation procedure of the main and the interac-
tion effects are possible assuming given the sampling fractions are known 
for the second stage sampling. From the simulation studies of Weinberg 
and Wacholder, it is seen that the effect of the screening/matching factor 
in the stage 1 sampling can often be estimated with better precision com-
pared to completely sampling. In addition, the main and interaction effects 
can be also estimated more efficiently compared to random sampling. The 
advantage of this design appears to improve the efficiency of estimation of 
the interaction coefficient; the efficiency gain could be as large as 250%. 
The efficiency gain is however dependent of the odds ratio relating the 
exposure and genotype to the disease. 
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POWER AND SAMPLE SIZE CONSIDERATIONS

Gene-environmental studies often require large sample sizes to detect in-
teractions compared to studies for detecting main gene and environmen-
tal associations. Thus, power and sample size considerations are critical. 
There have been several publications about sample size and power calcu-
lations in G-E studies (Table 1). The software QUANTO developed by 
Gauderman [37] is convenient for power and sample size calculations for 
a range of gene-env ironmental designs. 

TABLE 1. 

Summarized publications regarding sample size and power calculations in gene-environment 
studies

Source Design

Yang et. al. [118] Case-only
Cai and Zheng [119] Case-cohort
Schaid [41] Matched case–control
Gauderman [37] Case-sibling

Case-parent

Lubin and Gail [120] Unmatched case–control, Multivariate regression 
models for odds ratio

Hwang et al. [121] Unmatched case–control, binary genetic and envi-
ronmental factors

Foppa and Spiegelman [122] Unmatched case–control, binary genetic factor and 
an environmental exposure with multiple categories

DISCUSSION

With advancement in human genetics and risk assessment, current research 
has shown that the interplay between genes and environment is critical to 
disease risk and progression. Consequently, more research efforts need to 
be directed towards investigating the genetic basis of individual suscepti-
bility and the role of the genome and epigenome, to various environmental 
agents. The methodological issues raised above are focused on the “how 
to” approaches to assessing gene-environment interactions. 
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All individuals are exposed to a variety of hazardous agents and chemi-
cals in the environment. However, genetic pathways are thought to have 
evolved for minimizing the adverse effects from these environmental in-
sults. Genes expressed in these pathways, referred to broadly as environ-
mentally responsive genes, exhibit heritable variability that may be as-
sociated with altered effi ciency of the pathway. Hence, gene-environment 
investigation needs to go beyond individual genes to investigate the roles 
of genetic pathways and networks. 

Several research programs were launched to promote and facilitate re-
search in environmentally responsive genes. In the 1990’s, the National 
Institute of Environmental Health Sciences (NIEHS), of the U. S. National 
Institutes of Health, initiated a multiyear project entitled the NIEHS En-
vironmental Genome Project (EGP). The focus of the NIEHS EGP is on 
common sequence variations, referred to as genetic polymorphisms, in en-
vironmentally responsive genes. The NIH-wide Genes, Environment and 
Health Initiative (GEI) was launched in February 2006 to support research 
that will lead to the understanding of genetic contributions and gene-en-
vironment interactions in common disease. Numerous scientifi c advances 
have been made through these initiatives. 

More advanced statistical and computationally effi cient methods need 
to be developed to investigate the interplay of genes and environment in 
human diseases. Data integration is becoming more and more important. 
More interdisciplinary research by integrating molecular biological knowl-
edge, environmental sciences, bioinformatics and computational biology, 
and statistical and computational methods is likely to advance research in 
genes and environment. More research is needed in several emerging re-
search areas in genes and environment, such as exposure biology for iden-
tifying new biomarkers for better measuring exposures, mediation (causal 
inference) analysis, e.g., for effects of environment of disease phenotypes 
through epigenetic markers, statistical methods for high-dimensional data 
analysis for genes and environment, and risk prediction using genes and 
environment. It should be noted that the process of translating genetic and 
‘omic research into practice in environmental and occupational health is 
considered to be in an early phase. Thus, most research fi ndings from ge-
netic susceptibility studies should be communicated with caution to the 
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general public at this time. Policy research on genes and environment de-
serves more attention. 

CONC LUSION

In conclusion, we are entering an exciting period of research and knowl-
edge generation about gene-environment interactions. The potential for 
combining basic bench work with human population studies opens up 
many opportunities to examine the health effects of complex environ-
mental exposures. The challenges for the next decade for human popula-
tion work in this field include maintaining rigorous epidemiologic study 
design, improving environmental exposure analysis, advancing genomic 
technology and knowledge, and expanding the necessary analytic and 
computational tools for high-throughout “-omic” and environmental data, 
and the concomitant policy and ethical implications. 
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GUIDELINES IN GENETICS AND 
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MUIN J. KHOURY, and PAOLO VINEIS

There are some general aspects to consider when tackling cause-effect 
relationships in genetics. First, most associations for individual genetic 
variants and common chronic diseases have weak to modest effects. Em-
pirical findings show that even for fairly well established associations, the 
effect sizes are weak to modest; i.e., relative risks are usually under 2, and 
often between 1.2 and 1.6) [1]. Generally speaking, the stronger the as-
sociation between a risk factor and a disease, the more likely it is that the 
association is causal, because confounding and other biases are unlikely 
to explain it away. However, in genetics the penetrance of an individual 
genetic variant associated with a disease depends on the interactions of the 
variant with external exposures, the internal environment, or other genetic 
variants. In spite of the etiologic complexity of common diseases and the 
resulting weak effects of individual genetic variants, theoretical work sug-
gests that the combination of as few as 20 common variants with weak 
to moderate effect sizes, when put together as a system of variants (or 
genomic profiles), can account for a substantial attributable fraction of the 
disease in the population [2]. On the other hand, a large number of rare 
variants each contributing (or causing) a strong disease risk may also be a 
plausible explanation. The potential rarity of highly-penetrant variants, the 
weakness of common associations, and the frequency of complex gene-
environment interactions pose severe challenges to the statistical power to 
find marginal effects of single gene variants on risks for common diseases. 
In fact, the strength of the association with the gene (main effect) may 
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be low while the gene-exposure interaction is strong. This may be more 
convincing evidence of the truly causal nature of the association, given 
the available biological knowledge on environmental influences on gene 
expression.

Consistency in genetic studies was traditionally poor in the “candidate 
gene” era, with few associations confi rmed in more than one study [3], but 
this has changed rapidly with genome-wide association studies (GWAs). 
More than 600 stable replicated hits have been reported in 2007 and 2008 
from GWAs, due to an in-built, strong process of replication of fi ndings. 
One advantage of GWAs is that they are published only if the results are 
replicated in 3-4 or more independent studies. As a result in genetic epide-
miology there is now a widely accepted requirement for “internal” consis-
tency. A similar approach would be invaluable in non-genetic epidemiol-
ogy but is currently not practiced. Poor replication for candidate genes is 
related to multiple factors, including type 1 errors (“false positives”) and 
publication bias, as well as to methodological issues as biases in the selec-
tion of cases and controls, exposure assessment errors, and confounding.

In addition, the expression of genes is so dependent on the surround-
ing circumstances (other genes, internal environment, e.g., immunological 
and nutritional status [4], external physical environment, gene expression), 
that the same main clinical effect of a gene variant is diffi cult to capture in 
different studies conducted under different conditions. In fact, such main 
effects may not be identical in different studies that are conducted in actual 
-sometimes, very different- human contexts; a genuine heterogeneity of 
human genetic effects across population groups -and individuals- is to be 
expected on the basis of knowledge on how biological, clinical and envi-
ronmental processes jointly cause disease in humans. An example of the 
infl uence of study design is the investigation of gene-disease associations 
in founder populations, in which the effect of a genetic variant is likely to 
be higher than the average across all populations [5]. Another example is 
familial aggregation studies, where familial disease risks are infl uenced 
not only by the genetic mutations or variants of interest, but also by other 
genetic and epigenetic processes; if the latter are overlooked, the pene-
trance of the former may be overestimated [6–8].

To some extent it is reasonable to hope that genetic associations are 
specifi c, thus facilitating causal inference. For example, 5-HTT variants 
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have been associated specifi cally with bipolar disorder, probably because 
of the role of the gene in serotonin metabolism [9]. But expectations of 
specifi city may disregard biological knowledge (e.g., on cofactors, mul-
tiple causes and effects) that makes unspecifi city more plausible. A po-
tential problem in the use of specifi city as a criterion for causality is that 
many genetic variants belong to metabolic, infl ammatory, homeostatic and 
other pathways that could infl uence multiple disease processes. This is an 
extension of the concept of pleiotropy that we see in single gene disor-
ders. For example, MTHFR variation involves folic acid and methylation 
pathways that may have potential relevance to the genesis of many disease 
outcomes, as birth defects, cardiovascular disease and cancer [10]. The 
same is likely to be true for DNA repair genes [11]. This issue has long 
been observed in non genetic epidemiology in relation to some common 
risk factors, such as socio-economic status or cigarette smoking, which are 
associated with many disease outcomes. The value of specifi city increases 
with increasing knowledge about the constituents of the exposure (e.g., 
PAHs and other carcinogens for cigarette smoking), and of its biological 
or environmental effects. For example, on the basis of functional knowl-
edge, only bladder cancer, and perhaps colon cancer, may be expected to 
be associated with NAT2 variants [12–14]. Such postulated associations 
are biologically plausible because there is evidence that aromatic amines 
or heterocyclic aromatic amines, which are metabolised by NAT2, are 
involved in bladder or colon carcinogenesis. Nevertheless, NAT2 asso-
ciations are also observed with breast and lung cancer and mesothelioma 
[15, 16], without evidence of biological plausibility. This unexpected non-
specifi city may be true and due, for instance, to a pleiotropic effect of the 
exposure; or the apparent association with the outcome (in this case, other 
than bladder cancer) may be confounded by yet unknown factors. Similar 
situations are encountered in clinical medicine and non genetic epidemiol-
ogy; for example, the early observation of an inverse association between 
hormone replacement therapy (HRT) and mortality due to accidents and 
violence, which was of the same magnitude as that originally found for 
cardiovascular mortality [17]. This prompted a debate on the causal nature 
of the association between HRT and cardiovascular mortality, as no plau-
sible biological reason for the protective effect of HRT on violent death 
could be argued.
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Temporality is also relevant to the study of the genotypes; since gene 
variants are inherited and do not change after conception, they precede the 
onset of disease indeed. In addition the temporal pattern with which a par-
ticular variant/mutation manifests itself can be relevant. In Huntington's 
disease, for example, there is the phenomenon of “anticipation” (younger 
age of disease onset in one generation than in the previous) depending on 
the number of the repeated triplets in the gene (which tend to increase in 
the offspring). For acquired genetic alterations (e.g., somatic mutations) 
temporality is also important; in persons living in normal conditions the 
timing of occurrence of the mutation often cannot be observed directly. A 
collection of archived specimens may help, as can knowledge on the usual 
course of events gained from molecular pathology studies. For epigenetic 
mechanisms temporality is even more crucial, but it is beyond the purpose 
of this article [4, 6–8].

In genomics, the possibility of observing a dose-response gradient de-
pends on the model of genotype-phenotype relationships. Even for a dial-
lelic system at one locus, there could be recessive, dominant or codominant 
models. The biologic model for the action of numerous alleles at differ-
ent loci is more complex and is essentially unknown for most common 
diseases. Only if the genetic model is codominant can a dose-response 
be observed. However, a different kind of dose-response is observable if 
we consider the cumulative effect of multiple genes or SNPs. Both the 
risk of lung cancer and the levels of DNA damage can increase approxi-
mately linearly with an increasing number of “at risk” gene variants [11, 
18]. Gene copy number variation can lead to more complex dose-response 
relationships. Quantitative continuous markers used in epigenetics (pro-
moter methylation) and transcriptomics (gene expression) may be ana-
lyzed in search of dose-response effects (linear or non-linear).

In genetics experimental evidence comes mainly from animal studies 
in which knock-out organisms are used in order to have a pure genetic 
disease model. This directly tests the effect of the absence or presence of 
specifi c genetic factors on the organism. Extrapolation of the results of 
these experiments to humans is challenging due to differences between 
humans and the knock-out organisms in both the genetic make-up and the 
potential types of gene-gene and gene-environment interactions. Genetic 
experimental studies have also long been known to reproduce disease 
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phenotypes (e.g., in mice) that are only a partial approximation of the com-
plex human disease; an example is the Super Oxide Dismutase-1 (SOD1) 
mutated mouse model for Amyotrophic Lateral Sclerosis (ALS), which 
has different motor characteristics than the human disease [19].
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Conditional independence [12] is the tool DTF uses to a) express how 
variables are associated and b) to understand when it is possible to make 
inferences about causal associations from data that are observational. It 
is best described as follows: consider 3 variables A, B and C. Say that 
Pr(A,C|B) = Pr(A|B)Pr(C|B) (where Pr(.) means probability of).

Then we can say that A is independent of C given B; formally: A 
┴┴C|B.

This means that if we know what B is, knowing what A is gives us no 
further information on C; e.g., if we want to know the genetic make up 
of Alfred (A), we can gain some information by looking at his brother 
Colin (C). If however, we can see their parents Barry and Barbara (B), 
then knowing about Colin gives us no further information on Alfred. This 
shows where the “familial” terminology used in DAGs comes from.

Conditional independence is a non-graphical (and non-causal) equiva-
lent of the d-separation criteria used in the causal DAG approach [1]. It 
forms the basis for the formal treatment of DTF, and its manipulation al-
lows us to determine under what circumstances we can equate the results 
of observation to those of experiment [2, 3].

The original role of DAGs in the statistical literature is to encode sta-
tistical associations (described, for instance, by Chi-squared tests). Thus, 
in DTF the lack of directed edges in a DAG is viewed as conditional or 
marginal independence between variables, not a lack of a causal rela-
tionship. There are two problems with interpreting DAGs encoding such 
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associations as causal. The fi rst problem is that often there is more than 
one DAG representing the same set of conditional independences (see ex-
ample below). To determine which, if any of them, is causal, we must use 
knowledge that is not inherent in the data or the DAG (e.g., time ordering). 
The second problem is that we often do not have data on all the variables 
that play a role (causal or otherwise) in the problem we are considering. 
This means that the DAGs only tell us about the relationships between 
the variables we have observed, making a causal interpretation dangerous.

Consider the following simple example: A and B are proteins produced 
in the body and C is a cancer thought to be associated to the production 
of A and B. It is possible to artifi cially increase the amount of B in the 
system and we would eventually like to know whether this could prevent 
the emergence of the cancer C. However, at this point we do not know 
whether A or B are produced by the presence of C or indeed whether there 
is any natural ordering to the appearance of the three variables. We obtain 
the conditional independence A┴┴C|B from data on a number of indi-
viduals in a case control study investigating possible causes of C. This 
is encoded by all three DAGs. These three DAGs only tell us one thing, 
namely that the cancer is not directly associated to protein A (when we 
only consider these three variables and the individuals in the study). They 
do not tell us whether treating patients with B will have a positive effect on 
the incidence of C or indeed how A and B are associated. Thus, trying to 
determine whether intake of B will act as a preventive agent (i.e., whether 
B causes C) based only on current knowledge and the DAGs is impossible. 
When we face a problem that we do not understand fully, interpreting one 
DAG or even one particular directed edge as causal can be diffi cult.

One way of determining whether relationships depicted in a DAG de-
scribing observational data are causal is to relate it to an equivalent situ-
ation under intervention or randomization. It is generally accepted that 
the ideal for causal inference is the randomized controlled trial because 
confounding is eliminated or attenuated. It is generally also accepted [4] 
that when we perform an external intervention, such as randomization on 
a system in equilibrium, we can view the consequences as causal. Thus, 
intervention is a formal way of asserting cause-effect relationships.

In DTF we introduce randomization as a variable R. To clarify, con-
sider the following example. Assume that X is a binary variable that can 
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be forced to take on a particular value or “set”. It takes on two values: “ac-
tive” (X = a), or “baseline” (X = b). The randomising variable R has the 
same settings as X as well as the observational setting R= Ф (the empty 
set). When R = a then X = a with no uncertainty (imagine forcing X to take 
on this value, say by administering the treatment to a compliant patient). 
Similarly, when R= b, X = b with no uncertainty. Finally when R = Ф, X 
is allowed to arise without intervention and can take on the values a and 
b as in an observational study. For causal inference in DTF we want to 
estimate (usually the expected value of) the outcome Y given that an inter-
vention has happened. For example, if we want to know which treatment, 
active or baseline, is better for Y, we might look at the difference in the 
expected value of Y given these treatments: E(Y | R = a)- E(Y|R = b). This 
would then be a measure of the causal effect of a vs b. In observational 
studies, we do not have E(Y|R = a) the interventional expectation; rather, 
we have E(Y| X = a, R = Ф) the observational expectation; similarly for 
b. The question is, therefore, how to make an inference about the former 
using the latter. One assumption that is often made is that all observed 
confounders U are observed. However, this is often not possible and other 
approaches that simulate randomization, such as the instrumental variable 
approach known as Mendelian randomization [5] can be used. See Dawid 
[6], Didelez [7], and Geneletti [8] for formal examples.

Introducing randomization can also help us distinguish between in-
termediate variables and confounders, as when X is randomized the as-
sociation between X and any confounders U is severed, whilst that with 
intermediates is not. Statistically, if after randomising X the distribution 
of U conditional on X remains the same as before randomization, then U 
is a confounder rather than a mediating variable, as this means that U is 
independent of X when it is randomized. This corresponds precisely to the 
situation described by the DAG.

Interventions are represented by decision nodes in augmented DAGs 
[9], and these can be used to make some causal inferences, as DAGs ex-
plicitly represent interventions. By introducing the randomization/inter-
vention variables explicitly into the DAG, we can use conditional inde-
pendences to determine when it is possible to estimate the causal effect 
(based R = a,b) from data that are observational (based on R = Ф and X 
= a,b). Again, as a detailed description of the formal DTF is beyond the 
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scope of this paper, we refer the interested reader to previous work [6–8, 
10].
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PARKINSON’S DISEASE: 
ENVIRONMENTAL AND GENETIC 
RISK FACTORS

SARA GENELETTI, VALENTINA GALLO, MIQUEL PORTA, 
MUIN J. KHOURY, and PAOLO VINEIS

Large epidemiological studies aimed at identifying risk factors for Par-
kinson's disease have suggested a role of 1-methyl-4-phenyl-1,2,3,6-
tetrahydropyridine (MPTP) (a compound accidentally produced in the 
manufacture of illegal drugs), of some pesticides, of certain metals and of 
polychlorinated biphenyls [1]. On the other hand, tea and coffee drinking, 
use of non-steroidal anti-inflammatory drugs, and high blood levels of uric 
acid have been suggested to be protective for Parkinson's disease [1].

To date, eleven monogenic forms have been identifi ed (with PARK1 
to 11 gene acronyms); they will be selectively discussed below (Table 1) 
[2]. However, monogenic forms of Parkinson's explain no more than 20% 
of the early-onset cases of the disease, and less than 3% of the forms with 
onset in the old ages, a situation that is common to many chronic diseases 
as breast cancer (e.g., role of BRCA1) or heart disease (e.g., Familial Hy-
percholesterolemia). Most forms of the disease appear to be caused or at 
least infl uenced by complex interactions between several genes, or be-
tween genes and environmental factors.

The α-synuclein, encoded by the SNCA gene, is a protein with several 
functions in signal transduction and vesicle traffi cking; it is also a com-
petitive inhibitor of an enzyme involved in the L-Dopa biosynthesis. Three 
known dominant mutations on the SNCA gene have been identifi ed in 
families affected by Parkinsonism with dementia characterised pathologi-
cally by diffuse Lewy bodies, mainly composed of α-synuclein. The iden-
tifi cation of these mutations contributes to the contention as to whether the 
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TABLE 1. Main identified genes involved in Parkinsonism, with their biological, clinical 
and pathological main features. 

Gene 
(locus) Protein Function Inheri-

tance Pathology Clinical pheno-
type

1SNCA 
(PARK1/4) α-synuclein

Signal 
transduction, 
membrane 
vesicle traf-
ficking, and 
cytoskeletal 
dynamics

Dominant

Diffuse Lewy 
bodies (promi-
nently nigral 
and hippocam-
pal neuronal 
loss)

Early onset 
progressive L-
Dopa responsive 
Parkinsonism, 
cognitive de-
cline, autonomic 
dysfunction and 
dementia

LRRK2 
(PARK8) Dardarin

Cytosolic 
kinase with 
several func-
tions (includ-
ing substrate 
binding, 
protein phos-
phorylation 
and protein-
protein 
interactions)

Dominant

Predominantly 
Lewy bodies 
disease (rare 
cases with 
neurofibrillar 
tangels and/or 
nigral neuronal 
loss

Parkinsonism 
consistent with 
sporadic Parkin-
son's Disease. 
Dystonia, amyot-
rophy, gaze palsy 
and dementia 
occasionally 
develop

PRKN 
(PARK2) Parkin

E3 ligase 
(conjugating 
ubiquitine to 
proteins to 
target them 
for degrada-
tion by the 
proteasome)

Reces-
sive (rare 
“presudo-
dominant” 
cases 
reported)

Predominantly 
nigral neuronal 
loss (compound 
heterozygotes 
with Lewy 
bodies or tau 
pathology are 
described)

Early onset Par-
kinsonism, often 
presenting with 
dystopia, with 
diurnal fluctua-
tions. Typically 
responsive to 
very low doses 
of L-Dopa

PINK1 
(PARK6) - Mitochon-

drial kinase Recessive Undetermined

Early onset 
Parkinsonism, 
slowly progres-
sive and respon-
sive to low doses 
of L-Dopa

DJ-1 
(PARK7) -

Oxida-
tive stress 
signalling 
molecule on 
mitochondria

Recessive Undetermined

Slowly progres-
sive early-onset 
Parkinsonism 
occasionally with 
psychiatric dis-
turbances; rare 
compound het-
erozygotes with 
Parkinsonism 
and dementia or 
amyotrophy are 
described
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so-called Lewy body disorders (Parkinson's disease, Parkinsonism with 
dementia, and dementia with Lewy bodies) represent a continuum or have 
to be considered as distinct diseases [2]. This is thus as well an excellent 
example of a situation in which researchers try to elucidate the causal re-
lationships between a complex set of genotypes and a rich spectrum of 
clinical phenotypes.

The LRRK gene encodes for a protein involved in multiple functions; 
three dominant mutations are known. Pathologically, the disease is char-
acterised by a typical Lewy body pattern consistent with the post mortem 
diagnosis of Parkinson's disease. However, some cases with tau-positive 
pathology without Lewy bodies have been observed even within the same 
family. The pathway leading to one or the other condition is likely to be 
infl uenced by genetic and/or environmental factors that remain to be iden-
tifi ed [2].

There are more than 50 known variants in the parkin gene and their 
effect on the disease appears to be recessive. Subjects with homozygous 
mutations leading to complete loss of parkin expression are found to have 
a selective loss of dopaminergic neurons in the substantia nigra and in the 
locus coeruleus without Lewy bodies or neurofi brillar tangles. However, 
subjects with compound heterozygous mutations (a diploid genotype in 
which two copies of a gene carry different mutations) may present patho-
logically with Lewy bodies or neurofi brillar pathology. This behaviour 
can be due to the fact that the outcome is mutation-specifi c: some muta-
tions can reduce rather than abolish the protein activity affecting substrate 
specifi city. Otherwise, these two different outcomes can share the primary 
cause (as for the LRRK case), which is subsequently infl uenced by gene-
gene and/or gene-environment interactions [2].

For the last two recessive mutations, PINK-1 and DJ-1 there is no path-
ological information available. The protein encoded by PINK-1 gene is a 
mitochondrial kinase that seems to be involved in protecting the cell from 
mitochondrial dysfunction and stress-induced apoptosis [2]. The protein 
encoded by DJ-1 gene also is localised on mitochondria, but it seems to be-
long to the chaperones family, induced by oxidative stress [3]. This protein 
has been demonstrated to be involved in cell protection during oxidative 
stress. Intriguingly, reduced DJ-1 expression in Drosophila melanogas-
ter results in susceptibility to oxidative stress and proteasome inhibition, 
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which leads to a selective sensitivity to the environmental chemical agents 
paraquat and rotenone.
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