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Processing of SAR data with special
emphasis in interferometry

Summary

This work describes in a comprehensive manner new methods and algo-
rithms concerning the interferometric processing of SAR data. It provides
a general description with strong emphasis on system and signal theory. In
this context a study is presented which derives a new, non-linear, two-di-
mensional, locally independent SAR-processing algorithm. It shows excel-
lent phase consistency. A comparison is presented of different SAR-focus-
sing algorithms by making use of a uniform starting point, the two-dimen-
sional point target spectrum. With regard to sub-pixel accuracy, a method
is introduced for the co-registration process. Based on the geometrical ef-
fects of the side-looking geometry, computationally efficient algorithms are
developed to correct foreshortening, shadowing and layover. Based on a
method of automatically generating reference heights, the outfinal SAR
data product is geo-coded.

Zusammenfassung

In der vorliegenden Arbeit werden umfassend bestehende und neuartige
Verfahren und Algorithmen zur interferometrischen Verarbeitung von
SAR-Daten beschrieben. Es erfolgt eine durchgingige system- und sig-
naltheoretische Ableitung der interferometrischen SAR-Signalverarbeitung.
Hierbei werden - ausgehend von einem gemeinsamen Ausgangspunkt, dem
zweidimensionalen Punktzielspektrum - verschiedene SAR-Prozessoren ab-
geleitet, gegeniibergestellt und ein neuartiger zweidimensionaler, nichtli-
nearer, ortsvarianter Prozessierungsalgorithmus entwickelt, der zu den Pré-
zisionsprozessoren zu zdhlen ist. Im weiteren Verlauf wird ein Verfahren
zur subpixelgenauen Co-Registrierung erldutert und Korrekturverfahren zu
geometrisch aufnahmebedingten Aufzeichnungsfehlern wie Layover, Sha-
dowing und Foreshortening vorgestellt. Die komplexen SAR-Daten werden
in den folgenden Schritten geocodiert, wobei zur Hohenreferenzierung ins-
besondere ein Verfahren zur automatischen Hohenpaflpunktgenerierung
vorgestellt wird.



Summary

Ever since the first satellite equipped with a remote sensing system of syn-
thetic aperture (SAR sensor: Seasat) was put into the orbit (1978), the use
of SAR images has become an inherent part of numerous scientific disci-
plines. Apart from imaging areas for mapping purposes, SAR scenes have
already been used in the fields of geology, agriculture and forestry for clas-
sifying and inventory controlling of cultivation areas and forests as well as
determination of soil humidity. By means of the SAR interferometry (SAR-
IF) a new discipline in remote sensing has quickly been established over
the last few years in a way that those interferometric generated SAR images
such as digital terrain models or digital motion models of volcanoes have
become regular components within the product range of SAR remote sens-
ing results.

In the work on hand a deduction of the entire interferometric processing
of SAR data is done. The objective target is a system-theoretical descrip-
tion of the working steps necessary within the field of SAR interferometry
starting with the received raw data to the description of geometric sub-
structures to the generation of interferograms. All essential problems with-
in the SAR interferometry are solved. Apart from the SAR processing also
the adjustment of different geometrically caused decorrelation effects is
carried out. A modern method of SAR processing is deduced and after a
discussion on the already existing well-known methods a generalised deri-
vation of all methods is introduced. The geometric decorrelation effects are
egalised according to their fundamental description by means of both nov-
el methods of orthometric projection and adjustment of inevitable geome-
trical effects as well as improved approaches concerning registration prob-
lems and also novel solutions in generating height pass points.

All in the course of this study developed methods and algorithms are
basically orientated on the description of an interferometry processor. This
processor must unify all complex work steps from the raw data tapes of
different sources to be read to the two-dimensional non-linear distance-de-
pendent scene focussing to the geo-referencing digital terrain model. In the
Center for Sensor Systems, project area 2: optimal signal processing, sensor
data fusion, remote sensing - SAR (where this work has been designed),
the biggest parts of the whole interferometric conceptual problem could be
solved. In other words, general problems are defined, theoretically com-
piled, different approaches realised and final solutions implemented. Future
developments will extend the fields of SAR applications at a progressive
rate. Apart from multidimensional mapping, particularly the methods for



X Summary

classifying and using of remote sensing data within a complex geo-infor-
mation system will become more and more important. The work on hand
defines the necessary interferometric basics and reveals the required steps
of signal processing.
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Introduction

1.1 Applications of SAR sensors

Radar has been employed for electronic observing since World War II and
ever since has experienced a substantial technical boost. Conventional radar
mainly is used for both locating an object and measuring its distance and
speed. The progressing technical development as well as experiences over
many years soon provided the opportunity to construct devices supplying
planar images of areas, for example the Synthetic Aperture Radar (SAR).
In 1953, Carl A. Wiley for the first time published the basic principles of a
radar with synthetic aperture, SAR (Synthetic Aperture Radar) as a patent
specification with the title “Pulsed Doppler Radar and Means”. SAR is an ac-
tive, imaging method based on microwaves which is used on mobile plat-
forms such as aeroplanes or satellites. It makes possible pictographic illustra-
tion (similar to maps) of areas with different backscattering characteristics of
electromagnetic waves and compared with conventional radar systems offers
fundamental improvements in geometric resolution. Reflective characteris-
tics of individual objects are rendered with grey tones or colours.

Among other things SAR differs from other known mapping methods
by its active operational mode. In other words, the sensor is equipped with
its own energy source for lighting the area. In opposition to passive meth-
ods deployed in the optical and short-wave infrared sector that image an
area by means of reflected sunlight, SAR allows unrestricted service irre-
spective of solar radiation and daytime. Furthermore it is possible to
choose the transmitted wave length in such a way that the attenuation of
electromagnetic waves caused by the atmosphere can be disregarded. Thus,
the SAR sensor can be operated under almost any weather conditions and
is able to even observe an area deep in clouds.

In 1978, the USA brought the first satellite equipped with a SAR sensor
for picturing the earth’s surface into the orbit. Since July 1991, ERS-1 (“Eu-
ropean Remote Sensing Satellite”) has been in a polar orbit around the
earth supplying amongst other things also SAR images of the entire earth’s
surface with a resolution of about 10 m. This SAR sensor is operating with
a wave length of 5.6 cm (C-band).

In Image 1.1 is taken a SAR image taken by ERS-1 whereas Image 1.2 is
an infrared photo taken by the satellite Landsat which is equipped with
sensors operating wavelengths from 0.5pum to 1.1 um [BUC94]. Both
images were taken on 9th August 1991 in intervals of 42 minutes showing
the Irish coastline close to Waterford.
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Image 1.1: ERS-1 image

ERS-1

P | Image 1.2: Optical image
LANDSAT

At this time the area was covered with clouds so that the optical sensors
of Landsat for the most part failed to observe the surface. The SAR image,
however, is not affected by the clouds. Only 10% of all European images
taken by optical satellites are not affected by clouds which means that only
every six months useful images can be taken.

With the SAR sensors of the European Space Agency (ESA) it is possible
to take meaningful images every day.

Particularly these characteristics in conjunction with the SAR principle so
far have been the only way to map the surface of the venus [BUC94]. As the
venus is always covered with clouds it is not possible to take high resolution
images for mapping of its surface by only using optical or infrared sensors. In
1983, the radar satellites Venera 15 and 16 of the former Soviet Union for the
first time took SAR images of the venus’surface with a resolution of about 1 km.
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Image 1.3: Venus image

Since 1989 the American radar satellite Magellan has delivered SAR
images of the venus with a resolution of approximately 100 m. Image 1.3
reveals an area of the venus’ surface. Easily visible are the three large cra-
ters with diameters from 37 km up to 50 km. The edge and emissions of
the craters as well as the surrounding areas consist of fairly rough material
explaining the high radar backscattering coefficient which results in the
bright coloured marks.

In the meantime SAR images have become an integral part in numerous
scientific disciplines. Apart from imaging areas for mapping purposes,
SAR images have already been used in the fields of geology, agriculture
and forestry for classifying and inventory controlling of cultivation areas
and forests as well as determination of soil dampness (Image 1.4).

Image 1.4a: ERS scene Flevoland
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By imaging oceanic and polar areas, oceanography and climatic research
are provided with important information on sea currents, depths, waves,
formation and back-formation of glaciers and ice. In the range of environ-
ment protection for example oil slicks polluting the oceans can be detected.
Particularly the intensively researched fields of various SAR applications
have become wider and wider over the last years.

Further applications of SAR image processing can be used to represent
three-dimensional images. Here one can estimate an altitude information
using the interferogram of two SAR images by means of a special process-
ing of stored phase information of the raw data (height estimation)
[LOF94] (Image 1.5: Interferometric SAR image of the volcano Aetna). With
the aid of SAR interferometry (SARIF) a new discipline in remote sensing
could be established so quickly over the last few years that in the mean-
time interferometric generated SAR images such as Image 1.5 or 1.6 have
been added to the common product range of SAR remote sensing results.
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Image 1.5: Interferometrical SAR scene of aetna (DLR)
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Image 1.6: Velocity of the Minnesota Glaciers
[http://www.asf.alaska.edu/step/abstracts/abstract15.html]
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1.2 Problem and analysis

The SAR of ERS-1 transmits microwave pulses with a pulse repetition fre-
quency (PRF) of about 1.680 Hz of linear-vertical polarisation (vertical-ver-
tical) in a frequency range of 5.29 GHz (C-band) and stores the received
echo signals coherently. During the processing of the stored raw data at a
later date, the coherency of the radar receiving signals is used to create an
aperture with a distance-independent azimuth resolution to synthesise a
substantially bigger aperture (factor 600). Therefore is used the flight
movement of the carrier system, the knowledge of the respective position
of the antenna and the afterwards completed integration out of the rela-
tively small antenna into the SAR processor. The conventional SAR as any
runtime-measurement is at a disadvantage as two point-targets with exactly
the same distance to the sensor can not be separated spatially since their
echoes reach the receiving antenna at the same time.

The interferometic SAR (Image 1.7) uses a second sensor position (sen-
sor 2) spatially separated from the first one (sensor 1) to dissolve the just
mentioned ambiguity and to enable a three-dimensional representation of
images. Thus the recording geometry is similar to well known stereometric
methods and implicates that equal point-targets have a varying range dis-
tance difference to the diverse sensor positions. Whereas stereometric anal-
ysis systems try to determine the parallax by measuring the respective
range, the interferometric SAR takes advantage of the coherency of the sig-
nal and the characteristics of the monochromatic electromagnetic wave.
For these used waves the signal phase changes due to the range which is
covered twice, means the distance to the interesting illuminated object.
Measuring the difference of these appearing phase shifts by means of two
receiving antennas separated by a so-called baseline (baseline=distance
vector between the two recording sensors) allows an exact determination
of the range distance at a fraction of the used wave length 2.

There are two fundamental methods to implement an interferometric ra-
dar system which differ in the kind of the baseline configuration. In the
first case the baseline is determined by the distance between two antennas
installed side by side to the carrier. The observed area is illuminated tem-
porarily, simultaneously and spatially-parallely to be recorded. According
to this there is only one overflight with two antennas necessary to produce
a interferometric image. That is why for this kind of overflight normally
the term “Single Pass Interferometry” is referred to. Dornier e.g. possesses
an interferometric SAR system “DO-SAR”, which works within the C-band
and can be installed on SAR carriers such as the aeroplanes DO-228 or
TransAl

In the second case the SAR carrier carries along only one antenna and
thus has to overfly the same area twice to obtain two images - ‘Multi Pass
Interferometry’. This method comes into operation mostly with satellite-
based systems which for financial and also weight reasons are equipped
with only one SAR antenna, e.g. the ERS-1/2 satellites.
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Sensor 2 ¢

>y
Sensor 1
B: Baseline
&: Angle of Baseline
Point target 2
Point target 1 A
>y

Image 1.7: Interferometrical geometry

1.3 Short overview in interferometry

The principle of interferometry has been known for a long time [GRA74],
whereas the method of satellite-based interferometry firstly was described
by Li and Goldstein [LI90]. First studies took place with SEASAT data. But
only with ERS-1 a quasi operational satellite could be started whose SAR
data have made possible a global interferometric application. Particularly
the exact repeatorbits and the accurate orbit determinations resulted in a
substantial improvement of the SARIF development (also called InSAR: In-
terferometric SAR).
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The following steps to derivate digital terrain models out of interfero-
metric SAR data have to be done:

SAR processing
The historic development of the SAR processing is described in detail in
[BAM92]. For more than 10 years the so-called range-doppler-processor
had been the basis for the most SAR processors. The focussing - steps of
the range-doppler processor are operated in the range-time/azimuth-fre-
quency domain. Further developments lead from the “w-k”, processor
[ROC89] that operated the SAR focussing by means of the Stolt-Interpola-
tion [STO78] in the two-dimensional frequency domain to the “Chirp-Scal-
ing algorithms” [RUN92] that took advantage of the scaling characteristics
of chirp signals [PAP68]. As another novel processor development in the
course of this work the so-called Scaled Inverse Fourier Transformation
(SIFT) processor is affiliated, that, similar to the Chirp Scaling algorithms,
takes advantage of the scaling characteristics of chirp signals (but only by
using during the inverse Fourier transformations).

Apart from the conventional high resolution SAR processors which gen-
erally feature processing periods from minutes up to hours, particularly in-
teresting are also the quasi-online processors to enable the corresponding
operator or even pilot of the carrier platform to check the immediate pos-
sibilities for an overflight. For missions carried out by the NASA the devel-
opment of fast processors to operation speeds of a few seconds are mean-
while satisfactory (with reduced resolution) [BRE98].

Coregistration of the data pair
A precondition for generating interferograms (phase difference images) is
the exact superposition of two corresponding SAR scenes with sub-pixelac-
curacy, the co-registration. The registration is carried out by progressive
steps and described in numerous publications. The most common proce-
dure for solving the registration task is the surface-wide correlation analy-
sis of before generated pass points [PRA90] which can be carried out both
in the time/distance-domain [GEU95] and in the frequency domain
[ZEB93]. Also different ways of registration have been chosen, e.g. an in-
teractive formulation on optimisation of irregularity function [LIN92] re-
spectively a difference phase analysis of several interferograms to deter-
mine registration errors [SCHR98].

The method presented here benefits from the corresponding advantages
of well-known strategies, however automatises the sub-pixel exact registra-
tion by means of an information-theoretical approach to a new choice of
pass points [KNE98].

Filter operations to reduce noise
In order to improve the quality of the interference pattern geometrically in-
duced signal decorrelations must be suppressed. For that purpose a series
of studies were carried out which are noted as follows [PRA89] [JUS94].
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Evaluation of the interferogram
The interferogram consists of a phase image and an amplitude image. The
phase difference between two images is evaluated by a pixel-wise multipli-
cation of the complex reference image with the complex conjugate image
partner.

Determination of coherence

To determine the coherence resp. similarity of the two images the complex
correlation coefficient is evaluated. Different publications describe the de-
correlation effect between two acquisitions [ZEB92]. By means of the cor-
relation coefficient it is possible to collect changes on the ground qualita-
tively (temporally during a period between taking the images and dimen-
sionally in the range of the wavelength). To create calibrated coherency
maps the geometric effects on the signal correlation must be eliminated
[GEU%4]. The evaluations of the coherence are not part of this work.

Unwrapping of the ambiguity in measuring phases
The different methods of the phase “Unwrapping” are demonstrated in
[KR498] and will not be dealt with here.

Deduction of the digital terrain model and geometric correction

procedures
The principle of the deduction of digital terrain models on the interfero-
metric, optical way had been proved by [GRA74] for the first time.
[ZEB86] extended the method to the digital processing of aeroplane InSAR
data and [HAR93] successfully generated by means of satellite data digital
terrain models of different test areas in Europe. In [LOF] the theoretical
and geometric basics for the SAR interferometry are affiliated. The effects
of the geometrical deformations (layover, shadowing, foreshortening) are
explained by [MEI89] and corrected with the aid of interferometric SAR
data of several overflights in different directions [GEL96] or by stereo
images [BOL98]. The novel method presented here uses geometric a priori
knowledge, conventional interpolation algorithms and data fusion techni-
ques to detect and remove geometric deformation effects [HEI98].

1.4 Objective and methodology

The task of two-dimensional SAR signal processing consists of collecting
the images reflected by the earth’s surface via SAR-carrier and to process
them the way that a two-dimensional brightness depiction is created. This
so-called focussing process basically consists of a two-dimensional, dis-
tance-dependent optimal filter operation taking advantage of the temporally
coherence of the form the to-be-mapped planet’s surface reflected micro-
wave signals are used to obtain the necessarily high resolution.

The SAR data processing mainly consists of two steps, the azimuth com-
pression (processing in flight direction) and the range compression (pro-
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cessing in range direction). The range compression can be carried out
smoothly as the for correlating of transmitter and receiver necessary pa-
rameters are known. The implementation of the azimuth compression is
much more difficult due to the influence of many unknown factors such as
the dependence on data of the geometric position of the carrier and last
but not least the distance-dependent deformation of the two-dimensional
image. That is why it has to be carried out in more worksteps.

To carry out three-dimensional, interferometric processing of SAR data,
apart from the actual SAR image processing more, worksteps are needed
which are described in Image 1.8 Interferometric processing chain.

In Image 1.8 all necessary steps to create a digital terrain model are de-
scribed. After the data acquisition all SAR raw data are processed by a
phase preservance SAR processor; the complex SAR images are available
then (SLC - single look complex). The two images of a chosen area taken
by a satellite during two orbital circulations are blurred and shifted against
each other as the orbital circulations of the satellite are not exactly equal.

In Image 1.9: Simplified geometric arrangement at the two-pass-interfero-
metry the appearing effects are indicated. Apart from the necessary correc-
tions of the geometrical effects they themselves are basically desired since
different side looking perspectives (a base line) are a pre-condition for in-
terferometric SAR data processing.

In order to use the corresponding points of each scene whilst generating
an interferogram both images must be geometrically superposed. In other
words the coordinates of the corresponding points on an image one have
to be transformed in a way that they match the coordinates of the corre-
sponding point on the other image. The matching procedure, the so-called
coregistration, has to be carried out absolutely thoroughly to avoid phase
errors. After that the interferogram can be obtained. It makes sense to
eliminate with proper filters the spectral shifting of the system transfer-
functions and the scenes (caused by different recording positions) which
could result in phase noise [JUS94].

After further methods to increase the phase accuracy and to remove the
part of the phases which results in the recording geometry (side looking
geometry) a method to estimate the absolute phase out of the relative
phase (which is ambiguous due to its co-domain from -n to =) is added,
the phase “Unwrapping”. Out of this absolute phase altitude information
now can be obtained.

This height information, however, is created in consequence of the record-
ing geometry (the so-called slant range) which means they are not in a rect-
angular coordinate system but in a side looking geometry - the slant-range-
geometry. Image 1.10 Slant/ground-recording geometry prescribes this context.

The respectively prevailing surface geometry can cause errors on the
SAR image such as shadowing effects which must be considered and cor-
rected whilst adjusting the slant- on the groundgeometry [HEI98].

After converting the non-ambiguous phase in the terrain altitude in Car-
tesian coordinates a digital terrain model is available (DHM). To utilise the
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Image 1.8: Interferometrical processing chain geometry prescribes this context

DHM for further applications it has to be referenced to the corresponding
earth’s surface. This step is called geocoding resp. geo-referencing
[SCHW95]. Not only the cartographic conversions of the coordinate system
must be calibrated but particularly the acquired height values of the DHM.
Here usually corner cubes are placed in the interesting area that is mea-
sured by GPS.
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Footprint 1

" Footprint 2

Image 1.9: Simplified geometry of the “two-pass interferometry”

In the later interferogram those corner cubes can be tracked and the
whole height model corresponding to the reference matrix can be cali-
brated [DO-SAR]. This method requires the placement of corner cubes in
the area to be observed.

As a novel method to generate the calibrating points an algorithm will
be presented which replaces the corner cubes. Only the corresponding sen-
sor positions for detecting the absolute height position during the two nec-
essary overflights are compulsory.
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Image 1.10: Slant/ground geometry

Methodology

The main focus whilst realising the single worksteps is the continuous sys-
tem theoretical description of the worksteps commencing with the SAR
sensor signal to image processing and finally to the generation of interfero-
grams. The image processing creates a standardised starting point for the
deduction of all different processing algorithms. The interferometric part

Image 1.11: DO-SAR scene Titisee (Schwarzwald), Germany
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Image 1.12: SAR-raw data Flevoland ERS-1

T i X

Image 1.13: SAR scene ERS-1

deals particularly with the novel ways on how to solve different problems
such as image processing, co-registration, layover and shadowing correc-
tion and the generation of height pass points.

In chapter 2 of this work explanations on basic principles concerning
signal theoretical considerations and geometric effects can be found.

SAR processing demands a description of the SAR system as a dynamic
system to deduce considerable characteristics such as limitation in resolutions.

In chapter 3 the SAR system is accordingly regarded dynamically and
the hence expected two-dimensional system description deduced from.
Starting from a point-target description, the transforming functions are ex-
plained in different two-dimensional time domains and frequency domains.
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This description allows to lead the different existing descriptions in litera-
ture into one another and thus creating a common point of origin for deri-
vations in the future.

In reference to chapter 3 a novel two-dimensional, distance-dependent
image processing algorithm is deduced in the following chapter 4 which
bases on the so-called scaling techniques. For the first time a global con-
nection to other well-known processors by using the standardised deriva-
tions described in chapter 3 is indicated and discussed.

Chapter 5 describes different new ways of realisation within the inter-
ferometric processing chain which are required to generate digital terrain
models.

As test data both ERS-1/ERS-2 raw data (Images 1.4, 1.12, 1.13, 4.19)
and images taken by the airborne system DO-SAR (Image 1.11: SAR scene
Titisee) had been used.
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This chapter contains derivations of several basic relations of radars with
synthetic aperture which are used for more differentiated explanations
within the following chapters.

2.1 Introduction

Corresponding to the two dimensions of an SAR image, it is differentiated
between the azimuth direction (or flight direction) and the crosswise dis-
tance direction, the range direction. Primarily, it is important to achieve a
high spatial resolution in both the azimuth direction and the range direction
as well as a high geometrical similarity and a high contrast of the SAR-image.
In contrast to the conventional method of a radar with real aperture, partic-
ularly the requirement of a high spatial resolution is decisive for the concept
of a radar with synthetic aperture. Both methods determine the resolution in
range direction by means of the bandwidth of the transmitted impulse. How-
ever, regarding the radar with real aperture, the resolution in azimuth is lim-
ited by the directional radio pattern respectively the full width at half max-
imum of the antenna’s main lobe. The full width at half maximum can be re-
duced by extending the aperture of the antenna in azimuth direction. How-
ever, to gain an azimuth resolution of 5 m with a wave length of 5.65 cm at
a distance of 800 km to the object to be mapped, an antenna consisting of
thousands of components with a length of about 8 km would be needed
(see chapter 3.2.2.1). Of course, neither an aircraft nor a satellite would be
in a position to transport such an antenna. That is why C.A. Wiley broke
new grounds by inventing an antenna on a computer, called the “antenna
with synthetic aperture”. Instead of constructing an antenna out of thou-
sands of components only one single element is installed on the platform
of the SAR carrier. The travel speed of the platform in forward direction re-
spectively the relative movement between the radar’s antenna and the illumi-
nated object plays a major role in the creation of the substantially longer, ef-
fective antenna. If it is known when the elementary antenna is at a certain
time at a certain place, it can henceforth be assembled virtually. By coherent
processing, in other words by integration of the back-scattering signal in
consideration of value and phase, an antenna pattern can be created which
is equivalent to that one of a real antenna whose maximum length is only lim-
ited by the lighting duration of a point target.
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A pre-condition for synthesizing the aperture or the azimuth compression is
the exact knowledge of the phase history of the backscattering signal. The
phase history is a result of the chronological process of the slant range between
a point target and the radar scanner during the fly-by which can be calculated
by taking the speed above ground and the minimum slant range respectively
the running time of a radar impulse into account. In chapter 3 SAR-signal
processing those dynamic system descriptions are discussed at length.

First of all, let us have a look at the radar equation, particularly in con-
sideration of the synthetic aperture.

2.1.1 The radar equation

2.1.1.1 Radar equation for radar with real aperture (unfocussing systems)

The radar equation describes the physical correlation between transmitted
and received output as a function of the system parameters of a radar-unit
and the propagation features of the electromagnetic wave. It serves as an es-
timation for the achievable range in consideration of a predetermined signal-
noise ratio (SNR) at the receiver’s input. With the help of that a system tuning
can be done as all device-specific parameters except for the backscattering
coefficient of the object can be influenced on the part of the developer.

Assisted by that the system can be optimized, because all system-specific
parameters, except the radar back-scattering-coefficient of the object, can
be affected by the developer. Image 2.1 Measurement geometry for radar
equations, illustrates the measurement geometry which is needed for dedu-
cing radar equations.

A radar-transmitter radiates via an antenna the power Pg. If this power
is radiated consistently in all directions we will get the emittance Dy(r) on
a sphere surface with the radius r:

T 4m -2

Ds(r) (2.1)
The term 1/(4nr’) of the geometric dilution is equivalent to the electromag-
netic energy during the spreading. Normally, in the radar technology multi-
plex antennas with predefined levelling characteristics are used. The propor-
tions of the maximum emittance of such a focussing antenna to the emittance
of an isotropic (spherically emitting) antenna is called the antenna gain. Thus
the emittance D, of the object in the distance Ry is retrieved:

Ps-G
Do(Ro) = 5 (22)
0

Multiplying the emittance D, on the object with its radar backscattering
cross-section o results in the power Prauscn Which is scattered evenly con-
sistent in all directions by the object:
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Image 2.1: Measurement geometry
Prausch = Do (R) -0 (23)

The radar backscattering coefficient describes the scattering characteristics
of an object.

Thus, the scattering is assumed as incoherent, that means the scattering
points illuminated that way by an antenna are statistically distributed. Ob-
jects whose dimensions are large compared with the illuminated wave
length A, the value of ¢ is determined substantially by the geometric form
of the object. Possibilities of calculating different backscattering coefficients
are explained in different literature [SKO70].

The power spectrum D, on the receiver in the distance Ry, considering
the above mentioned, is:

Pr Ps-G-o

pu— pu— 2.4
4m - R? (4n)2 RS (2.4)

e

Here, the scattering decay again is taken into account by the geometrical
thinning. Usually, antennas possess an effective area, called effective anten-
na area A,, the received performance is described with as follows:

_Ps-G-o-A,

P. =D, A, = 2.5
Y (an)® RS 23)

The correlation between the effective antenna area A,, and it’s antenna gain
results from:

Ay =— (2.6)
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Inserting the effective antenna area A,, according to equation (2.6) into
equation (2.5) and considering all losses caused by transmitting and re-
ceiving (e.g. by signal-processing with the aid of an additional factor L)
results in the following term for the received performance:

Pg-G*-o- A2
P .

= 2.7
(4m)* R} - Lges @7)
The range R is limited by the noise power P, in the receiver.

Here, k is the Boltzmann constant, 3, the effective noise temperature and
B the bandwidth of the receiver. For an ideal, signal-adapted receiver ap-
plies the following with a rectangular transmitting impulse of the duration

tsend:
B - teend = 1 (2.9)

The maximum range Romay is given when the receiving power P, decreases
to the minimally detectable power P..;,. The minimum SNR (Signal to
Noise Ratio) can therefore be defined as:

P .
SNR iy = —— (2.10)
PRausch

With equation (2.10) the maximum range Romay is:

P G220t
R0 max = ||~ 9 fsend (2.11)
(4m)” -k - 8o - (SNR) ;- Lges

min

The equation (2.11) is valid on the condition that the remote field term
does not change, a homogeneous scattering of the electromagnetical takes
place and no parasitic ways have to be considered.

2.1.1.2 Radar term for radars with synthetic aperture-focussing systems

For the radar with synthetic aperture follows a coherency integration of
the echo signals during the illumination time T of an object. Thus the re-
ceiving power increases and thus the SNR increases proportionally to the
illumination time T.

To derivate the radar equation for the SAR let us again have a look at
the correlation concerning the radar equation for the radar with real aper-
ture, see eq. (2.11):
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4 Ps-G?- A2 G- teend

0 max (41‘()3 -k -89 - SNRyn - Lges

For the SAR, the number Ng.,q of the coherently integrated echo signals
during an illumination time T (T is proportional to S) and with the puls-
repeating frequency PREF is:

Nsenda = T - PRF = M . PRF (212)

Va

The further consideration is done with the aid of the derivation in chapter
3.2.2. Geometrical resolutions in azimuth direction.

The transmission-sequence duration is defined by the covered distance
Xrepeat Detween the transmitted pulses. ®yp as the half-life angle and R, is
the shortest distance between the SAR-sensor and the point target:

A
Xrepeat = dyp - Ry =0.88 - Do Ry (2.13)

X

A further result was the possible limitation of the azimuth resolution of
the radar with synthetic aperture which is:

Dy
Ax =— 2.14
x=- (214)

Inserting equation (2.14) in equation (2.13) and then equation (2.13) in
equation (2.12) delivers the following term:

X AR
Pl . PRF = 0.88 - ————— - PRF (2.15)
Va 2-Ax v,

Ngend =

The radar equation valid for a radar with synthetic aperture results in the
radar equation of a radar with real aperture, whereto the received power is
multiplied by the number Ng.,q of the received echo signals. The maxi-
mum radar range is larger on a radar with synthetic aperture after signal
processing than at a radar with real aperture. The range is calculated with
equation (2.11) and equation (2.15):

IS 'GZ.;\‘Z - O - tsend
R} = - Ngend 2.16
O MBI (47)7 k- 9g - SNRppin - Lges (2.16)

Ps-G?- A’ -0 - teenq - PRF
=0.44 - S send (2.17)

R3
(4m)’ -k - 89 - SNRppin - Lges - AX - v,

0 max syn

The radar equation for the radar with synthetic aperture is effective only
after the signal processing as the processed azimuth resolution Ax is also
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part of the equation. In contrast to the conventional radar equation for
non-focussed systems, the slant-range distance-dependency for the syn-
thetic array enters the radar equation cubically. This substantial advantage
is described by means of the comparing consideration of the signal/noise-
distances.

2.1.1.3 Signal/noise distance

The signal/noise distance is defined as the relation of the received power
to the noise power. For a synthetic radar, the result is:

P Ps-G?-1’-o-PRF -t
SNRgyp = - = 0.44 - ——> e (2.18)
P, (4m)” -k 8o - Lges - AX - Va * R§ 1o,
For a radar with real aperture results:
P Ps-G? -1’6 ten
SNRyeq = =5 = —— send (2.19)
Pr (4T|:) k- 80 . Lges . RO max

The calculating comparison of both methods results in (ERS-1 parameters
presupposed):

SNR,,, = 10 dB
SNR,.; = —80 dB
The radar with synthetic aperture is about by 90 dB more sensitive than a

radar with real aperture - this is a factor of more than 30000.
Used parameters [ERS92]:

Ps = 4800 W
A = 5.6 cm C-band
9 =550K
B = 15.55 MHz

teend = 37 1075 s
Ro = 827 10° m
G = 3160 = 35 dB
L=05=-3dB
k =1.38 107% J/Grad
Ax=5m
v, = 7040 m/s
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Whereas the derivations of the radar equation allow a consideration of the
corresponding performance ratio of different radar systems, the system-
theoretical description of the SAR-system requires in advance a definition
of the used transmitting signal. Besides the signal descriptions in the time
domain also definitions to describe the frequency domain will be provided.

2.1.2 Transmitted and received signal

When signal-processing, preferred signals are those with a quadratic phase
progression. Signals of that kind (“Chirps”) are also qualified for SAR-pro-
cessing as they feature a very narrow autocorrelation function and thus a
high range resolution as well as a high signal/noise distance.

2.1.2.1 Description in bandpass domain and equivalent lowpass domain

The signal transmitted by the SAR carrier has the following form:
t 2
s(t) = rect (T) - cos (2mfyt + 7k, t?) (2.20)

and looks like illustrated in Image 2.7.
The so-called chirp is a linear frequency-modulated signal featuring a
quadratic phase progression:

s(t) = rect(%) -cos(y(t)) (2.21)

t
with rect (T) as amplitude modulation and cos(y(t)) as phase modulation.

The quadratic term (signal with quadratic phase) is called momentary
phase:

051

PV PR T . JoU
400 600 800 1000

Discrete time axis [s] Image 2.7: Chirp
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yit)=2-m-fo-t+m-k -t (2.22)

The factor k, is called sweep rate. It characterises the frequency of the per-
iodic changes or the phase-modulation velocity of the chirp signal. The
current frequency is defined by the linear term (linear frequency-modu-
lated signal):

fo(t) = ﬁ . d‘g—it) (2.23)
fo(t) = fo + ke - (2.24)

In [LUK92] the possibilities are revealed how to describe a bandpass signal
by a so-called equivalent lowpass signal that bandpass system theory and
the bandpass signal-processing are simplified without loosing information.
In the following, all equivalent lowpass signals are marked with a lower
placed “T”. The bandpass signals are shown without further indices. Ac-
cording to the theory of the equivalent lowpass signals, the transmitting
signal (here still in the bandpass domain) is described as follows:

s(t) = rect (%) - cos (2mfot + k,t?) = Re{s(t) - 2™} (2.25)

The equivalent “transmitting=" lowpass signal now results from equation
(2.25) to:

s(t) = rect(%) -cos(y(t)) = Re{rect (%) -ej‘*’(t)} (2.26)

s(t) = Re{ rect (%) i) | (2.27)
s(t) = Re{ rect (%) ke g | (2.28)
s(t) = Re{sr (1) - 21} (229)
sr(t) = rect() - (2:30)

Summing up we can describe the used real bandpass signal in SAR-signal
processing

s(t) = rect (%) - cos(2nfyt + mk,t?)
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1.0 T — — T ‘ Image 2.7 a: Equivalent lowpass
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by a correspondingly equivalent lowpass signal:
t P
st(t) = rect (T) -t
From equation (2.24) for the bandpass domain:
fo(t) =fo+ k-t
fo(t) =k, -t (equivalent lowpass domain)

can be retrieved that such a linear frequency-modulated signal with a
bandwidth B, phase modulated by the carrier frequency f,. The bandwidth
is determined by the sweep rate and the corresponding transmitting-pulse
length T as a cutout of the endless timeline:

B, =k, T (2.31)
The appearing maximum frequencies are calculated as:

B B
fmax:f0+7r; fmin:fo_fr

2.1.2.2 Fourier transformation of the chirp

As substantial correlations and derivations in the SAR-signal-processing, in
particular as a common initial point for reflections of the SAR interferometry
are often watched and calculated in the frequency domain, in the following
the corresponding Fourier transformation are derivated. There will be intro-
duced not only different methods of the spectral calculation but also the
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methods of the approximative calculation of time-limited and also infinitely
chirp which are necessary when explaining the SAR-signal theory.

We are looking for a Fourier transformation of a term that enables us to
describe a signal with quadratic phase progression in the frequency do-
main. Here is differentiated between temporally limited chirps:

+oo +00
_ j t : 2 .
= Le 2t | gt — ik t? | —jemft
F(f) J f(t)-e dt J rect (T) e e dt

and temporally infinitely expanding chirps:

oo +00
F(f) = J f(t) Le 2t g = J ejTrk,t2 e it | gy

Temporally infinitely chirps can exactly be described in the frequency do-
main and serve later as an initial point for the approximative calculation of
temporally limited chirps.

2.1.2.2.1 Temporally infinite chirp signal

The calculation of the spectrum is performed by solving the Fourier inte-
gral. A temporally infinite chirp signal is described as:

Soo(t) = &t (2.32)

The spectrum results in solving the Fourier integral:

+00 +00
Soo<f) _ J ejTtk,t2 . eijTEft dt = J ejrrk,(t272ft/k,)dt (233>

With quadratic completion of the phase

. 2—t2 2ft+f2 (2.34)
k) = kK '
follows:
+00
Soo () = eTmt/ke . J ket E/ke)” . g (2.35)

—00
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Substituting
f
— kr S t=—
x= v (e )
results in
efJnfz/kr e .
Seo(f) = . J e* . dx
Tk,
With
e = cos(x?) +j - sin(x?)
and
+0o0 +00
J sin(x?) - dx = J cos(x?) - dx = g

results in the spectrum to:

e —jnf? /k,

N [\/—ﬂ \/—} e I /ke1/4)

Suc () =

For the spectrum of the infinite chirp:

1 o ) 1 2
Soo(f) = x i e = v e ()

As correspondence, the following relation can be specified:

1

Vke

N x
Seo(t) =™t o o S _(f)=—— i eIk

(2.36)

(2.37)

(2.38)

(2.39)

(2.40)

(2.41)

(2.42)

The particular correspondences for a temporally infinitely expanding chirp
are derivated in the time domain and the frequency domain and described
in equation (2.42). A realistic reflection, however, demands an additional
derivation of chirp signals not featuring an infinite expansion, which in

other words are generated temporally limited.
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2.1.2.2.2 Temporally limited chirp signal

As a transmitting signal chirps are not available that are temporally infi-
nitely expanded (therefore a infinite bandwidth has to be available). In-
deed, signals have to be used that feature a finite pulse duration T. In op-
posite to temporally infinite signals with quadratic phase an exact, whole
solution for the Fourier integral is not yet and has to be calculated approx-
imatively:

+oo +oo
. tN .
E(f) = J f(t) - e 2. dt = J rect (T) B AR 1

Calculation of the spectrum with the help of the “Fresnel integrals”.
A temporally limited chirp is described as:

St (t) = rect (%) et (2.43)

The corresponding Fourier integral is:

/2 /2
Sy (F) = J (B ) L gp — J ()" dy (2.44)
—-T/2 -T/2

With the substitution

X = /1K, - <t - kfr> (2.45)

the result is:

() V(1)
eijnfz/k' 2 2
St. () = e J &% . dx — J & dx (2.46)
! 0 0
vk (3) Vil (=3 -)

eijI:fZ/kr 2

St (f) = ——  —— X dx — e . d 2.47
WO | | e e
0 0

With the Fresnel integral

K(x) = C(x) +j - S(x) (2.48)
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Image 2.8: Fresnel integrals
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with respect to [LI93]

S(x) = \/%Isin(tz) dt (2.49)
and

C(x) = \/%Icos(tz) dt (2.50)
results: 0

- -] 1 )
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Due to the symmetric characteristics of the Fresnel integrals (uneven func-
tion)

K(—f) = —K(f)
equation (2.51) is simplified to:

STm(f)—e\;;il:(r {K[M(T%—fﬂ +K[\/1t_kr(T-%+f>H

(2.52)

Equation (2.52) and Image 2.9 Exact display of the frequency range reveal

the exact solution (value) of the Fourier integral, a signal with quadratic

phase trend. The ripples can be explained by the Gibbs’s phenomenom

and by the decaying oscillation of the Fresnel integral. As well as the ini-

tially described task the Fresnel integrals can not be solved wholly. There-

fore we have to find an approximation for the used display of the integral:
Looking at the function x — o0:

'\/%C;r )‘ >0 (2.53)
™ (T > 0 (2.54)
VECE )

becomes because of (see Image 2.8 Fresnel integral):

lim S(x) = lim ij sin(2) - dt = lim C(x) = =

X—00 X—00 v/ 2T 0 X—00

1 1 . (2.55)
. _ro ok
XILTC K(x) 55 ﬂe
1.2 ———
I \ ]
I h o ﬂ ]
10F ( {W‘Jlj"‘m‘MmmmmnwmmWﬂWlMl 1
08 f ‘ —
i / | :
06| l‘ | .
oaf / | .
[ / \‘ i
02f \ ]
L N
N A R R Image 2.9: ‘Exact’ display of the

Discrete frequency axis [Hz] frequency range (absolute)
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the spectrum of the finite chirp in a first step to that one of the infinite
chirp:

:;ij.ejﬁ(zz) ) (2.56)

Further considering of the factors Tk,/2 in the equations (2.54) and (2.55)
let us realise the same as an ax-symmetric spectral displacement in the fre-

quency direction. The resulting “shifting” signal can be interpreted as a
rectangular function in the range:

STﬁk«:x: (f) ~

Tk

<f<T'kr
)

(see Image 2.10 Approximative solution)
The spectrum is calculated as:

St.(f) = % . efj“(%fi) - rect <T .fk > (2.57)

Further it can be shown [LOF] that a displacement of the rectangular en-
velope of the chirp in the time domain by -t, is equivalent to a displace-
ment in the frequency domain by -f, with |fy| = k; - |to].

If a finite chirp is regarded as a “windowed” chirp in the time domain,
the result is the Fourier transformation (FT) of the finite chirp as FT of
the infinite chirp “windowed” with the equivalent window function in the
frequency domain.

As “transformation pair” results:

| ’ ! |

i { \ d “ ]

08 \ .

[ | ]

06 | B

I | | 1

04 | B

L {J Aproximation ]

/ |
021 / L \ ]
/‘ ‘\\
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Discrete frequency axis [Hz] Image 2.10: Approximative solution
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t—t ;
St.(t) = rect( T 0) eIt (2.58)

1 —in fz kr_ f - fo
St, (f) = ﬁ e (f/k,—1/4) | reCt(T s with fy =k, -t (259)

or generally with w(t) as window function:
S(t) = wi(t) - et (2.60)
S(F) ~ W(f) - gr{ei“krtz} (2.61)

whereas the function W(f) represents the “equivalant” window function in
the frequency domain and not the Fourier transformation of wf(t).

Calculation of the spectrum with the help of the stationary-phase principle

A further method to solve not wholly solvable integrals, in particular of
signals with strong oscillating functions, is the so-called method of the sta-
tionary phase.

First approximation methods towards the solution of this integral using
the method of stationary phase were published by Papoulis [PAP68]. Basi-
cally, the idea is:

the integral over the range where the function is oscillating rapidly

tends towards zero. In comparison the integration over entire periods

can be regarded. Here, the positive and negative parts of the function
eliminate each other;

the main parts in the Fourier occur when the sweep rate of the oscilla-

tion is minimal. This condition is fullfilled in the point of the stationary

phase. The integral delivers a significant value where the derivation is

zero at the spot t*.

Using the results from chapter 2.1.2.2.1 Temporally infinite chirp-pulse, the
equation is calculated as follows:

St(f) = ﬁ{rect (%) : ei”krtz}

St(f) =T - si(nfT) \/Lk_ cem(E-1)

el J e I si(nT(f — 1)) - dt (2.62)

The resulting convolution integral can not be solved wholly but can be
considered as an explaining illustration. The convolution operation is made
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1.0 T — — T ‘ Image 2.11: Oscillating function
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200 400 600 800 1000
Discrete time axis [s] Image 2.12: si-function

up of a succession of displaced superposition, multiplication and integra-
tion. It is known that integrals result in zero via periodical, average-free
functions, integrated over a certain period.

The two terms in the equation (2.62) are presented as follows:

In atrain of thoughts, shifting the si-function steadily (means sin(x)/x) along
the strongly oscillating function (Image 2.13 Stationary phase), the respective
value of the integral differs significantly from zero only when the windowed si-
function is not stretched over one complete period of the oscillating function.
The integration e.g. would result close to zero if it was integrated over the range
Trm =2T;; (to get an exact solution it would have to be integrated a bit more).

In Image 2.13 the si-function is shifted from left to the right side over the
chirp, multiply the respective functions and are integrated to clarify the idea
of the resulting multiplication (no convolution integral calculation). The larg-
est part of the convolution integral obviously is contributed by (see Image
2.13) that part of the oscillating function that varies in the slowliest way or
in other words whose phase variation is minimal (stationary point).
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Image 2.13: Stationary phase, time-discrete ranges [s]

We calculate:

[o¢]
t i 2 .
St (f) = rect <T) L emket | g—jambt ge

—00
[o¢])

t ; 2
= | rect (T) - el 2E gy (2.63)

—0o0
o

= | rect <%) - el®)

—00
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with a quickly variating phase term:
O(t) =m- [k - t* — 2f - {] (2.64)
The momentaneous frequency calculates to

1 d 1
() =5 22

T2

2k, -t — 2f] (2.65)

Please note:
the integral over the ranges the phase oscillates quickly, disappears;

the integral only delivers a contribution on that spot the phase does not
vary, in other words: fo(t) = 0.

There is valid:
fo(t) =0  t = stationary point
and

d*®(t)
dt?

#0 phase minimum or maximum
t=t

Search for the stationary point:

do -
| = ek, T 2f] = 0 (2.66)
dt |;
f—i'tt'nr int EG_—T I

_kr.salo ary poi 52
d’*®(t) >0 phase minimum

=12k, .

dt? < 0 phase maximum

3P
d dt3(t) =0! higher derivatives disappear

We develop the phase according to Taylor:
S L0, -
O(t) = &(t) + (1) - [t — 1 +¥[t —° (2.67)

O(t) = d(F) + iI');E) t—1° (2.68)
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with
d(f) - [t—1 =0 because P(I)=0 (2.69)

and simplify the integral equation (2.63):

St.(f) = J rect (%) OO g — 20 . J rect <%> - PO gt

(2.70)

St (f) =2 &®® . rect (;) : J PO g (2.71)
with the substitution of t — t = u equation (2.71) changes to:

St (f) = e® . rect <%> . J (0 gy (2.72)
with:

le o 5 1 - dvv2

E@(t)~u =v :>V:$~\/(I>(t)-u:>du: 50
the integral forms

- B[ e 2
S, (f) =2 &®V . rect <T) : J eV dv- \/_ (2.73)
oo ©(t)

Note the Fresnel integral:

00
- T T
Vdv =/ +j\/5 2.74
J v \/; + ]\/; ( )
—00
The spectrum can now be rewritten as follows:

St (f) = &®® . rect (%) Vm-[14]j]-

(2.75)
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Inserting the values

- f
d(t) =m- 2k, t_k—r
) =m-[k -2 —2f -
f2 f f2
(b(t) =T- |:krk% 2f kr:| = —T kr

delivers:

f
f) >~
St (f) = rect (kr'

"\/ﬁ-ﬁ'\/lT (2.76)

f A 1
o RS LN (2.77)
St (f) == rect (kr : T) e "k . e

t i 2 1 f snf2 i
St (t) = rect (—) T o e Sp (f) = ——-rect — | -e T .l
Tm( ) T Tm( ) \/1*(:

B:
(2.78)

As a result we get the Fourier transformation pair as an approximation of

the chirp spectrum according to the method of the stationary phase with
the bandwidth B, = k, - T.

—rect(L) . et _ 1. LI Y-
STﬁ(t)frect<T) e o—e STm(f)f\/k_r rect(kr.T e "k . ¢

(2.79)

This identity is applicable e.g. in the range compression (see chapter 3.2

Geometrical resolution/range compression), where a matched filter in the
frequency domain is used.

1

gr(t) =S rr(t)* - sr(=t)*

gr(f) = 5 Re - Se(6)" =3 Ra(6) - He()"

The ascertained spectrum then is used as a transfer function of the range-
compression filter.

1 f

Hr(f) = Sr(f)* = ~rectk 5

ejn% . eij%

%
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2.1.2.3 Autocorrelation function of a chirp signal

In particular the autocorrelation function of a chirp signal plays an impor-
tant role in the system-theoretical explanation of the SAR-signal process-
ing. Therefore it will be derivated whilst explaining the basics.

From a chirp with the form

So(t) = rect (%) et (2.80)

the autocorrelation function according to [LUK92] can be expressed as fol-
lows:

Pss, () = 5 - 51(—0* - $1(0) (2.81)
+00
Pss, (1) :% J rect (;) ekt -rect(t_TT) O (2.82)
“o0
+00
Pgs, (1) = % et J rect(%) - rect (%) ekt g (2.83)
“oo

Exemplary, mainly to compare, is the calculation of an autocorrelation
function of a real chirp in the bandpass domain:

t
S(t) = rect (T) ~cos(2m - fo -t +m -k, - t) real chirp (2.84)
r(t) =a-s(t—tp) delayed, received chirp (2.85)
h(t) = s(—t) = g(t) = a- g (t —to) (2.86)

The autocorrelation function we look for is calculated as follows:

A

Pgs(t) = S(—t) - S(1) :J rect(%) cos(m -k -2 —2m - fy - 1)

—00

. rect(t_—r> ccos2m - fo(t — 1) + -k, - (t—1)°]de

(2.87)

This correlation function (see also equation (2.83)) is difficult to calculate
in the bandpass domain! More easily to calculate and also to implement is
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the calculation of the correlation function in the equivalent lowpass do-
main. This is described as follows:
Processing of the correlation in the equivalent lowpass domain:

hr(t) = Sr(—t)* (2.88)
1 .
gr(t) =2 11(t) - hr(t) = @, (t — o) - €770 (2.89)
Calculating of the correlation product in the equivalent lowpass domain:

S(t) = rect(%) ~cos(2m-fp-t+m-k; - tz)

(2.90)
Re{eﬂnfot e]nkt} Re{sT e]2nf0t}
St(t) = rect (T) vt equivalent lowpass chirp (2.91)
Now we have a look at:
1
gr(t) = 955, (1) = - S(=1)* - Sx(Y) (2.92)
1 ; 2 t— ; 2
Pss, (1) = 5 J rect ce kT rect (TT) Cemke (T g (2.93)
1 : 2
Pss, (1) =5 J rect(%) ket
oo (2.94)
rect(t T ) Tt ekttt gimle T g
Pss, = L J rect (E) -rect(g) e ket gtk g (2.95)
T2 T T
U oee [ t— .
Pss, (1) = 3 emket J rect(%) - rect (TT> e imketT gg (2.96)

rect (t _ T) = rect (T _ t)
T /) T

we define the corresponding limits of the interval (Image 2.14)
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A

rect [t_—] rect [1]
T T

Image 2.14: Definition of in-
terval limits

N
N
N

For further regarding of the autocorrelation function we have to con-
sider the corresponding cases of the overlapping rectangular function:

1st case
t+ T < T
2 2

t<-T = @g,(t) =0

2nd case
t—I—T> T d '[—i-T<T
2= 2 2 2

= t>-T and t<O0
= T<t<0

here applies:

t+1
1 . .
Pss, (1) = 2’ ket | erizmketge
_I
2
. T
1 e—]2n-k,-t-‘r g . )
=2 — .e]mkr-t
(PssT( ) 2 “jam ket s
2

(2.97)

(2.98)

(2.99)

(2.100)
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1 1 . . N o
= —— . —— . —jomket-(t41) _ eJZW‘kr'z't} jmket
Pss, () % 2m kot [e e
= [ ek gk ik
ket 2j
1 ..
Tk gy Asin(m ket ()
T
1 t+ T )
T Eker e ST
T
1
:E (t+T)Sl(TCkrt(t+T))
1 .
Qs (1) =5+ (t+T) i ket (t+1T)) (2.101)
3rd case
t+ I > +T d t T < T
> — an <
22 2 2 (2.102)
=0<t<T
here applies:
7
1 . .
=3
T
1 e_jzﬂ'kr-t-r 7 i
Pgsy; =5 —o—| @
L2 ket (2.104)
3 g [ e (] it
k-
! 1 —jket-(t=T)  —juket(t=T)
050 = 5 e e } (2.105)
T
l .
(PSST(t) = —m Sln(TC . kr .t (t _ T))
T
1 t—T
= —7—Sln(nkrt(t7T))
12 wle e (2.106)
:E.(T—t).si(n.kr.t.(T_t))
1 .
Pss, (1) =5+ (T— 1) si(m-ke - - (T — 1))
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4th case
t>T = (DSST (t) =0 (2.107)

Summary of case 2 and 3: —T <t<T

t<0 2ndcase: s () =3 (t+T)si( kot (L4T)  (2.108)
t>0 3rdcase: 0 ()= (T—0)si(m ke t-(T—1) (2109
Pssy () =5+ (T = Jt) - si(m k-t (T [t) (2.110)
w-H (-9 s rre ()

0= A et T A ()

b0 =T A ek T () -

and with B, =k, - T = fo = bandwidth of chirp

ol = 1 AE) (x50 A() o

The envelope A(t/T) is determined by the width of the rectangular func-
tion.

The function @ (t) is very similar to a si-function. Therefore we deter-
mine a parameter of the si-function, the respective zeroes.

Determination of the Ist zero point for B, =k, - T > 1

Close to the zero point is valid:

t
si(n.kr-T.t-A(T)) ~ si(n - B, - t) (2.113)
t
si(n-kr-T~t-A(T>):0 — si(n-B,-t)=0 (2.114)
t-m-B,==mn (2.115)
1 1
t=tp = (2.116)
1 1

The 1st zero point is also in the si-function at & — = ————
B, Bandwidth
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The autocorrelation function plays a determining role with respect to
the resolution of a SAR-sensor. If the chirp bandwidth increased the zero
points would shift in a way that the main lobe of the autocorrelation func-
tion would narrow and thus increase the resolution of the SAR sensor in
range direction (see chapter 3.2.1 Geometric resolution in range direction)

1
B—oc0o=——0
r

The autocorrelation function of the chirp in the bandpass domain:

Pgs(t) = Re{(PssT(t) : ejzn'foht} (2.117)
0gs(t) = ; . A(%) : si(n k- Tt A(%)) -cos(2m - fo - t) (2.118)

At this, si(n k- T-t- A(%)) is the envelope of the cosine oscillation.

In Image 2.15 Autocorrelation function of a chirp the result of the auto-
correlation referring equation (2.93) is displayed.

Please note the similarity with a si-function in the range of the maxi-
mum.

If the autocorrelation function in the frequency domain wants to be ob-
tained, equation (2.81) has to be rewritten as follows:

Do, (£) = 1/2 - S1(£)* - S1(f) (2.119)

For St(f) the derivated spectrum according to chapter 2.1.2.2.2 Time-lim-
ited chirp signal has to be used.

Correlation

—02F ]

! ! ! ! | ! ! ! | ! ! ! | ! ! ! ]
200 400 600 800 1000 Image 2.15: Autocorrelation
Sampling-Rate function of a chirp
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1 (21 f
St (f) = N eI (E) - rect <T X )

(2.120)

Now the approximate character of the frequency-domain display of the
chirp signals can be recognised. If we calculate, as shown above, the auto-
correlation function in the frequency domain using the conjugated complex
multiplication of the chirp spectrum, we will get a rectangular function. A
rectangular function is equivalent to a si-function in the time domain. In
contrast, the calculation of the autocorrelation function in the time domain
(egs. (2.112), (2.118)) only results in an approximate si-function, but repre-
sents, as calculated through the convolution in the time domain, the exact
solution of the autocorrelation function of a chirp.

According to the signal theory the description of an SAR system also
demands the discussion of the geometrical influence effects that arise on
the one hand due to the geometric positioning of the recording system on
the other hand because of the own movements of the SAR-sensor.

Apart from the useful influence, these geometric effects also cause imag-
ing errors which will be discussed further on.

2.2 SAR system
2.2.1 Recording geometry

2.2.1.1 Introduction

In principle, SAR systems require solutions for a classic task, the so-called
inverse problem. As input-measuring value the backscattering coefficient of
the respective illuminated surface is to our disposal. The backscattering coef-
ficient o(x,y) gets falsified before recording of the received signal r(t, t) by
the 2-dimensional range variant transfer function h(.,.) of the SAR sensor.
Therefore the received and recorded signal (raw-data signal) contains the
wanted information, but is overlayed with the transfer function of the sensor.

6%, y) Oﬁ SARhs(fgsor C Fit7) C SAthﬂc;fjssor C G (% y)

The task of SAR-processing is to process the raw-data in a way that the
falsified backscattering information can be retrieved respectively made
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visible. The transferring function caused on one hand by the movement of
the SAR sensor and on the other hand by the recording principle has to be
egalised by inverse filtering. Presupposition is an optimised description of
the sensor’s movement and the principle of the synthetic aperture. The
more exact the description is the more accurate the corresponding proces-
sion can be calculated. For this reason we will discuss in chapter 2 the geo-
metrical basics in order to describe in chapter 3.1 General dynamic system
description the recording geometry with the resulting signal consequences.

2.2.1.2 Geometry of sensor motion
2.2.1.2.1 Orbit

Orbit is called the particular line a sensor follows when overflying the ob-
ject to be observed. The selection of the orbit depends on the kind of the
results wanted. Different types of orbits are necessary for continually ob-
serving respectively mapping of a certain area. Important critera influenc-
ing the selection of an orbit for the SAR are:
minimizing of transmitting power: requires low orbital height
minimizing of gravitation-related interferences: high orbital height
continuing observing of an area (no SAR); geo-stationary orbit
measuring of gravitation-related interferences: low orbital height.

In SAR circular orbital tracks in opposite to the more commonly used el-
liptical orbits are chosen. Doing this, the carriage-control system of the sa-
tellite is not preliminarily engaged. In addition, the advantages of a low as
well as a high orbital height can be utilised. Above all, signal-processing is
simplified by maintaining the overflight height. In the following, the orbital
geometry and its associated parameters are described.

In the coordinate system K'(x',y’,z’) with the earth’s center as origin,
the circular orbit is in the (X',y’,0)-level (Image 2.18 The sensors trajectory
and Image 2.17 Local earth geometry.

»

@th

7 Equator

Image 2.16: Orbit
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z" Image 2.17: Local earth geometry

Re+Ho

>y

Image 2.18: Trajectory of sensor

In the moment t=0 the satellite is in the position (R.+H,,0,0).

At this, R, is the earth’s radius and H, the altitude of the satellite over
ground [KAU].

We get the orbital equation of the coordinate system K':

T

x' = (Re + Hp) -cos<2~n-f) (2.121)
, T

y = (Re + Hp) - sm(z ST T) (2.122)

The coordinate system K’ is in opposite to the fixed earth-coordinate sys-
tem K”(x”,y”,z") with its origin in the earth’s center, is turned by the in-
clination angle i around the x”-axis (=x'-axis) (see Image 2.16 Orbit). The
z"-axis is the rotation axis of the earth. The inclination angle is defined as
angle between the orbital level (x',y’,0) and the equatorial level (x",y”,0).
The conversion of the track equations is performed via the rotary matrix D:
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1 0 0
D= [0 cos(i) —sin(i) (2.123)
0 sin(i) cos(i)
The transformating instruction is

" /

X X
K'=D-K' with K'"=|y"| and K = |Yy (2.124)
Z// Z/
The new coordinate values are now:
X" = (Re + Hy) - cos<2 ST %) =% (2.125)
y" = (Re + Hy) - sin<2 T %) - cos(i) (2.126)
7’ = (Re + Hy) - sin(2~n-%> -sin(i) (2.127)

Also the corresponding actual orbital positions of the SAR carrier in form
of spherical coordinates are required. The general conversion formulas for
further transformation of coordinates of cartesian coordinates are:

¥ = /X2 1y? 27 (2.128)

"
9" = arccos z (2.129)

" — arctan( L. 2.130
¢" = arctan|{ .5 (2.130)

Regarding our special problem follows:

" =R. + H, (2.131)
9 = g - arcsin(sin(z T %) : sin(i)) (2.132)
o' = arctan(tan(Z T % . cos(i)) (2.133)

The spherical coordinates are related directly in connection with the fol-
lowing equations with the latitude A" and the longitude ¢":
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2= g -9 (2.134)
" =¢"+¢"(t=0) (2.135)
A = arcsin (sin (2 T %) : sin(i)) (2.136)
¢” = arctan (tan (2 T %) . cos(i)) +¢"(t=0) (2.137)

2.2.1.2.2 The flight-trajectory angle o

The flight-trajectory angle a describes the angle between the unit vector of
the flight direction of the SAR-carrier and the corresponding unit vector of
the earth’s surface velocity of the latitude A” the SAR-carrier is located at
the corresponding time.

At first we calculate the unit vector of the flight direction, in other
words the unit-target vector of the orbital track by derivating the track
equation:

YS ) aKII

e = v with v, = - (2.138)
21 . T

VSX = (R6+H0) T (_ Sln(Z'T['T)) (2139>
27 T .

Vsy = (Re + Hp) T cos (2 T T) - cos(i) (2.140)

Image 2.19: Orbital track
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o Image 2.20: Flight-trajectory angle

0°

2
Vg, = (Re + HO) . ?TC - COS <2 ST - %) . Sln(l) (2141)

27
Vo = [ = /i +vp +vp = (Re + Ho) - ¢ (2.142)

An object point on the earth’s surface always moves vertically to the longitude.
The unit vector’s form of the earth’s surface velocity is:

—sino") :
& =&y = | cos(¢”) with ¢” = arctan (tan (2n : T) : cos(i))
0

(2.143)

Now both unit vector’s are known and the flight-track angle can be calcu-
lated with the scalar product:

cos(a) = e, - &, (2.144)

sin (21‘5 . %) - sin (arctan (tan <27‘c . %) . cos(i)))
+cos (21t . %) - cos (arctan (tan (21: . %) . cos(i))) - cos(i)
(2.145)

0 = arccos

Image 2.20 Flight-trajectory angle describes a n example for the course of a. For
7=0 the satellite is over the equator. There the flight trajectory angle is equal to
the inclination angle due to the definition. The most important vertices are:

o ==+i equator

o =0° degreeti
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The course between the vertices depends on the inclination angle i. The
wider i is the steeper will be the course of a.

2.2.1.2.3 Satellite velocity and circulation time

A circular orbit of a satellite can be derivated by the basic approach via
force balance. The orbit is stable when there is a balance of forces between
the gravitation force Fy that tries to pull the satellite down to the earth and
the centrifugal force F, that tries to push the satellite out of its orbit by the
rotation velocity. This balance of forces allows a calculation of the neces-
sary rotation velocity and the corresponding orbital time of a sensor.

The gravitation force is calculated according to Newton:

me - Mg
Eg ==Y T = (2146)

The variables in equation (2.145) mean:

y:  gravitational constant (6.67 10™'' Nm?°kg ™)

m,: mass of the earth (5.98 10** kg)

mg mass of the satellite (2157.4 kg ERS1)

r’: 1" =R.+H, distance between satellite and center of the earth
(R.=6.378140 10° m)

Hy: flying altitude of the satellite over ground (783444.1 m ERS1)

For low orbits of satellites equation (2.146) can be transferred into a calcu-
lation of potentials. The potential difference A® between two point exists
when the following integral is solved unequally zero (working integral).

Aq) = q)z - q)l = A132 (2147)
1 I
A= Jgg Sdr’ = — J Fg-dr” with E,||dr” (2.148)
I I
1 1
A1,2 =Y -Me- Mg - <_ - _> (2149)
I I

To obtain the potential of a point in the general distance r” from the earth, the
potential in the infinity is set to zero, and the border transient of r, to infinity:

The potential in a general distance r” is formulated as:

1
P(1") = —y - me-my - —; (2.150)

r//
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Thus, the potential in the correspondingly used orbit (height H,) is:

1 1 1
P(Re+Hp)=—y me-mg-————=—) -me-mg-— -

Re+HO Re 1 +E
Re

(2.151)

With the approximation Hy < R., equation (2.151) can be rewritten:

1 H,
P(Re+Hy)=—-y me- mg-—- |1 —— 2.152
(Rt Ho) =~y e (12 20) (2.15)

The potential energy W between the orbiting satellite and the earth’s sur-
face is calculated by means of the equations (2.150) and (2.152):

W = ®(R,) — ®(R. + Hy) (2.153)
H
W= —y -m, m -R—g (2.154)

€

Comparing equation (2.154) with the conventional formulating of the po-
tential energy of a body in the altitude h:

W= —Mpody * § - h (2.155)

we can describe the normal acceleration by comparing the coefficients:

Mme

(2.156)
R}

g=7v-

To determine the orbital velocity and circulating time of a satellite we have
to observe in addition the changing normal acceleration in the correspond-
ing altitude:

H -2
gn=8" (1 +R—°> (2.157)

Inserting equation (2.157) in equation (2.56) and equation (2.146) for the
gravitation force in altitude Hy results in

2

R
Fy = [Fg| = ms - g - 77 (2.158)

The centrifugal force F. of a corpus during a circular movement has to be
regarded:
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. V.
F. =m;, - - (1)5 with ®g = _/S/
T
v2
S
Fo=m, = (2.159)

here
vg: velocity of satellite
o, angle velocity of satellite

For the determination of the satellite’s velocity and time of circulation the
balance of forces has to be taken into consideration:

F, = F (2.160)

Inserting equations (2.158) and (2.159) in equation (2.160) results in

‘R2 .R2
v /B e [ BH T (2.161)
r” (Re =+ Ho)

The respective time of circulation is calculated by means of the orbital
course s and the satellite’s velocity vg:

TS ~ 2-m-(Re +Hy)
v Vg

(2.162)
The above derivated calculation are considered to be approximatively. For
an exact determination of the parameters additionally has to be considered
the gravitation-related influences and its corresponding atmospheric im-
pact. Generally, so-called side-looking systems are used as SAR-flying sys-
tems. Concerning side-looking systems, a SAR-carrier system illuminates
the area to be observed by adjusting the antenna almost in a right angle to
the flight direction. Thus, we define the corresponding geometry for
further usage of the necessary parameters and use the usual approxima-
tions of the flight path and the illuminated surface, by name the linear pre-
sentation in the right-angled coordinate system.

2.2.1.3 Definition of the side-looking geometry

The radar antenna is mounted on a satellite or fixed alongside an aircraft
and looks down in slant direction in order to be able to reproduce an area
parallel to the flight direction. During the fly-by the point target on the
ground is illuminated by the antenna’s main lobe within the time range
tsena- The duration of the illumination is the result of the velocity in for-
ward direction v,, the minimum slant distance R, to the time t=1, (Image
2.23) and the width of the antenna’s main lobe. During this time, the point
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target is hit by thousands of pulses depending on the “pulse-repetition fre-
quency”, whose echoes are registered according to amount and phase and
are coherently accumulated. This transaction can be compared with the
construction of a linear array antenna alongside the flight path which is as-
sembled out of the physically existing antenna.

The distance of the elements of this fictious array is the result of the ve-
locity in forward direction of the SAR carrier and the pulse-repetition fre-
quency.

In Image 2.21 Synthetic array the development of a synthetic array is illu-
strated. At any azimuth time 1, the SAR sensor emits a transmitting pulse
with the length of time ty.,q=37 ps (the example applies for the parameters
of the ERS-1 mission and are used in a qualitatively approximative way).
Every transmitting pulse is repeated with a pulse-repetition frequency of
PRF=1680 Hz. This is equivalent to an azimuth distance of Xepeat=4.2 m
at a flight velocity of v,=7000 m/s. The antenna’s footprint is calculated cor-
responding to the antenna theory in the shortest slant distance of the sensor
to the target and can be approximatively expected as Ax=4km and
Ay =50 km. Please consider that the image is not true to scale!

During the recording of a complete SAR-scene, about 28000 pulses (=a
swath length of about 120 km) are transmitted in the way mentioned. The
reflected backscattered signals are recorded coherently.

SAR-Sensor —] synthetic array
Antenna Position

T1TT3

Antenna

Xrepeat

f/ Swath

Footprint

A
o' y

Image 2.21: Synthetic array (qualitative)
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X
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Footprint

Image 2.22: SAR-footprint suspension (qualitative)

In Image 2.22 SAR-footprint suspension shows a distortion effect, which
can be neglected when working with SAR-signal-processing algorithms as
the corresponding phase history is processed correctly for each azimuth-
pixel position (range-migration correction, see chapter 4 Signal-processing
algorithms).

The transmitting pulse duration is t.,q=37 ps for ERS-1 satellites. Thus,
the antenna’s footprint for a duration of te,q is “pulled” over the surface
in azimuth direction (azimuth length of the footprint: Ax=4 km).

This duration can be determined as a surface coordinate X,u.=0.3 m
and is negligible due to the above mentioned reasons. In addition to sig-
nal-theoretical considerations the exact system theoretical description of
the illustrated sensor movement allows the development of a corresponding
useful processing-algorythm.

When a point target on the earth is observed, then Image 2.23 SAR-geom-
etry illustrates a simple SAR geometry which does not consider neither the
curvature of the earth nor the circular flight path of the satellite.

Besides the description of the SAR geometry displayed in Image 2.23 as
a relative geometry from the illuminating SAR sensor to the illuminated
surface, further geometric effects resulting from movements of the SAR
sensor itself have to be taken into consideration. Movements of the SAR
sensor itself can occur on aircraft-based systems by turbulences or path
corrections during the flight respectively the data recording. The men-
tioned platform movements can strongly influence the processing parame-
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Sensor with v, To
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T : P(Xo, Yo 0)
| AX
X
Footprint
Ay P
Squint angle

yp - Projection of squint angle

Image 2.23: SAR geometry

ters and have to be compensated [MOR92]. Therefore, the movement of the
SAR-carrier platform is also defined in this work in the so-called local sen-
sor geometry.

2.2.1.4 Local sensor geometry — sensoric movements

The local sensor geometry helps to describe the effects due to local senso-
ric movements basically. The carrier circulates around the earth at the alti-
tude H,. As the altitude H, is much smaller than the earth’s radius R, in
this first step we consider the earth’s surface as an even surface.

R(t): slant-range distance

r(t): ground-range distance

vy:  along-track-component of earth rotation

Vy! across-track component or earth rotation

B: squint angle

Ry:  shortest slant distance

Point P describes an impact point of the wave transmitted by the carrier.
Point P is displaced by the instable position of the SAR carrier. The drift-
ing movements occur in addition to the flight movements and the earth’s
rotation around the 3-body axis of the SAR carrier yaw, nick, roll. The
temporal progression of the drifting movements can not be predicted. To
achieve the required preciseness for signal processing, the position of the
SAR carrier must be stabilized in a way that the determined critical angle
and the drifting velocity are not exceeded.
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Footprint

X D =90° - y,
off Nadir angle
Image 2.24: Sensoric geometry

In the following we describe the effects of the different motion axes as
well as the effects of the earth’s rotation. Initial point is the sensoric geom-
etry shown in Image 2.24. We describe the movement of the point P de-
pending on the different local carrier angles and with regard to the corre-
spondingly changing relative velocity between the carrier and the illumi-
nated area on the earth’s surface.

The aim is the description of the two components of the velocity (along
track-flight direction and across track-viewing direction) of a point ob-
served by the sensor depending on the corresponding local sensor move-
ments and the earth’s motion. The relative velocity is required to determine
the doppler displacement which is necessary for the SAR-image processing.

2.2.1.4.1 Yaw/gier angle

The yaw/gier angle describes the rotation angle of the SAR carrier around
its yaw axis. Point P moves over the earth’s surface on a circular arc
around the center of the coordinate system.

Please note: The yaw angle is a local carrier-motion angle and therefore
as shown in Image 2.25 only to be measured on the carrier.

To describe the effects of the carrier’s movement on the doppler-fre-
quency, we have a look at the corresponding motion-angle projection on
the earth’s surface.

For SAR-satellites, the yaw angle y has only very small values. The
movement is assumed as linear along the x-axis.

From Image 2.26 Yaw angle we learn:
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Z - yaw axis
4 /
&’&
Yaw "P' (Gier) O
JJ *®
SAR sensor Pitch 'd' (Nick)
b _—_ J » Y - lateral axis
x - longitudinal axis
Image 2.25: Local sensoric geometry
Rotation axis Va
B
>y
Fogtprirﬁ
X ® = 90° - y,
off Nadir angle
Image 2.26: Yaw angle
X,
tan(y) = = (2.163)
Yp
: _ _ ¥
sin(®) = cos(9,) = R (2.164)
0

xp = tan(y)y, = tan(y)cos(g,) - Ry = sin(y)cos(¢) - r(1)

(2.165)
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¥p = tan(y)sin(®) - Ry = cos(y)sin(P) - r(t) (2.166)

2.2.1.4.2 Pitch/nick angle

The pitch/nick angle describes the rotation angle of the SAR carrier
around its lateral axis. Thus, point P moves parallelly to the x-axis.
From Image 2.27 Pitch angle we learn:

tan(8) = I’;—i (2.167)
cos(®) = sin(g,) = I;—Z (2.168)
xp = tan(d) - Hy = tan(d)sin(q,) - Ry = tan(3) cos(®) - Ry (2.169)

2.2.1.4.3 Roll angle

The rotation of the SAR carrier around its longitudinal axis is called roll
motion. During the data acquisition the ERS-satellites are in a nominal po-
sition 9’ = 0°, a changing of the roll angle would not lead to an influence
of the doppler frequency.

An occurring roll angle would only pivot the antenna’s taper in range
direction but not change the shortest distance to the footprint. For that
reasons, the roll angle is not considered any further.

Rotation axis
R(7)

pitch

X Image 2.27: Pitch angle
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2.2.1.4.4 Summary of the positioning

Having considered the yaw/gier and nick angle revealed that the angles
have only an influence on the along-track parameter x,. For this reason,
both effects are superposed additively.

The resulting rectangular distances are adding as follows:

X, = Ro[cos(qo)tan(y) + sin(po)tan(3)] (2.170)
%, = Ho[cot(y)tan(y) + tan(3)] (2.171)
Yo = tari(()po) — tan(®) - Hy = Rycos(y) (2.172)
X, = Ro[tan(y)sin(®) + tan(8)cos(®)] (2.173)
% — £(0)[sin(y)sin(®) + tan(8)cos(®)] (2.1732)
x, = Holtan(y)tan(®) + tan(3)] |with R, = COI:(0¢) .178)

Equation (2.174) describes the along-track motion of a point P due to the
local sensor-motion angle yaw and nick and with the help of the “off-Na-
dir”-angle.

2.2.1.4.5 Rotation of the earth

Moving point targets cause an additional doppler displacement by their ve-
locity. If we observe fixed targets on the earth’s surface we have to consider

Image 2.28: Pitch and yaw angle
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the earth’s rotation as the source of the movement. While circulation
around the earth, the target point P moves on the earth’s surface with the
earth’s rotation velocity v.. This velocity only depends on the latitude the
observed point is located on.

Ve = Re - @e - cos(Xe) (2.175)
2m
= 2.176
O =7 (2.176)
with

®,: circular velocity of the earth
Ae: earth’s radius
R.: latitude of point P

The observating point is not on the same latitude as the SAR-carrier
due to the angle of reflected beam and the instabilities of the position.

We introduce now the local earth’s coordinate system K.(Xe,Ye,Ze)-

Image 2.30 Local earth’s coordinates shows the displacement K, in oppo-
site to the orbital coordinate system K(x,y,z) and the flight-path angle a in
the z- resp. z.-axis.

The transformation of the coordinates can be performed as in chapter
2.2.3.2.1:

cos(a) —sin(a) O
D = |sin(a) cos(a) O (2.177)
0 0 1
K,=D-K (2.178)

Image 2.29: Earth
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[ Image 2.30: Local earth

Ye

Image 2.31: Projection of point P

We are now in the position to transform point P. As the x.-component for
point P has no influence on the calculation of the latitude, we will only de-
scribe the y.-component in Image 2.31 Projection of point P.

Yep = Xpsin(a) + ypcos(a) (2.179)
Presupposing an even earth’s surface €. becomes:

_ Ve

sin(e.) R

(2.180)

In fact there is no plain geometry and we enhance the approximation in
equation (2.180). For that purpose we have a look at Image 2.32 Reflection
to determine the latitude.
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Image 2.32: Description to determine the latitude

Corresponding to Image 2.32, we do not use the angle ‘€.’ to determine
the respective latitude (point projection) but the more correct angle ‘€’. We
calculate for the assumption of parallelity (for low orbits) of R, and x* via
circle equation:

R +7y2, = (Re+x")? (2.181)
with
Y = Yep = Ho - tan(®) (2.182)

results for the assisting parameter R.+x" in

Re+x" = /R2+y2 (2.183)

Therefore we get for e:

Yep Yep Hy - tan(@)

== T—= - (2.184)
¢ \/Re + Yep \/Rg + (H() . tan((I)))

sin(g)

The latitude A. of point P is calculated by subtraction of angle ¢ from the
latitude of the position of the SAR carrier A":

T
e:7\,”_8:_—8”—8
2
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with
)\‘// — E _ 8‘//
2
e = arcsin | — 22 (2.185)
VRV
de =~ — 9" — arcsin Yep (2.186)

2 VRV

with ye, (eq. (2.184)) is with the help of equation (2.179) , equation (2.172)
and equation (2.174):

Yep = Xpsin(a) + ypcos(a)
¥p = tan(®) - Hy
xp = Ho[tan(y)tan(®) + tan(d)]

Yep = Ho[tan(y)tan(®) - sin(a) + tan(3) - sin(a) + tan(®) - cos(a)]
(2.187)
Knowing from equation (2.175):
Ve = Re - ©c - cos(Ae)
Inserting equation (2.186) in equation (2.175) we get for the velocity of the

projected point Ry on the earth’s surface:

Yep

VR Ve

T
Ve = Re - @, - OS 2 9" — arcsin (2.188)

o T 1" .
Ve = Re - @e - COS E—S — arcsin

H, - [tan(y)tan(®) - sin(a) + tan(3) - sin(a) + tan(P) - cos(a)]
\/Rg — [Hy - [tan(y)tan(®) - sin(a) + tan(8) - sin(a) + tan(P) - cos(a)]]?

(2.189)
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y
A

along-track

across-track
> X Image 2.33: Velocity components

With the velocity illustrated in equation (2.189) we now can ascertain the re-
spective components. We differentiate between the along-track component

vy = Vecos(a) (2.190)
and the across-track component (Image 2.33 Velocity components)
vy = Vesin(a) (2.191)

As claimed in the beginning, the respective velocity components of a pro-
jected point can be determined in dependency of the local recording geom-
etry parameters and the earth’s rotation. Let us discuss now the geometric
distortion effects and the resulting imaging failures which are especially
used in the interferometric data processing and thus exercised throughout
the course of this work.

2.2.1.5 Layover and shadowing

2.2.1.5.1 Basics

In principle, the time a signal needs to travel from a transmitter to an ob-
ject and back contains the information on the distance from the sensor to
the object. If a signal is transmitted and two echoes from different posi-
tions are recorded then we can use the time difference between the echoes
to determine the distance to the objects to be observed. This way, aircraft
or satellite-based SAR is able to measure how far the single objects are
away from the satellite or aircraft and also the distance between the ob-
jects. These distances along the viewing line to the object are called record-
ings in “slant range” and measured in direction to the angle of incidence
@, (see at Image 2.34 SAR geometry depressions angle).

Often, the distance of the object to the sensor is not of interest. It is
more interesting to know the distances on the ground, the so-called
“ground-range distances”. Real ground distances are required to determine
for instance the number of agriculturally used areas, the parts of the
oceans covered with ice or the topography of a certain area (the corre-
sponding dependencies of altitudes and distances on the ground).
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Image 2.34: SAR geometry

In Image 2.34 mean:

T =Azimuth time; 1y=point of time of the shortest slant distance
Ry =nearest slant-range distance

¢, =incidence angle

B =squint angle

The SAR sensor receives backscattered radar signals in equidistant time slices
that correspond with discrete slant-range distances from the aircraft or satel-
lite. That means, the received raw data is measured in slant range. The trans-
version of the measured slant-range distances to ground-range means the
conversion of slant-range data by regarding different parameters, and after-
wards re-sampling, in order to receive equidistantly distributed pixels on
the ground. After that, the data can be described in ground range.

The process of the conversion of slant-range distances to ground-range
distances can also be regarded as a projection of the slant-range geometry
to a respective rectangular geometry and is called ortho-projection (see
Image 2.35 Layover).

2.2.1.5.2 Foreshortening, layover and shadowing

SAR systems measure very exactly the slant-range distances between the SAR
sensor and the corresponding illuminated object on the ground. Sometimes
these measurements differ from the actually interesting parameters. We used
to work with ground-related distances, that means we know how far we have
to move from an object to reach another. We can transform the SAR informa-
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tion from the sensor-object distances to object-object distances to a certain
degree by converting the slant-range data in ground-range data.

There are some cases this converting is not successful, especially in SAR
scenes with mountainous areas.

When a SAR sensor looks down and sidewards at a steep mountain (Im-
age 2.35 Layover and shaded areas), many objects can be localized along-
side the ascending respectively descending mountain sides with the same
distances to the sensor. Two objects with different distances to the ground
and different elevations can have the same slant distances to the sensor as
long as they are on the sphere surface determined by the slant distance. As
these objects are localised nearly with the same slant distance to the sensor,
their backscattered echoes arrive at about the same time. The SAR sensor,
relating all information to one point, suggests that the object has a higher
backscattering coefficient whereas the information in fact comes from dif-
ferent objects.

According to that, mountain sides tilted against the sensor will be dis-
played shorter whereas in the reverse case lengthened. Therefore, moun-
tains in SAR scenes appear sort of “overhanging”. A steeper topography or
a more narrow perspective of the SAR sensor can enforce this shortening
effect. This effect, when ascending mountain sides look shorter than des-
cending, is called foreshortening. Another extreme, for instance when a
mountain peak is positioned in front of the surrounding area (exchanging
pixels), is called layover.

Layover areas are defined as follows:

Due to the geometry illustrated in Image 2.36 Layover results:

» gr_r(7)

T N T
gr_rig(t) \ gr_reg(t) gr_rig(t) | gr_rep(t)

Layover area Shadow-area

X

Image 2.35: Layover and shaded areas
gr_rg(t): ground range layover begin; gr_rg(t): ground range layover end; gr_rsg(t): ground range
shadow begin; gr_rg(t): ground range shadow end
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Image 2.35a: Elevation errors due to shadowing, DO-SAR, Scene: Markdorf

rp = \/gr_rf + (Ho — z..)° (2.192)

When conversing the slant-range distance R to the ground-range distance
gr_r, the layover effect can be defined as pixel-passing effect.

As already discussed, a pixel pass is caused by the layover effect in a
form that backscattered targets at a specific elevation can be seen closer to
the recording sensor as targets at lower elevations with the same and even
shorter ground-range distance. When conversing the corresponding eleva-
tion values, the described passing effect has to be detected by watching the
corresponding derivation. The derivation of the slant-range distance to the
ground-range distance must not become negative. Vice versa, layover areas
are characterised by

dn (2.193)
dgr_r
dI'L 1 dZL
= 2-gr 1, —2-(Hy — . 2.194
o hgn 2 - a) ] (2194)
dr, _ gr_ry . |:H0 —ZL . dz, :| (2.195)
dgr_rp . r. dgr_rp
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with the condition of equation (2.193) follows:

g-Tr [H" —a, du } < 0! (2.196)
I I dgr_rp
dz; S gr_ry

dgr_rp — Hy — 7z, (2.197)

Equation (2.197) describes the layover conditions and is displayed depen-
dent on the ground-distance derivation from the corresponding object’s al-
titude. The derivation of the corresponding altitude to the ground distance
can be interpreted as gradient of the altitude. As soon as this gradient gets
a critical value which is proportional to the angle of incidence, layover ef-
fects are to be expected.

2.2.1.5.3 Pixel passing

Pixel passing occurs when altitude values calculated in the slant geometry
are converted into the corresponding ground geometry and thus the rela-
tive position changes because of their different altitudes. The reason is the
above described layover effect. Pixel passing can be illustrated as follows:
Starting-point is Image 2.36. The resulting geometric correlations are
used to determine the layover limit per pixel.
We set the corresponding relations according to Pythagoras:

gr r’=slr’— (H-1z) (2.198)
gr 2 =sl 12— (H-12) (2.199)
A
sl_r,
Ho
sl_r,
gr_n
gr_r
7 ;

Image 2.36: Layover
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The layover limit applies when both ground distances get identical:

|
gr_r; =gr_r,

Using equations (2.198) and (2.199) follows:

sl —(H—z) =sl.i? - (H-12) (2.200)
slLrr—(=2-H-z;+2)) =sl.r;— (-2-H-z,+23) (2.201)
st +2-H-zy—zi=sl.r;+2-H -z, — 7] (2.201)
(H-2)"—sl.r’ = (H—z,)" —sl_r? (2.202)
\/(H —z)) —sl.r? 4sl.12=(H-2) (2.203)
z; =H-— \/(H —z,)? —sl_r2 4sl_r2 (2.204)

If a pixel z, with an altitude of 10 m in a given aircraft parameter (DO-
SAR parameter: Hy=3748 m, dsl_r=.,875 m, ry=4475 m) was determined,
a proceeding pixel z; with an altitude of only 7.76 m would lead to the pix-
el-passing effect

zy=10m — z, =7.7555 m
To set the absolute altitude of the layover, we formulate:

sl_r, =sl_r; +dsl_r (2.205)

sl_r; = sl_r} + 2sl_r;dsl_r + dsl_r?

7, =H— \/(H —z;)* —sl.r? 4 (sl.r; +dsl_r)? (2.206)

7z, =H-— \/(H —z))? —sl.r24sl.r242-sl.r -dsl_ r+dsl r2 (2.207)

and get as a result with the generally known parameters slant distance and
slant resolution as layover for a given “pixel” altitude:

7z =H-— \/(H —z)* 4+ 2-slr, - dsl_r + dsl_r2 (2.208)

To determine the limit of the relative layover per pixel, we can calculate
AZL max*
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Azpmax = (Hp — z) — \/(HO —z)> +dsl.r2+2-R(z)-dsl_r (2.209)

i.e. with Hy=3680 m; Ry=4475 m; dsl_r=1.5m = Az; ;,.,,<1.8 m.

2.2.1.5.4 Shadowing

SAR illumination is quite ‘similar’ to the solar radiation in a way that the
backside of a mountain can not to be reached by the radiation. As well as
the solar radiation, radar sources generally are radiant sources that cause
shadows. Thus, and also through phase errors, certain information is lost
that have to be re-gained especially when using SAR interferometry.

SAR-images recorded from aircrafts mostly cause serious foreshortening
errors or layover errors and also shaded areas. In contrast to that, orbital
SAR systems with their relative steep slants deliver by foreshortening and
layovering moderately distorted images that only very rarely contain shade
areas.

Generally, the conversion from slant-range into ground range applies for
the whole topography so that the occurring interferences are also trans-
fered into the ground-range images. The corresponding ground topography
is falsified by the described effects and has to be adjusted using different
methods to establish a digital height model.

2.2.1.5.5 Slant-ground correction

To solve the slant-to-ground problem we have to calculate a ground-range
axis that represents the new ground-related distances depending on the
slant-range height. Any distance on the ground gr_r can be calculated by
using the geometry shown in Image 2.37 Slant Range/ground range.

For any slant distance we can calculate the corresponding new ground
distance with following term:

grr= \/sl,r2 — (Ho — 2)° (2.210)

These new ground distances result from the corresponding slant heights, so
the calculated ground distances are calculated equidistantly. Each ground dis-
tance is shifted in contrast to the equidistant slant-range axis by the respec-
tive slant height. When the slant height values differ so strongly that two dif-
ferent pixels are shifted against each other, the result is the layover effect.

In this case, the resulting ground distance that is supposed to increase
in a linear way (not necessarily equidistantly) shows a negative gradient
meaning (as already described) that the top of a building is seen with a
shorter distance as the ground of the same building. Thus, at first we have
to sort the ground distances in a way to get a constantly increasing ground
axis (ground-range axis).
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Image 2.37: Slant-range/ground-range conversion

The corresponding shaded terrains have to be treated separately as they
would cause the pixel passing which would result in an incorrect allocation
of the different backscattering amplitudes to the corresponding ground-
range heights. After sorting the non-equidistant ground distances we have
to interpolate the values of the ground distances and the corresponding al-
titudes to achieve an equidistant classification.

Finally, the pixel distances can be changed by re-sampling.

Further reading concerning the geometric effects can be done in the in-
terferometric part of this work (chapter 5).

2.2.2 Doppler effect and frequency shift

2.2.2.1 Vivid derivation of the doppler-frequency

The backscattered transmitting signal received from a punctiform object
shows a frequency shift because of the doppler effect that is proportional
to the relative velocity vy between the antenna and object P on the ground
and reciprocal to the velocity c the waves spread. When the antenna of the
SAR carrier is turned by the so-called squint angle a frequency displace-
ment results due to the doppler effect of the received radar signals. Not
changing this squint angle during the flight results in a constant frequency
displacement. In this case, the frequency displacement is a linear, additive
frequency function named doppler-centroid frequency.

Without an exact knowledge of the doppler-centroid frequency neither a
reasonable range-migration correction nor an approximative azimuth com-
pression can be realised. The knowledge of the doppler-centroid frequency
is essential for SAR-signal processing. A moving transmitter with the
velocity v,, a squint angle  and an incidence angle ¢, to the object P re-
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Image 2.38: Geometry for derivation of the doppler

spectively the footprint, radiates an electromagnetic wave via the antenna
with a constant transmitting frequency f,. When the wave hits the object P,
the frequency f,, is:

v
1+-—=
C

Vi \ 2

- ()
c

Looking at Image 2.38 Geometry for derivation of the doppler, for the relative
velocity of the sensor on the surface dependent on the squint angle follows:

(2.211)

VR = V, - sin(p) (2.212)
When observing the earth’s rotation we have to accelerate the sensor’s velocity
by the rate caused by the earth’s rotation (see Image 2.39) and calculate an
effective velocity v, the difference of the corresponding azimuth components:

Vres = Va — Vx

Please re-consider Image 2.26 Yaw angle:

tan(B) = =2 (2.213)
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H

sin(@,) = —2 (2.214)
Ro
Xp

tan(y,) = — (2.215)
Yp

The squint angle can be expressed as follows:

Xp _ Xp- sin(@g) _ tan(\yp) -sin(Qq) - yp B tan(\l’p) - sin(@,)

tan(B) =&, H, H, tan(qy)
(2.216)
tan(B) = tan(y,) - cos(9,) (2.217)
sin(B) = sin(y,,) - cos(qy) (2.218)
Inserting in equation (2.212) results in:
VR = Vres + SIN(V,,) - cos(qy) (2.219)

the received frequency from the illuminated point P is calculated as fol-
lows:

Vres

1+ sin(y,) - cos(g,)
f, =fo - < (2.220)

i\ 2
()
c
The wave arriving at object P is reflected in direction of the transmitter.

The frequency of the arriving wave is characteristically doppler-displaced.
For the receiving frequency fpg applies:

Vres

- sin(y,,) - COS(<P0)>2
(- (%)

In this work we define a non-relative approach, as v
mate the fraction in equation (2.221):

1+

fop = fp - (2.221)

2
res

< c%. We approxi-
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Vres

C
Vres

- Sin(Wp) - cos(@y)

Vres .
=f- (1 +2- C sin(y,,) - cos((p0)>

1+

“sin(y,) - cos(py)

fPE = fO :

The doppler frequency fp, is calculated as the difference between the receiv-
ing and the transmitting frequency:

fo = fop — fo = 2 - £y "C -sin(y,) - cos(@,) (2.223)

With the wave length A = fi and the relative velocity vy follows:
0

A% Vr, . Vr .
fp =25 =2- =% sin(y,) - cos(gy) = 2+ == - sin(B) (2.224)

The function for the doppler frequency reveals that it does not depend on
the flying altitude but is only a term of the flight velocity, the angle of in-
clination and squint, and the wave length of the radar. As soon as the flight
velocity, the angles and the wave length can exactly be defined, the doppler
frequency is exactly determinable. As the position of the SAR carrier can
not be regulated to a fixed position, the SAR carrier additionally drifts
around its three-body axis. The doppler frequency also depends on the
drifting angles. The temporal lapse of the drifting angle can neither be
forecasted nor calculated. Therefore, fp can be interpreted as a stochastic
process where the actual values have to be generated respectively estimated
by means of the measurement data. Besides the mentioned influencing pa-
rameters we have to consider the corresponding relative velocity of the
earth’s rotation. This rotation and also the drifting of the carrier are imple-
mented as a simple geometric description as shown in Image 2.38 Geome-
try for derivation of the doppler. The squint angle illustrated in Image 2.38
does not represent static but a kind of dynamic angle resulting from the
corresponding doppler frequency.

In fact, the corresponding doppler frequency is estimated whilst doing
the SAR-signal processing. Due to the raw data, a squint angle is estimated
via the doppler frequency. Thus, the squint angle is not only a geometric
measurement but above all an equivalent description of the doppler effect.

2.2.2.2 Precise derivation via the distance derivations

In chapter 2.2.2.1 Descriptive derivation of the doppler frequency we rea-
lised that the corresponding doppler frequency depends on the relative ve-
locity vg between the transmitter and the target. To determine the exact
relative velocity we take the way via the corresponding distance deriva-
tions.
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Image 2.39: Sensoric geometry

The velocity ‘vg’ is determined by the first derivation of the slant-range
trend R(t) as shown in Image 2.39 Sensoric geometry.
_OR(Y)
ot

vr(T) (2.225)

R(t) applies to a universal point P and considering the earth’s rotation:

R(t) = \/H2 + R2 +x(1)° (2.226)

The shortest distance R, is substituted with a universal distance:

2
Ry =/yp + (1= 1)V

For the general distance trend [BAM89] we get:

R(t) = \/H% F(p+ (1= 1) vy + (3 + (e — va) - (T —))? [(2.227)

Later the along-track velocity (velocity component along the sensor track
will be set: v .s=v,-v,. The satellite’s velocity is reagarded as constant like
the along-track velocity of the earth’s rotation. The universal distance Ry(1)
is given for the center of the footprint 7., as in opposite to the doppler fre-
quency, for this point the given doppler-centroid frequency applies (see
Image 2.40).
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Ay Footprint

Image 2.40: Doppler-centroid-Position

fDC = fD(T = 'Cc) (2228)

The velocity vg, the target displacement, the phase displacement and the
doppler frequency are related as follows:

R(t) = \/H + R + x(1)? (2.229)

t(1) = ZRC(T) (2.230)

Via phase displacement:

R(1)

p(t) = —2nfoty (1) = —41:T (2.231a)
Vg = al;it) (2.231b)
f(r) = % (2.231¢)

The development of the phase displacement in a Taylor series around the
centroid point 1. results in:
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p(t) = — 47“ R(1e) + R(1o) (e — 7o) + 5 R(x) (1 - 1) (2.232)

F(e) = p(c) = — 5 [R(ze) + Rz (x - o)

f(1) = foc + kar (T — 1)
T i

doppler sweep rate

centroid

The doppler-centroid frequency and the sweep rate can be calculated ac-
cording to equation (2.233) via the corresponding derivation of the slant-
range distance. Initially, we calculate the distance derivation needed several
times in the following.

2.2.2.2.1 First derivative

Due to equation (2.227) the first distance derivation is calculated as

R(E) = /B2 + (3 + (1 — 1)vy)* + (35 + (Ve — V) (7 — 7))’

with

R(1) = \/Hé + (¥p + (T = t)Vy)? + (Xp — Vies (T — 1))’ (2.234)

Please note: All along-track (x’) components are constant. Thus

OR(t) 1
ot _T_
Ll CRRLERAEEY 223

2t — Vit — 7)) - ]

OR(1) _ 1
ot \/H% + (Yp + (‘C — ‘CC) -Vy)2 + (Xp - Vres(‘E - TC))

2

ov. ov.
. [Vpr +(t— tcvf, + ¥p(T — Tc) a_ry + (t— TC)ZVYa—TY — XpVres

+ (t— Tc)vfes] (2.236)
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in t=1. becomes

OR(1)
ot

1

= R(e) (Vy¥p — VresXp) (2.237)

T=T,

and with the results of chapter 2.2.1.4 Local sensor geometry, equations
(2.166) and (2.173 a):

OR(1) _ 1 —Vyes - (T) - (sin(y)sin an(o)cos
g (e ) inin(@) n@eos®)
— vycos(y)sin(®))))

Please note:

R(t.) = R(z¢) - sin(P)

R(t) = sin(®)(—Vressin(y)sin(P) + tan(5)cos(P) + vycos(y)sin(P))

(2.239)
iz MRG=w) 2 1
foc = -2 A DY ~  AR(1) (V3 = Viesky)
(2.240)
foc = 2 sin(®) (vssin(y)sin() + tan(3)cos(®) — vycos (y)sin(®)
(2.241)

fpc = %vressin(@) [sin(\u)sin(@) + tan(d)cos(P) — Yy cos(w)cos((po)}

Vres

(2.242)

foc = %vressin(q)) [sin(\u)sin(@) + tan(8)cos(P) — ‘:ZS sin(@)cos(\u)]

(2.243)

The obtained doppler-centroid frequency (eq. (2.242)) is defined within the
local sensoric geometry. To derivate a respective reflection for an analogue
squint geometry, we have to regard the following approximations:

cos(@,) = sin(P) = 1 (2.244)

Yy _ tan(y,) (2.245)

Vres
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tan(y,,) = tan(y) = sin(y) = tan(p) (2.246)

We formulate equation (2.243) with the help of the correlations from chap-
ter 2.2.1.3 Local sensor geometry:

2 Xp-Yp , X Ho

foe = = Vo - ¢ 2.247
DC =5V Yo Ro | Ho-Rg an(y,) ( )

2 2
fpc = 7 Vies [tan(B) + tan(B) — tan(B)] = 7 Vies - tan(f) (2.248)
For a small squint angle again applies:
2 . 2 .
fpc = n Vres - 8in(B) = n Vies - Sm(‘l’p) - cos(@y) (2.249)

2.2.2.2.2 Second derivation

To determine the sweep rate in chapter 2.2.4 now the second derivation of
the slant-range distance is determined as the calculation appears reason-
able in the direct sequence after the first derivation:

OR(t) _
ot
ov. ov.
vyyp + (T — rc)v§ +yp(T —10) a—ry + (- rc)zvya—T — XpVres 1 (T — Tc)Vieg

\/H% + (YP + (T - TC)VY)Z + (Xp - Vres(T - Tc))z

(2.250)
OR(r) _u_ u
o v R
, du OR(1)
PR(t) 3t VT ot U
o2 RZ(T) (2.251)
— 2 Vy 2. Ovy
u=vy,+(t— Tc)VY +yp(t— Tc)g-i— (t— 1) Yy o

— XpVres T+ (T - TC)ers

ov ov
u= VYYP - XPVres + (T - TC) |:V}2’ + YP a_,cy + VI?CS:| + (T - TC)ZVYa_TY
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Ou ov OVyes ov
azypa—;—xp ot +V§I+YP6_TY+V1%65+(T_TC)
2
ot Pz ' ot

ov.
+2(t— )vy6—1:y+ (T—Tc)z

[ow vy, By
ot Ot Y o2
with

avI’CS
ot

~0

du ov
a = V)ZI +V§es +2‘)’136—,;,+ (T - Tc)

ovy\*> &
R

oy 0y avy
o +Yp =5 ) Y12 Vy = ot

Inserting
OR(7)
R e B (2.252)
o2 R(1) 0t R%(1) '
ov? v ov
2 2 y y y Y
OR(r) Yy Ve e (1) | Ve T B gy
o
k VE (5 + (1= vy 4 (% — Veas(t — )

res

2
0 5
(T = 1) Vy 2 — XpVires + (32)V2 }

) \/H% + (YP + (T - Tc)vy)z =+ (Xp - Vres('E - Tc))z
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with t=r, follows:

= - 2 (2.253)

Neglecting

[Vy¥p — XpVres)®
R3(t.)

I
o

ov.
Y 2
Megr <

we get the following approximation for the second distance derivation
(compare with chapter 3.1 Common dynamic system description)

R(t) = oo _Va (2.254)

This result is necessary for the determination of the sweep rate in chapter
2.2.3.

2.2.2.3 Alternative derivations

The following description uses derivated correlations on the position of
the rectangular azimuth-illuminating envelope (see chapter 3.4 Point-target
spectrum). The doppler displacement can also result in the definition of
the envelope of the transmitting signal. The corresponding parameters to
determine the doppler-centroid frequency (see “calculation of the 2-dimen-
sional point-target spectrum: Determination of the rectangular position”)
are defined as follows (we approximatively insert the velocity as v,):

Centroid frequency:

P SRR/ S SR T (2.255)
DC—2 0 w) = R(‘tc) To — Tc 0 .
Bandwidth:
By —f— o2 L (r g A (2.256)
az — 10 u — c R(TC) 0 .
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To
Vres(TO —Tc )

X Image 2.41: Simplified SAR geometry

Regard the centroid frequency:

2v? 1
fromw Vi Lo )L
DC c R(‘CC) To T) ( + 0)

with A = < follows:
0

2vi, 1 f
fDC = T . @ . (T() — Tc) . <1 + E) (2257)

Please have a look at the chapter SAR geometry including the motion angle
and Image 2.38 Geometry for derivation of the doppler.

Vp: projection of the squint angle
B: squint angle

The projection of the squint angle is defined as

Vres * (TO - Tc)

R() = sin(y,) - cos(y) (2.258)

As a result of the doppler displacement by neglection of the additive fre-
quency term follows:

2Vres f . szres .
= (1 ) sindug) - coston) 2 25 sin(w, os(on)

fDC =

~

= % -sin(f) (2.259)

Simplified description on the distance derivations calculated
in the part “side- looking geometry”

In chapter 2.2.1 Recording geometry, a momentary frequency is derivated
from the carrier’s movements:



SAR system 83

f(0) = 2 = - [R(z) + R(xo) - (¢ — <o)

The momentary frequency can be rephrased according to equation (2.233)
to

f(1) = fpc + kaz - (T —70)

with

foo = — 2 i(“) (2.260)
and

Ky = — 2 I;(TC) (2.260 2)

whereas ‘fpc’ is the doppler-centroid frequency and ‘k,,” the doppler rate
(sweep rate) (see Image 2.42 SAR-geometry). The distance derivations are
defined from:

R(T) = [(t = 0)” - Vi +yg + HiJ (2261)
R(t) = (v — o) - Vi - [(v = 10) - Viy + 75 + HI] 2 (2.262)
. v2
R(t) = (t— L Is 2.263
(0= (2263)
. v2 (t—10)* - v*
R(r) = -t — res 2.264
=35 (2.264)
) v2 v2
R S 2.265
)~ R = Reo (2:269)
Inserting equation (2.265) in equation (2.260) results in
2-v2
kyy = —— - 2.266
: A - R(te) ( )

Due to Image 2.42 SAR geometry for small squint angles (have a look at
the circular arc with the radius y,) approximatively applies:
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Sensor with v, To

P(xo, Y. 0)
] AX
X Footprint
. Ay
Squint angle
V- Projection of squint angle
Image 2.42: SAR geometry
H
tan(q,) = — (2.267)
Yo
. Xo
sin >~ — 2.268
(Wp) % (2.268)
H
sin(@,) = R—" (2.269)
0
CcoS
yo = Hy - (V) (2.270)
tan(Q,)
and
sin
xo = Hp - (V) (2.271)
tan(,)

Without restriction of the generality, the center point of the aperture T,
can be supposed as zero. If you put To = Xo/Vres, Tc =0, X" and ‘y,’ and
as well equation (2.263) in equation (2.260), we get the correlation illu-
strated in equations (2.224) and (2.259).
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2-v2 (tc — 7o) 1

fDC - _ }\’res . R — 2 . Vres . XO . 7}\’ R (2272)
C T o
Sin(\lf ) -Hp Sin(‘l’ ) 2 Vees .
foc=2 " Vres ~m:2 “ Vres - €08(Qy) - . P = " -sin(P)
(2.273)

All presented ways of reflections lead to identical results and this way confirm
the correctness of the different starting points as well as the result itself.

The next step will describe further important parameters necessary for
SAR-image processing like the so-called sweep rate, the doppler bandwidth
and the maximum doppler-centroid rate.

2.2.3 The sweep rate

In the field of SAR-signal processing the so-called sweep rate plays an im-
portant role along with the doppler frequency. This signal parameter de-
scribes the change in modulation per time or, in other words, a kind of
modulating velocity of the corresponding signal structure. We differentiate
between the range-sweep rate k, and the azimuth-sweep rate k,,.

2.2.3.1 Range-sweep rate k,

As explained in chapter 2.1.2 Transmitted and received pulse, k. describes
the phase-modulating velocity of the transmitting chirp signal. Along with
the transmitting period T, the range bandwidth B, =k, - T and thus the
resolution in range direction is defined via the range-sweep rate. See chap-
ter 3.2 Geometrical resolution.

The defined characteristics of the phase difference by k, are already de-
scribed in chapter 2.1.3.

2.2.3.2 Azimuth-sweep rate k,,

Unlike the range-sweep rate, the azimuth-sweep rate is defined via the cor-
responding recording geometry. Like k,, k,, describes the phase character-
istics of an observed point on the earth within the antenna’s lobe. Regard-
ing the distance trend r(t) of a point P within the antenna’s lobe results
from Image 2.42a Distance progression, that during the overflight of the
SAR carrier the distance r(t) decreases and after reaching the shortest dis-
tance ko increases again.
This distance progress follows a quadratic regularity:

R(1) = |/ Vies(t = T0) + R
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P(xc,Yc. 0)

Ay Footprint
Image 2.42a: Distance progress
The corresponding currency of signals is calculated as

_ 2R(7)

t(t)
The currency of signals projects to the received signal as phase history:

R(7)

p(t) = —2mfoty (1) = —4n )\‘

and thus results, like the transmitted chirp (in range direction), in a signal
with quadratic phase - a chirp.

Neglecting the backscattering coefficient, the azimuth chirp can be de-
scribed as follows:

rr(t, 1) = St(t — t, (1)) - e 2rhte(®) (2.274)

Using the correlations shown in chapter 2.2.2.2 Exact derivation via the
distance derivatives:
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p(5) = —amy) = = 5 [R(s0) + RO (5 = 50 + 5 R (5~ )

(2.275)

and regarding analogous with the range-sweep rate (eq. (2.275)) in the fre-
quency range

f(r) = p(r) = —% [R(Tc) + %R(Tc)(‘t - rc)} (2.276)
we get
f(t) = foc + kay (T — 1) (2.277)

as against in range direction:
f(t) = fo + ket (2.278)

Comparing equation (2.276) and equation (2.277), a clear analogy is ob-
vious. On the one hand, the doppler-centroid frequency corresponds to the
carrier frequency, on the other hand k,, is equal with k; thus is equivalent
to the modulating velocity. The special kind of the signal, which also is
chosen in range direction because of the better signal recognition, also ap-
pears in azimuth direction by the quadratic distance dependency on the
target. The resulting processing-advantages apply both in range direction
and in azimuth direction. As the sweep rate k,, is defined by geometric
conditions besides the signal-theoretical description also a short geometri-
cal description shall follow. The comparison between the coefficients in
equation (2.276) and (2.277) reveals:

Koy = — %I"{(rc) (2.279)

The second derivation of the distance was already calculated in chapter
2.2.2.2.2 Second derivation:

2 Vy
62R(r) _ VY T Vres + 2Yp E [Vyyp - Xeres]2
012 T:TC_ R(t.) R3(t.)
Neglecting

[Vpr - vares]2 ~

Rt
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2
vy < Vres

ov,
Y 2
Megr <

for the second distance derivation results

}i(Tc): Vres o~ Va

and for kg,

Koy = —t& o0 2 (2.280)

2.2.4 Additional parameters

2.2.4.1 Azimuth bandwidth

From the signal-theoretical consideration of the rectangular illumination
envelope in azimuth we get from equation (2.272):

2 ers (TC - TO)

foc =~ "k (2.272)
By, — £, £, > 2V (f 4 f)AC (2.281)
az — 10 u_C'R(Tc) 0 .

At represents the pulse length of the azimuth signal and can also be de-
fined geometrically via the antenna’s lobe (chapter 3 Image 3.9 Side looking
geometry):

Ax
in(® = — 2.282
sin(Pyp) 2R, ( )
A
Ar =22 (2.283)
Vres
2v2 1 Ax
By ==t ((f4f)— 2.284
’ c R(Tc> <( * 0) Vres) ( 8 )

Using from chapter 3.2.2 Geometric resolution in azimuth-direction

R(t)A

X

Ax =

and R(t.) =Ry
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we get

2 2-7548 m/s
B, ~ Ve 2748 M/s i, (ERS1) (2.285)
Dy 12 m

2.2.4.2 Maximum doppler-centroid rate

During the given duration of an azimuth chirp influenced by the illuminat-
ing geometry, the doppler-centroid frequency fpc changes by

ofpc
Afpc =——=-A 2.2
DC ot T ( 86)

We insert the temporal derivation of the doppler-frequency for the azimuth
drift:

ofpc :2vressm(<I>) {sin(Cb) 6313(\|/) Lo
T

Otan(d)  cos(y)sin(®) %}
ot A

P
0s(®) ot Vres ot
(2.286 a)

in equation (2.286). We regard v, = v. - sin(a) where to applies for the de-
rivation of the velocity v, to the time

Oy (a) 2T gin(2n—" (2.287)
- — —V; r - COS(A) - Sin| 27 .
ot yequate TUml. TUml.

Ofpc  2Viessin(®) [sin(P) 2t T
= equator * : 2

(2.288)
Ar— Ax _ R(t)A
Vres DXVreS
Tyml, = 5370 s; o = 57°
2R sin[®)® - )
Afpe = 2R SIL®)" - €os(@) 27 oy, (ERs1) (2.289)

D_x TIUml.

A comparison with equation (2.285) reveals that the maximum doppler-
centroid frequency in the ERS-1 SAR is within the so-called doppler band-
width and thus no ambiguities are to be expected.
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2.2.4.3 Criteria for the pulse-repetition frequency

According to Image 2.43, the radar transmits a series of identical pulses of
the length Tpus. Each pulse can be monochromatic or modulated. The
number of pulses per second is called pulse-repetition frequency

1
PRF =

2.290
Trepeat ( )

with ERS parameters

Tpulse =37 ns

Trepeat =595 Hs

N - Trepeat = 28000+ 595 s =16.6 s

Regarding monochromatic pulses (in Image 2.43 Transmitting pulse series
modulated pulses are displayed) and not modulated pulses results in the
spectrum shown in Image 2.44 Spectrum of the transmitting-pulse series.

The reflected transmitting signal received from a punctiform object fea-
tures a frequency displacement according to the doppler effect, which is
proportional to the relative velocity vy between the antenna and the object
P on the ground and reciprocal to the wave propagation’s velocity. Turning
the antenna of the SAR carrier by a correcting angle, the so-called squint
angle, results in a frequency displacement due to the doppler effect of the
received radar signals. Fixing this squint angle during the flight, the fre-
quency displacement remains constant. Now it is a linear, additive fre-
quency term called doppler-centroid frequency.

The spectrum consists of many narrow-band spectral areas resulting
from 1/(N-Trepear) and is windowed by the envelope of the Fourier trans-
formation of the transmitting pulse. As reflecting spectrum we get due to
the doppler a spectral result characteristically doppler-displaced in the fre-

quency range.

Amplitude
A

Tpulse

Trepeat

N'Trepeat

Image 2.43: Transmitting pulse series
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Amplitude
A

‘« PRF+1/Tpyise

PRF-1/T PRF
‘ PRF
[—————>

pulse

1/ (N*Trepeat)

Image 2.44: Spectrum of receiving pulses

Amplitude
A £

PRF+1/T,

PRF-1/T PRF ‘

pulse le— pulse
PRF
T/(N*T

repeat)

Image 2.45: Spectrum of receiving pulses

If the frequency displacement caused by the doppler effect is just as
wide as the PRE, the transmitting and receiving spectrum can not be sepa-
rated from each other anymore. Ambiguities occur that have to be correct-
ed. To avoid the ambiguities, the following term must apply:
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foc,,, < PRE/2 (2.291)
This condition applies for ERS1 (PRF=1680 Hz) and fpc_=fpc+Afpc/2
(eq. (2.289)). Images 2.44 and 2.45 reveal besides the ambiguity term also
the smallest resolvable doppler frequency

1
Afpe,, = —— 2.292
N- Trepeat ( )

A second criterion for selection of the PRF is the clearness of the arrival of
the received pulses. Let us have a look at Image 2.46 Puls-running time.
The temporal distance of two pulses following one another has to be larger
than the running time the first pulse needs to cover two times the distance
AR.

2-AR

Trepeat > (2.293)

Regard as an analogy to the geometric resolution in azimuth direction:

A
Dppe >, (2.294)
h Prpe
5 = Ro-tan (%) (2.295)

for small angles applies

Pype | . PHpe
tan =
2 2

gr_Ro
Image 2.46: Puls-running time
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becoming:
h =R Pype (2.296)
AR =h - tan(@,) = Ro - Puge - tan(@,) (2.297)
PRF < ¢ ¢

2~AR:2-h~tan((pO)

c-Dy

PRF
< 2-Rg-A-tan(@g)

~ 1620 Hz (2.298)

The derivated condition (here for ERS-1) is fulfilled approximatly (approxi-
mated concerning the antenna’s parameters) as a PRF of 1680 Hz is used.
Increasing the PRF would lead to ambiguities when receiving if the explicit
correlation between transmitted and received pulse got lost.

Besides the general description of basic, geometrical, and signal-theoret-
ical observations, we want to regard, after the discussion of the develop-
ment of the SAR-raw data matrix, the SAR system from the point of view
of signal-processing.

The system-theoretical point of view via transfer function of the SAR-
sensor will be derivated, that means after vivid reflection of the different
resolution limits and the corresponding processing-steps in range direction
and azimuth direction, the way of a complete description of the transfer
functions in the 2-dimensional frequency domain.

The point-target spectrum will serve as a general starting-point when
discussing different SAR-processing algorithms.

First of all let us have a look at the origins of raw data.

2.3 Development of SAR-raw data

At a certain time, a radar impulse is transmitted, weighted with the back-
scattering coefficient of the corresponding area, reflected and finally re-
ceived again. The transmitted pulse is reflected and recorded by all points
located within the antenna taper (footprint). Considering any of these
points as a point target, every measured value is the result of an interaction
of all point-target echoes located in the footprint. In the radar receiving
system generally a range-gating comes into operation. From a certain time
on, a gate opens and after a certain time determined by the far-field char-
acteristics of the antenna depending on the expansion of the footprints in
range direction, closes again. The range gate basically is chosen in a way
that the reflected targets outside the 3-dB range of the footprint are sup-
pressed by not recording them.

The signals recorded during a range gate Ay represent the backscatter-
ing coefficient of the just illuminated range line Ay. As at every azimuth
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SAR-Sensor \‘ synthetic array
Antenna Position

11T T3

Antenna N

Xrepeat

Ay Swath

Footprint

. A
.
.

Image 2.47: Development of a two-dimensional data field

y

point of time t=i/PRF (i=1,2,...) the corresponding range line is sampled,
discretised and saved, the resulting raw-data matrix results in a two-di-
mensional field containing the necessary backscattering information.

To describe the problem vividly and clearly, the coordinates of the an-
tennas according to Image 2.48 Recording geometry are used along with a
rectangular footprint. The 3-dB width of the footprint in azimuth direction
corresponds approximately (have a close view at chapter 3.2 Geometric re-
solution/range compression):

DR
==

Ax

(2.299)

R, represents the distance to the center of the antenna’s footprint. The ex-
pansion of the footprint in ground-range direction amounts to approxi-
mately

Ay = (2.300)

Please note that the expansions both in ground-range direction and in azi-
muth direction represent an approximated value. As described in chapter
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P(Xc, Yc. 0)

Ay Footprint
Image 2.48: Recording geometry

3.2 Geometric resolution, a rectangular antenna coating (an even field dis-
tribution in the aperture of the antenna) results in an antenna’s function
which complies with a two-dimensional Fourier-transformated signal of
the corresponding form of the rectangular antenna. Thereby, in addition to
the scattering coefficient with the belonging value of the Fourier transfor-
mation, echoes are created, by means of a rectangular antenna weighted
with a si-function. The described local expansions (eq. (2.299)) Ax and
(eq. (2.300)) Ay comply with a 3-dB width in half height of the directivity
pattern characteristic of the antenna.

In fact, the area illuminated by the antenna (footprint) is infinitely ex-
tended due to a vigorous drop-off of the far-field characteristics (concern-
ing the si-function, the first side-lobe maximum is 13.6 dB below the
main-lobe-maximum) the side-lobe-maxima provide only small contribu-
tions. Echoes outside the 3-dB width of the antenna’s far field can be ig-
nored because of their small values. Considering the ERS-SAR, the 3-dB
widths in range direction and azimuth direction are 6.42° resp. 0.53°. For
the mean distance R. and the expansion of the footprints with
Hy=780 km, $=0° and a tilt angle of ¢,=67° the following is effective:

R.=— =~ 847 km (2.301)
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R e

Ax = ——=875km-0.53° - —— = 7.8 km (2.302)
Dy 18
R.- A i

Ay = ——— =875km - 6.42° - —— = 94 km (2.303)
D, 18

The distance Ay of 90 km complies with 5700 range samples at a band-
width of 19 MHz. The distance y, between the foot point vertically below
the SAR carrier and the center of the footprint is evaluated as follows:

~ Ho - cos(y,)

Y= o0 390 km (2.304)

Thus the following results in the expansion of a footprint with ERS-SAR
parameters in ground-range direction (cp. chapter 2.2.1 SAR system/record-
ing geometry):

310 km <y < 470 km
and in azimuth direction:
—4km <x<4km

The expansion of the antenna’s footprint can be estimated closely by con-
sidering the above mentioned instructions.

In the receiving channel the backscattering signal is already treated in a
signal-theoretical way to simplify the further steps.

As the carrier frequency of the SAR is very high, e.g. 9.6 GHz at the X-
SAR, the received signal usually is mixed down. After that, the real signal
is transformed in a complex depiction, the so-called equivalent low-pass
signal. The transformation can be realised both in the time domain and

rect(f/2fg) —— 1/2 sp,(t)

cos(2nfyt)

-sin(2mtfyt)

rect(f/2fg) — 1/2 sqi(t) Image 2.49: Evaluation of the
equivalent lowpass signal
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the frequency domain and is schematically described in Image 2.49 Evalua-
tion of the equivalent low-pass signal. The quadrature components sr(t)
and sti(t) for creating the equivalent low-pass signal can be obtained by
watching the real band pass signal s(t) = so(t) - cos[2nfot + @(t)] outlined
in Image 2.49. The data then are available for the SAR signal processing.



3 SAR-signal processing

3.1 General dynamic system description

If only one point target P(xo,yo,0) on the earth is to be looked at, Image 3.1
SAR geometry represents a simple SAR geometry, which considers neither
the earth’s curvature nor the curved flight path of the satellite. If we follow
the flight path of the satellite in Image 3.1 in t-direction and watch the be-
haviour of the slant range R(t), we will realize that the slant range of the
satellite’s motion towards the object P(x0,y¢,0) is decreasing. Putting some
distance between the SAR carrier and the illuminated object increases the
distance R(t) (see Image 3.11). So the slant range is a function of the azi-
muth time and reaches its minimum at point t,. With the aid of the length
of the antenna array respectively the synthetic aperture which is a result of
Vres * T, the slant range R(t) between the antenna and a point target on the
ground during the fly-by can be calculated by means of a geometric addi-
tion, demonstrated as follows:

P(Xo, Yo 0)
AX

Footprint
: Ay
Squint angle
Vp — Projection of squint angle

Image 3.1: SAR geometry
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R(t) = 1/ (Vees - (1 — 10))* + R3 (3.1)

The slant range changes almost parabolically according to the azimuth po-
sition of the SAR carrier which is a main problem in the field of SAR-sig-
nal processing, for the parabolic “deformation”, also called range migra-
tion, is a distance variant function. In other words, according to the range
distance, the range migration shows in addition to the actual “distorted
Image” other different parabolic slopes for every single range distance.

On the other hand, the parabolic range dependency is absolutely neces-
sary to achieve a correspondingly high resolution in azimuth direction by
corresponding signal processing. The “distance” parabola reproduces itself,
as already demonstrated, on the phase response of the received signal, thus
is similar to a chirp and suitable for correlation reception. After a time lag
t,(t) depending on the distance R(t), the signal is received again by the ra-
dar. Here, a start-stop approximation comes into operation presupposing
that the satellite’s position whilst sending and receiving does not change
substantially. The distortion shown in Image 3.2 makes evident that start-
stop approximation can be neglected.

Now we are looking for a description of the phase response. We are be-
ginning with re-formulating the equation (3.1). Concerning the time lag,
there is the following correlation:

el

e ™

P
Ve

Footprint

Image 3.2: Start-stop approximation
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b =2 R0 2w g 1 (32)
(1) :%- V@ =) v+ yE + 1 (3.3)

The received signal shows a phase shift in comparison with the transmitted
signal:

p=—-2n-fy ty(1) = —4mn- @ (3.4)

At any time 7, the phase shift results in the effective antenna’s occupancy
of the radar with synthetic aperture. If the Taylor Row of the in equation
(3.4) described phase shift is developed to the second classification by the
azimuth time in which the target is in the middle of the footprint, the re-
sult is:

p= — 5 [R() + R() - (=70 + 5 R - (£ =)

2 (3.5)

The time-dependent frequency by neglecting of R(t.) results in a temporal
derivation of the phase shift:

f) =2 = 2 [R(eo) + Rw) - (v - 70)] (3.6)

As the frequency is a linear function of the azimuth time 7, the bandwidth
in azimuth direction can be expressed as follows:

Ba = f(r)|r=tc—% - f(’C)|T=TC+ﬁ

= 2 R - Ree f—] i1 [R(u) () o 57
_ 2-R(t) - Ax
B, = 7\.'7\71-,35 (3.8)

If we calculate the first derivation of the in equation (3.1) described slant
range, the result is:

1
2

R(1) = (1= 10) - v; - [(T = 10)" - Vi + ¥ + Hy (3.9)

After another derivation follows:
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B Vres (T - TO)Z ) V;les
R = s~ i (3.10)

As the second term of the equation (3.10) of remote sensing applications is
neglectfully small, R(t.) can be approached to:

R(t.) ~ 1S~ 8 (3.11)

By calculating the second derivation the phase response according to
equation (3.5) is successfully described. Now let us have a look at the range
resolution of an SAR system.

3.2 Range resolution

Any kind of sensors able to map terrain is supposed to achieve the best
possible range resolution.

This is what we call the ability of a sensor to detect two neighbouring ob-
jects independently from one another. For the radar with synthetic aperture,
which is associated with the imaging radar systems, the range resolution is a
very important quality criteria. A two-dimensional SAR image is differen-
tiated between the resolution in range direction and azimuth direction.

SAR systems usually are used for imaging of natural, non-metallic targets,
which, because of their lower electrical conductivity, have got a significant
lower backscattering profile as metal surfaces. Furthermore, the area illumi-
nated by the antenna is much larger compared with conventional radar. This
would result in a more inaccurate image of the target. That means, an SAR
system would have to work with a significantly higher output rating to
achieve an acceptable signal-to-noise ratio (>10 dB). Conventional electro-
nics would soon face its own economic and technical limits. Increasing the
output rating of the radar could be done by sending longer pulses or by in-
creasing the pulse-repeating frequency (PRF). However, both methods can
hardly be realized concerning the SAR system as longer pulses would result
in a worse resolution in range direction. Increasing the PRF could lead to an
ambiguity of the receiving signal as the explicit allocation of the transmitted
and the received pulse could be lost (chapter 2.2.4).

That is why the method of pulse compression comes into operation.
With the aid of the so-called matched-filter operation, this method maxi-
mises the sensitivity of the receiver. According to [LUK92], the achievable
signal-to-noise ratio only depends on the signal energy. That is the reason
why radar signals with high energy are to be aimed at. The level of the
pulse performance is not important as optimal filtering (signal processing)
changes a received signal (in consideration of certain energy) into an out-
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put signal. The proportion between the momentary signal power and the
momentary interfering power is maximised. Now, provided that the energy
level of the output signal is maintained, this is equivalent to a temporary
compression of the input signal. The energy content of the input signal is
reflected in the maximum amplitude of the compression.

The derivation of the range compression should be done with the aid of
the autocorrelation function.

3.2.1 Range resolution in range direction/range compression

Starting point of the following reflections is a radar with real aperture work-
ing with conventional pulse process. Using this method, monochromatic
pulses with a rectangular envelope of duration ts.,q and the pulse repetition
frequency PRF are transmitted and received. The delay of the electromagnetic
waves spreading with the speed of light from the radar antenna to a reflector
and back delivers a value to determine the distance to that target with. How-
ever, different targets in range direction can only be differentiated if their dis-
tance to one another is large enough to avoid an overlapping of the received
echoes. The resolution in range AR therefore is limited by the duration T of
the transmitted pulse and is calculated as follows:

T
AR :CT (3.12)

Thus, the resolution in range direction can be decreased by shortening the
pulse duration T respectively by increasing the bandwidth B, of the pulse.

3.2.1.1 Range resolution without using chirp-signals

The meaning of a range compression is revealed by comparing the limiting
resolution in range direction. The radar transmits a chirp with a pulse
length T and the bandwidth B,. Considering Image 3.3 SAR-range resolution
in range-height level, after the running times tq; and ty, the two receiving
signals rr(ty;) and rr(ty,) appear (Image 3.4).

The limiting resolution of an SAR image in range directions is reached
at the moment the two received signals begin to overlap each other. Let us
have a look at Image 3.4 Two non-compressed receiving signals backscat-
tered by two targets with different distances.

The borderline case of the resolution is reached when ty, — to; = T.

With the running times:

2R 2R
tor = = and toy, = -2 (313)
C C

result in a range resolution for non-compressed receiving signals:
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\J
<

Target 1 Target 2

Ground range

Image 3.3: SAR geometry in range height

rr(t=to,) rr(t=top)
1.0
0.5 *
) o I M !
-0.5 -
-10 | |
tor to2

Image 3.4: Two non-compressed receiving signals backscattered by two targets with different dis-
tances.

AR, = <L
2

(3.14)

If ERS-1 parameters are considered, then the range resolution without
range compression is calculated with approximately 5.5 km. This unaccept-
able high value reveals that an SAR system without range compression can
not be utilized in a reasonable way.

Now let us compare the improvement of the resolution with the aid of
the so-called range compression.
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3.2.1.2 Range-compression resolution using chirp signals

To explain the necessity of compression let us have a look at the benefit of
a better resolution with the aid of the range compression described below.
As a comparison to the just calculated resolution without pulse compres-
sion, the minimum theoretical border distance two neighbouring targets have
got to one another in range direction after the range compression in order to
detect them separately will be calculated. Let us presume as follows:
The two compressed receiving signals gr(ty;) and gr(to,) are almost si-
functions close to their maximums.
The first zero-point detected corresponds to the reciprocal value of the
bandwidth B..
Two si-functions in the beginning can be separated from each other
when the maximum of the second si-function begins to overlap the
zero-point of the first si-function.

The range-compressed signals shown in image 3.5 Two range-compressed re-

ceiving signals, can be shifted that way, the maximum and the zero point of the

particular other function will overlap. Out of previous presumptions the fol-

lowing terms can be derivated if the received signals are range-compressed:
For Image 3.5 is valid:

1
tyr = t, — 3.15
02 01 +Br ( )
Thus
1 1
ty —togr=—=—— 3.16
02 — to1 B, kT ( )

and the resolvable distance after the compression becomes:

g(t-tg;) g(t-tp,)
1.0 —— — —— — T

T T T T
| I T B

T
L1

0.4
9,(t)

L
I

T
1

Loyt

Image 3.5: Two range-com-
pressed receiving signals

T
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c - (3.17)

ARy = =
KT2B, 2.k -T

As value for the ERS-1 parameters results a distance of about 9 m! By pulse
compression, the still resolvable distance of two point targets is improved
by more than the factor 600.

The result of equation (3.17) reveals that the range resolution increases
both with rising chirp length and increasing frequency ratio respectively
bandwith. In equation (3.17) we see also the range resolution does not de-
pend on the distance of the SAR-carrier to the target!

The previous considerations towards the resolution were only made for
the slant distance R(t). To get the real resolution on the earth’s surface let
us use once again Image 3.2. It is easy to see that only equation (3.17) has
to be divided by the cosine of the antenna’s angle of inclination to achieve
a real ground-range resolution value.

AR, = ARc ¢ (3.18)
cos(py) 2B, cos(ey)
The effects of the inclination to the ground-range resolution can be read in
equation (3.18). The larger the inclination the worse, that means greater, is
the resolvable distance of two neighbouring targets. In the field of range
compression the correlation of chirp signals displayed in chapter 2 SAR-ba-
sics applies.
The transmitting signal is regarded:

: t
s(t) = Re{sr(t) - ™'} = rect <T) - cos(2nfyt + mk,t?) (3.19)
whereas
t Sl g2
st(t) = rect (T) et (3.20)

The received signal is temporally delayed by ‘t,(t)’, on the other hand
weighed with a scattering coefficient 6(Ry, Tp):

r(t) = 5(Ro, T0) - s(t — ty) = 6(Ro, To) - Re{sT(t ) ei“fo“*tv)} (3.21)
rr(t) = 6(Ro, To) - s7(t — t,) - e 120t (3.22)
The correlation of transmitting and receiving signal leads to:

gr(t) =1/2-sp(—t)* - rp(t) = 1/2 - sp(—t)* - sp(t — ty)

. ('T(R()7 TQ) . e—jZTl:fotv
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gr(t) = 1/2- {fsx(=t)* - st(t)] - 8(t — t,)} - o(Ro, 7o) - e 20" (3.24)
and considering the results of the SAR basics results in:
gr(t) = B, (t — ty) - 5(Ro, To) - € 2o (3.25)

If the temporally delay t, is described as a term of the range distance,
then:

ty(1) = (3.26)

then equation (3.25) is changing to:

gr(t) = D, (t — ty) - 6(Ro, To) - g J4mR(D)/% (3.27)

In the frequency domain it has to be transformed in:
Gr(f) =1/2 - S¢(f)* - Re(f) (3.28)

With equation (3.27) the range compression is described completely. The
result reveals the range-time delayed autocorrelation function, which is
multiplied with the scattering coefficient of the point-target and in addition
with the range-dependent phase term.

After the range compression, in other words the signal processing in vi-
sual direction to the antenna, it is necessary to do signal processing in azi-
muth or flight direction in order to achieve the resolution needed.

But first let us have a look at the specific geometric characteristics of an
antenna to regard the resolution limits of a radar with synthetic aperture
in order to reveal further steps to describe the resolution capabilities of
the radar with synthetic aperture.

Therefore geometric considerations as well as signal-theoretical consid-
erations are going to be used.

3.2.2 Range resolution in azimuth direction

In contrast to the range resolution, which depends on the bandwidth of
the transmitted pulse, the resolution in azimuth is exclusively determined
by the form of the antenna’s diagram of the radar antenna. To detect via
the antenna more point targets with the same radial distance separately, an
antenna with distinctive directional radio patterns, that means with a pref-
erably narrow main-lobe, is required.
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3.2.2.1 Radar with real aperture

The directional radio patterns of an antenna can roughly be described as
the Fourier transformation of the electric loading of the antenna’s aperture.
This is known as the Fraunhofer-approximation and is valid for the far
field of an antenna. If the electric loading function of a one-dimensional
antenna is assumed as constant, thus a rectangular aperture, so the result
is a si-function as Fraunhofer approximation, which helps to calculate the
resolution.

The resolution can be defined as the 3dB-full width at half maximum of
the antenna’s main lobe. This is equivalent to an angle range, within itself
the emittance does not decline to the half of the maximum value. To deter-
mine the azimuth resolution, the directional radio pattern of the antenna is
regarded in azimuth, in other words the field strength is calculated as a
term of the angle ¢ between the aperture’s normal and the object. The field
strength E(¢) is calculated for a line emitter with a length Dj, consisting of
a certain number of dipoles and the coordinate x along the real aperture.
All dipoles transmit respectively receive simultaneously. Every single ele-
ment receives the backscattered energy which is emitted by all dipoles. The
backscattered signal of a punctual object with the angle ¢ has for R.>> D,
(Fraunhofer approximation) the phase shift:

bl =T AR =2

-AR = - sin(¢) - x (3.29)

The field strength is calculated via the antenna’s function:

E(¢) = J Alx) - & (Fxsin®) gy (3.30)

Dx
2

Image 3.6: Angle resolution of the antenna
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As the simplest case, the antenna’s function shall be assumed as equally
distributed, that means A(x)=A, for |x| <D,/2 and else 0. It is following
for D> A\s

E(¢) = Ao - Dy si(; Dy - sin(d))) (3.31)

Standardizing the energy E(¢) at its maximum E(0) results in the direc-
tional characteristic C(d):

E(
C() = 1(3 ) (3.32)
0
The relative power trend results as follows:
2 2(E.p, i
IC(¢)]? = si (x D, sm(d))) (3.33)
The 3dB-bandwidth is indicated with the half power angle:
(T . 1
SI(X - Dy - sm(d)Hw)) =3 (3.34)
. A
sin(dyw) =~ 0.44 - o (3.35)

For small angles ¢oyw is valid sin(¢pyw) ~ Oupw and therefore the 3dB-full
width at half maximum ¢yg can be stated as:

. I8
Opp = 2 - sin(Pyy) ~ 0.88 - D (3.36)

The azimuth resolution corresponding to the full width at half maximum
has to be calculated at the distance R.:

Dy >|co)?

Image 3.7: Antenna characteristics in polar coordinates
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Image 3.8: Antenna’s directional characteristics in cartesian coordinates

A
Axe ~ Gy - Re = 0.88 - R (3.37)

X

If the same antenna is used for transmitting and receiving, the signal is
passing twice the antenna’s diagram and results in a double 3dB-aperture:

A
Ax, ~ 0.64 - R, - — (3.38)
Dy

Here, R, is the distance to the target, D, the antenna’s length and ¢yp the
3-dB-aperture angle of the antenna’s emitting diagram in azimuth direc-
tion. For ERS parameters (R.=830 km; D,=12 m) the best resolution re-
sults in:

Ax, ~ 3 km

As well as with the range resolution for real apertures, this value is unac-
ceptably high and is significantly improved by using the concept of syn-
thetic aperture.

3.2.2.2 Radar with synthetic aperture

To achieve the aim of improving the resolution in azimuth direction, either
the wave length of the transmitting signal can be reduced or the length of
the aperture of the radar antenna can be increased. The first solution is
not the best one as the information content of a radar echo backscattered
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from an illuminated target depends on the transmitted wavelength. The
second solution has got constructive limits.

Concerning airborne and satellite-based SAR systems, the required long
aperture is generated on a calculative way. Thus it is possible to generate
synthetic apertures with a length of several kilometers. The synthetic aper-
ture is created when a punctual object inside the lobe of a real antenna
(which moves alongside the flight path) is illuminated - and all received
echoes recorded at their absolute value and phase. The flight path covered
during the illumination is called synthetic aperture.

Because of the changing distance between antenna and object, the re-
ceived echo signal shows a doppler frequency shift in opposition to the
transmitting signal. Each illuminated object is characterised by its typical
doppler frequency characteristics and can principally be distinguished
from neighbouring objects.

Concerning the SAR processing, a cross correlation receiving between
the receiving signal and a reference function is evaluated. The reference
function is derivated from the lighting geometry of a complete scene on
the ground during the fly-by within a predefined distance interval.

Images 3.9 Lighting geometry and 3.10 Geometry for the synthetic aper-
ture show the lighting geometries for derivating the resolution in azimuth.

A SAR carrier moves with constant speed v, along a linear flight path
and illuminates both objects on the positions x; and x, from a lateral dis-
tance R.. Both objects reflect the energy emitted by the radar, dependent
on their radar backscattering cross section. To simplify things we are as-
suming that both objects have got the same backscattering coefficient.

X

Image 3.9: Lighting geometry
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T

X

Image 3.10: Geometry of synthetic aperture

Both objects have got the antenna’s apex angle ¢w within the average
distance R.. Thus, they have got within the shortest distance R, the dis-
tance Ax to one another which is equivalent to the dopplershift Afp,.

According to Image 3.9 Lighting geometry, both objects are equivalent to
following doppler shifts:

Va . Vres . @
fo, =222 sin(yy) - cos(ipg) = 2 = sin (wp ¥ T) - cos(py)
(3.39)

a . res . @
fo, =230 sin(Wy) - cos(y) =2+ 2 sin (wp - T) - cos (@)
(3.40)

By means of the addition theorem of trigonometric functions:

P P P
sin <\|/p + %) = sin(y,,) - cos (%) + cos(y,) - sin <%> (3.41)

¢ ¢
and the approximations for small angles cos <$> ~ land sin <$>

= % the doppler frequency resolution follows as:
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2.V,
|Afp| = |fp,, — fp, | = ——

-cos(y,) - Pup (3.42)

The best line of sight of an antenna for SAR applications, corresponding to
the optimal phase shift during the fly-by, is given at the Yaw angle y=0°:
within this mode of operation we get:

2.V, 2 Vies AX
Af — a . (I) — res [ 4
|Afp| = —— - Prp r R (3.43)
and with
A
By ~ — = 2 - sin(Py) (3.44)
R
Afp| - Ry -
Ax = |Afp| - Ro - & (3.45)
2 Vres

The frequency resolution of a signal is equivalent to the reciprocal value of
the measurement period of the transmitted radar signal, respectively to the
reciprocal value of the time signal within the half-power bandwidth.

1

|Afp| = (3.46)

Ttransmit

The signal duration Teeparate is determined by the half-power bandwidth
¢up and can be determined from the actual transmitting-signal sequence
period Teenge=T by approximate, proportional regarding of equation (3.35
/3.36) via a “pseudo 3dB limit™:

Tsep = 0.88 - Tiransmit (3-47)

The consideration leads to a doppler-frequency resolution of

0.88
Afo| = =

(3.48)
sep

In addition to the doppler-frequency resolution, which is given by the half-
power bandwidth of the antenna’s lobe, the signal’s resolution due to the
overlapping of two transmitting pulses must be taken into account. Please
notice the angle ®fiy in Image 3.10 Geometry of synthetic aperture. This
angle is equivalent to the half-power bandwidth of the antenna’s lobe (it is
here called differently just because of reasons of plausibility). The angle
@i is the determining angle of the azimuth resolution as it can be re-
garded as critical angle of the overlapping of two successively transmitted
antenna lobes.
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If the transmitting sequence period is defined via the distance S between
the transmitting pulses:

S
Toep = — (3.49)

Va

so is the result:

A
S = dyp- Ry =0.88- oo Ry (3.50)
Vyes - D
Afp| = = X 3.51
[Afo] === (3.51)

and deployed in equation (3.45) we get as an amazing result of the azimuth
resolution a formula, which is neither depending on the wave length nor
the distance to the target object:

D
Ax =—
X= (3.52)

The theoretically achievable resolution of a radar with synthetic aperture
working as a side-locking radar, amounts to the half of the aperture’s
length of the used real antenna and no longer depends on the wave length
and the distance to the target. If we compare these results for ERS-parame-
ter (theoretically achievable resolution of Ax=~6 m) with the results of
chapter 3.2.2.1 Radar with real aperture, an improvement of approximately
factor 500 can be determined.

However, the resolution can not be increased by simply downscaling the
real aperture, as with decreasing dimensions of the antenna the sensitivity
of the radar diminishes because of a too low directivity.

The smaller the antenna’s length D, is, the bigger the half-power band-
width @yp gets, the length S of the synthetic aperture increases and the
better the azimuth resolution Ax becomes.

Presupposition for the results according to equation (3.52) is the as-
sumption that during transmitting and receiving the same antenna is used.
In addition the illuminated object has to be in the far field of the antenna.

3.2.2.3 Signal-theoretical view

Please have a look at chapter 2.2.1 Side looking geometry:
To remember and because of the thematic affiliation, let us have a look
again at some relations:

R(t) = 1/ (Vees - (1 — 10))* + R3 (3.53)
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After transformation the time-delay results as follows:

2-R(r) 2

ty(1) = ; :E~\/(x—xo)2+yé+H% (3.54)
2

G =2 (T W) VR R+ I (3.55)

The received signal shows a phase shift in opposite to the transmitted sig-
nal.

RO

=2yt (1) = —4
p - fo - ty(7) T ”

(3.56)

If the Taylor approximation is developed to the second order, we get:

p =~ R+ () - (1= 20 + 2R - (1= 2 5.57)

The frequency depending on the time results in a temporal derivation of
the phase shift:

(o) =1 = - % R + R(z) - (¢ — o)) (3.58)

As the frequency is a linear term of the azimuth time 7, the bandwidth in
the azimuth direction can be described as follows:

2-R(t.) - Ax
By =—7F7-"7"— 3.59
* ?V * Vres ( )
If we calculate the first distance derivation we get:
R(1) = (1= %) Vi [(t = )" Vi + 75 + G (3.60)
After another derivation follows:
. v, (t—10)" V4
R __ _‘res res 3.61
(v) R(7) R (1) (3.61)

As the second term of equation (3.61) is negligible concerning remote-

sensing applications, R(t.) can be approximated as:

R(t,) ~ & (3.62)
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A
If we deploy Ax = R(t.) Do (see also equation (3.37)) and the result from
equation (3.62) in equation X(3.59) we get:

B,, — 2 Vies
Dy

(3.63)

If we regard the resolution as speed/pulse-repetition frequency, follows:

Ax=p==— (3.64)

This way the resolution of a radar with synthetic aperture in azimuth di-
rection can be derivated.

After having derivated the limiting resolution of a radar with synthetic
aperture, we will now have a closer look at the steps concerning the com-
pression which are necessary to achieve the relative resolutions.

3.3 Azimuth compression
3.3.1 Range parabola

As already mentioned, the so called range migration results in the azimuth
time t which depends on the time delay of the autocorrelation function
(range parabola). The phase-term p (chapter 3.1 General dynamic system
description equation (3.4)) which depends on the azimuth time 1 creates
the “doppler history”. Eliminating the range migration as well as taking
advantage of the doppler history to the signal compression in flight direc-
tion are the substantial tasks of the azimuth compression.

3.3.2 Range migration

For every range line arises a range-compressed signal. The maximum of
the different auto-correlation terms is not constantly at its minimum dis-
tance t,=2R(7o)/c (the middle of the antenna’s aperture). Caused by the
range migration, the time delay t,(t) =2R(t)/c of a point target at each azi-
muth position T inside an antenna’s aperture moves via the so-called range
parabola. This range migration must be compensated before executing the
actual azimuth compression.

Image 3.11 shows the autocorrelation term as well as its displacement
along the range parabola in dependence of the azimuth time 1.

Starting point of this consideration is the azimuth-time depending delay
(see chapter 3.1 General dynamic system description equation (3.2)). If we
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I illuminated area of range parabola

Footprint

Image 3.11: lllustration of the range migration

develop the Taylor approximation for the time delay and consider the
terms higher than second order as neglegible, we get:

t(1) = 2 'CR° n &C(Tc) ot R(CTc)

(t—1)? (3.65)

If the Taylor approximation is supposed to be developed up to the 3rd and 4th
order, the terms of this higher order must be estimated. The range migration in
equation (3.65) is equivalent to a parabola. At any time t the main maximum of
the autocorrelation function (ACF) is at another place. Images 3.12 and 3.13
illustrate qualitatively the effect of the range migration on a target-point. The
influence of the squint angle is not taken into consideration here.

Images 3.12 and 3.13 illustrate the maximum “track” of the ACF of a
point target. Depending on the SAR parameters, particularly also from the
slant range of the target object to the SAR carrier, the parabola can extend
over the range-sample intervals 1/B, (within the aperture where the point
target can be seen) (Image 3.12). Another opportunity is shown in Image
3.12 - the range parabola variation is less than one range-sample interval
and thus not visible. The smaller the distance R(t) the “steeper” is the
range parabola. This short distance inside the SAR image is called near
range (Image 3.12), the farthest point is called far range.

The necessary data to execute the azimuth compression unfortunately
are to be found along the range parabola and are not directly accessible as
the different parabolas can not be registrated automatically by the respec-
tive “sample matrix” (Images 3.12, 3.13).

The sample matrix is marked with dots in Image 3.12 and 3.13, which
are given by the different sampling rates and the pulse repetition frequency
(PRF). The case illustrated in Image 3.13 describes that the range parabola
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Image 3.12: Near-range parabola

> 1 Image 3.13: Far-range parabola

is not registrated by the sampling matrix. That is why the range-com-
pressed data have to be interpolated.

After increasing the number of scanning values, it is possible to shift
the range parabola pixel by pixel to get a single-range line. In Image 3.12
this operation, which normally is used in conventional SAR sensors, is il-
lustrated schematical with arrows. After the shifting, the range line results
in a horizontal line parallelly to the azimuth axis 1.

Therefore the range migration is revised by shifting the migration para-
bola to a line parallel to the azimuth axis.

3.3.3 Azimuth compression

After eliminating the range migration (chapter 3.3.2 Range migration), the
necessary data for the azimuth compression are along a line in the data-
matrix column t,(t,) =t, and are described as follows:

8rar (£, T, Ro, To) = @ss, (t — to) - G(Ry, T) - € ™I/ (3.66)

2Ry

8rar (t7 T, Ro, TO) = Qss, (t - > : G(Ro, TO) ' e_j[mR(T)k (367)

2-R .
8rar (t, T, R, To) = Oss, (t - 0) - 5(Ro, Tp) - &0 (3.68)
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The phase term p(t), which represents the so-called doppler history, contains
the second information (coordinate) of a point target and is used for the azi-
muth compression. The phase function is approximated by Taylor up to the
second order as shown in chapter 3.1 General dynamic system description.

At the same time, the doppler-centroid frequency and the doppler rate
mentioned in chapter 2.2.2.2 Precise derivation via the distance derivative
is used. The result of the approximation is as follows:

P(T) ~ Py + 2 - fge - (T—Te) + 7Kg - (T — 7c)° (3.69)

This phase expression contains besides the constant and linear phase term
also a quadratic one. Thus, this signal is one with a quadratic phase -
again, a chirp.

Assuming that the distance function is generating a chirp in azimuth di-
rection (in other words generating a quadratic term in azimuth direction)
the azimuth compression takes place in a manner analogous to the range
compression and results (taking the discussed relations in chapter 3.2.1.2
Range compression/resolution using chirps into account) in:

8rar (t,T,Ro, Tp) = o(Ro, TO;' e T . 2mfac (o)
.A<t—Tt0) 'Si[nBr(t—tO) 'A(t;to)}
s B o

Now the azimuth bandwidth is:
Ba, = kyy - AT (3.71)

with At as length of aperture.

The result corresponds to a 2-dimensional autocorrelation function
whose maximum determines the target position of the object. The result il-
lustrated in equation (3.70), however, still has to be shifted in azimuth di-
rection to the position T=1,,.

The final result both range-compressed and azimuth-compressed, the en-
velope of equation (3.70), is illustrated in Image 3.14.

The final result the range- and azimuth-compressed point-target is
shown in Image 3.14. It is the envelope of equation (3.70). In Image 3.14
the range bandwith as well as the azimuth bandwidth are identical. The re-
sulting function has not been windowed and represents only a part of the
complete compression function.

After having illustrated the corresponding limiting resolutions and the
necessary work steps, let us now derivate the 2-dimensional point-target
response in the 2-dimensional frequency domain.
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Image 3.14: Absolute value cutout of a range-compressed and azimuth-compressed point target

3.4 Point-target spectrum in the 2D-frequency domain
3.4.1 Derivation of the 2-dimensional point-target response

3.4.1.1 Introduction

SAR processors are different particularly in the way of their compression.
There exist processing algorithms in the time domain as well as in the fre-
quency domain. To derivate the process of the SAR raw-data compression
in the frequency-domain, the spectrum of an entire SAR scenario has to be
calculated. Therefore the 2-dimensional point-target spectrum in the 2-di-
mensional frequency domain is necessary.

At the same time the development of the 2-dimensional point-target re-
sponse in the 2D-frequency domain serves as a common starting point for
different derivations of varying processing algorithms and this way charac-
terize the last step of the throughout system-theoretical description of
SAR-signal processing.

We begin with a short explanation of the necessary basic correlations
and parameters to perform afterwards the required mathematical calcula-
tions. The wanted result, the 2-dimensional point-target spectrum, is illus-
trated in equation 3.227.
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According to in chapter 2.2.2.2 Precise derivation via the distance deri-
vative derivated parabolic distance dependency, the following correlations
result:

R(t,Rp, 7o)’ = R2 4+ v2(1 — 15)> with R2=7y? 4 H? (3.72a)

For the calculation of the point-target spectrum we no longer use the ap-
proximative consideration of the carrier’s velocity. In fact, the speed (espe-
cially during the later processing), performed according to the sensor’s ve-
locity and the corresponding parts of the velocity of the earth’s rotation ve-
locity for an illuminated point at its surface. We therefore use the effective
velocity v, which is assembled as follows:

v=1/(ve—va) + V2 (3.72b)

R(T, Ro, To) = R% + V2(T — To)z (373)

The signal received by the SAR carrier can, as described in chapter 2 SAR
basics, be performed in the equivalant low-pass domain as follows:

) T—1
rr(t, T, To, Ro) = (10, Rg) - s7(t — t, (T, Ry, Tp)) - e 2ot (®RoT0) . rect( C)

At
This means:
o (1o, Ro) Backscattering coefficient
st(t — ty(t,Ro, To)) Time-delayed transmitting signal depending on the

distance

Phase function according to the delay of a band-pass

signal in the equivalent low-pass domain

T —Tc . .

rect( A ) Rectangular function characterizing the part of a
t transmitting pulse in azimuth direction.

e*jZWfO'tv(TqRo-To)

3.4.1.2 Evaluation of the point-target spectrum
3.4.1.2.1 Simplifying of the integral using the principle of the stationary phase

Obtaining the point-target spectrum works via the 2-dimensional Fourier
transformation of the back-scattered signal received by the SAR carrier.
Now the already mentioned start-stop approximation comes into operation
(transmitting time and receiving time t is identical):

RT(f, fT,T(),Ro) = gﬁT{rT(t,T,To,Ro)} (374)

)
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Rr(f, f:, 70, Ro) = J J 6(T9,Rg) - st(t — ty(T, Ry, To)) ¢ 2ot (T.Ro 7o)
—00 —00
t<r
- rec
At

(3.75)
Substitution:

) X e7)27rf-t . eiJznfT'Tdtd‘C

t—ty(T,Rg,T0) = u dt = du t =u+ t,(1,Rg, o)

o0 o0
. T—1
Rr(f, fr, 7o, Ro) = (70, Ro) - J J st(u) - e 12 te(T.Ro,%0) -rect( C)
—00 —0O0
0,T0

. e—]Zﬂ:f (u+ty(t,R0,70)) . e—jZthf‘Edu d‘C (376)

RT(f7 f‘ryTO, RO) = G(‘EO7 RO) . J ST(u) . e—jan~udu

o
. J rect (T ; TC) . eszn'(f+f0>'tv(raR03T0) . e*jZTEfr-TdT (377)
T

+00
With Sy(f) =

| as Fourier transformation of the transmitting signal in
—00

the equivalent low-pass domain follows:

oo

Ry (£, f:, To, Ro) = 6(T0, Ro) - Sr(f) - J rect (TA—TTC
. e—jzﬂ'(f‘Ffo)‘tv(T!ROaTO) . e—jZTCfx‘TdT

(3.78)
Let us now have a look at the integral:

I(f, f;,Ro, To) = J 1rect(T ;TTC) - e ) LR )] g2t T gy
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J rect (T ; Tc) . e TR0 (1Ro ) Hit] g
T

—00

I(f7 f‘C; RO; TO)

oo
= J rect(T _ IC) . e 18R T0) g
At

—00

(3.79)

whereas ®(t,Rg,79) =21 [(f + o) - ty(T,Ro, To) + fr - 7] is a quick varying
phase term and is simplified to:

B(1, Ry, To) = (1) = 27 - {(f+ £) -%-R(r,Ro,ro) FE (3.80)

The integral including the quick varying phase function can be solved ap-

proximatively according to chapter 2 using the method of the stationary

phase [PAP68].
The integral over the range a function is oscillating quickly, is approxi-
matively zero. We can compare the integration over complete durations
of periods. Positive and negative parts of the function cancel each other.
The main parts in the Fourier spectrum occur when the changing rate
of the oscillation is at its minimum. This condition is fulfilled at the
point of the stationary phase. The integral makes a contribution of the
function where the derivation is (t*)=0.

Therefore we develop ®(t) around the stationary point T with ®(t*) = 0
where the first derivation disappears (see also “Calculation of the chirp
spectrum”)

B(1) = B(r¥) +%<'1'>(r*) (r— ¥ (3.81)

To keep things clear we insert I(f, f;,Ro, 7o) =L
I= J rect(%) e 1% de (3.82)

We insert t*:

vt () | () ()
I =2 rect Ar - | e™? -eh dt

—00
0

= rect vt e 7 J e P () g (3.83)
At

—00
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Substitution:
Yo (-t = u= \% b(r) - (1 — 1)
duzi~ O(t*) - dt dr:\/i'du
V2 b

* - 2
I = rect (T A TC) e 1P V2 : J e ™ du (3.84)
< -

Please notice:

J e dy = J cos(u?)du —j - J sin(u?)du

:2-Jcos(u2)du—j-2-

0

sin(u?)du (3.85)

SR

with
dv dv
2 - = 2u=2- =
w=v - 2u Vv du G
et gy — [ <os(V) _-.JSi“(") :\/E_-.\/E: ="
Je du J NG dv —j NG dv 5 1/3 Ve
—00 0 0

(3.86)

[BRO91], p. 68, no. 16: The integral I is performed as:

- j .
I%rect(u)e@(m. V2 e

At V(%) (3.87)
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In the next step the necessary parameters t*, ®(1*) and ®(t*) for solving
the integral are calculated in order to determine the stationary point after-
wards.

3.4.1.2.2 Calculation of the phase derivatives

B(t) = 21 - [(£ + o) %.R(r,ro,Ro) FE 1) (3.88)

3.4.1.2.2.1 First phase derivative

d(t)=2m- |(f+£,) -

[N

-R(1, 10, Ro) + (3.89)

with

. d
R(Ta To, RO) = aR(ﬂQ To, RO)

the condition for the stationary phase:

. 2 .
R(t) =21 - [(f +1o) - = R(T*, 70, Ro) + £ = (3.90)
2 . |
= (f+f0) 'E'R(T*,TO,RO)-f—fT =0 (391)
with

R(t) = /(= 1) v + R3.
3.4.1.2.2.2 Second phase derivative

d(t) =2m- (f+ 1) ~%~R(‘C,‘EO,RQ) (3.92)
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d(t¥) =2n- (f+fp) -

[N )

. R(T*,To, Ro) .

3.4.1.2.2.3 Third phase derivative

2
d(t) =2n- (f + o) = R®) (1,19, Ry)

d(t*) =21 - (f + fp) 2. RO) (1%, 19, Ry)
c

(3.93)

(3.94)

(3.95)

After calculating the phase derivatives the distance derivatives have to be
determined:

R(1),R(1),R(1) .

3.4.1.3 Calculation of the distance derivatives

In the beginning we introduce the following abbreviated form:

R%*(1) = R%(1,70,Ro) = (1 — T0)* - V> + RZ .

3.4.1.3.1 First distance derivative

d
dt

o (t—1)-V?
RO =" Rey

—R*(1)=2-R(1)-R(1) =2 (1 —19) - V*?

1. Derivative at the stationary point

R(t*) =

(t* —10) - v

R(t%)

(3.96)

(3.97)

(3.98)

(3.99)
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3.4.1.3.2 Second distance derivative

%Rz(t) :2-%(1{(1).1'1(1)) :2~%(T—ro)-v2 (3.100)
R*(1) + R(1) - R(1) = v* (3.101)
.. v — R%(1)

R(1) = RO (3.102)

2. Derivative at the stationary point

R(t*) = %T*()T*) . (3.103)

3.4.1.3.3 Third distance derivative

d3 2 d3 2 2 2
@R (1) = @((r — 1) - v-+Ry) (3.104)
d’ d? : dv?

@RZ(T) ~ae (2-R(t)-R(1)) Notice: e o!

:%(2 R%(1) +2-R(1) - R(1))

= 4-R(t)-R(1) +2-R(1)-R(1) +2-R(1) - RO (1)

(3.105)

RO)(1) = -3

R(1) - (1:2(r_)R ) _ 5. (V'_R(T)JFR (T)) (3.106)

3. Derivative at the stationary point

R2(r¥) — v

RP (%) = 3-R(t¥) R2(¥) (3.107)

With the distance derivatives, the phase derivatives can be calculated and
the stationary point can be determined.
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3.4.1.4 Evaluation of the stationary point

Valid was:
(f+1fo) - = R(t¥, 10, Ro) + £ =0 (3.109)
(f+fo)-—-%+fr=0 (3.110)
(T* —19) - 2v2 :—ft-% (3.111)
(" —10) = —f % (3.112)

The stationary point t* is determined by the implicit equation. By squar-
ing we get:

(ﬁ—4@2:§~;§%?igy (3.113)
(t* —10)" - av' - (f 4+ £)* = £2 - R* (%) - 2 (3.114)
with
R (1) = R2 4-v2 - (1* — 10)’
follows:
v (1% — 19)> = R%(t*) — R} (3.115)
Inserting equation (3.115) in equation (3.114) results in:
4-[R¥t*) —RY-v2 - (f +fp)* = f2 - R*(1%) - (3.116)
RY(t%) - [av? - (f 4 £)> — 2 - =4-R2-v2 - (f 4 )’ (3.117)
R (o) = ARV (4 60)” (3.118)

4v2. (f+£)* —f2.¢2
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f(x)

Image 3.17: Signum function

It follows the distance in the stationary point (R>0):

Ro - |f + £
R(rH) = — o+ El
, f2.F)?
{(Hfo) - 4V2} (3.119)
With equation (3.119) in equation (3.112) follows:
f £l
1y = —f, - R 2| +2 ?' ¢ (3.120)
f2. %2
2 T
|:(f—|—fo) R ] 2v2 - (f +fy)

We implement the signum function with:

i

sgn(x) = sgn ' (x)

X

After conversion and considering the signum function we get the point of
stationary phase, the stationary point:

C
Ro-sgn(f+f) - —
=1 —f;- - 22"21
2. c*)?
2 T
[(f+fo> v } (3.121)

3.4.1.5 Distance derivatives at the stationary point
3.4.1.5.1 First distance derivative at the stationary point

Therefore, we insert equation (3.121) and equation (3.119) in equation
(3.99).
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C
Re) = (t* — T?k) 2 'y Ry - sgnl(f—l— fo) 5
R(t*) , f2.31F Ry [f+1fy
(f+1fo)" — :
0 4v? , 2.
[(f+f0) e }
(3.122)
. f c
) — _ Lz
RO =~F75) 2 (3.123)

3.4.1.5.2 Second distance derivative at the stationary point

Therefore we insert equation (3.123) and equation (3.119) in equation
(3.103) and get:

f2 c?
2 _R2 Vi 27y £2. 218
sy VT R(TY) (f+1fo) . 2 I-ct)?
R = R(*)  ~ Re-[f+1f (F+ ) — =
(R R ~[<f+f0>2_f3'czr
4. (f+1£)* |f+£| Ro 4v?
f2.¢?
2, 2 .
Vv |:(f+f0) 4'V2:| 5 f,cz'cz 2
= 5 (4 1fo)T == (3.124)
(f+f0) |f+f()|RO 4v
We get:
. V2 fz_cz%
R(t¥) = f+fo)" — = }
) =Rt 6 {( R (3.125)

3.4.1.6 Evaluation of the phase terms at the stationary point

3.4.1.6.1 Calculation of the first phase constant

Therefore, we insert equation (3.121) and equation (3.119) in equation
(3.88):

2
O(t*) =21+ |(f+f) -~ R(t*, 1, Ro) + fr - T* (3.126)
C
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O(%) =21 -

. ‘EO_

Please note

sgn(x) - x = [x]

2 R - |f + fo

(f+f0)_ 1+f‘f
Ngrgp_fcl
(F+5)" - 4v?
c
fT~R0-sgn(f+f0)-ﬁ
£2. 2]}
2 T
[(f+f0) - 4V2}

2
Ry -sgn(f +fy) - [(f-l—fo)z -z—ff §:|
O(t*)=2m- |f; 19+ .
2 f,cz'(:z7
i {(f—i-fo) - 4v2] |
[ 2 ) L, & T
ERosgn(f+f0) (f+f0> —f,[m
O(t*) =2m- |f;- 19+ :
2 fZ.CZE
f+£) —=
i {( + o) 4V2] _
=2n-f I+4n&sn(f+f) (f—i—f)z—fZC—Z%
= T 0 C g 0 0 T 4V2
The first-phase constant results in:
P(t*) =2m-f; -t ban R0 n(f + fy) - (f—i—f)z—fz.i%
T To c g 0 0 L)

3.4.1.6.2 Calculation of the second-phase constant

Valid was:

q)(‘l:*) =27 - (f + f()) . E . R(T*,To, R())

((3.127)

(3.128)

(3.129)

(3.130)

(3.131)
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Inserting of equation (3.125) results in:

Ber) = 2m- (E+6y) -2 v TS ALl i
e O Ry (o) - |f + ol 0T gy

(3.132)
with sgn(x) = sgn~!(x) the second-phase constant is resulting as:
f2 L2 %
, {(er f) - = ]
d(t*) = 4m - -sgn(f+1f;) -
( ) ¢ Ry & ( 0) (f—|— fo)z (3.133)

With this, the integral can almost completely be described.

3.4.1.7 Solution of the simplified integral

According to equation (3.79) the integral to be solved was defined as fol-
lows:

1= J rect (T ; Tc) . e 12w ((f+o)-t(tRo,t0) +e 7] 4 ¢
T

Inserting of the calculated interparameters leads to:

* _ o 2 N
I = rect (T A TC) . e_)q’(T ). \/’ . \/E el
T $(1%)

(r*—rc> V2 e VRo e f + fo
I =rect AT . 3

C

2 7%
2
V4T - v - |:(f+fo) —frzm]

1
1 ettty | gt sgn(t i) [(F+6) -]

Vsgn(f + fo) '

T*—Tc C'R() 1 |f+f0|
= rect A/ S 3
At 2 2

VT z
ff) —f2.
|:( + 0) T 4V2:|

1
1 . . LR 2 2 2]2
. e—)% . e—]2n~f1~‘rg . e—)4n-70-sgn(f+fo)- [<f+fg) —f? -H] (3134)

Vsgn(f + fp)
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Please note:

1 for sgn(f+fy) =1
vsgn(f +1fp) = vEl =
sgn(f + o) {:I:] for sgn(f+f)) =—1

-1 e for sen(f+1f) =1
\/ sgn(f + fo) :{ - g ( 0)

ez for sgn(f+fy) =—1
— e:tj%[l—sgn(f—}—fo)]

_ ot . ()

For solving the simplified integral follows:

(r* ‘EC) c-Ry 1 |f + fo
I = rect . c—-
At

2 v , c2 i
[(f—f—fo) —frz-ﬁ

. eij%-[zfsgn(erfo)]

C2

1
iam-Ro. . 2_f2, 2
ot s (4 6 L ]

(3.135)
3.4.1.8 The point-target spectrum
In the beginning we stated equation (3.78):

Rr(f, fr, 70, Ro) = S1(f) - 6(70, Ro) - I(f, £, Ry, To)

(3.136)

Because of its limited band the Fourier transformation of the transmitted
signal has to be described as follows:

Sp(f) = Sy(f) - rect <Bi>

(3.137)
with the range bandwidth

B,=k T

As the bandwidth B, of the transmitting signal typically is at B,=20 MHz
(ERS-1) and f; usually is selected in the GHz-range, we can assume that:

B,
sgn(f + fo) = sgn <f0 + 7) =1 because fy=~53GHz> B, (3.138)
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Therefore the expression for the total spectrum is simplified to:

- ‘Ro 1
RT(fu f‘UTOa RO) = G(T()a RO) . ST(f) - rect <T Aﬂcrc> . ¢ 2 0 . ;
If + fo] R R L )
2 c i
(f+f0) _ff m:|
1
e[S (3.139)

To completely solve the integral in the frequency domain the rectangular
function is considered as a term of time in equation (3.139). However, the
total spectrum commonly is calculated as a term of the frequency, in par-
ticular of the azimuth frequency, too.

The point t* is a term of the azimuth frequency according to equation
(3.121). With the aid of the stationary point, in other words by inserting
in the time-domain rectangular function, we can derivate a rectangular
function in the frequency domain. The position of the wanted rectangular
function in the frequency domain is described in the appendix. Let us
summarize now merely the results of the considerations in the appendix.

Summary of the rectangle position

Centroid frequency:

1 v 1
=5 +6) "5 s () (4 6) (3.223)
Bandwidth
B. =f —f mz_vz.;.(f_’_f).A (3.224)
az — lo u — c R(TC) 0 T .

vr 1
fc = R (to = 7c) - (f + fo)
with A = < follows:
fo
2v? 1 f
foxZ . (to—1) (14— 22
v R (to — T¢) < + f0> (3.225)

Please have a look at the chapter discussing doppler displacement in SAR
geometry including the moving angle and the image SAR geometry.
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To RO
V(To—Tc)
R(to)
Yy "
T Image 3.18: Simplified SAR geometry

Vp: projection of the squint angle
B: squint angle

The projection of the squint angle is defined as:

ve(To—T) .
W = sin(y,)
Al

f . L2 L2V o
f =~ " (1 + g> -sin(y,) = o sin(y,,) = o sin(P) = fpc (3.226)

Considering the 2-dimensional point-target spectrum, in particular the de-
termination of the rectangular function in the frequency domain, follows
as already done in earlier calculations to the doppler frequency the depen-
dence of the doppler frequency on the squint angle.

3.4.3 Point-target spectrum in the 2-dimensional frequency domain

As final result we get the following term for the 2-dimensional point-target
spectrum:

f, —f, R 1
Rr(f, £, Ro, 7o) = St(f) - 5(Ro, To) - reCt{T } Y
az 2 v
f+ fo . e_j.n/4 . e—j'ZTffrTo
2. %)
f4+ 1) —=
{( + o) 4_V2]

22
zifrc

_iqRo fre”
e e (R G (3.227)

Here all necessary influencing parameters of the SAR sensor are contained.
Starting from the 2-dimensional point-target spectrum, different sorts of
SAR-focussing algorithms can be derivated.

Among others there belongs the range-doppler processor [BEN79], the
wave-number-domain processor [ROC89] and also the scaled-inverse-Four-
ier transformation processor (SIFT processor) [LOF98].
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Common starting point of the different signal-processing algorithms and
thus the meaning of the obtained derivations is the following equation
(3.227).

3.5 Point-target spectrum in the range-doppler domain

3.5.1 Introduction

Different process-relevant influencing parameters can not be adequately
displayed in the 2-dimensional frequency domain of the point-target re-
sponse. Additionally, several comparing derivations require the point-target
spectrum as definition in the range time, azimuth frequency domain
(range-doppler domain). Therefore we need the ascertainment of the 2-di-
mensional point-target response of the SAR sensor in the so-called range-
doppler domain.
Starting point of the derivation is equation (3.227):

f, —f “Ry 1
Rr(f, £, Ro, To) = st(f) - 6(Ro, To) - rec'{r C} /5 2 2.~
" v

a

f+1

| {(H— g - Cz]

. e—j-n/4 . e—j-ZT[f[Tg

N

4.v2

R 2 22
'e7)47r70 (f+fo) —57

(3.227)

Wanted is the inverse Fourier transformation of the point-target spectrum
in the 2D-frequency domain:

Rr(t,f:,Ro,70) = F {Rr(f, £, Ro, To) } (3.228)

Rr(t,f,Ro, 7o) = | Re(f,fe, Ro, 7o) - 2™ . df (3.229)

g ——3

To remind you:

. T—1
rr(t, T, To, Ro) = 6(To, Ro) - s7(t — ty (T, Ry, Tg)) - e T2 t(TRoT0) ~rect( A C)

; 2 1 f a2
st(t) = rect (%) @t o Sr(f) = N - rect (B_) i N

T
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Inserting the transmitting chirp spectrum in equation (3.227) results in:

Rr(f,f;,Rg,T0) = 6(Ro, Tp) - 1 . rect (B£> AR _e—j.% . rect {frB— fc:|

Vke
C'RO 1 f+f0

r

L Lo /4

£2. 2
frf)y_ —
5]

LR ) 22
L e L VA

f f. — f,
Rr(f, f;,Ro, To) = o(Ry, 7o) - rect( — | - rect [~———| -
B, Ba:
c-Ry 1 f+f,
2 v £2. 2 3/4
f+f)? —=
[( +fo) 4-v2]
Zil anfo. 2 8 a2
. e’j'2nfrtn .e J(MC () 4v2+k,>

1

Vke

3.5.2 The phase approximation

(3.230)

(3.231)

Considering the exponent in equation (3.231) an inverse Fourier transfor-
mation of this non-linear term seems impossible. Thus we are forced to

linearise the exponent as follows:

2 4.R, , f2e
E(f.f)=m- (k_r+ - (f+1£o)" — 4TV2
with
c=A- f()
2 4.R, £\* f22)2
E(f,f)=mn- PRI '\/<1+E> —

2 4.R, of  [f\? f2)2
Ef,f)=n [—+—2 41+ 4+ (=) ==
GE)=r- (gt \/+fo+<fo> 4

(3.232)

(3.233)

(3.234)
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2 4.R, [ £
Bff) =7 |\ 1

where:

+ X

With the approximation

1 1
\/1+x%1+5~x—§-x2

we obtain
2f+_<f>2 2f+_(f>2
_ o \K) . 16 \f) 1
W(,f,) = 1+—1 2 =142 1 s
42 42
oA | (f 72
f, " \f
£2).2
4v?

and the exponent becomes

zf+ 2

2 4R, £2).2 1 £, \f
E(f,f)on |—+—— /1 - [ 14 202
O P 42 2 £22

4v?
2f+_(f)2 ?
L6 T \g

8 222\ *
1— =22
(-%%)

(3.235)

(3.236)

(3.237)

(3.238)

(3.239)
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Therefore we write:

f2x2 1
E(f,f;) =mn- >
v e
74V2
o2 2f <f>2 ’
L —+ =
LRy 227 |1 (f0> 1 \fo \fo
A 4 |2 222 8 £232\ 2
174V2 <1_;v2>
(3.240)
nf?  4mR 222 4R, f 1
E(f,f,) > — Y P S A S
(f,f) K + 5 1 2 N 22
1_ T
4v?2
LR 87\ 1 (2 £\%)
47R, ) 227 | 2 fo 4v2 8 \ f, f
[ R
1—
(-5)
(3.241)
4 222 f 1
E(f,f,) = Ro | Jp_ BV £ 1
A v 1 £2)2
C4v?
N nf? N 4mR, £2).2
k. A 4v2

1 /f\? 1 2292 1 (f\? 1 [f)’
2 f() 2 f024V2 2 f() 2 fo

1 /f
8 \f

:

£222\ 2
1_ T
(1-%)

(3.242)
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4mR, . £202  f 1 nf?

vV e TR T e e
1 -
4v?

47R, 1 1<f>2 227 1 <f>2 f
— . e s . +_. — +_
A fZ)\‘Z 2 2 fo 4v? 4 f() f()

1 -

(3.243)
The final result we can go on with is as follows:
4mR [ 22 f 1
E(f,f;) = : 1 -2 B
( ) l’) " 42 +f0 ftz)\,z
V b 4v?
+n_f2 LR 1 k, f3k2+1 f 2+f
kr C f2}\‘2 3 f() 4v? 4 fo f()
1 _ T
(-%%)
(3.244)

The phase term due to equation (3.232) can now be linearised following
the equation (3.244) and accordingly processed.

3.5.3 Calculation of the modified sweep rate

According to equation (3.244) the exponential term concerning the range
frequency can be fractionised in a constant term, a linear term and in a
quadratic term. The sweep rate also called chirp rate of the quadratic term
can be considered as a modified chirp rate:

47'CR() 1 4
A 4v? P 222 kg
1

42

22> 4nR, f 1 nf?

E(f,f,) =

(3.245)
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with
1_1. ] k2R, 1 (222
k; N kr f27\,2 % f() 4v?
c- |12
(%)

approximatively is valid because of f/f, < 0:

£2)2
11 1 k2R, - o
k; N kr f27\,2 %
C- fo : (1 - = >
L 4v?
and it follows for:
—1

f2)2

k2R - = 5

K=k -|1- v

£2)2\}
C'f()' <1—W)

(3.246)

(3.247)

(3.248)

The modified chir -rate will play an important role in the process of SAR

processing.

3.5.4 Description of the modified point-target spectrum

The starting point equation (3.231) changes with the modified chirp rate

to:

f
Rr(f, f:,Ro, 7o) = 6(Ro, 7o) - rect(B—> - rect

(3.249)



Point-target spectrum in the range-doppler domain 143

With the description of the point-target response in the 2D-frequency do-
main according to equation (3.249) we solve the inverse Fourier integral:

RT(t;f‘EaRO,To) = J RT(f’ f‘E,R()a’CO) . ejZTI.'ft . df

Rr(t, f;, R ‘E)—TG(R Tp) - rect £ - rect ) !
T4 1y Roy Lo) — 0,5 L0 Br Baz \/k—r

C- RO . l f + f() . 7j'2nfrTO
2 v 2. 234
2 T
[(f + fo) e V2:|
4 RO ) 202 f 1

e B v  f £2).2

T4y

2\ .
- exp <—j TL—/> et df (3.250)

3.5.5 Evaluation of the point-target spectrum in the range-doppler
domain

Again we use the principle of the stationary phase to solve the integral. Let
us simplify at the beginning as follows:

R m: f 1 f?
o(f) = +4n7- 1— o +57f2)»2 +k_; — 2mft (3.251)

_ T
4v?

3.5.5.1 Usage of method of stationary phase

According to the principle of stationary phase we begin:

O(f) = () +;ct>(f*) (F — £%)?
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I T exp |1 — jan 0 1 A f :
e X — - - R T Y
p ) N 4v2 fO f2x2
e 1 -2t
4v?
f2 :
- exp <_j ’;_/) L2t gf (3.252)
[— J 00 . gf (3.253)
[— J () o HBENEE | gp (3.254)

Corresponding method to chapter 2 SAR basics offers the following solu-
tion:

ceTd (3.255)

[ ety V2 VT
P

According to equation (3.255) we need the respective phase derivative, the
stationary point and the corresponding phase derivatives in the stationary
point.

Let us remember equation (3.251)

Ro 222 f 1 nf?
O(f) = +4n—- 1 -2 _— — — 27if
() tan A 4v2 +f0 fz;\’Z - k’ nt

4v?

O(f) = ————=+ " —2mt (3.256)

The second phase derivative is:

21

b(f) = 7

(3.257)
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The stationary point results in:
. 4R 2nf*
d(f*) = 0 —2mt =0 (3.258)
22 Kk
c-y/1 -2
4v?
4mR 1
f* =K. . 2mt — 0 — (3.259)
f2)2 2m
T
C- 1 —
4v2
2R, Kk
¢ £2).2
1 _ T
4v?

Inserting the stationary point
equation (3-251) results in:

equation (3.260) into the phase function

R, £2)2 41R, nf*?
k\ v _ T _ k X,
B(f*) = +an-"- /1 - 5 — e+ f T o i
0 4v?
(3.261)
Ry £2).2 41k'R,
X\ i _ =z _ /42 T
O(f*) = + 4n 3 1 = 2mk/t? + pre
c-y/1 -2
4v?2
47'CRO , 2R0k;
+X f 1/1f37‘2.(kr 1_fr27*2
0 4v? ¢ 4v?
2
. 2R0k;
i kit — erY (3.262)
r C- 1 T
V 4v?
2
R £2).2 2R
D(f*¥) = +4nT0~ i A 0 (3.263)
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Inserting the stationary phase equation (3.263) into the integral I equation
(3.255) finally results in:

2

. Ry 22 IR
_Hn 1 L 0 AT o
I=e - exXp ]ﬂ:k t_ifl)f . kr-e 4
T2

(3.264)

Consideration of the rectangular term in range direction:

f£* K 2R 1
rect|—| =rect| =L | t— — —— (3.265)
B, B, C fTZ}f
L 42
£* I 2R 1
rect|—| =rect | —— [ t— 20— (3.266)
B, k.- T c fTZ)\‘Z
L a2
with
-1
£2)2
" K2Ry -
o= |- v . (3.267)
d f207\?
£ _
<o ()

3.5.6 The point-target spectrum in the range-doppler domain

Inserting the simplified integral solution equation (3.264) and the modified
rectangular function equation (3.266) into the inverse Fourier integral of
the approximated point-target spectrum in the 2-dimensional frequency
domain equation (3.250) leads to the wanted result, the range-doppler
point target (point-target spectrum at the range-doppler domain):
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f — £ c-Rg 1 _,
RT(t7 f'L'7 ROa TO) = G(R()) TO) - rect |: i C:| . 0 c— eiJ.ZTEfrTO

B, 2 v
f + f() T

2 273/4 B
[(f+f0)2—ff C]

e
4v?

2
juk o | t—— 2o
T
2,2 2,2
_j“")ﬂ. _5 P
e - €

4v2

K/ 2R
crect | —— . | t— ———2 (3.268)
f2)2
1- éivz

The essential characteristics expressed in equation (2.368) will be dis-
cussed at length in the following chapters.

3.6 Summary and interpretation of the results

In chapter 2.2 SAR systems the principles of the procedure are already de-
scribed that enable to process a SAR-raw data scene.

The task consists in finding a way to describe the exact SAR-sensor
movement to put us in the position to originate a focussed image from a
2-dimensional time- respectively distance-variant (range migration) in-
verse-filtering of the respective raw data.

In chapter 3 SAR-signal processing different facts e.g. the range and azi-
muth compression of the processing procedures are discussed under differ-
ent points of view.

A comprehensive description, however, allows the system theoretical de-
scription of the SAR sensor respectively its transfer function as a 2-dimen-
sional impulse response - the point-target response.

However, the description of the 2-dimensional conditions, in particular
after the transformation into different time- and frequency domains com-
plicates the understanding of essential correlations. For this reason, here is
a summary of the most important results.

Transmitting signal
t e g2
st(t) = rect (f) eIt

The chirp as a transmitting signal has got especially good characteristics
concerning the resolution of illuminated areas. Using this kind of signal in



148 SAR-signal processing

addition with special filtering, the so-called “matched filter”, the SNR is
substantially improved.

Receiving signal

. T—1
rr(t, T, To, Ro) = 6(To, Ro) - s7(t — ty(1, Ro, T9)) - e 2ot (TRoT0) . rect( At c)

The receiving signal represents the backscattered, distance-dependent and
time-delayed signal of the transmitted wave, weighted by the backscatter-
ing coefficient.

Point-target response at the 2-dimensional time domain

G(Ro,'fo) . ejpo . T
2

. A(?) - si [nBr(t —to) - A(t Trto)]
AT sl (52

After optimal scene processing, e.g. range and azimuth compression, the
expected result will be this 2-dimensional pseudo si-function.

. ej2n-fdc-(1:—1:0)

8ray (t, T, Ro, To) =

Transmitter-chirp spectrum in the frequency domain

The usage of the transmitter-chirp spectrum is very common and explains
the self-reciprocity of the chirp signals.

Point-target spectrum in the 2-dimensional frequency domain

ft B fc . 1
RT(fv fT,RO,TO) = ST(f) : G(Ro,’co) : rect[ ] . c-Ry

az 2 v
f + fO i . e,j.n/4 . e*j'ZTFfTTO
f2.¢?
f+1fp)* —=
{( + 0) 4. V2:|

. fZ 2
e_,4n‘*?°. (f+0)'—+>

This point-target spectrum contains all required system parameters to al-
low exact processing. It describes in particular the time/location-variant
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presentation of the range migration by the implicit connection of the range
and azimuth frequency in the non-linear square-root term of the distance-
dependent phase term. As already described, this spectrum is the common
starting point of different signal-processing algorithms.

Modified sweep rate

-1

£222
k2R, - f7”2
K=k -|1— 4v

£2).2 3

A
<o (1)
The so-called modified sweep rate reveals the mistake inevitably done by

the necessary approximation to calculate the corresponding point-target re-
sponses. Chapter 4 Signal processing algorithms reflects this topic in detail.

Point-target spectrum in the range-doppler domain

(@)

]
(=)

—_

f. — £, .
RT (t, f‘h R07 TO) — (5(}{07 TO) . rect |: TB C:| . c— . e*j-ZTEfrTO
az

[\S)
<

f+1f

S
£2. 2134
f+£)*—=
o5

2
. 2R
ekl | t— U
272 252
anky [, 02 L
4v2 e ¢

. e*JT T2

k! 2R,
- rect St
k- T £2)2

4v2

Just as the point-target spectrum in the 2-dimensional frequency domain,
also the point-target spectrum in the range-doppler domain describes all
system parameters necessary for SAR processing. However, the effect of the
time/location-variant range migration is to obtain here as well as in the
distance-dependent phase functions and also in the rectangular-formed en-
velope.

This point-target spectrum could be derivated from the common formu-
lation of the point-target response in the 2D-frequency domain, thus is,
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considering the modified chirp rate, an identical description and equal to
the calculations from [RAN92].

Target of the SAR processing is the focussing of entire (2-dimensional)
raw-data scenes. Therefore, in order to find out the whole scene-transmit-
ting functions, the super-position integral over all target points has to be
calculated (see Chapter 4).

With a view to greater clarity let us discuss first some basic processing
methods towards the respective point-target transfer function.
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4.1 Exact point-target compression

The final result of the spectral derivation in chapter 3.4 Point-target spec-
trum in 2-dimensional frequency domain is the 2-dimensional point-target
spectrum.

£ f ‘R
RT(f, fT,Ro,TO) — ST(f) . G(RO,’CO) . rect[ TB C:| _ € Ko
az

f+1,

2 273/4
{(f+fo)2—ff C}

e—j% . e—j-anT‘ro

4v?

(4.1)

This term represents the 2-dimensional Fourier transformation of the
point-target response (Image 4.1). As already discussed in chapter 3 SAR-
signal processing, this formula contains all necessary parameters of the
SAR sensor for processing. Proceeding from this 2-dimensional point-tar-
get spectrum the possibility of an exact point-target compression in the
frequency domain is derivated.

The point-target response in Image 4.1 is described in the 2-dimensional
time domain. In range direction it characterises the transmitting chirp. In
azimuth-direction it characterises the azimuth-chirp depending on the dis-
tance, thus embodies the “brightness” of the corresponding amplitude of a
2-dimensional chirp. As already partially discussed in chapter 3 SAR-signal
processing, the exact compression of point targets in the frequency domain
and at the location (1o, R¢) are explained as follows.

4.1.1 Range compression
After the 2-dimensional Fourier transformation the range-compression, as

discussed in chapter 3.2 Geometric resolution, is performed by matched
filtering in the frequency domain:

Hi () = Sr(f)* (4.2)
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Image 4.1: Point-target response of a SAR sensor; ERS-1 parameter

St(f) is the range-chirp spectrum (transmitted signal).
After the range compression the compressed point-target spectrum is
described as follows:

f. — £ “Rog 1
GTl(f, fT,Ro,To) :G(Ro,‘fo) '(DSST(f) 'I'(ECt|:‘E c:| . ¢ 0 =
B., 2 v
f + f02 3 3/4 . e_j'% . e_j'znfr‘rl)
- c
2 T
[(f +1f)" — W]
i 4no 2 e
Lo OV (TG (4.3)

4.1.2 Compensation of the amplitude

The next step describes the elimination of the “constant” amplitude terms
by inverse multiplication.
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rr(t, T, Ro, To) Image 4.2: Exact point-processing

CP Raw data

2D-FFT Fouriertransformation

Rt (f, fq;, Ro, To)

!

Hiq (F) Range compression

G (f, )

T

Hio (F) Amplitude compensation

T

Gr (f, )

His (f) Phase compensation

}7 Grs (f, )

Hya (f) Bandpassfiltering

2D-IFFT Inverse Fouriertransformation

CB Point target

[} (ro, To)

fZ.CZ%

2 Tt
i [ £+ -
K2\l 1t) — C'RO v f+f0

(4.4)

After elimination of the amplitude term we get as an intermediate result:

f. — £
GTz(f, f-c, R()7 'Co) = G(Ro, To) . (I)SST (f) - rect |:¥:|
az
- e*j'ZTffr‘fo ' e—j-4TERTO <f+f0)2_227c22

e (4.5)
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4.1.3 Phase compensation: azimuth compression

2.2

Hya(f, £) = e 778V 70 07 gfian i1 (46)
Please note the term e 2% <*(f+) which explains the running time of the
signal in the band pass domain which is received after a time delay of t.
The term allows the start-stop approximation used whilst recording the
data to become part of the azimuth compression in a way that the com-
pressed point target can be found at the location t,=2Ry/c. Considering
the non-linear phase function of the compressing term Hyg; we merely see
the complex conjugated part of the remaining transformation term Gr,.
Thus, the azimuth compression presents itself in a manner analogous to
the range compression (as already discussed in chapter 3 SAR-signal pro-
cessing) and is described as a correlation function in azimuth direction.

fr - fc
Grs(f, f:,Ro, T9) = 6(Ro, To) - Pss, (f) - Pan, (fr) ~rect{ } (4.7)

az

Thus, the point-target spectrum contains approximatively (once again un-
der the assumption that the distance trend follows a parabolic term) the
autocorrelation function of a chirp signal, both in range direction and in
azimuth direction.

4.1.4 Band pass filtering

As last step has to be extracted the part being of interest from the total
spectral range by band pass filter:

Hy,4(f, f;) = rect [frB_ fc] (4.8)

az

The point-target result can be described as follows:

6(Ro,T0) = 6(Ro, To) - (PssT(t) : (PAAT(T) (4.9)

After the band pass filtering and the 2-dimensional inverse Fourier trans-
formation appears the expected backscattering coefficient weighted with
the corresponding autocorrelation functions.

Thus, the exact point-target compression preferably is a 2-dimensional
autocorrelation function which is pretty similar to a si-function. As the op-
timal compression’s result for the point-target response of a SAR sensor
(Image 4.1) Image 4.3 illustrates the 2d-autocorrelation function (please
have a look also at chapter 3.3 Azimuth compression and Image 4.16).
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Image 4.3: Cutout of a range- and azimuth-compressed point target

4.2 The range-doppler processor

The range-doppler processor is an approximation of the exact compression
algorithm, but can according to the so-called Secondary Range Compres-
sion (SRC) be considered as a very good approximation. The naming of
the range-doppler processor specifies in particular the transformation do-
mains the corresponding compression is performed in, especially “range”
for the range-time domain (respectively range-location domain) and
“doppler” for the azimuth-frequency domain, the so-called doppler do-
main.

Starting point of the consideration again is the result of the 2-dimen-
sional point-target spectrum, the 2d-Fourier transformation of the echo
signal:

f. — f, c-Ry 1
RT(fv f‘C,R())TO) = ST(f) : G(R())TO) ’ reCt|: 1:Baz :| . 2 : ‘ ;
= ?2 2 3/4 e i efj'znfm’
2 L&
[(f+fo) o }

iR [ (ff, 2 e
¢ TV ) g (4.10)
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4.2.1 Range compression

Providing greater clarity the range compression is described schematically.
The detailed derivation is shown in chapter 3.2.1.2 Range resolution by
compression with chirp signals.

i (t) = 5 s1(~0)* (4.11)

gr1(t, T, Ro, To) = rr(t, T, Ro, To) - hxi (t) (4.12)
In the 2D-frequency domain the convolution operation is as follows:

Grni(f, f:,Ro, T0) = Rr(f, f;, Ro, To) - Hki (f) (4.13)

As a result of the range compression we get in the frequency domain:

f. — £ Ry 1
Gri(f, f, Ro, To) = 6(Ro, To) - Pss, () 'rect{ ; C} Y s b
Ba, 2 v
4o eI e it
, f2.¢ 3/4
T
{(f”") e }
i.4mRe ) £
o T (R =35 (4.14)

4.2.2 Compensation of the amplitude

The exact amplitude compensation

f2. 2
2 T
2 [(f +h) 4v? ]

C'RO.V. f+f0

Hio(f, fr) = (4.15)

is approximated by

(- :—] MCEEORk

o~ =i+t (4.16)

f+1 f+1
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to a simplified, constant amplitude term:

2 2f
HKZ(f)g”c-RO.V‘Vf—Fng 0 .v=const. (4.17)

C‘Ro

4.2.3 Phase compensation: azimuth compression

The task of the azimuth compression, after all, is compensating the known
phase term:

22
» fic

4v?

R
®(f,f,,Ro) = —41'5?0 (f + fo) (4.18)

Again, note the start-stop approximation and the performance in the real
band pass domain. Thus, we receive as compression transfer function:

f2¢2 2R
2 I — 27'[: . 70 .
4v? c

f2¢2
-1 (4.20)
av? - (f+1£)

Equation (4.20) is now replaced by an approximation:

R
®y (f, £, Ry) = 471?0 (f + fo) (f + fo) (4.19)

Further:

Pk (f, £, Ro) = 4”@‘

CI)K(f, fr, Ro) = (DKO(frv Ro) + (I)Kl (f.,;, Ro) -f -+ (I)Kz(f-,;, Ro) . f2 + ... (421)

At this, @k, can be regarded as azimuth-correlation term needed for
focussing. The linear term (in range-frequency direction) ®x,; characterizes
the range migration (which has to be compensated). The quadratic term in
range direction ®x, contains sort of a pulse dispersion (phase distortion)
of the transmitting pulse, which declines when increasing the squint angle
[RAN94].

The corresponding factors are determined as follows. The respective
necessary compression functions are determined as appropriately conjugat-
ed phase functions:

Azimuth-correlation term:

Rofo | [ fe
c 4v? - f§ (4.22)

CI)K()(fT, R()) =47
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Range migration:

_ 0®(f,f,Rg)  Ro-(f+1) , 22| Ry
q)Kl (f-[, Ro) = of =47 c (f + f()) — 42 — ?
(4.23)
Considering at this point f=0 results in:
f2c2 !
R

Byr (£, Ro) = 4m-2 - -t ) 1

C 4V2f0 (424)

The range migration, also called range-cell migration (RCM), additionally
contains the information of the correct point position in range and is in-
terpreted alternatively to equation (4.24) as the running time of the point-
target response as function of the azimuth frequency:

2R, 2R,
f2 C2 C
T

42 f2

Dy, (£, Rg) = 27 - =21 - [tm(fr, Ro) — to(Ro)]

(4.25)

Now we can recognize the point-target position in the term t, and the so-
called range-curvature factor as 1, [DAV94]:

2Ry

Tm(fe, Ro) = = (4.26)
<C

4v2. f2

The whole range-migration term equation (4.25) depends on the corre-
sponding range distance - and thus is range-dependent. This range depen-
dency unfortunately is not an independent parameter in the 2-dimensional
frequency domain. If some backscattering signals are reflected and re-
corded from different targets the corresponding transformations will over-
lap, too. Single point targets can well be processed exactly, however, con-
cerning receiving-signal overlappings only an approximative compression
in the 2-dimensional frequency range is possible [RAN94].

The interpretation of the range migration as a running-time term of the
point-target response equation (4.26) describes the range migration as po-
sition displacement of the signal envelope. It is a term of the azimuth fre-
quency and the range distance and can be determined for each point.
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As a result we receive the so-called range parabolas (see also chapter 3.3
Azimuth compression), which themselves feature different gradients in
range direction.

4.2.4 Secondary range compression

So far, the quadratic factor of eq (4.21) has been neglected. To derivate the
secondary range compression (SRC), the quadratic part of the approxima-
tion has to be considered more closely:

3 o[ R f2¢2 \ V2
<I>KZ(fa f‘raRO) = q)(fv f‘HRO) = a {47[?0 l(l - 4V‘; K fz) -1
0

(4.27)
2 - mR, - f2c?
i, £, Ro) o = — R (4.28)
c
co|[1——"—| -4v2.-f}
(R
At the point f=0 is:
(o, Ry) = — TR0 ¢ H 4.29
KZ( T 0)__2V2‘fg. fTZCZ 3/2 ( . )
42 f2

This quadratic term is not compensated without considering the SRC dur-
ing SAR processing. It depends very much on the azimuth frequency
whereas concerning the distance shows only a linear correlation. In partic-
ular the strong doppler dependency (azimuth frequency) results in de-
focussing effects at high squint angles. Correcting this phase dispersion is
called secondary range compression (SRC).

The phase dispersion is not a term of the modulation rates k,, it is in
fact a geometrically founded term, which can be reduced to the loss of the
orthogonality between range- and azimuth-signal components particularly
at big squint angles [RAN94]. Although equation (4.29) is not a function
of the range-sweep rate k,, correcting this phase dipersion can be done by
adapting the range-sweep rate.

Let us now have a look at a resulting chirp rate k, consisting of the ori-
ginal chirp rate plus the derivated phase dispersion:

k/

T

£:£+@m@3@ (4.30)
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ko k T
1 1 Ry- ¢ k, - f2
k_; — k_r 1— Rl o 73 (4.31)
{ 4v2. fg}
. 202
i - i 1 — 2R0 ) T 4:V2
ki, n k, fo-c f27\,2 3/2
{ - 4V2:| (4.32)

If the chirp rate is adapted corresponding to equation (4.32) during the
range-compression, in other words the phase trend is pre-distorted corre-
sponding to the expected phase dispersion, the addressed geometric effects
will be corrected and a secondary range compression will be realised.

After derivation of the range-doppler processor out of the 2-dimensional
frequency domain we get the following block diagram (concerning the
point-target compression). Proceeding from the received raw data, the number
of operations described in Image 4.4 the different phase terms are egalised to
gain a processed SAR scene. The range-doppler processor with secondary
range compression is a pretty good approximation towards the exact processor!

Raw data
2D-FFT

Range compression
+ SRC

Range-IFFT
Range migration
correction @ (f;, Ro)
Azimuth compression
Dyo(fr, Ro)

Azimut-IFFT

l

Scene Image 4.4: Range-doppler processor
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4.3 The SIFT processor

In the previous chapters we discussed the range and azimuth compression
particularly concerning point targets. Now we will have a close look at the
problem of processing whole scenes based on the example of the scaled in-
verse Fourier transformation processor (SIFT processor). For this purpose
let us have a look at the series of Images on page 14, Image 1.13. The task
of a SAR processor can clearly be recognised, the task of calculating a fo-
cussed scene (Image 1.13) out the received raw data (Image 1.12).

The range compression can be performed without any problems as the
transmitting signal and its necessary parameters needed for processing are
very well known. Implementing the azimuth compression is more difficult
because of the different range parabolas under the influence of different
point targets, in other words due to the range-based variance. Last but not
least because of this reason, SAR processors differ substantially from each
other because of their different way of implementing the azimuth-compres-
sion.

Both compressions can be performed either in the frequency domain or
in the time domain. The developed novel SIFT processor performs the
range compression in the frequency domain as a matched-filter operation.

4.3.1 Spectrum of the whole scene and first steps towards compression

To illustrate the ideas, which led to the development of the Scaled-Inverse-
Fourier-Transform Processor (SIFT), let us briefly remember the necessary
steps towards the starting point of signal processing. After that let us start
with the topic of 2-dimensional range variant signal processing with all its
mathematical steps and system theoretical ideas.

4.3.1.1 Derivation of the whole scene spectrum

To calculate the 2-dimensional point-target spectrum, the received back-
scattered signal is described with the range-dependent time delay:

~ 2R(7)
c

ty(7)

= tV(Tv R07 TO)

Thus we received:

: T—71T
rr(t, 7, Ro, To) = 6(Ro, To) - sT(t — ty (T, Ry, Tg)) - e T2Hotv(mRoT0) . rect( e C)

Ilustrating the spectrum we had to fourier-transform twice:

RT(f, f-[,R(),’Co) = ﬁtﬁr{rT(t,r,Ro,‘co)}



162 Signal processing algorithms

0 o0
(f f:, Ro, TO J J () Ro, ‘Eo t tv(’C, Ry, ‘Cg)) . eijznfot"(t’Ro’t(’)
—00 —00

t (T
- rec
At

After solving the integral, the 2-dimensional point-target spectrum of the
receiving signal of a point target could be formulated at the location (t,
Ry) in the equivalent low pass domain as:

) . eﬂZTrft . eijT[ft‘E .dt - dt

f, —f. c-Ry 1
Rr(f, f:,Ro, To) = St(f) - 6(Ro, T0) - rect[ B. ] : > ° 5
f+f,
(R 4}

2.2
e—j4nR—C° (F+fo) 25

Regarding the whole scene, the point-target spectrum must be integrated
via all of the illuminated back scattering targets:

00 00
T) = J J (¢ R(),'C() R — Ro,'[ — 'Co) . dR() . dTo (433)
00 —00

Enlarging the SAR system:

(T(R()ﬂ:o) . 8(R — Ro,T — T()) Oﬁ SAR scene 4@ RT(f,fr, R(), T())

by the integral illustrated in equation (4.33), the result for the whole SAR
scene is:

SAR scene
(R, 1) ] O ST(f,fr)—J JRT(f,fT,RO,TO)-dRO-dro
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The spectrum of an entire SAR scene in the equivalent low passdomain is
represented by:

1 . f+1£, ) e_j.,-c/4

[(f+f0) 2 _f- 2]3/4

N o

Ba,

Sr(f, ) = Sp(f) - rect [ff - fc} .

4v2

22
2 ffe

o0 oo
. a0 [ (£ S
. J J VRq - 6(Rg, Tg)e T2 e ) -dRy - d1o
o0 [o.¢]

(4.34)

Traditional SAR processors working in the frequency-domain use equation
(4.34) as a starting point, to perform an azimuth compression with the
help of the so-called “Stolt-interpolation” [STO78]. We will start via a
scaled Fourier transformation. First of all, equation (4.34) has to be trans-
formed.

We have a look at the integral:

oo o0
zfc

I(fa f‘t) = J J \/ﬁo : G(Ro,’[g) . efj2nfrr0 . e_jMT (F+o) - dRo dT()

(4.35)

If the absolute distance R, is substituted by the average distance R, which
varies by the change in distance r, the factor sqrt(Ro) can be preferred
within the integral (4.35), because the change in distance r is neglegibly
small in contrast to the average distance R,,. Equation (4.34) reduces itself
by Rog=R,+r and dR,=dr to:

22

T _ {Rm+f} _r
I(f,f:) = VRp - J JG{R Fr), 1) e T T (F+6o)’

-dr - d1g (4.36)

The integration via 1, is equivalent to a Fourier-transformated integral
which can be used to discribe equation (4.36) as follows:

O A
I(f7 f‘c) _ /R .e7J4TET 8f+fy) w2 | J G({Rm+r}7fr)

m
—0o0

zfc

—iamtoa | (£4£,
e MRV I gy (4.37)
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To simplify we set:

202
f2c

4v?

B8 =2\ (F+ ) - (438)

I(f,f;) = VRy - e 2R k(E6) J 6({Rm + 1}, f;) - e 2EER qr (4.39)

After the Fourier transformation and after using the displacement proposi-
tion of the Fourier transformation, the result is:

( ) \/_ o 12 Rm (£, 1) (f (f f) f) e H2mRnfr(f,f)
:\/—m ' G( r( 5 T)vf‘li) (4'40)

The whole spectrum of a SAR scene can now be described as follows:

f: —f 1 £+ f .
Sr(f, f:) = Sz(f) - I'eCt|: B :| \/E + 1o e im/4
C

213/4
2
o]
2

VRS (i \/(f+f0) —f4V2C ,fr> (4.41)

This contains the spectrum of the complete backscattering coefficient:

(% \/(f+fo) —f24 Zcz,fr> =o(f(f,f),f) (4.42)

with

2 f2.¢c?
fr(f,fr):C \/(f+f0) -

42

Within the spectrum according to equation (4.42) we discover in contrast
to equation (4.36) that there is a special significance to the total backscat-
tering coefficient respectively its spectrum as it can not be transformed
back in the range time domain by taking the conventional way because of
its dependency on both the range frequency f and the azimuth frequency
f..

To keep the coming considerations on a level easy to understand, let us
introduce now a first compression term.
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4.3.1.2 First compression-transfer function

The task of the first compression-transfer function on one hand is the range
compression and the other the amplitude correction. For this purpose, the
total spectrum of the SAR scene has to be multiplied with the complex con-
jugate spectrum of the transmitting chirp and additionally with an ampli-
tude-correction term. The resulting compression-transfer function is:

£2e2 3/4
f+6)2—=
575

eﬁv\/gL (4.43)
f+f0 C \/Rm

After the first compression we receive the following result:

Hle(f7 f‘raRm> = ST(f)>l< ’

GIT (f’ fT) =S (fv f‘r) : HkIT (fa f‘ta Rm)

~ o(f(f,f;), fr) - rect <fTB fc) - rect <i> (4.44)

az Bl’

Please note:

f
St(f) - St(f)* = rect (B—> (see chapter 2.1.2.3)

r

Equation (4.44) reveals that the spectrum of the total backscattering coeffi-
cient equation (4.42) will be kept after the first compression function with-
out any further amplitude-weighting functions. The remaining operation
leading to a correctly compressed SAR image is the azimuth compression.

4.3.2 Basic ideas for further processing

The spectrum of a point target depends directly on its position. Thus, the
compression function for focussing this point target depends on the loca-
tion of this very point target. A point target with the shortest distance Ry,
has to be compressed with another transfer function as one with the short-
est distance Rp,. If all point targets were focussed with the same transfer
function, only those point targets within the correct distance of the trans-
fer function would be transferred properly. All other point targets would
only be incomplete if not focussed at all. The receiving signal in the SAR
is an overlay of many closely adjacent point targets of a footprint (the
“print” of the earth’s surface illuminated by the antenna’s lobe). Each point
target of the SAR scene shows an own shortest distance R, and thus creates
(equation (4.34)) a location-dependent share in the 2-dimensional total
spectrum. To compress all point targets accurately, it is necessary to treat
all these point targets individually. Practically, this is a difficult task if not
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impossible at all. The usual approximation towards this problem consists
of several more or less complex steps depending on how accurate the result
is supposed to be. For an arbitrarily exact elimination of the range migra-
tion whilst maintaining simultaneous, location-variant signal processing,
the following basic ideas will be discussed.

If we regard the whole backscattering spectrum after the first compres-
sion function equation (4.44), we set the task (considering the azimuth
compression) to re-transform the spectrum of the total backscattering coef-
ficient o(f.(f,f;),f;) both in the range-time domain and in the azimuth-
time domain. Let us regard the radar-backscattering coefficient in the 2-di-
mensional frequency domain:

4v2 "’

o(6(£.£).£) = 6(% \/ (46— C ﬁ) (4.45)

Here is

2. 2
f2.¢c

4v2

£(F,£,) = % \/ (f + ) — (4.46)

a non-linear distortion of the range-frequency axis. The frequency f; in
equation (4.46) depends on the actual range frequency f and the azimuth
frequency f.. The following correlations have already been described:
Range-migration parabola due to different, in particular azimuth-depen-
dent time delay.
Different range-migration parabolas due to different range-point target
distances to the SAR carrier.

These correlations, performed merely in the frequency domain, are re-
flected in equation (4.46). This non-linear, scaled term depends on both
the range frequency and the azimuth frequency and thus characterises the
range migration. The task of SAR processing is, when derivated in the 2-
dimensional frequency domain, to transform the in equation (4.45) illu-
strated non-linear, scaled backscattering spectral performance into the
range-distance domain, azimuth-time domain, in a way that the non-linear
scaling is eliminated. In this case, all distortion effects would be corrected
and the wanted information, the genuine radar-backscattering coefficient,
would be calculated in the corresponding coordinates. As already dis-
cussed, equation (4.45) can not be transformed into the range-time domain
using the traditional Fourier-back transformation because of equation
(4.46). Finding a way that puts us in the position to perform this kind of
transformation, let us have a look at the following approach:

Is it possible to find an approximation of the scaled spectrum equation
(4.45) in a way that the non-linear distortion acts as a linearised deforma-
tion?!
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2 , 2.
o (f,£),6) =c| 2 \/(F+£) -~ f | =c(a-f+b-f,f)

c 4v2’

(4.47)

And is it possible at the same time to find a Fourier back-transformation
being able to fourier-transform inversely and re-scalingly?!

h(t, 1) = Sy 7 . {H(a-f +b-f,f)} (4.48)

Then we could calculate step by step a linearised term o(af+bfy f;) from
o(f.(£,£;),f;) via the approximation following equation (4.47) and the
wanted time term respectively SAR image o(t,T) created by the corre-
sponding back-transformation equation (4.48). In equation (4.47) an ap-
proximation is performed which puts the total backscattering coefficient
o(f,(£,£,),f.) to a scaled form in the frequency range (c(af+bfy,f;)).

In fact, both assumptions can be realized and thus a new concept on
SAR processing is reality.

4.3.3 Derivation of the “Inverse-Scaled Fourier Transformation”

An essential part of the SIFT-SAR processor is the inverse scaled Fourier
transformation. In the following chapter an algorithm is described that re-
transforms a scaled signal in the frequency domain in such a way that it is
re-scaled in the time domain. In order to perform a comparison let us at
first describe the traditional Fourier transformation.

4.3.3.1 Traditional fourier back-transformation

Given is an arbitrary signal G(f) in the Fourier domain containing a pecu-
liarity, a scaling according to equation (4.49) with a scaling factor a:

G(f) = S(a - f) (4.49)

The back-transformation into the time domain is performed by executing
the following operations:

ej2nft

a) Multiplication by the factor and following integration via f:

g(t) = J S(a-f) - &t df (4.50)
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b) Substitution of f' = a - f:

g(t) = T S(f’)-ejz"'(i)“-d(f—/> :i.s(f) (4.51)

a

According to equation (4.51) a scaled signal in the frequency domain
shows a reciprocally corresponding time axis due to the analogy theorem
of the Fourier transformation in the time domain.

SAR signal theory poses the problem to transform a scaled band pass
signal in the frequency domain to the time domain. At the same time the
scaling of the time axis has to be eliminated (Chapter 4.3.2 Basic ideas). To
change the time scaling, Papoulis [PAP68] derivates a calculation rule that
transforms a scaled time signal in the time domain into a “re-scaled” time
signal. To solve the present problem, however, an algorithm has to be de-
veloped that egalises the scaling created in the frequency domain with the
help of a corresponding back-transformation.

4.3.3.2 Scaled fourier transformation
4.3.3.2.1 Mathematical formulation

Again, let us have a look at the initial term in the frequency domain:
G(f) = S(a-f) (4.52)

If we now, other than described in chapter 4.3.3.1 Traditional Fourier
transformation, multiply by factor e*, and then integrate via f, the result
is:

g(t) = J S(a-f) - ™t . df (4.53)

After the substitution f’ = a - f results:

a)  lal

g(t) = T s(f’)-eﬂﬂf’t-d< ) L (4.54)

—00

Equation (4.54) says that a multiplication by a corresponding phase term
and the following integration via f, a scaled signal in the frequency domain
can indeed be re-scaled into the time domain by a special transformation.

Now the above described signal-theoretical derivation is system-theoreti-
cally converted as the indicated algorithm has to be implemented on a
computer.
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4.3.3.2.2 Systemtheoretical formulation

Initial point is the correlation:

i-s(t) = J S(a-f) - 2™l df = 371{S(a-f)}

(4.55)
If the quadratic supplement of the phase comes into operation, like:
of2maft _ ejfrat2 . ejrcaf2 . efjfra(t*f)2 (4.56)
then:
ﬁ~ s(t) = J S(a-f) - e . gmal’ . gjma(t-07 gf (4.57)
a
1 P} T ) : 2
FRCET J S(a-f) - @ . eIt gf (4.58)
a
and as final result:
1 __jmat? jmaf? —jmatf?
S0 =¢ ~[{S(a~f)~e’ }.e } (4.59)

The amazing final result according to equation (4.59) allows the re-trans-
formation of a scaled signal from the frequency domain into the time do-
main and the elimination of the scaling factor at the same time!

For the whole transformation, called “Scaled Inverse Fourier Transform”
(SIFT), only standard operations from communications engineering are
used, by name the convolution and the multiplication both in the fre-
quency domain and in the time domain.

The illustration in Image 4.4 requires a consideration unit by unit be-
cause of a standardisation:

el (£2) _ gmalind (1) graliad () gimaliad ()

S(af) exp(-j-m-a-f2) |1—| -s(t)
a

. 5 . 5 Image 4.4: Scaled inverse Fourier
exp(j-m-a-f) exp(j-m-a-t9) transformation
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For this purpose, the corresponding standardisation factors of the units in
square brackets are given the name index e. Inserting the terms for time
axis and frequency axis results in unit-free phase terms.

4.3.4 The phase approximation

In chapter 4.3.2 Basic ideas, besides of the inverse scaled Fourier transfor-
mation in addition a phase approximation is required putting us in the po-
sition to use a SIFT algorithm in the SAR-raw data respectively the SAR
data after the first step of compression. For this purpose, equation (4.46)
has to be replaced by an approximation, here called phase approximation.

4.3.4.1 Derivation of the approximation

In the following, the employed approximation is derivated for the total
backscattering spectrum o(f,(f, f;), f;).
Therefore we calculate the Taylor series for equation (4.46):

£(F,f) = % \/ (f+ ) — fi Vzcz (4.46)
s(x) = s(xo) + 8(%o) - (x — Xo) + %é(xo) X —x0) 4. (4.60)

At this, we neglect the quadratical and higher order terms of the approxi-
mation:

2 2.2 2 £\ f2.c2
f(f, fr) :E'\/(f+f0)2_ T4‘,2 :E'fO'\/<1+g> _4;2,f0 (4.61)

The first part of the Taylor series is calculated as follows:

2 2.2 2 £2.)2
fr(fzo,fr):E-f0~,/1—4"/2.%:?&)4/1— = (4.62)

The first derivative within the Taylor series is:

c N2 .2 ¢ £2.)2
14+—) - 1——+—
f() 4V2'f0 4v

. 2 2 1
f(f=0f)==-1- fo) & Z. (4.63)
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The non-linear spectrum can now be described as follows:

2. 2 2. 92
.\/(f+f0)2_fr_cg%.fo. _f A 42 f

4w ¢ v f2.)2
42
(4.64)

fr(f7 fr) -

(@IS

Now equation (4.46) is equivalent to a linear-scaled spectrum with an addi-
tional constant frequency part, and has to be transformed via the devel-
oped scaled-inverse Fourier transformation as demanded in the beginning.
Therefore we write:

2. 2
f2.c

4v2

£(F,£,) = % . \/(f R = aff) f4b(E) - fo (4.65)

The illustration of the backscattering spectrum is modified to:

(% \/ (4 £t - fr>‘ o(f(f.f:).f:) = o(a(f,) - £+ b(f:) - fo, £)

4v2’
(4.66)
The two approximation factors are:
f2. )7
blf) = ho 15 (4.67)
2 f
a(f;) =—-
¢ 2.2
e (4.68)

4.3.4.2 Approximation error

Images 4.5 and 4.6 illustrate different error functions as a result of the
phase approximation. The relative error is calculated by subtracting the ap-
proximation of the solution from the exact term. Image 4.5 illustrates the
approximation error without doppler displacement in consequence of a
squint angle. Corresponding to the approximation according to equation
(4.66) the parabolic error in azimuth direction as well as the linear range
error can easily be detected. Its absolute maximum value is about 4.17E-11.
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rased 1

Image 4.5: Relative approximation error for a doppler-centroid frequency of 0 Hz

If the phase approximation is analysed with the help of squint angles,
on one hand we will get a more serious error according to the squint angle
and on the other hand a dissenting performance of the error function. De-
cisive is only the maximum of the absolute error that results in Image 4.6
with a value of 3.55 E-7.

An improvement of the mentioned approximation results can be
achieved as already discussed concerning the range-doppler processor, by
the so-called secondary range compression. This is discussed in the sepa-
rate sub chapter 4.6 Significance of the secondary range compression.

4.3.5 Consideration of the backscattering spectrum in the band pass
domain

To derivate the SIFT-SAR processor correctly, we have to refrain from the
simplified consideration of the signals, namely in the equivalent low-pass
domain. SAR data indeed are band pass signals and thus have to be pro-
cessed in the band pass domain resp. processed as band pass signals.
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m-lﬂﬂm‘

Image 4.6: Relative approximation error with doppler-centroid frequency (100 kHz)

4.3.5.1 Consideration of the zero-suppression

To compress the backscattered spectrum correctly, we need to reflect on
the origin of the raw data matrix of the SAR system.

In reality, the received signals can be detected and recorded only after a
running time t,. For sensible reasons the raw data are recorded also from
the initial point t, on, so as not to waste memory space when receiving
non-backscattering echoes. According to the displacement theorem a dis-
placement in the time domain by -t, is equivalent to a multiplication in
the frequency domain by exp(-j2nft). Thus, the present equation (4.44) has
to be extended by a phase term.

Corresponding to the delay of band pass signals, according to the above
performed reflections, all in all results in the following term:

Gy (f, f;) = Gy, (f,f;) - e " E0N — (£ £,), ;) (4.69)

4.3.5.2 Transformation into the range-distance domain

If the transforming term described in equation (4.69) is processed respec-
tively scaled into the time domain, a signal in the azimuth-time domain
and in the range-time domain is created. However, the desired term we



174 Signal processing algorithms

need is one that allows to assign to any point of time 1 in azimuth direc-
tion a corresponding range distance in order to assign the corresponding
distances directly to striking pixels. For this purpose the range distance al-
ready is to be corrected by the minimum distance R, to the footprint.

Initial point is the derivated term of the backscattering spectrum (see
chapter 4.3.1.2 First compression-transform function), which originates
after the first compression:

4v2’

o(f(f, £, f;) = cs(i \/(f +1)% — ff- fT> (4.70)

With the approximation from equation (4.3.4) the phase approximation

f.(f,f;) =2a(fy) - f +b(f;) - fo (4.71)
is valid:
o(f(f, f),f;) 2 o({a(fy) - f +b(f;) - fo}, fr) (4.72)

As conclusion of the whole processor we have to look for a function that
depends in azimuth direction on the flight time and in range direction on
the distance o(r,1):

Valid is:

G({a(fT) o b(fr) . fo},ft) =T J c(r, 1—) e T @(E)Fb(E) ) | g,

(4.73)
To simplify things, we consider only the 1-dimensional case with the f,-de-
pending part.
With:

o({a(f) - £ +b(f) fo}.f:) = Fo(a-f +b - £) (4.74)

fs(r) = S HE(f)} = J Fo(f) - 27 . df = J Fo(u) - &2™7.du (4.75)

and the substitution u=a-f, du = df - a is:

fo(r) =a- J Fo(a-f) - &2t . df (4.76)

—00
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b
Further substitutions are f = x 4+ — - f;, df = dx. We then get:
a

fo(r) =a- J Fo(a-x+b-fy) - e2m@xdh)r. gy (4.77)
£(r) = a- OB J Fo(a-x+b-fo) - 2747 . dx (4.78)

The back substitution f=x reveals now the 1-dimensional intermediate re-
sult:

fy(r) =a- e bhr. J Fo(a-f+b-fy) ™t df (4.79)

The wanted transformation instruction is described as follows:

o(r, f) = a(f) - &7Fr00) J o({a(f) - f +b(£) - fo}, ) - 22T df

(4.80)
With the reflections in chapter 4.3.5.1 Zero suppression, the described in-

struction according to equation (4.80) has to be extended respectively
“shifted” by the minimum range distance Ry:

G({r + 1o}, fo) = a(fr) - el2m{r+ro}-b(f) fo
. J o({a(f,) - f+b(f) - fo},f) - e2malf)flrinl  gf

(4.81)

The result in equation (4.81) reveals the wanted total backscattered coeffi-
cient in the range-time-azimuth frequency domain and has only to be
transformed into azimuth direction to receive the SAR image.

4.3.6 Representation of the complete processor

All necessary requirements to realise the whole processor are discussed in
the previous chapters. Using these requirements, the SAR processor now
can be developed and illustrated in a block diagram.
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The SAR-raw-data matrix on hand in the first compression step are
compressed and standardised (according to chapter 4.3.1 Total scene spec-
trum and first compression step). That results in the total backscattering
spectrum in the equivalent low-pass domain:

f, — f. f
G, (f,f;) = o(f:(f,f;), fr) - rect< > - rect <B—> (4.82)

az

With the approximation from chapter 4.3.4 Phase approximation the result
of the first compression term is described as follows:

Gi(f, fr) = o(f(f, ), fr) = o({a(fe) - £ +b(f) - fo}, fr) (4.83)

In fact, the zero-suppressed band pass signal equation (4.83) in the equiva-
lent low-pass domain has to be processed. So equation (4.8) changes ac-
cording to equation (4.69) to:

Gy (f, f;) = Gy, (f,f;) - e 7"EHY — 5({a(f,) - f + b(£,) - £}, ) (4.84)

To explain the required steps for the azimuth compression let us have a
look at equation (4.81):

G({r + r0}7 fr) = a(f‘r) . e 12w {rtro}-b(f)fo

' J o({a(f,) - f+b(f) - fo},f;) - e P2mafdrin}  gf

—00

(4.85)

The total backscattering spectrum in the band pass domain is recognisable.
Equation (4.81) is rewritten with the help of equation (4.83) to:

o({r + 1o}, £.) = a(fy) - 2w (Tl bE)D

: J GlT (fa f‘t) N e7j21.l:(f+f())t ° 7]21[ a(f f{r+r0} df (486)

G({I‘ + r0}7 fr) — a(fr) . ej2ﬂ:~{r+r0}-b(fr)~fg . e—j27‘cfotV

: J Gy, (f, £) - e Pt malfm) , gi2malf)fr gf (4.87)



The SIFT processor 177

With t,=2ry/c equation (4.87) is the final result:

G({I‘ + ro}7 f‘r) — a(ft) i ej2n-r0-(b(f1)72/c)-f0 i ej2nf0rb(ft)

. J GIT (f, fr) . e—jan(ng/c—a(fr)To) . ejZTr-a(fI)~f~r .df
o (4.88)

Considering a possible time variance of the zero suppression t, = t,(1)

= R(7) results in:

G({I‘ + ro}7 f‘E) = a(f‘[) . ejzn'(r+r0)'(b(ft))'f0 . ej2nf0rtv(1:)

. J Gy, (£, £;) - e 20 -alf)m) | gi2malf)fr gp (4.89)

—00

Equation (4.88) contains all parameters necessary for the compression.
To simplify things, the following abbreviations are introduced:

C 1
—alf,) - =
ag a( ) 2 fTZ ~X2
1= (4.90)
c £2.22
bo =b(f) -5 =11 -5 (4.91)
2
by =by (4.92)
Gy(f, f.) = Gy, (f, ;) - Hio (£, ;) (4.93)
Hio (f7 fr) — e*jZﬂf(Zl‘O/C*a(ft)'l’(]) — e7j4nfL;“°) (4.94)

respectively without approximation for t, :

Hio(f, f;) = e P00 -sm)

I

His(r, ;) = a(f;) - e 477 (1-bo) . gf2mrby (4.95)

resp. without approximation for t,:

Hk3(1‘, fr) — a(fr) . ej2nfo-(b(fr)~ro—tv(t)) . ej21'c~fo~r~b(fr)



178 Signal processing algorithms

Considering the simplifications, the processing algorithm results in:

o({t+ 10}, £.) = Hig(r, £.) J Gof, £,) - P Fr . g (4.96)

—00

For the in equation (4.96) described integral:

Isier(f, f;) = J Gy(f,f;) - &2malf)fr . gf (4.97)

—00

we use the derivated SIFT algorithm (see chapter 4.3.3 Derivation of the in-
verse scaled Fourier transformation) and the processing of a complete SAR
scene is finished.

The Secondary Range Compression (SRC) illustrated in Image 4.8 Com-
plete SIFT processing is described in the separate chapter 4.6 Significance
of the Secondary Range Compression.

4.4 Scaling algorithms

As we already made use of scaling techniques with chirps when derivating
the SIFT processor, we will discuss the field of cognate processing methods
used in SAR processing and also e.g. when performing fast Fourier trans-
formations [OPP89].

4.4.1 Introduction

The principle task of the SAR image processing still remains the inverse
Fourier transformation of the backscattering spectrum in the 2-dimen-
sional time domain. The reflection of the 2-dimensional frequency domain
implements the image distortion, expressed by the non-linear frequency-
axis distortions in the frequency domain which has to be corrected after or
during the retransformation.

Concerning the derivation of the chirp scaling processor we will not use
a scaled inverse Fourier transformation but choose the way via the tradi-
tional inverse Fourier transformation to correct afterwards the remaining
scaling properties in the time domain. This means we separate the inverse
Fourier transformation from the actual scaling.

Initial point of the considerations again is the 2-dimensional, distorted
non-linear backscattering spectrum illustrated in chapter 4.3 The SIFT pro-
cessor:
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2r(t, 1)

Gy (f, f) = o (f (f, ), f)

sz (£ ft) — e—j21tf(2ro/c-a (foc s fo) - o)

G (r+rg, T)

Image 4.8: Complete SIFT processing
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(E(F,£),£.) = z\/(f+f)2—@f (4.100)
Grar,r—cc 0 av2 " .

We again approximate this spectrum the same way we did when derivating
the SIFT processor:

(% \/(f + o) — %, f,) =o(f(f,f;), f;) 2 o(a(f;) - f +b(f;) - fo, f;)

(4.101)
The two approximation factors are:
£2. )2
£)=2.f.4/1 = 4.102
b(E) ==+ f, ~ (4102)
2 f
a(f;) = - —— (4.103)
¢ £2. )2
1 _ T
4v?
After the approximation we now can fourier-transform inverse:
F Yot (f,£),£)} = F Ho(a(f,) - f +b(f) - fo,f)} (4.104)
1 r : r
F! f)-f+b(f) fiH,f)} =——- - e 1) fogiy
{G(a( T) + (1’) 05 1’)} |a(f-|;)| G(a(ft)) €
(4.105)

In equation (4.105) the retention of the scaling properties of the Fourier
transformation can be realised clearly. The originally scaled spectrum re-
mains scaled even after the inverse Fourier transformation, however, the
multiplicative frequency scaling changes corresponding to the now tempo-
ral performance to a reciprocal multiplicative time scaling.

To simplify things, we picture the inverse Fourier transformation of the
total backscattering spectrum as follows:

o lam) < = ) (4.106)

After calculating the first step towards the processed SAR scene, in the next
step the remaining scaling is to eliminate. That means we have to look for
a scaling technique that allows the correction of the time-scaling factor a.
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1 .n r scaling nlr .
la(f)] Qm» (r) (4.107)

4.4.2 Frequency scaling

A corresponding scaling in the frequency domain according to equation
(4.108) is already indicated by Papoulis [PAP68]:

N(a(f,) - f) = N(a - f) —line_, N(f) (4.108)

By combining convolution operations and multiplication operations with
corresponding signals a re-scaling of the frequency axis is achieved. For
this purpose please have a look at Image 4.9.

The scaling algorithm illustrated in Image 4.9 uses different chirps for
re-scaling of the frequency domain. The four chirps used feature different
chirp rates. According to Papoulis [PAP68] these four chirp rates can be
determined with the help of three fundamental equations:

Y 1

= (4.109)

y+o=8 (4.110)
_,.B

e=y- (4.111)

The next step towards development of the chirp scaling algorithm is the

displacement of the in Image 4.9 illustrated last multiplication chirp from

the output of the algorithm to the input. We have to consider the modifica-

tion of the chirp rate. The displaced chirp must use a corresponding chirp

rate whilst the displacement to the input of a sequence takes place. The

chirp rate is selected on the basis of the prevailing scaling at the input.
Chirp at the output:

N(E) = No(£) - =+ "

N(af)—>{ exp(j-0-f?) '%- exp(j-y-f?) ’%’N(f)

exp(-j-B-f?) ~expl-j-e-f)

(4.112)

Image 4.9: Frequency scaling according to Papoulis



182 Signal processing algorithms

N(af) exp(j-oc-fz) —> exp(j‘Y‘fz) —> N(f)

%exp(—j-e-a2~f2) exp(-j-B-f2)

Image 4.10: Modified frequency scaling

Chirp at the input:

N(a(f,) - f) = No(a(f;) - f) - % e Jealf) £ (4.113)

The modified scaling instructions change to:

To determine the corresponding scaling instructions required according
to equation (4.107) in the time domain, we transform the modified fre-
quency scaling back to the time domain. For this purpose, we use a tradi-
tional Fourier transformation.

To derivate the chirp-scaling algorithm the current chirp rates are calcu-
lated and adapted to the corresponding SAR-signal characteristics.

4.4.3 Time scaling and chirp scaling

As already discussed above, in order to determine the corresponding chirp
rates within the frequency-scaling routine, three determination functions
are available to calculate four parameters, the chirp rates. That is why it is
possible to choose one of the four parameters freely. For the derivation of
the chirp-scaling algorithm it is sensible to set the chirp rate of the first
multiplication chirp equal to the chirp rate of the actually used transmit-
ting signal. Then the first convolution is performed implicitly by the use of
the transmitting chirp.

£ 2. g2
—n-—= —¢g-a -f (4.114)

T

The chirp rate k, has to be interpreted dependent on the range distance
(so far, the chirp rates have been time-dependent parameters). With equa-
tion (4.114) the further chirp rates can be determined by inserting in
equations (4.109, 4.110, 4.111) and result in:

a=—-(1—a)" (4.115)

7l A

B=— (4.116)
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N(af) exp(j-o-f2) — exp(j-y-f%) — N(f)
& exp(-j-g-a2-f2 —i-B-f2
5 eXp(-j-e-at-f exp(-j-B-f9)
IFT
Image 4.10: Modified frequency scaling
o| L |* expj - | .2 |8 0
—|* exp(-j- —j-— n(r
R p=J . P|-) B
r? r?
exp J'E exp 1-7
Image 4.11: Modified time scaling
T 1
=—— —F— 4.117
v k, a-(1—a) ( )

Inserting equations (4.114-4.117) into Image 4.11 results in the wanted al-
gorithm that can re-scale the 2-dimensional total backscattering coefficient
originated by the inverse Fourier transformation. The stated scaling se-
quence is called chirp scaling [RUN92].

However, please note the modified phaseterm of the last multiplication and
remember the simplified time-domain illustration of the inverse Fourier trans-
formation of the distorted total backscattering spectrum equation (4.106):

|a(1fr)| ﬂ(a(rfr)) e 2 () fogEy |a(1fT)| .n<a(rfr)> (4.106)

Image 4.11 (*means convolution) shows the modified time scaling deliver-
ing as a result n(r). We are looking for o(r), though. Thus, in addition we
have to multiply our previous result by the conjugated phase term accord-
ing to equation (4.106):

o(r) = e h(r) (4.118)

In Image 4.12 The chirp-scaling algorithm this phase term is implemented
as final multiplication.

Like the range-doppler processor, we could derivate the chirp-scaling al-
gorithm from the common initial point, by name the 2-dimensional point-
target spectrum. The diverse illustration of the different processor types
reveals different advantages and disadvantages, which are discussed in the
following chapter.
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n[%]* exp(j-m-k,r?) exp(—j-n-k,-a-rz) —> o(r)

Raw data in Range-Doppler
Domain

exp(-j-m-k [1-a]-r?) ke |a|-exp(j-m-k,-a[1-a]-r?)
-exp (j-2m-k,- bfy-r?)

Image 4.12: The chirp-scaling algorithm

S(af) exp(-j-m-a-f?) — . s(t)

exp(j-m-a-f?) exp(j-m-a-t?)

Image 4.13 a: SIFT scaling

n[%]*exp(jﬁr-kr-rz) exp(-j-m-ky-a-r?) —» o(r)

Raw data in Range-Doppler
Domain

exp(~j-m-k[1-a]-r?) k,|a|-exp(j--k,-a[1-a]-r?)
-exp(j-Zn-kr-be~r2)

Image 4.14: Comparison SIFT-chirp scaling
Image 4.13 b: Chirp scaling

4.5 Connection between the different processors

We have a look only at the criteria of the SIFT processor and the chirp-
scaling processor. Both algorithms obviously make use of the scaling char-
acteristics of signals with quadratic phase trend (chirps).

The essential characteristics can clearly be realised in Image 4.14.

As a matter of principle, the functionality is similar with both se-
quences. The scaling is achieved by a succession of chirp convolutions and
chirp multiplications.

We would like to remind you that only to keep things simple, the de-
scribed sequences are displayed 1-dimensionally in equation (4.105). In
fact, the simplified input and output phase functions are 2-dimensional
terms derivated out of the 2-dimensional frequency domain.

Regarding the description of both algorithms, the different levels the
corresponding scalings are performed in can be realised.

The SIFT processor works in the 2-dimensional frequency domain
whereas the chirp-scaling processor in the range-, time- and azimuth-fre-
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quency domain. The advantage of the chirp-scaling processor is easy to
see. Using the chirp-scaling, in opposite to the SIFT processor, a Fourier
transformation can be leaped and thus calculating time saved.
The disadvantages of the chirp-scaling processor are also clear:
It requires a linear frequency-modulated input signal, “chirps”, for suc-
cessful scaling (first convolution of the input signal)
The chirp rates of the scaling chirps have to be modified permanently
during the scaling sequence.

4.6 Description of the secondary range compression

This chapter describes the significance of the so-called Secondary Range
Compression for the three derivated SAR signal-processing algorithms. A
geometric reflection had already been shown by [RAN94]. He describes the
Secondary Range Compression (SRC) as a term due to the loss of the
orthogonality between range components and azimuth components.

Let us choose the signal theoretical way that describes the SRC as com-
pensation of an approximation error, that error that results in the non-lin-
ear, distorted system-transfer function (2-dimensional radar backscattering
coefficient).

All derivated processor types here are proceeded from a 2-dimensional
description of the point-target spectrum. Thus, the mentioned approxima-
tion of the non-linear spectrum is equally performed in all processors in
the frequency domain and has to result in identical error-description func-
tions at equal output-phase functions.

The common initial point of the processor was equation (3.227):

f‘c - fc c-Rp 1
Rr(f, f:, Ro, To) = St(f) - 6(Ro, 7o) rect[ B ] : : 0 -
f+1f, ) e—j~n/4 . eJ2mfeo
, 2. 3/4
f+1£)" —=
{( + o) 4v? }

R ) 2
) e—]4n70~ (f+f)"—7)

The description of the 2-dimensional Fourier spectrum in the range-time-
azimuth-frequency domain requires an approximation of the pattern (Chap-
ter 3.5 Point-target spectrum in the range-doppler domain eq. (3.237))

1 1
Vl—i—x%l—i—?x—g-xz

We had to determine a modified chirp rate for this approximation equation
(3.247):
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£2)2

L1 kr2Ro~;V2
=" |1= 4.119
Kk a3 (4.119)

cfy-[1-=

4v?

The stated modified chirp rate was created due to that approximation re-
quired for the back-transformation of the 2D-point target spectrum in the
range-time-azimuth-frequency domain.

The range-doppler processor used (in opposite to the derivation out of
the common initial point, the 2-dimensional point-target spectrum) for the
Taylor series the known 2-dimensional phase term (see chapter 4.2 The
range-doppler processor equation (4.20)):

f2¢2
- 1
av? - (f+ 1))

in order to calculate after performing the corresponding conjugated phase

function:
22
P L
4v? - (f + fp)

the SRC as second derivative equation (4.31):

O(f, £, Ry) = —j .4nw.
C

Ok (f, £, Ro) = - 47:@'

1 1 ) Ry - ¢ k, - f2 4120
Kok | 2R pe P (4.120)
l_ T
[ 4v2~f§]

Both results equations (4.119, 4.120) of the modified chirp rates are identical.
On one hand we can assume that the described possibility to derivate the range-
doppler processor is calculated correctly with the help of the 2D-point-target
spectrum (see also [RAN94]). On the other hand the 2D-frequency domain
description obviously is a more common, respectively more exact solution
than the usually used range-time-azimuth-frequency domain for the range-
doppler processor (see also [RAN94]). Proceeding from the 2D-frequency do-
main, the transformation to the range-time-azimuth-frequency domain took
place by an approximation towards the Fourier transformation.

Still, the comparison between the two processors (SIFT- and range-
doppler processor in the 2D-frequency domain), which were both derivated
deliberately with the help of identical phase derivatives (equations (4.18,
4.46)), leads also to identical modified chirp rates.
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A further comparison between the SIFT processor and the chirp-scaling
processor (both were derivated from the 2-dimensional spectrum) must re-
sult in identical modified chirp rates for the Secondary Range Compression
as identical approximations of a common initial point were again used.

Thus, the Secondary Range Compression has to be implemented in all
described types of processors (e.g. during the range compression).

4.7 Quality of SAR processors

The quality of an SAR processor plays an important role concerning the
quality of the SAR-scene products. A number of testing and calibrating
methods to eveluate the corresponding criteria are known [ZIN93]. But we
only want to focus on two essential tests:

the point-target response/system-transform function

the phase preservance.

A SAR processor should fulfill the theoretically derivated functions, that
means to be in the position to generate out of a simulated point-target
function the expected 2-dimensional pseudo si-function with the help of
the derivated matched-filter operation. Doing so, the functionality is prov-
en (as also done in the progress of this work). The first developments of a
SIFT processor can be dated back to the year 1966 [HEI96]. Comparing
the further descriptions with those made in [HEI96] reveals substantial im-
provements both in the field of point-target descriptions and for regarding
the phase preservance.

If a SAR processor is intended to be used to process interferometric
data, that means he is supposed to process interferometrically recorded
SAR raw data in a way that interferograms can be generated from the com-
pressed scenes, so the SAR processor has to meet the requirements of the
so-called phase preservance. Phase preservance is the treatment of the
original phase information of the raw data in a way that after the complete
processing no modification of this phase is visible. If the requirements of
the phase preservance were not met then already whilst processing the nec-
essary single scenes phase errors would be created and would falsify every
single following working step.

Now let us examine the SIFT processor on its phase preservance. In
general, the phase preservance of SAR processors is proven by the forma-
tion of interferograms of its own. Concerning the point targets it is pro-
ceeded as follows:

a SAR-scene is processed in a distance Ry

the same scene is displaced and processed again in R;=R,+displace-

ment

the processed displaced scene is re-displaced

both scenes are processed by conjugated complex multiplications to an

interferogram of its own.
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In that created interferogram a statement concerning both the phase pres-
ervance and the range variance can be made by watching the phase. In the
beginning let us examine in the above described way a SIFT processor with
a point target.

In Image 4.15 we can see the result of a point-target compression. The
real part with the abscissa as range direction and the ordinate as azimuth
direction is illustrated. It does indeed meet our expectations. In particular
the processing of the that way generated ‘raw data’, in other words the
focussing of Image 4.15 after describing the input data beforehand in a
conjugated complex way, correspond with the derivated and in Image 4.3
illustrated ideal point-target response. The result of the point-target re-
sponse, generated from the conjugated point-target raw data, must be veri-
fied in Image 4.16 Simulated point target. A comparison with the ideal, cal-
culated response (Image 4.3, page 155) reveals an almost optimal congru-
ence. The functions created with the SAR processor are calculated without
exception only for ERS-1 parameters.

As already described, this point target is calculated with an interfero-
gram of its own by using a displaced point target (100 Pixel =790 m; ERS-1
parameter). The resulting interferogram and the corresponding phase dif-
ference is illustrated in Images 4.17 and 4.18. Please note the missing

Image 4.15: Point-target processing, real part, ERS-1 parameter
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Image 4.16: Simulated point target response

Image 4.17: Interferogram of the displaced and processed point target results
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Image 4.18: Phase difference of the displaced and processed point target results

fringe formation (phase skipping). If fringes are visible now the processor
has caused non-corrigible phase errors.

However, the phase relation to be determined gets more concrete by
comparing the measurement phase with the theoretically expected phase
characteristics in view of the modified range distance. This comparison is
qualitatively illustrated in Image 4.19.

Image 4.19 describes the direct comparison between the measured phase
and the expected phase. The expected phase can be determined according
to chapter 2.2.2 Doppler effect and frequency shift as follows:

2v?
K, = —— ‘2 4121
: A R(te) ( )

The wanted parabola as result of the corresponding spacer difference is
calculated as follows:

2v? 1 1
Akaz - ka - kaz =—-—2. - 4.122
0-kn =5 (R(ro R(n)) (4.122)

Both parabolas are qualitatively equal. The displacement in terms of an off-
set of the calculated parabola is inserted deliberately because of a better
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Image 4.19: Phase difference in azimuth direction (the target phase is illustrated in a displaced
way)

comparability. A comparison in quantitative terms will not be made as on
the one hand this contemplation has already been done in [HEI96] and on
the other hand a much more complex test will follow.

If only single points are used to verify a SAR processor, the occurring
input-signal energies are limited to the point target. Furthermore (provided
that the processor works properly), by using only single points particularly
with regard to the planar-shaped targets a verification can not be done.

On this account, an interferogram of a real SAR scene has to be gener-
ated. For this purpose another method has to apply as the above men-
tioned one:

a SAR scene (location: Oberpfaffenhofen) is processed within the cor-

rect, shortest distance R,

the same scene is displaced and processed again, but now the shortest

distance R, is not enlarged corresponding to the input-array displace-

ment, but reduced in a way that the processed phase characteristics in
the displaced input field is equivalent to the phase characteristics chosen
whilst focussing correctly, in other words: R; =R,-displacement

the processed displaced scene is re-displaced

both scenes are processed by a complex conjugate multiplication to an

interferogram of its own.

The following images visualise the generated test and tell us something
about the located errors.

At the beginning, the test area (Image 4.20) is introduced to get an idea
of the data record in use. In Image 4.21 the interferometric phase of its
own is displayed that appears at first glance as a low phase noise that easi-
ly could be considered as not noteworthy.
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S ¥ 2 ‘

Image 4.20: ERS-1 recording of Oberpfaffenhofen, Germany

However, the following Image 4.22 reveals a segment of Image 4.21. In this
image we realise that the appearing phase peaks very well cause a distur-
bance noticable as corresponding level errors in a possible interferogram.

Besides these observable peaks appearing at first glance as phase errors,
no systematic phase errors let alone phase skippings can be detected,
though. Thus, the tested processor shows only single phase peaks as erro-
neous which require further examination.

To achieve a clearer comparability we only use plots of entire 2-dimen-
sional arrays. Image 4.23 illustrates the phase characteristics of the inter-
ferogram of its own as a plot and thus corresponds with Image 4.21. The
mentioned peaks are clearly recognisable. Let us have a look at their ori-
gins.

If a SAR scene shows only low radar backscattering coefficients then
those poorly reflected parts of the scene appear only as dark areas in the
SAR image. In those areas not able to receive real characteristic signals of
the sensor, due to the missing signal information, no correct phase infor-
mation can be extracted. The phase information generated with the help of
the interferogram of its own can lead to phase errors within the dark areas
of the SAR image which can be identified as peaks in the phase image.
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Image 4.21: Phase characteristics of the interferogram

Image 4.22: Part of the phase characteristic of the eigen-interferogram



194 Signal processing algorithms

IANERENENI

IRARERERER:

_

Phase in [rad]
o

|
—_

|
N

o R R N R R R RN

ETETRTRT] INTERRNIN] ARRTRERENE IRRRTRERTE IRRRET!

1.0x10° 2.0x108 3.0x108 40x10°
Samples

|
w

Image 4.23: Phase characteristics of the interferogram

1.0 T T

0.8 - —

=}
o
—T—
|

Normierte Amplitude
o
=
——
l

0 1.0x10° 2.0x108 3.0x108 40x10°
Samples

Image 4.24: Standardised interferogram (absolute)

Now we can assume that eliminating the dark areas in the SAR image could
lead to a reduction of the phase peaks. This would prove our reflections.

First of all we have a look at the interferogram in Image 4.24 which cor-
responds to the brightness of the SAR scene. As the small amplitudes are
interesting for us we choose an inverse plot, Image 4.25.



Quality of SAR processors 195

1.2x10'° T T T

1.0x10"
8.0x10°
6.0x10°
4.0x10°

2.0x10°

0 ud‘ Lt dulul |l L [JILJJI ‘ L LlL.l ol

0 1.0x10° 2.0x108 3.0x108 4.0x10° 5.0x10°
Samples

L e e I s o s e e e s e
e b e b b b e by

Image 4.25: Inverse standardised interferogram (absolute)

Phase in [rad]
o
T
|

_4 1 1 1
0 1,0x10° 2,0x108 3,0x10° 4,0x10°

Samples

Image 4.26: Verified phase characteristic of the interferogram of its own

The poorly reflecting spots are clearly visible in Image 4.25 as peaks in
the interferogram.

To eliminate those poorly reflecting areas, both the average value and
the variance of the value of the processed SAR scene are calculated. As
borderline of that so-called dark spot a concrete deviation of the average



196 Signal processing algorithms

1.84 ' . '

1.83

H
1.82 [
T
©
£ 181
b
©
<
a
1.80
1.79
1.78 ) . )
0 1.0x10° 2.0x10° 3.0x10° 4.0x10°
Samples

Image 4.27: Verified phase response of the interferogram of its own

value is defined, the 100-sigma distance. As a limit not the usual 3-sigma
border is used but a substantially more demanding criteria. Thus, peaks
must be up to thirty times below the average value. Finally we can speak
now of peaks or poorly reflecting targets.

In the SAR scene all the spots smaller than defined in the above men-
tioned 100-sigma distance are marked. In the next step all those marked
pixels in the phase array that correspond to the marked areas in the SAR
scene are set to calculated average value of the phase response.

Image 4.26 illustrates the results of the phase response. To make the im-
age more comparable to Image 4.23 we did not change the axis. Image 4.26
clearly shows a substantial improvement. Even the disturbing peaks in the
phase response are eliminated. The phase errors initially assumed as erro-
neous processor properties are due to insufficient backscattering character-
istics of the observed area.

Image 4.27 shows the verified phase characteristics in a more detailed
way. With its help we can detect a phase noise respectively phase error of
the processor of about 0.95% based upon 27’. Another test (not illustrated
here) used the mentioned 3-sigma and reduced the phase noise to a level
of 0.16% or 0.5°. Already an accuracy of 3° is called precision SAR Pro-
cessing’ [RAN94].

Thus, the described novel SIFT processor meets the requirements con-
cerning the phase preservance and, thanks to its accuracy, can be assigned
to the precise processors.
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5.1 Introduction

Besides the determination of geophysical parameters there is an essential
area of application of the radar with synthetic aperture, the multi-
dimensional mapping of areas. Extracting in particular height information
of the corresponding data of a certain area is interesting.

In the field of earth science the exact knowledge of the topography is an
important condition to perform and analyse measurements of different
kind. For instance, at the framework of earth observing measurements,
minimal movements of the earth’s crust along tectonic plates are registered.
Volcanic eruptions can be predicted by observing topographic height char-
acteristics [SCHW95]. In the meantime, the supply of digital altitude infor-
mation has become a necessity for applications in the fields of land use
planning and environmental observation. It also serves as data base for geo
information systems (GIS).

Digital height models play also an important role in the fields of proces-
sing, analysing and interpretating of corresponding remote sensing data.
Especially in the field of geocoding of different input-data bases (Landsat,
Spot) digital-height models of the terrain are required.

The traditional methods to generate digital-height models basing upon
different methods of data recording and modified data processing (tache-
ometry, digitalising of topographic maps, photogrammetric methods) will
soon be obsolete. The application of the more accurate interferometric is
more and more advancing. In the future the traditional methods will only
be used for special applications.

5.2 Theory of SAR interferometry

[GRA74] pointed out for the first time the possibility to achieve knowledge
concerning the topography of a terrain with the help of the interferometric
processing of SAR data. The method of the SAR interferometry, already
discussed at the beginning of this work, among others enables us accord-
ing to [SCHW95] to take advantage of the possibility of measuring the ab-
solute ground level height:
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geocoding the recorded data and thus comparing with satellite-based re-
cording systems

the radiometric calibration of SAR images

creation of data bases in geo-information systems.

The method of SAR interferometry (also called SARIF or InSAR) is based
on the coherence of the radar’s signal, the recording of two images of the
same area from different perspectives and the utilisation of the phase infor-
mation of the SAR images.

Considering Image 5.1, the conventional SAR method (only sensor 2)
point 1 can not be distinguished from point 2 because of rs;p; =rsyp,. Thus,
there is no detectable phase difference of both echo signals.

Applying a second sensor this ambiguity is solved (because rs;p; #Is1p2).
The phase of the echo signal of point 2 on the sensor is:

27 - 21'3 P2
&y =T g gy (51)
On sensor 2 the following phase is measured:
27 - 21‘5 P
b, = TZZ + b (5.2)

Now forming the phase difference of both signals results in the interfero-
metric phase:

Sensor 1

B : Baseline
& : Angle of baseline

Point target 1°\

Image 5.1: To the principle of the SAR interferometry
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— - O, (5.3)
The height can be calculated according to [LOF] as follows:
h=H-r- [\/1 —a?-cos(E) —a- sin(é)} (5.4)

whereas

a= T (5.5)

In practise, ¢y is not identical at two overflights as the recording condi-
tions have changed. For this reason (among others) the extracted interfero-
gram calculated by the conjugated complex pixelwise multiplication of the
two complex SAR images:

Z=1 (X7 Y) "Ly (X7 Y)* (5'6)

in its phase, the interferometric phase:

Re{Z(x,y)}
Im{Z(x,y)}

is not accurate. An inaccuracy results in determining the evaluation ac-
cording to equation (5.4) and (5.5). The signals echoes received with sen-
sor 1 are not completely coherent to those received with sensor 2 which
means there is no fixed, defined phase relation between the two signals.
The degree of the coherence between two SAR signals s; and s, can be de-
fined as follows [BAM93]:

E{s; - s;*}

’Y =
VE(si?) - E{ls:P}

3¢ = arctan (5.7)

(5.8)

whereas E{...} is the expected value. The value of this “correlation coeffi-
cient” v can have values between zero (incoherent) and one (coherent) and
serves as quality indicator of the interferometric phase. To get exact height
information whilst extracting and processing SAR data, a high value on the
phase preciseness has to be set.

The achievable phase preciseness of the interferogram is influenced by
the following possible de-correlation effects:

change of the physical characteristics of the observed scene within the

two overflights (for example change in vegetation, in the water’s surface)
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raw data
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phasepreserving
SAR-processor

/ \

complex complex
SAR-scene 1 SAR-scene 2

\ /

Co-registration

b

elimination of the spectral shift
of the systemtransfer-functions

L

generation of interferogram

|

elimination of the flat earth (phase)

l

Phase Unwrapping

calculation of the height out of the phase

Slant/Ground-geometry conversion

geometrical correction of the images

calibration of the height for geocoding

SLC-images

Image 5.1a: Processing chain

running-time differences of the radar waves due to changing tropo-
spheric or ionospheric conditions between two overflights

thermic noise of the radar system

rotation of the target concerning the perspective of the radar in non-
parallel orbits

phase errors whilst recording or processing data

non-precise coregistration
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spectral displacement of the system-transfer functions (due to different
perspectives a dissolution cell has been considered. Caused in range by
the (necessary) baseline, in azimuth by probable different antenna squint
angles).

Examinations of those decorrelation effects concerning their appearance,
their effects on the phase preciseness of the interferogram, their system the-
oretical descriptions are described among others in [ZEB92], [JUS94],
[GEU95]. They will not be considered any further here. The necessary steps
towards the received raw data to the geometrically corrected digital height
model will be revealed in an easily comprehensible way (see Image 5.1).

Further on we illustrate some newly developed parts of the interferome-
try processor. After a detailed discussion the corresponding results are pre-
sented.

In particular the discussion on the newly developed parts differing from
those earlier mentioned will be considered with the help of a further component.

In order to derivate the interferometric processing flow analogously, we
will systematically discuss the developed algorithms sequentially following
their particular purpose.

5.3 From the raw data to the digital evaluation model

The processing flow is described in an overview starting from the raw data
to the geometric corrected digital evaluation model. The used images do
not compulively corresponding with each other, in fact meaningful scenes
or parts of them are used to demonstrate the corresponding processing ef-
fects.

DHM calculation from interferometric SAR raw data

Given are two corre-
sponding, interferome-
trically recorded raw-
data scenes (real-part
illustration).
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Processing

Zl (1‘, a) = (1’7 a) . ej'(pl (r,2)

Coregistration

After the phase-pre-
serving  processing
two complex SAR
scenes originate, the
so-called single-look
complex (SLC)
Images (real-part il-
lustration). The dis-
placed illustration
serves to clarify the
different  recording
positions.

The coregistration cor-
rects the geometric re-
cording distortions
due to the different re-

cording positions of

both receiving anten-
nas (real-part illustra-
tion)

Calculation of the interferogram

z(r,a) = z,(1,) - 2,(r,2)* = a(r,a) - 20

with

o(r;a) = @,(r,2) = ¢,(r,2)

ZZ (r7 a) = a (1’7 a) . ej'(pl(r»a)

After complex conjugated multiplication of both complex single images the
complex interferogram originates containing the current height informa-

tion.
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Displayed is the real part of the complex
interferogram. The fringe formation (phase
ambiguity) is already clearly recognisable in
the interferogram.

Calculation of the interferometric phase

R —

To utilize the height information out of the
complex interferogram with the help of the
creation of the arcus tangent function, the
phase is calculated.

The phase skippings due to the not illustra-
table evaluation dynamics are clearly visible.

Calculation of the unambiguous phase
(Pm(r> a) = (Ph(r; a)

The problem of the phase ambiguity is solved with the help of the so-
called phase-unwrapping algorithm. Different methods are discussed in
[KRA98] and will not be considered here.
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The illustration contains clearly visible the
“flat earth” due to the side-looking method
(Side Looking Geometry — DO-SAR) as slant-
offset term in the evaluation.

Geometric calculation of the slant height out of the unambiguous phase

h(r,a) = f(gy(r,a))

By using the derivations made in chapter 5.2
and [LOF] we can generate an height-informa-
tion from the unambiguous phase-informa-
tion. The required calculation needs as entry-
information the so-called base line.

Without knowledge of the baseline, an ex-
act calculation of the height is not possible.
The estimation of the baseline is not dis-
cussed at this work. The baseline problematics
are discussed for instance at [SMA93].

Geometric calculation of the ground height from the slant height

The substantial change in the illustration in opposite to the slant-height
model allows an easier control of the changing ground distances due to the
prevailing evaluation of the observed area.

The higher the recorded area the larger is
the distance of the corresponding pixels (fore-
shortening).
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Geometric corrections (layovers, shadows) of the ground height

The last geometric correction concerns the shadows of the radar and lay-
over areas before finally creating a digital terrain model.

A new method for SAR processing (SIFT) is already presented in chap-
ter 4. The problem concerning the phase unwrapping is already discussed
in [KRA98]. The task of precise estimating of the base line (base line esti-
mation) is processed at the moment [LOF]. Further on we will discuss
mainly the missing details for the coregistration, for the slant/ground con-
version, for the layover-, shadow- and foreshortening correction, which are
necessary for the closed description of an interferometry processor. The
last step reveals a method to automatically generate the elevation-pass
points (plus geocoding).
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5.4 Coregistration
5.4.1 Problem and requirements for the image registration

As already mentioned at the beginning of this work, the imaging geometry
of both single SAR scenes due to the different satellite orbits (ERS) and
thus the different recording positions (aircraft-SAR) the imaging geometry
of both single SAR scenes is generally different from each other. The dis-
torted and against each other shifted image data have to be adapted in a
way that they overlap preferably well (high coherence). This method is
called coregistration.

According to the results of [JUS94] concerning phase statistics and de-
correlation of SAR images, inaccuracies within the coregistration lead not
to a phase offset but to a phase variance.

This attracts attention to a relative displacement of both images by frac-
tions o from a dissolution cell a decorrelation part for the correlation coef-
ficient of:

lv| = si(a) (5.9)

The standard deviation of the interferogram phase dependent on the dis-
placement a is illustrated in Image 5.3 for SNR=10 dB and SNR = oo:
When fixing the requirements towards exactness for the coregistration
process it is to consider that even a perfectly coregistrated image and an
identical transfer function (after eliminating by filtering the existing spec-

Footprint 1

h Footprint 2

Image 5.2: Geometry to the coregistration
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Gy Image 5.3: Standard deviation of

the phase depending on the dis-

100° placement o in parts of a dissolu-

tion cell in azimuth direction ac-

cording to [JUS94] (is valid also for

SNR=10 the displacement in range direc-
tion)

SNR =0
50°

tral displacement in range direction) cannot prevent the appearance of a
phase deviance due to the thermic noise. The value of the correlation coef-
ficient according to equation (5.8) is reduced (with identical SNR’s in both
overflights) to:

1

= 5.10
1+ SNR-! ( )

Y

The standard deviation of the phase as term of the coherence is illustrated
in Image 5.4.

To achieve a error standard deviation of <60° the average coherence has
to be better than 0.8!

With typical SNR’s of SAR images (10-20 dB) [GEU95] phase-deviations
of about 15° to 40° already result. These values are trend-setting concern-
ing the required exactness for the coregistration.

Image 5.3 says that at a phase standard deviation of 40° (for SNR=
10dB) already available due to the thermic noise, a displacement o of about
<0.1 resolution elements affects no further aggravation of the phase pre-
ciseness.

The both complex SAR images must be coregistered with a preciseness
better than 0.1 resolution element, so as not to increase the phase differ-
ence. A resolution element has (ERS-1 SAR) a size of about 9.6 m in range
direction and 5.0 m in azimuth direction. In the SAR images provided, a
pixel is in accordance with 7.9 m in range and 3.9 m in azimuth.

The exactness of the adaption of the two images after the coregistration
should be better than about 1/8 pixel (0.1 resolution element is equivalent
to 0.122 pixels in range and 0.128 pixels in azimuth).

The usual method to perform an image correction originates from the
photogrammetry [SCHWO95]. It requires three essential processing steps:
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Image 5.4: Standard deviation of the phase error as term of the coherence [LOF]

o

the determination of the mapping function between both images

the new mapping of a slave of both images depending on the corrected
distortion

a following resampling of the equalised image to the sampling distance
of the first non-equalised image (master).

In the past years a series of different methods to determine the mapping
term [SCHWO95] were suggested. All of them based on the method of using
the coherence of the SAR signal as a dimension for the quality of the adap-
tion of both images (master, slave).

The accuracy of the adaption of the two images, as already discussed,
has to be in the subpixel range. In practice, for this purpose a rough regis-
tration is performed first, which overlaps the two images in a way that the
positions are deviating corresponding to their pass points (at best 1 to 10
pixels from each other per dimension).

Using the following precise registration we get the exactness in the sub-
pixel-range whereas for the subpixel exact determination of the position of
the image points we use interpolation methods.

1. Determination of the position of n pass points
Determination of the position of the pass points (X;,Y;) in the slave im-
age (image to be displaced)
Usage of a capable method for determination of the position of the same
(corresponding) pass points in the master image (x;,y;) (image serving
as reference)
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Master-image Slave-image

-

0123 X 01 23 X

Image 5.5: Necessity of resampling

2. Estimation of a transformation function (mapping function) by using the
known position of the pass points in a way that:

Xi = f(Xi,yi) (5.11)
and
Y = g(xi, vi) (5.12)

3. Transformation
Usage of the mapping function: finding out all points positions of the
slave image corresponding to the associated points in the master image,
in other words transformation of the slave-image points to the master-
image grid. That results in whole-numbered coordinate positions that
have to be interpolated. This procedure of scanning for a regular grid is
called resampling (see Image 5.5).

As already mentioned, in the beginning of the precise registration at least
segments of an image have to be interpolated in order to achieve the sub-
pixel preciseness in the coregistration.

Most coregistration methods known work by following the described
principle. However, they notably differ from each other in the way of the
correlations analysis (in the location respectively frequency range), in the
transformation functions used and in the interpolation methods (achieving
a subpixel preciseness and when resampling). A discussion of the different
principles is described in detail in [KNE98].

The coregistration is performed in principle as explained in the begin-
ning of chapter 5.4.

5.4.2 Rough registration

The rough registration of the two Images is performed according to pat-
tern in Image 5.6. As for the determination of pass-point pairs (reference-
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reading of the both complex images Image 5.6: Process of the rough registration

(Master- und Slave-Bild)

automatical detection of the reference-
points in the slave image

evaluation of the corresponding
reference-points in the master image

calculation of the transformations-function

transformation and resampling

point pairs) a special correlation analysis with both images has to be per-
formed we at first use a slave-image window to select reference points. The
pixel on top of the left side of the corresponding window is the reference
point (see Image 5.7).

For selecting the windows of the slave image certain eligibility criteria
apply. At first the reference points should be distributed in a geometrically
reasonable way around the image (e.g. they should not be all in a row or
in a line), to allow the generation of exact transformation functions.

As a further criterion we have a look at the average information content
of the window (the slave-image segment) as an image range with high in-
formation content can be found more easily in the master image (respec-
tively can be differentiated from other image segments). An explanation
for the necessary information, entropy and others, a historically and

Referencepoint of Master-image Referencepoint of Slave-image
Search-Area S%° Window
Pw
Pw
Master-Image Slave-Image

Image 5.7: Display detail and position of reference point
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mathematically detailed description of the information theoretical
approaches and terms can be retrieved from [ARN96].

To describe a set Sy, containing N=2" elements, this information will
suffice:

I=n=1d(N) (pseudo unit: bit) (5.13)

known as Hartley’s information, when all elements occur with the same
plausibility and their appearance is answered with “0” or “1”. If we now
accept sets appearing with different plausibility their elements with the
same plausibility, though, we need to describe an element of the set Sioa
the information in which set is that element respectively which element
within the set is meant.

Concerning the interesting display detail, each value (maximum p values
at P pixel) basically represents a set with the element number 1. That
means this is the information indicating which set the element is part of.
This is the so-called Shannon’s information (entropy):

n

I=—> pi-ld(px) (5.14)

k=1

whereas py represents the plausibility of appearance of the value k (and
thus also the set Sy).

The maximum value of the information entropy, I=1d(n), occurs in the
identical plausibility (pyx=1/n). If there is an image containing a maximum
of 256 grey scales (8-bit quantisation) and the histogram is showing that
each grey scale occurs exactly x-times, an equipartition is presented, and
the average information content is 8 bit (= maximum).

The necessary windows are automatically selected in a geometrically rea-
sonable way and in addition due to the possibly highest average informa-
tion content. The user has to specify the number and the wanted size of
windows (whereupon it can be selected between 3, 4, 5, 8, 12, 16, and 25).
(To keep things simple, a quadratic window is chosen. A differentiation of
the windows’ size in x-direction respectively y-direction would not reveal a
noticable improvement for the continuing coregistration process).

Generally, a display detail of the slave image is displaced with the incre-
ment 1 pixel over the complete master image in order to find the corre-
sponding master-image segment (Image 5.9). That means it is assumed
that the user has no information on the position of the corresponding mas-
ter-image segment. This assumption is reasonable with SAR images be-
cause of their characteristical structure (Speckle effect), similar display de-
tails without performing any further processing can only be found with
high uncertainty (see Image 5.10).

Whilst proceeding with the registration process we have to examine the
corresponding reference positions in the master image.
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Image 5.9: Formation of the master-image segments

Image 5.10: SAR-image segment, ERS-1, Egypt
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Surface Spline

30

Image 5.11: Surface-spline interpolation

tion analysis explained in [KNE98]:
calculation of the sum of the absolute value of the differences - as num-
ber of the similarity of the image segments
direct calculation of the correlation coefficient in the time domain
calculation of the correlation coefficient by multiplication in the fre-
quency domain.

The calculation of the reference point positions is done because of the ve-
locity advantages in opposite to the alternative method, the method of the
sum of the abolute value of the differences.

After determination of all pass-point pairs the transformation functions
can be arranged. According to the examination in [GEU95] and [KNE98]
surface splines are used as transformation functions. They show in oppo-
site to the traditional polynom transformations (bilinear interpolation) an
improvement of almost 10% concerning the following measurable coher-
ence.

To explain the principle let us have a look at Image 5.11. The used terms
x and vy illustrate the master-image coordinates, the fictive “elevation” z is
equivalent to the slave-image coordinates. The final resampling is also done
with surface splines because of the above mentioned reasons. The rough
registration is finished.
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5.4.3 Precise registration

Because of the relatively low number of used pass-point pairs, and the
comparison of the display details at pixel level, there still exist coregistra-
tion inaccuracies concerning some pixel. To achieve the desired exactness
in the subpixel range, we process a so-called precise registration. The pro-
cess in principle is a result of Image 5.12.

To achieve a high exactness and reliability of the transformation func-
tion, quite a lot of reference points (in comparison to the size of the slave

automatical distribution of the reference
points in the slave image

allocate the corresponding search-
windows in the master image

A,

allocating the place for the zero-
padding in azimuth

A

interpolation of the windows in the
subpixel-domain

defining the reference points in
the master image

calculation of the transformationfunctions

A,

transformation and resampling

Image 5.12: Process of the Precise-registration
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Image 5.13: Automatic generation of pass points
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Image 5.14: Principle for determination of the pass-point pairs at the precise-registration

window) are distributed in the slave image. A selection due to the informa-
tion content is not considered according to the great number of reference
points and the thus relatively low displacement of a window.
Selecting the windows size requires that neither the slave image nor the
master image has to be interpolated completely into the subpixel range.
Instead of this, we consider in the slave image only the segments speci-
fied by the position of the reference point and the selected size of window.



216 Interferometry

In the master image slightly bigger details (searching windows) are in-
terpolated. The slave window is not displaced when determining the related
reference point over the whole master image as performed in the rough re-
gistration. We only use a range whose size is defined by estimating the still
remaining de-registration after the rough registration in x-direction re-
spectively y-direction.

28 pixel are chosen for the size of the slave windows. The searching win-
dows have a size of 32 pixel. Thus, we assume that the rough-registration
takes place with an accuracy of +2 pixel. Considering this knowledge, the
definitions concerning the size have to be performed by the user.

The position of the search window is a result of the position of the ref-
erence points in the slave image and the selected size of the search window.
The interpolation of the search window and the slave windows into the
subpixel range is performed by FFT of the windows and zero-padding in
both dimension of the image spectra, which is equivalent to an excessive
scanning in the time domain. The segments are enlarged eight times as an
exactness of 1/8 pixel is enough for the coregistration. During the zero-
padding in azimuth direction we have to consider that the zero point is
not in the middle of the azimuth-time axis but is displaced by the value of
the doppler-centroid frequency (SAR scenes are processed in azimuth di-
rection in the doppler-centroid frequency, thus the middle frequency of the
characteristic doppler displacement). The determination of the reference
point positions in the search windows again take place by examination of
the correlation coefficient.

5.4.4 Results of the coregistration

As an example for the successfully working coregistration process let us
have a look at segments (size 150x150 pixel) of the given aircraft-SAR
images (DO-SAR). The coherence is declined by 20% (additive Gauss-dis-
tributed noise) and the slave image in addition is displaced by about 2
pixel in range and 1 pixel in azimuth. See the manipulated SAR images il-
lustrating now input data of the coregistration (master image and slave im-
age) in Images 5.15 and 5.16.

The rough registration proceeds by spatial correlation analysis via 8
search windows each with a size of 15x15 pixel. The following precise re-
gistration works with 15 windows and a window size of 32x32 pixel.

In image 5.17, the coregistrated result is decribed less meaningful,
though. The performed calculation for five randomly selected windows for
the current range displacements and azimuth displacements result in a re-
gistration preciseness of 1/8 pixel and in a substantial improvement of the
coherence of partially more than 200% (see table). For this purpose we ad-
here to the phase failures below 1% with the aid of the surface-spline inter-
polation.
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Image 5.15: Master image Image 5.16: Slave image Image 5.17: Coregistrated slave
image

Value of the coherence
Window no. 1 2 3 4 5

Before coregistration 0.2108 0.2919 0.2457 0.2307 0.2519
After rough registration 0.6144 0.6671 0.5292 0.5628 0.5858
After precise registration 0.6423 0.6993 0.5452 0.5981 0.6093

The introduced method is not only an extremely powerful tool to solve the
coregistration problem, the coordination of distorted data arrays is elemen-
tary in the field of remote-sensing methods e.g. for processing of the geo-
referencing problem.

Above all, the application of geo-information systems (GIS) due to dif-
ferent recording sources and their different recording positions confront us
time after time with the task of referencing local non-linear distorted data
sources against each other instead of allowing the corresponding usage of
the GIS, namely evaluation of different data-fusion techniques.

In the course of this work we will use again this explained coregistration
method during the so-called geocoding. Then not the local distortion (dis-
tortion of two levels) is corrected but calculated the correction of generated
evaluation models.

But first we will discuss preliminary problems concerning the geometric
transformation and corresponding modifications of the evaluation model.

5.5 Geometrical conversions and correction

5.5.1 Orthometric projection and foreshortening

In chapter 5.2 (Image 1.8) and chapter 5.3 further steps for generation of
the interferogram after the performed SAR processing and the described
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slant range

ground range

X

Image 5.18: Slant/ground-recording geometry

coregistration apply. To them count among others the “elimination of the
spectral displacement of the system-transforming function”, “the elimina-
tion of the flat earth” and the “phase unwrapping”. This listed processing
steps are derived in [KRA98] and are not considered here.

The conversion of the unambiguous phase due to phase unwrapping into
the corresponding altitude information is explained in chapter 5.1 and il-
lustrated in detail in [LOF].

In the course of this work the respectively necessary correction methods
are illustrated and their realisation discussed afterwards.

In consequence of the recording geometry, the elevation informations
coming from the interferogram are created in the slant-range domain, thus
not in a rectangular coordinate system but in a slant-distance system. Im-
age 5.18 Slant/ground-recording geometry clarifies this correlation.

Initial point of the conversion therefore are the interferometric altitude
data in the so-called slant distance (slant distance sl_r). The calculation of
the ground distance gr_r takes place by inclusion of the known flying alti-
tude H, of the SAR sensor and the known elevation of the object (quasi
online GPS measurement on board of the sensor) z via:

grr= \/sl,r2 — (Hy —z)° (5.16)

As already mentioned in chapter 2, distortions in the altitude illustration
are created by the side-looking recording method which has to be realised
and eliminated during the slant/ground conversion. That requires among
others the so-called foreshortening effect that reproduces mountain sides
shortened when they are tilted towards the sensor. Corresponding tilts in
the opposite direction from the sensor result in an extension of the repro-
duction. Regarding Image 5.19, these effects can be seen clearly. During re-



Geometrical conversions and correction 219

& 9 & B slant range distances

SAR-sensor

illuminated area

> gr_r(t)

gr_n(@) gr_r(t) / gr_ry(t) gr_r(1)

corresponding nonequidistant ground range axis
X

Image 5.19: Foreshortening geometry

gistration of the interesting surface, original ground-elevation values are
recorded as equidistant slant-elevation values by the sensor. The equidis-
tance is only valid concerning the slant distance (slant-range distance) to-
wards the sensor.

The complete SAR-signal processing chain works within the slant-range
coordinates system until the geo-referencing (calculation of the heights) be-
gins. To change back into the wanted original ground-coordinates system
the corresponding recording geometry has to be reproduced. That means
we calculate a ground axis according to equation (5.16) and get for each
known height value its current position in the searched ground-coordinates
system. Regarding the ground axis drawn in Image 5.19 (corresponding
non-equidistant ground range axis) with the converted ground-height val-
ues respectively distance values, the above described foreshortening-distor-
tion effect and the necessity of its egalisation by the corresponding conver-
sion is clearly recognisable.

Starting from the slant axis we now realise in slant-ground projection
(following the slant pixel at Image 5.19 along the equidistant lines) a pro-
longation of the mountain sites tilted towards the sensor and thus we re-
trieve the correction of the foreshortening. This is also valid for the corre-
sponsing heights tilting in the other direction.

Besides the correcting characteristics, the generated ground axis after
the conversion appears not to be filled equidistantly with altitude values
any longer. Consequently we have to determine the ground axis by interpo-
lation routines in consistent dissolution cells. Doing so, several different
methods of interpolation during the coregistration are available [KNE98].
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Image 5.20: Slant segment (Titisee, Germany)  Image 5.21: Ground segment (Titisee, Germany)

Developing the slant/ground converter, the realised algorithms had to be
optimised significantly concerning the calculation time. Consequently, a 1-
dimensional, linear interpolation routine in range direction was chosen for
the slant/ground converter (also called ortho-projector). Images 5.20 and
5.21 illustrate a SAR scene segment of the test area “Titisee” before and
after the ortho-projection. Only the amplitude image is displayed to show
the obviously visible conversion distortions that originate as a result of the
prevailing height differences in the current positions.

Clearly visible is a much stronger displacement of the original array in
the near range. The reason is not to find in the stronger height variation
in this position (see height model in Image 5.27), but rather in the steeper
angle of incidence of the microwave radiation, in other words the steeper
recording geometry and the related stronger distortion characteristics.
Thus, the stated calculations reflect the slant geometry to the ground ge-
ometry and thus correct the so-called foreshortening effect.
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5.5.2 Layover effect

Following the idea of the foreshortening effect consequently leads us to an-
other geometric effect, the so-called layover effect. It describes such a
strong shortening of the surface to be projected by the side-looking geome-
try and the strong height dynamic, that single pixels pass each other, so to
speak, during the data acquisition.

This geometric effect (overlapping) is described in Image 5.22. Starting
from the ground geometry let us have a closer look at the two pixels, pixel
3 and pixel 4. In consequence of the steep rise of the observed area, pixel 3
is closer to the sensor as the orthometrically nearer pixel 4. The obvious
consequence is the permutation of the two pixels 3 and 4 whilst recording
into slant coordinates. If we want to record the layover limits in the
ground-coordinates system we have to project the current slant-layover lim-
its to the ground axis. This correlation is clarified in Image 5.23 and shows
in opposite to the pixel actually determining the layover a strongly en-
larged overlapping range in the ground level.

However, before these layover areas can be corrected, a criterion to re-
gognise it has to be created.

Let us again have a look at Image 5.22. Knowing that the pixel permuta-
tion is caused by the layover, we can retrieve the areas of the layover effect
(layover area) by observing the ground axis respectively its gradient during
its generation. If the slant altitude values strongly differ from each other in
a way that two successive pixels pass each other, then we are realising the
described layover effect. If this case occurs, the calculated ground-range
distance, expected to increase according to the distance, will not represent

& 9 slant range distances

/

&
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pixel switching
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m > gr_r(t)
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Image 5.22: Layovergeometry
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Image 5.23: Layover limits and ground geometry

a cumulative axis. The calculated distances will be shorter, in other words
the ground axis will partially show a negative gradient.

The derivative of the slant axis due to the ground axis consequently be-
comes negative:

dn g (5.17)
dgr_r;,

or in another description according to chapter 2.2:

dz. . ern (5.18)
dgr_rp — Hy — 7z

Due to these considerations, to detect the layover effect during the ortho-
projection we have to consider the ground-axis gradient according to equa-
tion (5.17). The necessity of the layover control and correction is still an
open question. Let us remember the derivations in chapter 2.2, saying that
an altitude difference of 1.8 m per pixel is already enough to cause layover
effects (for ERS-SAR results a critical altitude limit of about 10 m per pix-
el). Layover corrections therefore should be taken into consideration par-
ticularly for aircraft-based SAR systems with interferometric processing. A
real correction in terms of correcting the wrongly recorded height values
is not completely possible, though. Caused by the mentioned overlappings
it is probable that different pixels are projected on one another. In this case
a separation of the overlapped recorded pixels is no longer possible as only
one single elevation value for them exists. Methods have to come into op-
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Image 5.24: Layover correction

eration that achieve the most likely restoration of the swapped pixels (see
Image 5.24).

A correcting routine has to egalise the phenomenon of passing pixels
due to the illuminated elevation.

For this purpose the corresponding range-axis gradients have to be ob-
served closely. The beginning and the end of a layover area can be evalu-
ated by the corresponding gradient. When we know the beginning and the
end of an area to be corrected, the heights marked as layover are sorted in
a point-symmetrical way around the central point of the layover area. The
that way sorted or better resorted height values (and certainly the corre-
sponding amplitude values) this way are treated according to their probable
origin and thus fulfil the one and only optimal criterion, the geometric ori-
gins.

The this way treated now steadily increasing ground axis finally has to
be interpolated because of the equidistant axis projection. Then the layover
correction is finished.

5.5.3 Shadow area correction

Talking of geometric distortion and the errors resulting due to the topogra-
phy, we have also to consider the shadowing effects. The illumination
through a SAR antenna is comparable with the traditional illumination
through sunlight. As well as with sunlight, SAR illumination creates sha-
dows due to high topographies or other obstacles. Image 5.25 explains the
mentioned effect.
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Image 5.25: Shadow geometry

The mentioned areas appear very dark respectively black due to the poor
or even non-existing backscattering coefficients in the amplitude image.
When backscattering coefficients are not or hardly measurable, the recorded
receiving data are very similar to strongly noised data. A special problem re-
sults in generating the height values within a shaded area. Due to the strong
characteristics concerning the noise of the complex received data, the height
information in the shaded areas will also contain strong noisy tones which
means that the height models in the shaded areas show significant errors that
can be very well within a range of several hundred meters.

Image 5.26 shows a non-corrected height model of the “Titisee” area. In
the north-eastern part of the height model you can recognise the height er-
rors in form of multiple, steep peaks.

When calculating the coherence as a standardised cross-correlation coeffi-
cient of the shaded parts in the image, only very low coefficient values can be
expected. The observed area appears geometrically de-correlated. The de-
scribed characteristic of the amplitude and coherence in the shaded areas re-
veal the way that has to be taken to detect the corresponding shaded areas. With
the help of a sort of data-fusion technique both in the amplitude field and in the
coherence array correspondingly low values have to be looked for generally
depending on the kind of the used data source. For aircraft-SAR data (Dornier),
coherences of small 0.6 and 8-bit-coded amplitude values lower than 25 are
ascertained. The data fusion of both arrays with the help of a boolean operator
(OR) results in a marking matrix containing all detected shaded areas.

After recognising and marking of the corresponding shaded areas, espe-
cially the strongly defective height-model values have to be corrected.
Thus, for the now implemented algorithm above all apply (as well as for
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Image 5.26: Amplitud image Image 5.27: Non-corrected DHM

Image 5.28: Non-corrected DHM (scene Titisee), Image 5.29: Corrected DHM (scene Titisee),
slant-elevation data slant-elevation data

the foreshortening correction and the shade correction) those criteria with
regard of the high procession speed. Thus, algorithms basing on iterative
or model-based foundations could not be taken into consideration. In fact,
it has to be referred to traditional filtering techniques.

Shaded areas mostly found behind high objects such as forests. The as-
sumption that within the shaded areas elevations can be found whose pixel
still can be measured behind the actual shaded area, seems to make sense.

To correct these height values the next “correct” (outside the shaded
area) height values in increasing range direction have to be used to fill the
erroneous height values within the shaded area. For this purpose, tradi-
tional techniques have to be used to retrieve the height values. Filling the
shaded areas is performed with the help of a fitting routine due to the co-
herence. Images 5.28 to 5.34 illustrate the results of SAR overflights with
DO-SAR.
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Image 5.30: Scene Markdorf, Germany

Image 5.31: Non-corrected DHM fill-out Image 5.32: Corrected DHM
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Image 5.33: Non-corrected level curves Image 5.34: Corrected, averaged level lines

A final description of the algorithms is done in Image 5.35. All partial
routines are discussed in [HEI97].

Image 5.30 illustrates the amplitude image used as a basis for further
height models. In the indicated area “Markdorf” in the eastern half of the im-
age, an “obscuration” of the backscattering effects in the shaded area is to see.

The following Images 5.31 to 5.34 illustrate in addition to the DHM il-
lustrations of the test area “Markdorf, the corresponding level curves, in
order to document the substantial improvements concerning the creation
of height models (Image 5.34).

5.6 Height-passpoint generation
5.6.1 Introduction

After conversion of the explicit phase into the terrain height, a terrain
model is available which is in the side-view (slant range) coordinates sys-
tem of the SAR, though. To make the DHM usable for further applications,
in particular for the geoscience, it has to be referenced onto the earth’s sur-
face.

This step is commonly referred to as geo-referencing.

The process of geo-referencing is described usually by the following four
processing steps [SCHW95]:

transformation of the orbital data into the local cartesian coordinates

system

determination of the cartesian coordinates as spatial position of each

pixel on the earth’s surface

transformation of the cartesian coordinates into geographic coordinates

transformation of the geographic coordinates into map coordinates.

Principally, in the course of this work parts of the above mentioned evalu-
ations have been implemented. Though the purpose, the generation of geo-
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Image 5.35: Implementation of the ground conversion
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referenced digital terrain model, is defined identically, still let us look for
an alternative way with the aid of our novel algorithms.

The basic idea is the recording of several reference points within the in-
teresting surface in a way that those points can be measured as reference
points without additional employment of hardware and measurement tech-
niques, and the measurement coordinates easily be transformed into the
necessary geometrically relevant coordinates system.

If it is possible to generate out of the particular overflight data and the
corresponding position data of the recording sensor carriers the corre-
sponding reference points (that otherwise are positioned and measured in
the area to be observed) thus, with the help of a sort of modified coregis-
tration via the ascertained reference points, the entire DHM (consisting of
ground coordinates) can be referenced on the actually prevailing condi-
tions of the corresponding earth’s surface. Pre-condition is a common mea-
surement coordinates system.

As reference-point coordinates system the WGS 84 (World Geodetic Sys-
tem 1984) is the best choice as all SAR-carrier movements (required to as-
certain the reference points) are monitored constantly by GPS (Global Posi-
tioning System).

Thus, no additional measurement effort using the corresponding GPS
information is required and both SAR-overflight data and SAR carrier-po-
sitioning data exist in the same format. A further advantage when using
this method is the reduction of the problem concerning the transformation
of the coordinates to a geodesian standard problem, by name the transfor-
mation of WGS 84 data into map-coordinate data.

On the basis of the geometrically corrected data, the procedure can com-
prehensively be displayed as follows:

generating of reference points (will be described in the following)

modified coregistration (merely the input data for the registrating pro-

cess differ from the usually used SLC data)

conversion of the WGS 84 coordinates into the correspondingly needed

coordinates (e.g. Gauss Kriiger).

To newly develop the mentioned requirements, there is only one method to
generate appropriate pass points in the SAR scenes.

5.6.2 Principle of finding pass points

Pre-condition to realise the following pass point generation is the interfero-
metric overflight of the same area from two different positions, a method
following the stereometric principle.

Usually, the SAR overflight (aircraft SAR) is done in a way that every il-
luminated SAR scene overlaps with the corresponding neighbouring one
by 30% (DO-SAR), both in the near range (small range distance) and in
the far range (large range distance). The requirement of a double interfero-
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Orbit 2

Image 5.37: Overlapping overflight for SAR satellites

metric image recording of the same area does not cause additional over-
flights in the case of overlapping image recording.

In the mentioned overlapping areas a pass point geometry is defined ac-
cording to Image 5.38 3-dimensional formation for the determination of the
pass point elevation h.

Within this, all geometric parameters necessary for the pass point height
calculation are explained. The known following input parameters are valid
for Image 5.38:
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z

Sensor 1

Sensor 2

Y

Azimuth direction
scene 1

Azimuth direction
scene 2

Image 5.38: 3-dimensional formation to determine the pass point elevation h

H,, Hy: aircraft altitudes (recorded online during the overflight via GPS)
B1, Bo:  the squint angle of each antenna 0°<;<90° (retrieved via dopp-

ler estimations)

Ry, Ryt slant-range distances of the antennas to the measurement point

(on-board measurement)

o results of the coregistration and consideration according to chap-
ter 5.6.3
D: distance of the aircraft distance projected on the earth corre-

sponding to chapter 5.6.4

In all following images, the y-axis is placed in the on the earth’s surface

projected connection of the SAR antennas.
Image 5.38 offers the following equations:

R} = (H; —h)* + p}
R} = (Hy —h)* + pj
¢ =R, -sin(B,)

d =R, -sin(pB,)

(5.19)

(5.20)

(5.21)

(5.22)
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with the law of cosines and Image 5.40:
pi=p;+D*—2:p, D-cos(q,) (5.23)
p>=pi+D*—=2:p, -D-cos(q,) (5.24)

In Image 5.38, for the squint angle is only put the positive sign. The minus
sign in both the following equations results of the common assumption
that neither the flight directions of the aircraft nor the observing direction
of the antenna is known.

o = @, £ arcsin <£> (5.25)
P1
. (d

Y = ¢, & arcsin o (5.26)
2

The triangle (sensor 1, sensor 2, measurement point) in Image 5.40 has got
the angle’s sum 180°.

180° =a+7y+3d (5.27)

The system of equations is one with nine variables (h, o, vy, ¢;, ¢,, ¢, d, py,
p2) in nine equations. The interesting parameter is h, the height in the re-
spective measurement point. It can not be isolated but it is possible to dis-
play an implicit description due to given parameters as follows:

Equation (5.23) in equation (5.25) and equation (5.24) in equation (5.26)
result in:

R; - si
o = ¢, * arcsin <1Slr1[31> (5.28)
P1

Sensor 1 D Sensor 2

Azimuth direction
scene 1/2

Image 5.40: Projection of the 3D-formation in the x-y level
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R, - sin[32>

Y=0,% arcsin(
P2

These two equations inserted in equation (5.27) result in:

R; - si R; si
180° — & = @, * arcsin <1s1n[31> -+ ¢, £ arcsin <2SSHBZ>
1 2

equation (5.19) converted to equation (5.22):
p; =R} — (H; —h)’
p; =R} — (H, —h)*

LRAE

— arccos
s < 2.-p,-D

p; +D* — pf)

= arccos
2 < 2-p,-D

and inserted into equation (5.30):

D? +R? — (H, —h)’ = R2 + (H, — h)?
180° — 0 = arccos +Ri — (fy ) 2+ (M )

2-D-4/R?— (H; —h)’

Rosi
=+ arcsin 1sinf,

R? — (H, —h)’

D2+ R?— (H, —h)* = R? + (H; — h)?
+ arccos +R —(Ha—h) 1+ (Hi—h)
2-D-4/R: - (H, — h)’
Rosi

=+ arcsin 25inf;

RZ — (H, —h)’

(5.29)

(5.30)

(5.31)

(5.32)

(5.33)

(5.34)

(5.35)

To find the correct height, there are values inserted for h. The resulting ab-
solute value for 8 is compared with the absolute value of the distortion of
both scenes. Only an iterative way of proceeding can deliver a result for
the calibrating value as the arcus-cosine and the arcus-sine can not be

transferred into one another.
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5.6.2.1 Rotation angle

According to equation (5.35), the distortion of both overlapping scenes has
to be known in order to ascertain the wanted height information (the dis-
tortion must only be calculated in the projection level x,y). For this pur-
pose, according to Image 5.41 Determination of the rotation angle J, the
coordinates of two points in every corresponding scene have to be ascer-
tained. Those altogether four points (respectively eight coordinates) are de-
termined in the overlapping scene areas with the automatic search of simi-
liar “reference points” as part of the coregistration algorithm. The further
consideration is geometrically performed according to Image 5.41.
The effective distortion angle 3 is a result of:

§=28, -5 (5.36)

d; and 0, indicate by how many degrees the connection of both coregis-
trated points is turned away from the negative x-axis respectively &-axis:

8; = arctan <x2 — Xl) (5.37)
Y2—V1

8, = arctan <ﬁ) (5.38)
V2 — Wy

Image 5.41: Determination of the rotation angle 6
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The periodicity of the tangent generally has not to be considered as the
usual distortion angle can be found within a range of a few degrees (Image
5.36). If substantially wider angles are expected, the value m has to be
added to the angle § according to considerations concerning the plausibil-

1ty.

5.6.2.2 Distance of the SAR carriers

In addition to the torsion angle J, it is necessary to determine the pro-
jected distance to the earth of both SAR carrier positions to one another
during the recording.

For this purpose, the spheric recording geometry of the current posi-
tions of the SAR carrier has to be taken into consideration (Image 5.42).
The sensor position data recorded by GPS contain the required values for
longitudinal and lateral coordinates. According to [BARS87], the following
equation can be used to retrieve the shortest distance of two points along
the earth’s surface:

e = arccos(sin(y, ) - sin(y,) + cos(y;) - cos(y,) - cos(h; — A,)) (5.39)
D=e-Rg (5.40)

whereas Rg=6370000 m is the earth’s radius, A; are the longitudes and ;
the latitudes.

With the stated equations the necessary cartesian length D (see Image
5.40) needed to determine the pass-point height to be measured can be re-
trieved.

P1(61, %)

Image 5.42: Concerning the determination of the orthodrome’s length “e”
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5.6.2.3 Range distance of the pass points

For the calculation of the reference points height it is necessary to allocate
to each interesting scene pixel its corresponding range distance. This allo-
cation takes place due to the known parameters of the range-pixel size and
the shortest range distance. For any image pixel in range direction the
range distance can be determined as follows:

R; =Ry +i- AR (5.41)

Ry indicates the near range of the SAR arrangement, i characterises the
discrete array value in range direction and AR describes the range resolu-
tion.

5.6.2.4 Squint angle

The squint angle is kind of a ’correction’ angle of the SAR antenna and it
presupposes the knowledge of the doppler frequency, the radar frequency,
and the flight velocity (Image 5.43).

In chapter 2.2 the theoretical basics to ascertain the missing parameters
for the flight velocity and the squint angle are already discussed.

The squint angle is ascertained according to chapter 2.2:

Sensor 1

Squint angle

Point

\

" o y
P1

Azimuth direction

scene 1 Image 5.43: Definition of the

squint angle
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B= arcsin( fpc - ¢ ) (5.42)

2'fo'V

The required flight velocity in regard of the earth’s rotation is according to
chapter 3:

v=1/(vx —va) + V2 (5.43)

All parameters to solve of the equation system (equation (5.19) and follow-
ing) and thus for determining the wanted information on the height are
now known.

5.6.3 Implementation

As already discussed, only an iterative proceeding for the calibration’s
height h is able to deliver a solution. Therefore, some boundary conditions
should be predetermined. To them, first of all, belongs the initial value for
the estimation of the height, the possible extreme values of the heights to
be calculated and the lowest height’s interval to be resolved.

The lowest assumable estimated height can be determined as aircraft al-

titude less than the current slant-range distance.

As maximum estimation height the minor of both carrier-flight heights

is used.

The height’s estimation steps are predefined in intervals of 0.1 m.

With every new assumed pass-point height a theoretical rotation angle ac-
cording to equation (5.35) is calculated and compared with the actual rota-
tion angle . The resulting error forms the basis of a criterion for the exact-
ness of the assumed estimated height value. A detailed description of the de-
veloped algorithms and the corresponding errors is summarised in [STO98].

A test concerning the acquired height’s pass points was performed with
the help of the already mentioned microwave reflectors, the so-called cor-
ner cubes. The corner cubes are positioned on different locations in the il-
luminated test area (DO-SAR: scene “Titisee”) and measured by GPS.

Using this new method, the range of errors of the absolute elevation
stretches beginning from a negligible aberration of 3 m to a maximum er-
ror of about 90 m for different corner cubes. The absolutely strong error
dependency of the pass-point elevation on the longitudes and latitudes of
the carrier’s position must be taken into consideration. An examination of
the different influencing parameters on the height’s exactness resulted in a
drastic dependency of the error’s consequences on the orthodrome “e”.
That one was calculated with the help of the longitudes and latitudes of
the corresponding position of the carrier which in turn had been extracted
as input-data information from the overflight data.
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According to [STO98] the absolute estimated height’s value changes for
the analysed geometry by about 200 m when the orthodrome respectively
the projected carrier’s distance D varies by about 0.2 m (each carrier by
about 10 cm). The kind of data recording of the corresponding longitudes
and latitudes of the DO-SAR system used (GPS resolution) allows only a
preciseness within centimetres, in other words within those dimensions
strong influences on the actual estimated value can already be detected.
Thus the above mentioned extreme errors are relativised. Henceforth, it is
not attributed to the algorithmic dependencies but rather requires an ex-
tremely precise registration of the respective carrier positions — a problem
a solution has currently been researched for, regarding the baseline estima-
tions necessary for the interferometric procession -, which is being cur-
rently researched, first of all in terms of the baseline estimation which is
necessary for the interferometric processing.

In principle, using the presented method height calibration points in
overlapping interferometric SAR scenes can be calculated (presumption is
a sufficiently accurate determination of the carrier’s position).

The afterwards performed modified coregistration process references
with the aid of the acquired height’s calibration points the whole digital
height model into the pre-defined (by the calibration points) coordinate
system (WGS 84), and the geo-referenced DHM is created. The probably
necessary conversion into local or cartographic coordinate systems can be
taken from standardised geodetic systems.

Summarising, a method for determination of height’s calibration points
could be introduced with the limitation of the requirements regarding the
exactness. It offers the opportunity of the calibration of heights without
additional hardware and measurement efforts. On the other hand it is a
method to reference digital height models onto the surface of any planet
without the (manually) placing of corner cubes.
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In this work examinations on the interferometric proceesing of SAR data
were performed. Objective of this work was the system-theoretical descrip-
tion of the necessary processing steps for the SAR interferometry, begin-
ning from receiving raw data to the generation of the interferogram. Sub-
stantial parts of the whole problem within the SAR interferometry have
been solved, not only the phase-preserving SAR processing but also the
correction of different geometrically caused decorrelation effects.

In order to solve the tasks concerning the SAR focussing a new method
for SAR-processing was derivated: a novel precision processor was created.
The geometric decorrelation effects on one hand could be egalised with the
aid of novel methods for orthometric projection and correction processes
of inevitable geometric effects, on the other hand, apart from improved
terms concerning the registrations difficulty also novel solutions for gener-
ating height pass points.

In chapter 2 SAR basics all necessary basics for further processing steps
towards the SAR signal theory were derivated and all geometric conditions
for the coming approaches were created.

Chapter 3 SAR signal processing used methods of the signal theory and
system theory to describe SAR systems as dynamic systems. Elementary
resolution characteristics and fundamental processing steps to achieve the
wanted resolution were discussed. For the derivation of the respective char-
acteristics apart from the methods of the signal theory, especially geo-
metric descriptive derivations were used to clarify the explanations.

After discussion of the recording problems respectively processing prob-
lems of a SAR system derivated the 2-dimensional point-target response by
using the system theory. The point-target response is equivalent to the
transform function of a SAR sensor and describes the system’s reaction to
a 2-dimensional dirac, the 2-dimensional point response.

The point-target response was calculated in multiple transformation do-
mains, namely the range-time/azimuth-time domain, the range-frequency/
azimuth-frequency domain and the range-time/azimuth-frequency domain.
This description at many levels lead to the following chapter 4 Signal-pro-
cessing algorithms as a basic signal description of different processing
methods and defined a common initial point for all coming processing
methods.

Chapter 4 Signal-processing algorithms described different signal pro-
cessing algorithms in different transformation domains. Therefore we used
the derivated results according to chapter 3 SAR-signal processing. As a



240 Summary and perspectives

novel development was presented the Scaled Inverse Fourier transformation
processor.

After having reflected on the basic ideas and the methods used, the SIFT
processor was derivated by solving the superposition integral with the aid of
all 2-dimensional target-point spectra. The illustration of the SIFT processor,
beginning with the transmitting signal in chapter 3 SAR signal processing
demonstrates, as far as the author knows, the first explicit illustration of
SAR processing and the comparison with other processing techniques.

We discussed the following kinds of processors, the range doppler, the
chirp scaling, and the SIFT processor (Scaled Inverse Fourier Transform).
The named processors can be merged by assuming a standardised initial
point, by name the description of the point-target response in the 2-di-
mensional frequency domain.

The secondary range compression (SRC) was calculated separately for all
processors. As a result could be proved on the one hand the necessity of
this SRC for all processors, on the other hand the similarity of the SRC to
the named processors could be derivated. Afterwards the functionality of
the SIFT processor was demonstrated and also its phase preservance. The
phase error was about 0.5° and thus proved the capability of the developed
algorithm that can therefore be named a precision processor (Precision
SAR Processing) according to [RAN94].

The chapter concerning interferometry described the entire intergeo-
metric processing chain after the introduction on the theory of the SAR in-
terferometry by means of examples beginning with the raw data recording
to the geometrically corrected digital terrain model. Following the inter-
ferometric processing flow there was introduced a method for the coregis-
tration which achieves with the help of known methods a registration ex-
actness of 1/8 pixel, and chose an interferometric approach for the auto-
matic generation of so-called reference points.

According to the side-looking recording geometry and the thus resulting
problems, a method for ortho-projection was demonstrated that recognises
and corrects both the effects of foreshortening and the layover areas and
shadow areas. Data-fusion techniques and geometric reflections had been
used. The generation of pass points was realised with the development of
an algorithm able to generate height pass points with the help of a geo-
metric description. We found out that the exactness of the pass points de-
pends on the input parameters and requires an absolutely accurate deter-
mination of the current SAR carrier’s position in the orbit.

In addition to the generation of height models, fields of interesting ac-
tivities within the SAR- and SARIF signal processing in the future are e.g.
the detection of modifications on the earth’s surface and the classification
of areas. The possibilities of solutions revealed in this work, concerning
the precise SAR processing, the automatic coregistration, the correction of
recording-geometry distortions as well as the automatic generation of
height pass points result in an essential presumption for the realisation of
interferometric methods in the future.
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All methods and algorithms developed in the course of this work were
adjusted to, first of all, develop an interferometric processor. This proces-
sor had to undergo all complex processing steps, beginning with the raw
data tapes of different raw data suppliers via the 2-dimensional, non-linear,
distance-variant scene focussing to the geo-referenced digital height model.

A so-called generic (functionality for different SAR-input data) interfero-
metric SAR processor had been developed over the last years by the DLR
(German Research Center for Aerospace Technique) and completed in the
year 1998. The center of sensor systems, project-area 2: optimal measure-
values- and signal-processing, sensor data fusion, remote sensing - SAR,
has already solved a lot of problems within the vast field of interferometric
tasks. That means, there were problems defined in general, described in
theoretical, realised using different approaches and finally implemented as
solutions.

In the course of this work belong first of all reading routines for ERS-
data files, reading routines for ERS tapes, reading routines for GPS-orbital
data files, the development of the “Scaled Inverse Fourier Transformation
Processing”, the realisation of a chirp-scaling processor, the correction of
the antenna tapers for ERS-1, the implementation of different doppler esti-
mators, the development of a module for coregistration, the development
of an ortho-projector, the correction of the geometric effects layover, sha-
dows and foreshortening, the realisation of geo-referencing (this resulted
in a cooperation with the specialty of practical geodesy at the University of
GH-Siegen, Germany) and the development of special visualising tools.

The realised algorithms were drafted in the developing and visualising
environment IDL (Interactive Date Language), additionally implemented
into the program code C and partially embedded in a graphical user inter-
face only developed for the interferometry processor, which can be used on
different data-processing platforms. Along with the methods of phase un-
wrapping already developed in [KRA98] and the SAR-simulation package
finished in [KLA95], an extremely efficient and extensive interferometric
processing system was the result that offers a great flexibility concerning
its usability.

The importance of the earth’s observation via SAR sensors is more and
more increasing. On the one hand, the achievable preciseness of the height
and the resolution limits are improved, on the other hand the kinds and
numbers of recognition methods are increasing. The introduced methods
offer further increasing in preciseness for the SAR signal processing and
the SAR interferometry by means of further development.

Developments in the future will enlarge the field of SAR applications.
Methods will become more and more important, in particular the methods
of the classification and use of remote-sensing data within complex geo-in-
formation systems in addition to the multi-dimensional mapping. Already
now there are examinations with the help of remote-sensing data, like e.g.
the forecast of risky areas concerning malaria [MON98]. New data-fusion
techniques [ARN96] and the consequent use of geo-information systems
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will cause many interesting and useful applications for remote-sensing
data.

This work defines the necessary interferometric SAR basics and provides
the required steps towards signal processing.



7 Essentials

7.1 Geometry and processing

The essentials show you the complete process of interferometrical SAR
imaging. Starting with the generation of the raw data we show the develop-
ment of the geo-referenced digital height model using the basic mathemati-
cal formulas and clarifying the steps by graphical descriptions and sub-
stantial results coming from airborne data and ERS data.

Side-looking geometry

synthetic array

SAR-Sensor —]

Antenna Position

11T T3

Antenna 2,

Xrepeat

f/ Swath

Footprint




244 Essentials

Signal theory
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Description of the point-target parabola, range migration, phase history:

illuminated area of range parabola

P(xo, ¥1,0)  P(xg, ¥, 0)

Pulse compression
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The transmitted pulse:

st(t) = rect(%) cexp{j-m-k; - t*}
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The point target response in the time domain:

I'T(t, T, To, Ro) = G(Ro, T()) . ST(t — to(T, To, Ro)) . exp{—jZn . f . to(T, To, Ro)}

()

Range migration:

2R
to(T, To, Ro) # ?0

Phase history:
¢(t,70,Ro) = —27fy - to(T, To, Ro)

The point target response in the frequency domain is evaluated by two-di-
mensional Fourier transformation:

RT(f, fT,T(), Ro) = %t%T{TT(t,T,To, Ro)}

The complete scene spectrum is obtained as the two-dimensional integral
over all point target spectra:

Re(f,f;) = J J Rr(f, f, 7o, Ro) - dto - dRg

Solving the integral and substituting /Ry = /R + 1 ~ /Ry, we get the
raw data spectrum:

f, —f, \/g'\_lz'(f"'fo)'ej'n/4
Rr(f,f;) = ST(f)~rect[TB C} : 534 VRm
: {(f TN ]

4v?
2 2 f,rz 'C2
G(Z\/(f+f0) _4—‘,2,f1—>

The ‘deformed’ scene spectrum contains the complete information depend-
ing on the range frequency and the azimuth frequency and describes the
range migration by coupling between the frequencies.

2 , f2-¢?
—- f + £ -t fr = fr f7 fT 7f‘r
(C\/(+o) 4V2,> olfy (£, ), )
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with

2. 2
f2.c

4v2

£(F,£,) :% \/(f+f0)2 _

After the amplitude compensation and range compression, the basic focus-
ing problem is to transform this non-linear, range-invariant two-dimen-
sional, scaled spectrum into the range- and azimuth - time domain by re-
scaling the deformation.

Two basic problems

Describe the spectrum in a re-scaleable form (approximation):

o(6i(f, ), f;) = cs(% \/ iy < ﬂ) L o(a(fy) - £+ b(E) - f, )

4v2 '
After approximating the spectrum, we additionally have to transform this
spectrum back into the time domain by re-scaling it (scale transforma-

tion).

o(f,1) = F LeeZ : Ho(a(fe) - £+ b(E) - fo, £)}

Approximation

The deformed scene spectrum o(f,(f,f;),f;) contains a non-linear fre-

quency term:
f2.¢c?
. 2 —_— T
\/ (f+fo) yoe;

fr(f7 fT) =

[@ININ )

This term can be modified to the expected form resulting in:
f.(f,f) = a(f;) - £+ b(f;) - fo

with the scaling factors:

2 1 2 2.2
< 2.z b(f) =—-4/1--~

£2. 32 c 4v?

4v2

a(f;) =
1
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Scaled inverse fourier transformation

The scaled inverse Fourier transformation is given by:
S(a-f)
I ISFT
s(t) = |a| - JS(a - f) - 2mattgf
o

The following sequence of chirp multiplication, chirp convolution and
chirp multiplication achieves the desired scaled inverse Fourier transforma-
tion:

S(af) expl—j-t-a-f3) I;_I -s(f)

exp(j-m-a-f?) exp(j-m-a-f?)

Scaled inverse Fourier transformation realised with chirps.

Scaled inverse fourier transformation

—-s(t) = JS(a  f) - it gf

o0
with:

. .2 s . o2
e]Znaft — omat’ | e)naf e jra(t—f)

é'. s(t) = ™. J S(a-f) - ™. e TR0 gf
1

Zs(t) = et [{S(a ) ejnafz} . efjnafz}
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Implementation
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Block diagram of ISFFT Complete processing diagram of the SIFT processor

Hyor(f,f:) and Hysr(r,f;) are linear phase functions to focus the scene into
the slant range, azimuth-doppler domain.
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Processing result: scene Flevoland

The exact processing algorithm generates point-target responses coming
e.g. from corner cubes quite similar to the theoretical view on page 246
‘Focused two-dimensional point target’.
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7.2 Interferometry

Single-pass interferometry

DO-SAR: airborne SAR system with side-looking antennas

Multi-pass interferometry

ERS1/2 tandem mission
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Shuttle radar topography mission (SRTM)
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z(r,a) = z,(r,a) @ The phase
. *
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Phase unwrapping

Generating height model Orthoprojection Digital height model

Coregistration

Rough registration
Reference points in slave image
Registration of corresponding reference points in master image

Precise registration
Oversampling by zero-padding
Calculate the transform functions
Transformation and re-sampling
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Orbit 2

Phase unwrapping
Coming from the SLC images:
z(r,a) = z,(r,a) - z,(r,a)* = a(r,a) - SO
with
0(r,a) = @;(r,a) — ¢y(r,2)
we have to evaluate the phase of the interferogram to get the height model

of the surface. While evaluating the measured phase we got a so-called
wrap-around effect coming from the arctan function:

on(k) 4
+2n 1

0 ) /\ .

_on—+

\

Phase corresponding to the original height
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S NN
TN AT

Wrap-around effect of the interferometrical phase
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Om(r,2) = arctan, <m)

To get the original height model we have to rewrap or unwrap the

interferometrical phase.
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7.3 Geocoding

Orthometrical projection
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ground range gr_r(t)

Side looking geometry (slant range)

Resulting effects: foreshortening, layover, shadowing

Foreshortening/orthoprojection
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Results shadow correction

Height model without shadow effects Corrected height model of Titisee

Height model without shadowing effects Corrected height model of Markdorf
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Referencing due to height

Digital height model with height errors

Referencing in height i.e. using corner cubes
Corresponding amplitude image

Corrected digital height model

Corner cubes
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Referencing due to map

Part of scene Schluchsee

Overlapping map and SAR image
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Scene Referenced scene



Appendix

A-3.4.1.9 Determination of the rectangular in the frequency domain

As shown in chapter 3, to solve the integral in the frequency domain com-
pletely we need to calculate the rectangular in equation (3.139) as a function
of the time. The complete scene spectrum has to be discussed as a general
matter due to the frequency, especially with respect to the azimuth frequency.

The stationary point t* in equation (3.121) is a function of the azimuth
frequency. We will show how to specify the frequency position in the fre-
quency domain by inserting the stationary point into the rectangular func-
tion in the time domain:

c
f‘f * RO * 2—2
=19 — v T (3.140)
2 c |’
{(f—i— fo)" —f2 4—2]
c
ft * RO * F
To — Y T~ T¢
2 2 Sk
_— [(f+f0) —fT.p
= rect = rect 3.141
< At ) At ( )
The rectangular function is an even function:
To — Tc) _ (Tc - TO)
t = rect 3.142
rec ( Ax rect(—— ( )
= rect vt
At

273
f. Ro-c— (tg— 1) 2v? - {(f—i—fo)z—ff:?}

= rect (3.143)

2

At-2v? - [(f+f0)2f§-c—}

4v2
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In general we formulate:

* _ 1
rect<T TC) = rect<M> = { 1 for |g(f:, f)| < E|h(fnf)|

At h(f:, f) 0 other!
(3.144)
View the numerator:
2 3 0
f.-Ro-c—(To— 1) - 2v {(f+fo) —f? -4—‘72} {Zo (3.145)

Excluding the root function, every term of the numerator can acquire any
sign or can be equal to zero e.g.:

20 2 ZO 2 2
fT'Ro'C{<0 (TO_TC)’ZV {<0 |:(f+f0) _f‘l: 7:| {>0

View the denominator:

273
At - 2v* - {(f+ fy)® — 4%] >0 (3.146)
The denominator function is positive at any time.

As shown above, the denominator is always positive. In the following
considerations we still have to consider the sign of the nominator!

Using equation (3.144) and the positive denominator, we receive the ar-
gument of the rectangular function:

213
f:-Ro-c— (Tg — Tc) - 2v {(f—l—fo) —ff-m} )
— <5 (3.147)
V2. 2 p )
At - 2v |:(f+f0) f2 4V2]
, 217
fT~R0-c-{(f+fo) —ff~ﬁ} —(t9 — 1) - 2v? .
v
< - .14
At - 2v? -2 (3.148)

The sign of (1o — 1) - 2v* defines the position of the rectangular function!
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A-3.4.1.9.1 Case discrimination

It is obvious that:

fT'Ro'C

5 CZ 2
(f+£0)> —f2 - —

4v2

>0
- — (To — Te) - 2V2{< 0 (3.149)

A-3.4.1.9.1.1. First main case

f,-Ro-
L L R (3.150)

2732
(F+ ) — 2.
To4v?

This means:
f.- Ry -
i > (- 1) 2V (3.151)
C 2
In this case:
f. - Ry -
0 ¢ S ;— (T0 — 1) 2v2
2 |’
AT - 2v?
f. - Ry -
T 0 C - l—(‘Co—TC)‘ZVZ
f+£)2 — 2 e ’
{( +f) K 4v2} 1
— e v <5 (3.152)
It follows:
f‘r . RO - C 2 2
<(Tg—Tc)-2vi+ At v (3.153)
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A-3.4.1.9.1.2 Second main case

fi-Ro-c = (70— ) 272 <0 (3.154)
[(f+f0)2 _p 4C—V2}
This applies if:
fi-Ro-c < (- 2v? (3.155)
[(f+f0)2 ) %}
In this case equation (3.148) means:
f Ro-c ; %—(’CO—‘EC)-ZVZ
[(f + )’ -2 ﬁ} )
At - 2v? B
fo-Ro-c ; %—(ro—rc) 2v?
{G+&f—ﬁ.;4 1 (3.156)
At - 2v2 —2 '
It follows that:
fi-Ro-c - : > (To — Te) - 2vF — At VP (3.157)
[(f+f0)2 _p 4C—V2}

A-3.4.1.9.1.3 Summary of the two main cases:

Case 1:

f: - Ry -
(to = Tc) -2V < elf

< (19— 1) 2V + At-v*  (3.158)

o=

(f + fp)* — f2 -C—Z}
4v?

T
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Case 2: (adjoin to the lower limit of case one)

(to — Tc) - 2v2 — At - v <

fr'RO'C

(to — 1) - 2v* — At -v? <

(f+fo)* —f2-

f:-Ro-c

-1
2

< (10 — 71¢) - 2V

(f+1fo)> —f2-

A-3.4.1.9.2 Solution of the inequality

-1
2

(3.159)

< (10— Te) - 2V + At - VP

(3.160)

We solve the inequality by squaring. Therefore we need to have a look for
the signs. We differentiate three cases.

See additionally rect (TO A_r T).

1) lower limit >0 f. >0
upper limit >0

2) lower limit <0 ¢ >0
upper limit >0 <o

3) lower limit <0 f. <0

upper limit <0

A-3.4.1.9.2.1 Case 1

The direction of the inequality will not be changed!

[(To — Tc) - 2v2 — At - V)P <

(fr . R() . C)

2

(F+6) -2 —

4v2

T

2

< (1o — ) - 2v2 + At -v*]?

AT?

4vt. kro——Icf-+~j[———Ar-(ro——rJ} <

2

2 R2. 2
f2-R§ -

(f+ ) — 2. =

A
<avt. {(ro —1)* + TT +At- (10 — Tc):|

2

To4v2

(3.161)

(3.162)



268 Appendix

As the lower limit is higher than zero, we get:

(o — ) - 2V — AT-v* > 0 (3.163)
A
(To — Tc) — TT >0 (3.164)
A
(To — 70) > 71 (3.165)
2
2 . p2. ©
A 2 f2- R —
V2. |:(’CO—TC)2+TT—A’C-(’C0—TC):| < T 4y 5
2 C
A2
< VP [(TO—TC)Z+TT+AT-(IO—TC)} (3.166)
,  At? ) Al v
[(to—tc) +T—AT'(T0—TC) | (f+fo) —f3~p R’
2 Az
<f3~%§ |:(‘CO—TC)2+TT+A’C-(’E0—TC):|
2 2
B I S O i 3.167
[RR vl 3.167)

Look for the lower limit:

A2 2
[<r0—rc)2+%—m.<ro—%)} (E+6)
0

2 2 ATZ
<. v )Y At _
<f: o {1 + R [(ro T)" + 1 At - (79 IC)”
(3.168)
A 2 2
2 {(ro — 1)+ — At (1 rc)] (E+60) 23
2. — 0 (3.169)
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Az
—I—TT—AT~(10—1:C)

AZ
14— |:(T0—TC)Z+TT—A’C-(’C0—TC)

(3.170)

We have to regard the positive root, because of the positive lower limit:

£ > 2% (f+ ) - |(to — 1) —§ ! (3.171)
VR4V - [(10— ) — 4]
2v? At
f‘[>— (f+f0) (T()—TC)—T
! (3.172)
2
\/Rz—b—v2 (To — )" + V2 {——Ar (To — Tc)
with
VR4V (10 — 1)* = R(xo)
2v?
(f+ f()) AT 1
f‘c < (TO Tc) |
R(tc) 2 - v2 . AT? 1 (To — T¢)
R% (1) |4 At
(3.173)
The upper limit in case one is positive as well:
2 2 2
, € , At \
f: - yie) [1 + [(‘co - 1) +T+Ar - (1o —‘EC):| R%}
A 2 2
< {(ro ftc)2+TT+Ar~(to rc)] .% (f + £,)> (3.174)
0
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Az 2
: {(ro—rc>2+—r+m-<ro—rc>] Y 4+ 6)
£ C 4

R’
T gy T ,  AT? v? (3.175)
1+ |(to — Tc) +T+AT'(T0 - Tc) R
0
At?
2 (to — )" + ——+ At (10 — T)
fo< " (1) A ;
0 1+{(Io—rc)z—i——r—kAr-(ro—rc)]-V—2
4 R?
(3.176)
Positive sign of upper limit results in:
A
2v2 (TO B TC) + TT
f. <— - (f+1y) (3.177)
c A\ 2
RG 4 v2 - <(ro —Tc) + 2)
At
2 (To = Tc) +—-
£ <2 (f46) 2
‘ 2 [ATZ—F(T T.) - At
V . _— — .
\/R%+(TO_Tc)2'V2' 1+ 24 : 2c 2
R0+(TO_TC> v
(3.178)
with
R2 4+ v2 - (19 + 1.)* = R¥(1.)
follows:
2v2 At
r (f+fo) - | (0 — Tc) T
f < (3.179)

vioATE 1 (19— 1)
R(Tc)‘\/1+R2(TC)~[4+ A ]
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2v?
f; TR (To — ) +7‘ :
(Te) - vZ.AT? 1 n (to — 7Tc)
R (1) |4 At
(3.180)
A-3.4.1.9.2.2 Summary case 1
At
£.>0; 19— Tc > —
2
2v?
— - (f+ 1) At 1
€ (TO Tc) - | < fT
R(tc) 2 - vioATE 1 (19— 7o)
R%(t.) |4 At
2v?
T . (f + fo) AT
ST REy oty
1
. (3.181)
1+V2-A‘Cz 1+(r0—rc)
R%(t.) |4 At
(Centroid frequency):
1
f. = 3 (fu +fo) (3.182)
11 2v At 1
fo=z——- (TO Tc) -
2 R(t.) ¢ 2 VAT 1 (10— 1)
R2(t.) [Z At ]
A 1
+{(to — T¢) +71 (f+1o) (3.183)
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1
with the general approximation = ~1 % and v* - At> < R*(t.) and
x
without the absolute value' follows:
el L 1) (E4 £ (3.184)
c ~ 2 c R(TC) 0 ¢ 0 .
2l L s (£ (3.185)
c ~ c R(TC) 0 C 0 .
Azimuth bandwidth B,,
B,, = f, — 1, (3.186)
v 1 At] 2v: 1
By >2—— — (f + 1 ) —— —
< Ry 0 {(TO )75 ] ¢ R(t)
A
() [m— )+ 5 (3.187)
B2l L fif)Ac (3.188)
az — c R(’CC) 0 .

A-3.4.1.9.2.3 Case 2
We look for the case when both limits are less than zero.

.. At
lower 11_ml.t <0 fL<0 =7Tp—T < ——
upper limit <0 2

f:-Ro-c

(to — 1) - 2v* — At -v2 < < (10— Te) - 2V + At - v

213

o) —f2.
(+0) T 4y2

(3.189)

! Case 1 defines for both limits positive sign
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Squaring means multiplying with inverted sign. Therefore we invert the in-
equality:

vt [(To — 1) _f]zz (fc-Ro - )’

4 At]?
5 2 >4v - (To—Tc)+7
2

(3.190)
Lower limit:
) o2 © 2 Ar)? 2 o ©
fT'RO'pzv . (TO—TC)+2 (f+f0) _f.[m (3191)
A 2
c? v [(TO %) +—T] v? At]?
2. = . > _ il 2
f: e 1+ R °R {(ro To) + 2} (f+fo)
(3.192)
At
2 V2 {(To —Tc) +2T] (f + o)
f2.—> A (3.193)
%
R§+v2-(ro—rc)2+v2-{Ar-(ro—rcﬂ— }
with
R24+v2 - (19 + 1.)* = R¥(1.)
| At]? 1
2> . (f+1£)* 1) +—| -
T2 Rt (f+fo) [(To o) + 2] 1+v2~Ar2 (To—Tc)_i_l
R%(1,) At 4
(3.194)
v 1
f|>-—. f £
|T‘—C (Tc)|+0|
At 1
| (t0 — Tc) T

— . (3.195)
e )
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with f; < 0 follows:

v 1 At
< ——- (f+ 1) - —T) +—
- ¢ R(t) (E+fo) - |(r0 =) + 2
1
: : (3.196)
vioATr [(to—1)  1]]7
1+ . + -
R2(1,) At 4
The upper limit has to be less than zero:
f2.R2.¢2 Atl?
RN < |:(T0_Tc)__‘c:| (3.197)
) , € 2
(f +1fo)" — £ e
c? At]? 5 c?
ff-Rﬁ-Egvz- [(ro—tc)—T} ~[(f+f0) _ffz'ﬁ] (3.198)
At)?
2
2 Ve [(TO_TC)__] 2 2
2 A\ At
2.5 |1 <Y (o — 1) = 25| (f+£)?
g [ o <q -5 wrw)
(3.199)

Comparing with the lower limit in equation (3.192) and analogous usage
of equation (3.194) results in:

't At]? 1
220 . 2, _ _ .
ff < @ R (t) (f+1fo) [(To Tc) ) } 1 +v2 AP 1 (-1
R%(t.) |4 At
(3.200)
2v 1 At 1
<2 . g — 1) — —
If:] < < R If + fo| - [(To — 7Tc) 5

[

(3.201)
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with f; < 0 follows:

2v: 1 At
f>——. (f+ 1) - —T)——
- ¢ R(t) (F+1o) - (T — 7o) 2
. ! 1 (3.202)
1+V2-A’C2 1 (t—1)]]*
R(t.) |4 At
A-3.4.1.9.2.4 Summary case 2
L .
To Tc 2 To Tc 5
2v: 1 At 1
— -(f—l—fo)-{(to—r)——}- :
R(tc) ‘ 2 ) +v2 - At? 1 (vo—1)]]?
R (1) |4 At
2v: 1 At
<f <2 . £) - )+
— f‘l.' —= C R(TC) (f+ 0) |:<T0 T ) + 2 :|
1

(3.203)

vioATr 1 (19— 1) i
14 ——— |- —
R%(t.) |4 At
Now we can calculate the centroid frequency the way we did in case I:
fex— —— (o — 1) - (f+£o) (3.204)
as well as the bandwidth:

v 1

Baz%_'

C(f+ 1) - At (3.205)
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A-3.4.1.9.2.5 Case 3

Lower limit: —At-v? + (19 — 1) - 2v* < 0

Upper limit: +At - v2 + (19 — 1) - 2v* > 0
<Ar
o=t =0 At
AT —7<T0—TC<7
To — Tc > -

Look for the upper limit in equation (3.160):

f,-Ro-
i < (1o — 1) - 2v2 + At - V2 (3.206)

(f+f0)2—f2-c—“
To4v2

To evaluate the upper critical frequency, we remember case 3. The upper
limit was defined higher than zero. Thus, the azimuth frequency has to be
less than the critical frequency f; < fjimit.

2. R2. 2 2
f-: RO C C2 S 4V4 . |:(T0 — TC) + %:| (3207)
(f+1f)* — f2 e
2.2 v At)? 2 o
T <. — = . — 2. - )
& SR [(ro T) + 5 ] [(f + )" — 1 4v2] (3.208)
At)?
5 v2 [('co —T) + 2] V2 Ar]? i
2
f; el R R SR—% {(ro—rc)jt?} (f+fo)
(3.209)
At)?
2 V2 {(ro —Tc) +7] (f+ o)
f? s Az (3.210)
RE4v2. (19— 1) +v2- |:A‘C' (To — 7c) +T}
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Following the steps of equation (3.193) to equation (3.194) results in:

. 2

f3§%~R2( c)~(f+f0)2' [(TO_TC)Jr%] O VvEAT 1(To—Tc) 1
1+ RZ(TC) |: AT 4:|
(3.211)

Ims33 L ol (70— )+ :
¢ R(t) 2 VAT [(to—1) | 1]]°

{ R (1) { At ZH

(3.212)

We have to take the positive solution as f_fjn; is a result of the inequality!

Z_VZ. 1 . 0) 0™ tc g . 1 |
£, < < Rz (f+1o) |:(T T) + 2 :| [1 N V};.(f:; ) [(TOATTc) + i:|:|
(3.213)

After the evaluation of the upper critical frequency, we will have a look for
the lower limit:

£ Ry-c
[(F+6) -2 2]

> (10— 1) - 2v2 — At - v? (3.214)

In equation (3.214) we see f; > flimit because the lower limit has to be less
than zero and the right side of the equation has to be lower than zero.

2 2. 2 2
f7-Rj-c 5 < 4vt. [(TO_TC)_%} (3.215)
2 _p. -
(f+fo) f? e
At]?
2
e et L 2
C 2 \% At 2

(3.216)
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4v* At]? 1
2 < & R (f +1fo) [(‘Co —Tc) — 7] 1 V2 AR F (to — Tc):|
R%(t.) |4 At

(3.217)
<2l 10 - 5. 1 ;
c R(t) 2 {1 . v2. A2 . F (w- TC):|:|2

R%(t.) |4 At
(3.218)

Due to the inequality we have to take the negative solution because
fe > fiimie:

v 1 A 1
£ >, .(f+f0).{(‘[o_rc)_1. .
¢ R(t) 2 VAT 1 (10— 1)
R%(t.) |4 At
(3.219)
A-3.4.1.9.2.6 Summary case 2
2v: 1 At 1
— (f+f0)|:(‘to‘|:c)—:| T
¢ R(t) 2 1+V2'A‘52 1 (n-1)]]°
R%(t.) |4 At
v 1 At
<f <l . . - -
<t ) [+
1
: . (3.220)
1+v2 - At? 1+ (to — )] ]?
R%(t.) |4 At
It follows for the centroid frequency:
v 1
fo—-. (T — 1) - (f + £ 221
Ry w4 (3221)
and the bandwidth:
v 1
By, =—- (f+1fp) - At (3.222)

(g}

el
—~

A
a
~
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A-3.4.1.10 Summary of the position of the rectangular function

Centroid frequency:

f. = (fo + fu) & —— (TO — TC) : (f + fo) (3223)

N | =
o
=
—~
A
(g}
S~—

Bandwidth:

2v: 1
By,=1 —f, @ —-
az 0 u c R(Tc)

Look for the centroid frequency:

(41 At (3.224)

with & = < follows:
fo

v 1 f
fc = T . R(’L‘c) . (T() — Tc) . <1 ‘I—g) (3225)

In equation (3.225) we see the following effect with consequences for the
doppler frequency. The doppler frequency does not run constantly into the
azimuth direction. The doppler frequency arises due to the term 1+ f/f,.
We neglect this term because in the first approximation f < f;.

A-3.4.2 Point target spectrum in the two-dimensional frequency domain

As final result we get for the two-dimensional point-target spectrum the
following term:

C‘R() 1
2 v

f‘c - fc
Rr(f, f:,Ro, 7o) = St(f) - 6(Ro, T0) - rect[ B ] :

f+1fo —jn/4 —j2nftg
R 3/4.eJTf/ . eI 2mhT
f+ ) —=
{( o) 4v2}

_ianRo. f+f 2
P (3.227)

This term contains all SAR sensor parameters necessary for the processing.
We use this result to return to the derivation of the point-target spectrum
and different processing algorithms chapter 3.4 page 120.
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List of symbols

3-dB aperture of antenna

3-dB aperture of synthetic array

effective antenna

antenna function

bandwidth in azimuth

bandwidth of transmitted pulse

squint angle

velocity of light

antenna-aperture function

density of radiation

length of antenna in azimuth

length of antenna in elevation

pitch angle

delta function

resolution in azimuth

single 3-dB aperture of antenna’s footprint in azimuth
double 3-dB aperture of antenna’s footprint in azimuth
3-dB aperture of antenna’s footprints in ground-range direction
signal bandwidth in azimuth

range resolution uncompressed

range resolution compressed

ground-range resolution

puls-length of azimuth signal

time of pulse response of azimuth bandpass
field force

range frequency

sample frequency

carrier frequency of transmitted pulse
current frequency

centroid frequency of azimuth spectrum
doppler-centroid frequency

frequency in range

azimuth frequency

incidence angle

aperture angle

peak width at half-height

angle at half-height
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List of symbols

Qs (1)
Vss, ()
gr(t,t)

G
Gr(fe f)

grr
Ho

hr(t)

Hk(fr) f)
k

K(x)
kaz

ky

Lges

A
A/T)

Ntransmit

Vp
Ysg(f)
r(t)

r(t)

R

R(7)

Ro
ROmax
ROmaxsyn
Rm

R,
rect(t/T)
p

S, Xrepeat
SAR

s(t)

autocorrelation of transmitted signal in equivalent lowpass do-
main

autocorrelation- respectively power density spectrum of trans-
mitted signal in equivalent lowpass domain

range-compressed signal of point target in equivalent lowpass
domain

antenna factor

spectrum of range-compressed signal of point target in equiva-
lent lowpass domain

ground-range distance

height of SAR sensor

pulse response of transmitted pulse in equivalent lowpass do-
main

transfer function

Boltzmann constant

fresnel integral

doppler rate

frequency rate of signal

loss factor

wave length

triangle function

number of echoes

circular frequency

roll angle

received power

backscattering power

power of noise

transmitted power

pulse repetition frequency

yaw angle

projection of squint angle

cross-power density of signals s(t) and g(t)

projection of slant-range distance

received signal

distance vector of SAR sensor

azimuth time-dependent distance

minimum distance of SAR sensor to point target

maximum range for CW radar

maximum range for synthetic aperture radar

mean of minimum distance

distance between center of footprint and SAR sensor
rectangular function

phase shift of received signal

range between transmitted pulses

synthetic aperture radar

transmitted pulse
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st(t)

St ()

St ()
si(x)
Si(x)

sLr

SNR
6(X0,¥0,0)

T) ttransmit

Tsep

to

Xo
Xrepeat
Xpulse

y

Yo
F
[}

equivalent lowpass signal of s(t)

time-limited chirp signal

time-unlimited chirp signal

sin(x)/x-function

integral sine

slant-range distance

signal-to-noise ratio

scattering coefficient of point target at position (X,y0,0)
puls-length of transmitted signal

time to separate two signals

time delay (=2Ry/c)

time delay (=2R./c)

time delay between transmitted and received signal (=2R(t)/c)
effective noise temperature

azimuth time

stationary points

azimuth time when target perpendicular

azimuth time when target in epicenter of azimuth signal
velocity of SAR sensor

resulting azimuth components of velocity of SAR sensor
velocity of SAR sensor with respect to earth’s rotation
azimuth-distance coordinate

x-coordinate of point target on earth

puls-repetition distance

azimuth puls-length

range-distance coordinate

y-coordinate of point target on earth

fourier transformation

off-nadir angle
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