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Cover design: deblik, Berlin

Printed on acid-free paper

9 8 7 6 5 4 3 2 1

springer.com

Editors

Dr Antoni Moore
School of Surveying
University of Otago
PO Box 56
Dunedin
New Zealand
amoore@surveying.otago.ac.nz

Igor Drecki
School of Geography, Geology
& Environmental Science
The University of Auckland
Private Bag 92019
Auckland
New Zealand
i.drecki@auckland.ac.nz

Library of Congress Control Number: 2008932841



 

Table of Contents 

About the Authors VII 
Introduction XV 
Preface XVII 
Paper Committee XXI 

Representation 
1 Facilitating the Handling of Interactive Atlases by Dynamic  1 

Grouping of Functions – The Example of ‘Smart Legend’ 
 Juliane Cron, Samuel Wiesmann and Lorenz Hurni 

2 A User-defined Virtual Reality Chart for Track Control  19 
Navigation and Hydrographic Data Acquisition 

 Andrew Ternes, Peter Knight, Antoni Moore and Holger  
Regenbrecht 

3 Mechanisms on Graphical Core Variables in the Design  45 
of Cartographic 3D City Presentations 
Markus Jobst, Jan Eric Kyprianidis and Jürgen Döllner  

Egocentric Cartography 
4 An Egocentric Urban Viewshed: A Method for Landmark  61 

Visibility Mapping for Pedestrian Location Based Services 
Phil Bartie, Steven Mills and Simon Kingham 

5 A Multi-scale Dynamic Map Using Cartograms to Reflect 87 
User Focus 
Grant Carroll and Antoni Moore 



VI     Contents 

Geovisual Exploration of Uncertainty and Terrain 
6 Exploring Tessellation Metaphors in the Display of Geographical  113 

Uncertainty 
Julian Kardos, Antoni Moore and George Benwell 

7 Simulation and Representation of the Positional Errors of  141 
Boundary and Interior Regions in Maps 
Tomaž Podobnikar 

8 Global Morphometric Maps of Mars, Venus, and the Moon 171 
Igor V Florinsky 

Web Mapping 
9 Scalability of Techniques for Online Geographic Visualisation  193 

of Web Site Hits 
Nigel Stanger 

Afterword    Developing Concepts for an Affective Atlas 219 
William Cartwright, Adrian Miles, Brian Morris, Laurene  
Vaughan and Jeremy Yuille 

 



 

About the Authors 

Phil Bartie is a PhD candidate at the Geospatial Research Centre, Univer-
sity of Canterbury, NZ. Previously he has worked in government and 
commercial sectors designing and implementing GIS solutions. He holds a 
BSc(Hons) in Human and Physical Geography, and MSc in GIS. His re-
search interests are in location based services, interface design, and visibil-
ity analysis. 

Contact: philbartie@gmail.com 
 
George Benwell is Pro-Vice-Chancellor (Commerce) and Dean of the 
Business School at the University of Otago, NZ.  After working as a sur-
veyor, consultant and University of Melbourne academic, he joined 
Otago’s Information Science Department as a senior lecturer in 1990.  He 
led the Department from 2001-2006 before becoming Dean in 2007. His 
research and teaching are mainly focused on spatial information processing 
and analysis, and land and health-related information systems. He cur-
rently holds a Bachelor of Surveying from the University of Melbourne, an 
MPhil from City University, London and a PhD from Melbourne. 

Contact: gbenwell@business.otago.ac.nz 
 
Grant Carroll graduated from the University of Otago (NZ) in 2006 with 
a BAppSc in Geographic Information Systems and Software Engineering. 
He has been working at Marlborough District Council (NZ) as their GIS 
Technician / Developer since mid 2007. He also does contract work for a 
property firm specialising in Treaty Settlements. His research interests in-
clude the tessellation of space in 2D / 3D and network / route mapping. He 
is actively working to leverage the most out of the council technology to 
make it easier and more accessible for all users.  

Contact: grant.carroll@marlborough.govt.nz 
 



VIII     About the Authors 

William Cartwright is President of the International Cartographic Asso-
ciation.  He is Professor of Cartography and Geographical Visualization in 
the School of Mathematical and Geospatial Sciences at RMIT University, 
Australia. He holds a Doctor of Philosophy from the University of Mel-
bourne and a Doctor of Education from RMIT University.  He has six 
other university qualifications - in the fields of cartography, applied sci-
ence, education, media studies, information and communication technol-
ogy and graphic design. He joined the University after spending a number 
of years in both the government and private sectors of the mapping indus-
try. His major research interest is the application of integrated media to 
cartography and the exploration of different metaphorical approaches to 
the depiction of geographical information. 

Contact: w.cartwright@rmit.edu.au 
 
Juliane Cron studied cartography at the HTW Dresden and finished her 
studies in 2006 with a diploma thesis about “Graphical User Interfaces of 
Interactive Atlases”. Since November 2006 she works at the Institute of 
Cartography at the ETH Zurich in the project “Swiss World Atlas interac-
tive” and is responsible for the editorial concept, i.e. usability, design and 
implementation of the GUI. 

Contact: juliane.cron@karto.baug.ethz.ch 
 
Jürgen Döllner is a Professor at the Hasso-Plattner-Institut of the 
University of Potsdam, directs the computer graphics and visualisation 
division. He has studied mathematics and computer science and received a 
Ph.D. in computer science. He researches and teaches in real-time 
computer graphics, spatial visualisation, software visualisation, and spatial 
data infrastructures.. 

Contact: doellner@hpi.uni-potsdam.de 
 

 Igor Drecki is currently a manager of the Geo-graphics Unit at the School 
of Geography, Geology and Environmental Science, The University of 
Auckland, New Zealand. His previous professional experience included 
private, government and academic environments where he worked as a 
cartographer. Igor’s research interests focus on geographical information 
uncertainty representation, and also include cartographic design and educa-
tion. He is currently the Editor of ICA News, the newsletter of the Interna-
tional Cartographic Association, and Vice President of the New Zealand 
Cartographic Society. 

Contact: i.drecki@auckland.ac.nz 
 
 



About the Authors      IX 

Igor Florinsky is a Senior Research Scientist at the Institute of Mathe-
matical Problems of Biology, Russian Academy of Sciences, where he has 
been since 1993. He completed his PhD in that year at the Moscow Insti-
tute of Engineers for Geodesy, Aerophotography, and Cartography (MII-
GAiK). His research interests include: development of algorithms, meth-
ods, and software for digital terrain modelling; multi-scale studies of soil 
and landscape processes; problems of structural geology; interaction be-
tween environment and human activities (using methods of digital terrain 
modelling, GIS, and spatial statistics); study of the temporal domain in 
soil, geophysical, and biological processes by singular spectrum analysis; 
and influence of the geological environment on human health and behav-
iour. In 1998-2004, he worked at the Manitoba Land Resource Unit, Agri-
culture and Agri-Food Canada, and Department of Soil Science, University 
of Manitoba, Winnipeg. 

Contact: iflorinsky@yahoo.ca 
 
Lorenz Hurni is Professor of Cartography and director of the Institute of 
Cartography at the ETH Zurich since November 1996. Under his lead, the 
multimedia “Atlas of Switzerland” as well as a new interactive version of 
the “Swiss World Atlas”, the official Swiss school atlas, are being devel-
oped. The emphasis of his research lies in cartographic data models and 
tools for the production of printed and multimedia maps. Another focus of 
research covers interactive, multidimensional multimedia map representa-
tions. The new possibilities are being explored in international, interdisci-
plinary projects and being imparted to a broad audience in lectures and 
courses for students and practitioners.  

Contact: hurni@karto.baug.ethz.ch 
 
Markus Jobst is a Post Doctoral research grant fellow at the Hasso-Plattner-
Institut, University of Potsdam. Besides his commercial multimedia-
cartographic activities and the coordination of the scientific projects for 
photogrammetric documentation and cartographic heritage, Markus has 

aphy, reproduction and multimedia 
dissemination processes. His main foci in scientific work are in communi-
cation of spatial related data, multimedia 3D cartography, digital carto-
graphic presentation methods including crossmedia publishing and the 
creation of management tools with the help of digital cartography.  

Contact: markus.jobst@hpi.uni-potsdam.de 

substantial knowledge of digital photogr



X     About the Authors 

Julian Kardos completed his PhD on the visualisation of uncertainty in 
Geographic Information Systems in 2005. Since completing his PhD, 
Julian has been active in GIS research and publications. Julian continues 
his involvement in the GIS community undertaking work with Intergraph 
Corporation, a GIS solution provider, as a Business Development Manager 
and Consultant. Julian has extended his focus beyond the visualization of 
uncertainty into collaboration and spatial data infrastructures.  

Contact: julian.kardos@intergraph.com 
 
Simon Kingham is an Associate Professor in the Department of Geogra-
phy, at the University of Canterbury (Te Whare Wananga O Waitaha). He 
came to the University of Canterbury in 2000 having completed his PhD at 
Lancaster University and having worked at the Universities of Newcastle, 
Huddersfield and Hertfordshire in the UK. His research focuses on urban 
issues including transport and accessibility usually with a GIS framework. 

Contact: simon.kingham@canterbury.ac.nz 
 
Peter Knight is a lecturer in Hydrographic Surveying at the School of 
Surveying, University of Otago, New Zealand. His research interests in-
clude Common Pool Resource Management and he has been studying the 
social, commercial and spatial aspects of the Bluff oyster fishing commu-
nity in southern NZ. Peter graduated in 1980 with a Diploma in Hydro-
graphic Surveying from Humber College in Toronto. This start in survey-
ing enabled him to begin a 10 year university career that produced a BA 
(Guelph 1987); BSc (Surveying-Toronto 1990); and an MASc (Civil Engi-
neering-Toronto 1994). Peter’s career as a Hydrographer continued with 
his appointment as a multi-disciplinary hydrographer with the Canadian 
Hydrographic Service (1993), a position he held until coming to Otago. He 
came to New Zealand from Canada in 1997. 

Contact: peter.knight@surveying.otago.ac.nz 
 
Jan Eric Kyprianidis is a Ph.D. student at the Hasso-Plattner-Insitut of 
the University of Potsdam. His research interests include non-
photorealistic rendering and digital image processing. He received a 
diploma in mathematics from the University of Hamburg, Germany. 
Before joining HPI, he worked as a senior software engineer at Adobe 
Systems. 

Contact: kyprianidis@hpi.uni-potsdam.de 
 
 
 



About the Authors      XI 

Adrian Miles is Senior Lecturer in Cinema and New Media in the School 
of Applied Communication, RMIT University, Melbourne. He is well 
known for this research in hypertext, specifically the relation of hypertext 
to cinema and link poetics. He is known internationally for his innovative 
practice based research in the field of online video, work which he com-
menced in 2000. He is widely recognised as a pioneer of videoblogging as 
an aesthetic and critical practice, and as the world’s frist videoblogger. The 
concept of ‘softvideo’, which Miles introduced in 2003, has been used by 
several other theoreticians in their own practice, is regularly used in sev-
eral syllabi nationally and provides a paradigmatic shift in the conception 
of time based media online. 

Contact: adrian.miles@rmit.edu.au 
 
Steven Mills completed his PhD in the Department of Computer Science, 
University of Otago, in 2000. After a year working in industry he accepted 
a lectureship in computer science at the University of Nottingham. In 2006 
he left Nottingham to take up the role of senior research scientist at the 
newly formed Geospatial Research Centre in Christchurch, NZ. Dr Mills’ 
research interests lie in computer vision and image processing, with a par-
ticular focus on motion analysis, 3D scene reconstruction, and applications 
linked to navigation and georeferenced imagery. 

Contact: steven.mills@grcnz.com 
 
Antoni Moore has just been appointed as a senior lecturer in Geographic 
Information Science at the School of Surveying, University of Otago, New 
Zealand, having previously been in their Department of Information Sci-
ence since 2001 and before that as a coastal / marine GIS Analyst at Ply-
mouth Marine Laboratory in the UK. His research interests include geo-
visualisation, which encompasses the visualisation of uncertainty, 
cognitive mapping and application of virtual / augmented reality. Other re-
search interests cover cartographic generalisation, spatial data structures 
and use of GIS-related technology in a decision support context (as well as 
using visualisation for this purpose, intelligent information systems – the 
subject of his PhD, grassroots mapping and spatio-temporal modelling 
have been applied). 

Contact: amoore@surveying.otago.ac.nz 
 
 
 
 
 



XII     About the Authors 

Brian Morris, PhD, has published extensively - in Australia and interna-
tionally - in his field of urban and cultural studies on the mediatized nature 
of cities. Together these publications foreground his concern with bringing 
into dialogue the transdisciplinary insights of spatial theory, cultural stud-
ies, and technology and communication studies as they pertain to the 
analysis of particular geographical locations. Morris’ essays have appeared 
in leading international and national journals and in books.  Morris’more 
recent research on the Tokyo area of Shibuya has focused on the theorising 
of relations between experiences of urban places and uses of communica-
tion technologies (such as mobile telephones) by users and how these ar-
ticulate with older practices of navigation. 

Contact: brian.morris@rmit.edu.au 
 
Tomaž Podobnikar currently works at the Scientific Research Centre of 
the Slovenian Academy for Sciences and Arts. He holds a BSc in geo-
graphical information systems and its applications in environment and ar-
chaeology, MSc in Monte Carlo methods and its applications in geo-
graphical information systems (GIS), PhD in digital terrain modelling 
(DTM) from various data sources of different quality, all achieved at the 
University of Ljubljana. He has authored several papers on quality assess-
ments, GIS, DTM and its applications as well as archaeology, biology, dia-
lectology, environment, Mars research, etc. With his own approach he 
produced a DTM of Slovenia that is currently widely available from the 
government. He was a research fellow at the University of Technology 
Delft (The Netherlands), Vienna University of Technology (Austria) and 
University of Franche-Comté (France). He is currently researching on 
geomorphological analysis at Institute of the Photogrammetry and Remote 
Sensing, Vienna University of Technology. 

Contact: tp@zrc-sazu.si 
 
Holger Regenbrecht has been a senior lecturer in the Department of In-
formation Science at Otago University Since November 2004. He is a 
computer scientist and has a PhD in engineering from Bauhaus University. 
He has been working in the fields of Virtual and Augmented Reality for 
over ten years. He was initiator and manager of the Virtual Reality Labora-
tory at Bauhaus University Weimar (Germany) and the Mixed Reality 
Laboratory at DaimlerChrysler Research and Technology (Ulm, Ger-
many). His research interests include Human-Computer Interaction (HCI), 
(collaborative) Augmented Reality, 3D teleconferencing, psychological 
aspects of Mixed Reality, and three-dimensional user interfaces (3DUI).  

Contact: holger.regenbrecht@otago.ac.nz  
 



About the Authors      XIII 

Nigel Stanger is a lecturer in the Department of Information Science at the 
University of Otago School of Business, where he has taught in the areas 
of systems analysis and database systems since 1989. He has active re-
search interests in digital repositories, distributed and web database sys-
tems, XML technologies, physical database design and database perform-
ance. He was the project lead and programmer for the School of Business 
EPrints repository, which he continues to maintain and enhance. He is also 
heavily involved in projects to increase the uptake of digital repository 
technology within New Zealand, and is a key member of the Open Access 
Repositories in New Zealand (OARiNZ) project. 

Contact: nstanger@infoscience.otago.ac.nz 
 
Andrew Ternes graduated from the Royal Melbourne Institute of Tech-
nology with a Bachelor of Applied Science in Surveying in 2003. He 
worked briefly in the land survey industry before joining the Hydrographic 
Survey department of the Port of Melbourne Corporation (PoMC) in 2004. 
Andrew was trained in Hydrographic Survey by the PoMC, and encour-
aged him to gain further knowledge, by supporting his attendance in the 
Category A Hydrographic Surveying Program at the University of Otago, 
Dunedin, New Zealand. His involvement in the program, for which he 
gained a Postgraduate Diploma in 2007, allowed him to explore his own 
research ideas and interests related to hydrographic mapping and naviga-
tion, such as 3D visualisation, real time mapping and augmented reality 
guided navigation. Elements of these were applied in his dissertation “The 
implementation of 3D nautical charts to hydrographic survey”. 

Contact: andrew.ternes@portofmelbourne.com 
 
Laurene Vaughan, PhD, is the Director of Research and Innovation in the 
School of Applied Communication at RMIT University. Laurene is well 
recognised for her cross-disciplinary approach to design and practice based 
research. Laurene’s emerging contribution to the field of interaction design 
focuses on understanding the human experience of space and place 
through technology.  She does this through a unique combination of fash-
ion, landscape and human centred design methodologies. Since 2006 she 
has been actively engaged as a Chief Investigator and Project Leader 
within the Australasian CRC for Interaction Design (ACID). 

Contact: laurene.vaughan@rmit.edu.au 
 
 
 
 



XIV     About the Authors 

Samuel Wiesmann studied geography at the University of Zurich. He fin-
ished his studies at the GIS division with a diploma thesis about develop-
ing interactive map legends. Since 2007 he works at the Institute of Car-
tography at the ETH Zurich as a research associate. He is involved in the 
editorial work of the Atlas of Switzerland. 

Contact: wiesmann@karto.baug.ethz.ch 
 
Jeremy Yuille is a Senior Lecturer in the School of Applied Communica-
tion, RMIT University Melbourne. His research examines the areas of In-
teraction Design, Generative Systems, and audiovisual Performance, 
through multidisciplinary collaborative projects in the technology, com-
munications, media and entertainment sectors. Research has been applied 
to new user interfaces, generative systems for content creation, remote col-
laboration, media theory, education and musical composition and perform-
ance.  In 2004 he was appointed Program Manager, Mutiuser Environ-
ments, at the Australasian CRC for Interaction Design (ACID), involved in 
setting an agenda for Interaction Design research specifically looking at 
environments for remote collaboration and methods for undertaking design 
research informed by social science methodologies. 

Contact: jeremy.yuille@rmit.edu.au 



 

Introduction 

This book contains selected papers from participants at the 4th National 
Cartographic Conference GeoCart’2008, held in Auckland, New Zealand 
in September 2008. It provides a contribution to the literature related to 
contemporary Geoinformation and Cartography as part of the Springer se-
ries “Lecture Notes in Geoinformation and Cartography”. The series aims 
to provide publications that highlight the research and professional activi-
ties taking place in this exciting discipline area. Books published thus far 
cover a wide range of topics and their content reflects the diverse nature of 
interests of contributors in the field. 

The GeoCart conferences are held every two years and attract attendees 
from Australasia and globally. They offer a forum for reflecting on past 
practices, exploring future possibilities and reporting on the findings of re-
search undertakings. They make valuable contributions to the theory and 
praxis of Geoinformation and Cartography. 

The editors of this book, Antoni Moore, from the University of Otago, 
and Igor Drecki, from the University of Auckland, have provided contribu-
tions that fall under the categories of representation, egocentric mapping, 
the exploration of tangible and intangible geographical phenomena by vis-
ual means and Web mapping. The chapters provide valuable information 
from contributors that illustrate the exciting developments in the disci-
pline. 

I applaud the efforts of the editors and authors for providing this work 
as an insight into their fields of activity. I hope that you find this book, 
from the land of the Long White Cloud, a valuable resource. 
 
 
William Cartwright 

School of Mathematical and Geospatial Science 
RMIT University, Australia 



 



 

Preface 

This book contains a set of papers selected from research presented at the 
4th National Cartographic Conference GeoCart’2008, held in Auckland, 
New Zealand on September 1st to 3rd, 2008. The conference is endorsed 
by the International Cartographic Association (ICA) and jointly organised 
by the New Zealand Cartographic Society, the University of Auckland, the 
University of Otago and Land Information New Zealand.  

The contributions to this volume report on initiatives at the cutting edge 
of cartography and geovisualisation, covering relevant themes such as in-
teractive atlases, 3D display in urban and marine applications, egocentric 
mapping, visualisation of uncertainty, geovisual exploration and current 
and future issues in web cartography. Each chapter has been reviewed by 
three international experts from the Paper Committee. 

The first section of the book includes three chapters grouped under the 
Representation theme. Together they cover both static and dynamic rep-
resentation, on primary and secondary elements of the map. Unusually we 
will start with a study that focuses not on the map itself but on the map 
legend. The paper by Juliane Cron and co-authors (including keynote 
speaker Lorenz Hurni) describes the development of a dynamic legend to 
ease the use of interactive atlases, (or Multimedia Atlas Information Sys-
tems - MAIS), an unexplored topic in this context. They illustrate a proto-
type Atlas of Switzerland that implements this technology, called “Smart 
Legend”, which can manage the complex content of MAIS using a “Power 
Tool”. And then from land to sea, Andrew Ternes and co-authors outline 
the user-centred development (an approach shared with Cron’s work) of a 
3D virtual reality chart for hydrographic surveying. Led by the mariners 
who would eventually use the chart, challenges such as enabling naviga-
tion in featureless maritime environments and the design of 3D symbols 
that were faithful to the extant 2D chart were addressed. Moving specifi-
cally to urban 3D, Markus Jobst and co-authors argues for non-
photorealistic rendering (NPR) in virtual 3D city models to enhance their 
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effectiveness and expressiveness, ultimately in a decision-making envi-
ronment. Their novel 3D visualization designs are derived from adapting 
2D graphical core variables into a 3D context.  

The second section - Egocentric Mapping - contains two chapters that 
investigate the individual-focused point of view in geographical visualisa-
tions. The paper by Phil Bartie and co-authors furthers the urban 3D theme 
and explores the natural link between the egocentric and Location Based 
Services (LBS) delivered on mobile devices. They report on a project that 
investigates the derivation of landmark visibility metrics and maps that 
could help an LBS provide information to the user in context, with the 
most visible items being the most relevant. In terms of value for designing 
representations for the mobile context, Bartie’s paper is of a kind with 
Jobst’s NPR, especially useful in the limited display space involved. The 
second paper that shares an egocentric approach is by Grant Carroll and 
co-author, describing a dynamic and interactive map interface that uses hi-
erarchically nested automated cartograms to emphasise areas of user inter-
est or focus. This effectively uses local distortion to create a multi-scale 
representation, producing a fisheye-like display. User testing indicated that 
the cartogram map was more efficient than other ways of handling multi-
ple scales, such as use of inset maps and zooming in. 

Following this section are three papers that illustrate the exploration of 
tangible and intangible geographical phenomena by visual means, grouped 
under the broad theme of Geovisual Exploration of Uncertainty and 
Terrain. Starting with the intangible, revealing geospatial uncertainty has 
long been a topic of much research attention and two updates are presented 
here. Julian Kardos and co-authors give an account of the metaphorical ba-
sis by which a resolution-based uncertainty visualization technique, the 
trustree, communicates choropleth map uncertainty to the map viewer. 
How metaphors work is inherently a cognitive question, which links this 
chapter with the preceding section, since the egocentric point of view is es-
sentially an intuitive one for all of us. A test revealed that less resolution 
leads to the perception of more uncertainty rather than the opposite, and is 
more usable. Moving from attribute uncertainty to spatial uncertainty, 
Tomaž Podobnikar uses Monte Carlo (MC) error modelling (as does Kar-
dos) as the basis of estimating boundary uncertainty, which is subsequently 
visualised in novel ways. One such innovation is using superimposed and 
additive MC realizations of boundary as a texture feature. This paper is no-
table in that it tries to also depict uncertainty associated with the interior of 
a polygon through the displacement of a regular matrix of squares. The ex-
ploration of a tangible aspect of reality rounds off this section, with Igor 
Florinsky visually describing the terrain of our nearest neighbours in the 
Solar System via morphometric variables. His planet- or satellite-wide 
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maps reveal hitherto unidentified patterns (helical structures) on the sur-
faces of these celestial bodies. Looking back over the section there is a 
progression in geometric terms from lines (both Kardos’s and Podobni-
kar’s boundaries) to areas (Podobnikar’s polygon interiors) to surfaces 
(Florinsky’s global exploration). 

The last section in the book is on Web Mapping which, it can be ar-
gued, is how the majority of people worldwide with access to a computer 
now get their cartographic fix. The section starts off with a thorough inves-
tigation by Nigel Stanger of metrics associated with several web mapping 
delivery techniques at different scales of data load. This is an issue of great 
relevance for creators and viewers of maps on the Web as displays of large 
data volume start to be enabled. Stanger found that the image-based meth-
ods of delivery scaled better than those based on HTML. The Afterword is 
by William Cartwright and co-authors and is unique in this book as it de-
scribes future plans for developing an “Affective Atlas”, a collaborative at-
las that harnesses the innovations embodied in Web 2.0. This is an atlas in 
the spirit of Wikipedia, the online collaborative encyclopaedia, which 
elicits similar questions. An example issue that may arise and needs to 
be addressed is allowing non-experts (in the case of the affective atlas, 
non-cartographers) to create and edit content. The speculative nature of 
this paper makes it a natural choice for the Afterword. It also ensures that 
papers on interactive atlases, an important aspect of the book underempha-
sized by its running order, bookend this volume. 

 
We would like to acknowledge the efforts of the authors who responded 

to our call for papers. Their cutting-edge research contributes to the ad-
vancement of cartography and GIScience and presents a well balanced in-
ternational view on these subjects. Their determination in getting the chap-
ters ready, despite the tight deadlines, is very much appreciated. 

We wish to express our appreciation to the international experts who 
formed the Paper Committee. Many of them were asked to work on short 
deadlines, but their in-depth reviews contained valuable comments and ex-
ceptional suggestions for us but most notably for the authors.  

Special thanks go to Professor Pip Forer for suggesting an inspiring (and 
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CHAPTER 1 
 
 
Facilitating the Handling of Interactive Atlases  
by Dynamic Grouping of Functions –  
The Example of “Smart Legend” 

Juliane Cron, Samuel Wiesmann and Lorenz Hurni 

Institute of Cartography, ETH Zurich, Zürich, Switzerland 

Abstract 

Over the past few years, interactive atlases have been extended by new 
functions and interactive techniques. Zooming and panning, switching lay-
ers on/off, changing classifications and colouring, as well as interactive 
queries are standard features nowadays. Related multimedia information 
such as diagrams, text, images, videos and animations, are linked to the 
geographic entities. Interactive atlases turn more and more into sophisti-
cated Multimedia Atlas Information Systems (MAIS). At the same time, it 
has become increasingly difficult for atlas editors and developers to ar-
range this impressive wealth of information, functionalities and interac-
tions in a user-friendly way. A possible means for enhancing the usability 
is the sophisticated grouping of functions in so-called “Power Tools” 
within the Graphical User Interface (GUI) of the atlas. As an example of 
such a tool, the transformation of the legend into a “Smart Legend” is 
shown. Unlike other atlas components, the functionality of the legend in 
interactive maps has hardly been touched by developments in the past few 
years, and the advantageous methods of interactivity are mostly omitted in 
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map legends. The great hidden potential of such a tool can crucially influ-
ence the development of new atlases in the future. 
Keywords: interactive atlas, legend structure 

1 From Digital Maps to Interactive Multimedia Atlas 
Information Systems (MAIS) 

Apart from the digital production of conventional maps, the introduction of 
Geographical Information Systems (GIS) and other computer aided carto-
graphic production systems in the 1980s has also enabled the development 
of the first fully computer screen-based map products. Throughout the 
years, the richness of the geographical data that can be included, the de-
gree of interactivity, analysis and visualisation capabilities has meant that 
the overall quality of the graphical design of both the maps and the 
Graphical User Interface (GUI) has significantly increased. Unlike most 
GIS, modern electronic maps and atlases are based on cartographically ed-
ited and symbolised data (instead of raw GIS data) and specifically se-
lected, implemented, and designed functions and interactions. In addition 
to map data, thematic data and related multimedia data can also be in-
cluded. According to Hurni (2008) such Multimedia Atlas Information 
Systems (MAIS) are systematic, targeted collections of spatially related 
knowledge in electronic form, allowing user-oriented communication for 
information and decision-making purposes. Typical applications of MAIS 
are Reference (World) Atlases, School Atlases, National and Regional At-
lases, Topographic Atlases, Thematic Atlases, and Statistical Atlases 
(Hurni 2008). In the last few years the main focus of most of the products 
was centred on granting access to more data and functions, bringing MAIS 
close to “regular” GIS which unfortunately still have a limited usability. 
The guidance of the user through the almost unlimited number of possible 
functions had rather low priority. Most functions were mainly arranged in 
more or less structured menu lists. In the following, a new approach is pre-
sented, which structures and groups the functions in a logical, themati-
cally-oriented way, but also allows the adaptive combination of interplay-
ing functions. 
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2 The Basic Framework: Classification of MAIS 
Functionality 

Besides maps and data, MAIS also offer special atlas functions, allowing 
geographic and thematic navigation, querying, analysis and visualisation 
both in 2D and 3D mode. These interactive functions, in the following re-
ferred to as atlas or map tools, enable the user to manipulate and visualise 
maps and data. Thus, generally speaking, their functionality enables inter-
actions with the geographic and thematic content of the MAIS. 

Driven by the rapidly changing needs of the “information society”, the 
number of interactive atlases is steadily growing and they are getting more 
powerful in terms of thematic content, functionality and interactivity. Due 
to the fact that these atlases are developed for various target groups, they 
have different scopes, quality levels and data content. Accordingly, the ap-
plications offer a wide variety of functions, e.g. navigation functions are 
important for world atlases, and data analysis and visualization functions 
are crucial parts of statistical atlases. Table 1.1 shows the most important 
functions, arranged in five main groups (general functions, navigation 
functions, didactic functions, cartographic and visualisation functions as 
well as GIS functions).  

In the past, rather divergent approaches for the classification of func-
tions in interactive atlases were presented (e.g. by Ormeling (1997) and 
Bär and Sieber (1997)). This is an indication of the difficulty of setting up 
a comprehensive, well-founded grouping or classification of the functions. 
Table 1.1, showing possible functions in interactive atlases, is the result of 
an analysis of the most popular and comprehensive atlas products currently 
available. The order and integration of the functions in those atlases only 
partly correspond to the other classifications mentioned above. The exist-
ing compilations were therefore modified and extended by newly found 
functions. Particularly, new function subgroups consisting of individual 
functions were introduced (e.g. the subgroup “redlining”); and some func-
tions were reassigned to other groups or subgroups. The new classification 
was set up to serve as a basic framework for the proposed development of 
a user-friendly atlas GUI by means of functional segmentation. 
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Table 1.1. Classification of functions in MAIS (Cron et al. 2007) 

Function Groups Function Subgroups Functions 

General functions  Mode selection, language selection, 
file import/export, printing, forward/ 
backward, placing bookmarks, hot 
spots, settings (preferences), tooltips, 
help, display of system state, imprint, 
home, exit 

Spatial navigation Spatial unit selection, move map (pan, 
scroll), enlarge/reduce of map extend 
(zoom in/out, magnifier), reference 
map/globe, map rotation, line of sight 
and angle, determination of location 
(coordinates, altitude), placement of 
pins, spatial/geographical index, spa-
tial/geographical search, tracking 

Thematic navigation Theme selection and change, index of 
themes, search by theme, favourites 

Navigation functions 

Temporal navigation Time selection (selection of time pe-
riod, positioning of time line), anima-
tion (start/stop etc.) 

Explanatory functions Guided tours, preview, explanatory 
texts, graphics, images, sounds, films 

Didactic functions 

Self-control functions Quizzes, games 

Map manipulation Switch on/off layers, switch on/off 
legend categories, modification of 
symbolisation, change of projection 

Redlining Addition of user defined map ele-
ments, addition of labels (labelling) 

Cartographic and visuali-
sation functions 

Explorative data analysis Modification of classification, modifi-
cation of appearance/state (brightness, 
position of sun), map comparison, se-
lection of data 

Space and object-oriented 
query functions 

Spatial query/position query (coordi-
nates query, query of altitude), query 
of distance and area/ measurement, 
creating profile 

Thematic query functions Thematic queries (data/attribute que-
ries), access to statistical table data 

GIS functions 

Analysis functions Buffering, intersection, aggregation, 
terrain analysis (slope, exposition, etc.) 
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3 The Implication of MAIS Functionality on the GUI Design 

In order to meet the demands of a broad user community, the potential 
of MAIS should not be restricted only to various multimedia visualisation 
techniques. Moreover, the programmes should also encourage the user by 
means of simple and intuitive handling, which is mainly enabled by a well-
structured arrangement of the different map tools on the computer screen. 
The presented classification of the map tools therefore also aims for a cor-
responding segmentation of the GUI. This means that functions of the 
same group or subgroup should be arranged in close proximity to each 
other. 

It is primarily the atlas GUI which allows the user to activate the func-
tions. The various functions are integrated in the atlas GUI by controls like 
buttons, lists, sliders, etc. As one of the main parts of an interactive atlas, 
the GUI exists in order to bring all components (map, data and functions) 
together. Commands are usually not initiated by keyboard entry or natural 
speech, but by the selection and movement of the elements on the Graphi-
cal User Interface (direct manipulation) (Shneiderman and Plaisant 2005). 

The main purpose of a GUI is to supply users with a perfectly tailored 
set of tools, enabling them to interact in a comprehensible and undisturbed 
way with the system. While communicating using this visual desktop envi-
ronment, the interactive application should advise or even guide the users 
to the relevant information. In other words, the information and the spe-
cific tools should be presented to the users by means of a well-structured 
GUI. The success of an application depends to a great extent on its useful-
ness and usability. Thus, a GUI should be laid out in such a way that the 
intuitive and associative structure of human thinking is supported. Accord-
ing to Marinilli (2002), the design of a GUI is therefore conducted using 
seven basic principles of visual communication: 

• Know your user 
• Minimise the short term memory load on users 
• Preserve consistencies 
• Ensure overall flexibility, error recovery and customisation 
• Follow standards 
• Make explicit the system’s internal state 
• Provide the user with the sense of control 

 
A GUI should therefore follow a user-centred “thin design” approach 

containing organisational, economic and communicational aspects (Marcus 
et al. 1994): According to the organisation principle, the conceptual struc-
ture of the GUI should be simple, clear and consistent. The economy 
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principle states that there must be a maximisation of the user’s and the sys-
tem’s efficiency with a minimal set of content-related tools. The communi-
cation principle asks for a customisation of the presentation with respect to 
the user’s intake capacity. As a further component, we would like to add 
the aesthetic principle, where graphical issues, such as colour schemes and 
the level of iconisation of all GUI elements are of great importance (Cron 
et al. 2007). 

MAIS usually consist of extensive geographical, thematic and statistical 
information. The situation can be compared to a general store containing 
thousands of goods. From the vendor’s point of view, the question is how 
to sell these articles best with a maximum presentation effect and minimal 
costs. From the buyer’s point of view, the question is rather how to access 
all the desired articles in the shortest time. Using this analogy, one of the 
main questions in atlas GUI authoring is therefore how to structure and de-
sign a GUI to attract the user’s attention and to transmit the relevant in-
formation to the user. Today, as the number of atlas applications increases, 
there is also a great variety of GUI solutions. 

Once again, the foremost aim of atlas GUI design is a comprehensible 
presentation of the atlas screen. To obtain a well-balanced composition of 
the screen area, the segmentation into functional-logical units – analogous 
to the function groups – is applied (Fig. 1.1). Functional units help to 
minimise the graphical “load” of the GUI and facilitate the user’s orienta-
tion in order to interpret and operate the whole set of atlas functions in an 
easier and faster way.  

Since an atlas is understood as a formal compilation of maps, the map 
should always dominate the overall layout and the GUI respectively. This 
requires an appropriate segmentation of the screen area, a strict partition-
ing of the GUI elements, ingenious interaction possibilities between GUI 
elements, and a high consistency of content, graphics, actions and feed-
back (Sieber and Huber 2007). Segmentation is accomplished in a func-
tional sense. According to the basic framework, Figure 1.1 shows the im-
plementation of the atlas function groups by corresponding atlas segments. 
For example, the spatial navigation segment includes a reference map, co-
ordinate display, etc. 

This approach of GUI segmentation according to the atlas function 
groups seems reasonable with respect to the use of the atlas. Thereby, the 
usability of an application will surely be increased. However, due to the 
static nature of this approach, it is limited when applied to a MAIS which 
is extensive both in content and in function. Here, the static approach can-
not meet all demands for implementing the function integration. 
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Fig. 1.1. Atlas GUI, segmented in functional-logical units (Prototype “Atlas of 
Switzerland”, Version 3); 1. General functions, 2. Navigation functions, 3. Didac-
tic functions, 4. Cartographic and visualisation functions, 5. GIS functions 

In most cases, the function groups and subgroups do not include purely 
self-contained functions. Therefore, an alternative approach is important as 
well: the interplay of functions (Sieber and Huber 2007). Functions may 
technically belong together, although they are not assigned to the same 
function group with respect to their functionality. For example, the use of 
one tool entails the involvement of further tools belonging to other func-
tion groups or subgroups (e.g. in the 3D-part of the “Atlas of Switzerland”, 
the manipulation of the tool “line of sight and angle” requires the use of 
the “redraw-button” which is part of the “preview” tool).  

Furthermore, the classification of the functions is based on the fact that 
the user carries out a manipulation in the atlas. Wiesmann (2007) calls 
these functions “user-oriented functions”. However, in this context an ad-
ditional consideration must be the reaction of the system: Some functions 
are executed by the system without being noticed by the user; another 
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question is which functions are provided by the system at all due to various 
constraints. Wiesmann (2007) calls these functions “system-oriented func-
tions”. In addition, there are also functions which are mutually exclusive 
due to the nature of the basis data (Schneider 2001). To ensure both the 
user-friendliness and an extensive functionality of the atlas, the GUI must 
become more flexible, dynamic, and self-adapting in such cases. This 
means that due to their assigned function group or subgroup, the atlas tools 
cannot be integrated in the GUI in the same strictly segment-based way. 

4 Adaptive Grouping of Functions for the “Smart Legend” 
Concept 

By applying the concept of the dynamic combination of functions men-
tioned before, this chapter illustrates the advantages of this flexible ap-
proach using the example of the legend. This adaptive arrangement com-
bines several user- and system-oriented functions from different function 
groups and subgroups which interplay appropriately. Individual functions 
can also be compiled in a hybrid way: depending on the situation, the func-
tion is directly applied by the user or is triggered internally by the system 
in order to support the user. The examples in this chapter illustrate how 
such a situational interplay of functions could work. 

The GUI acts as an interface between the user and the MAIS. Similarly, 
the map legend supports the communication process between the carto-
graphic sign language, which encodes the spatial information of the map, 
and the user, who wants to read the information. The legend is an impor-
tant part of the map. Its main task is to explain the individual map elements 
supporting the user’s perception of the message of the map. It is therefore 
the key to the map content. Without the legend, the map information can-
not properly be understood and in some cases is entirely unintelligible. 

In order to allow the legend to function as an interface, the map symbols 
must be unambiguously designed and clearly distinguishable from each 
other. It is obvious that the explanatory symbols in the legend must match 
the symbols in the map in order to guarantee a clear assignment. However, 
it turns out that these requirements are even more difficult to fulfil on a 
computer screen than on paper. Many digital legends do not satisfy these 
criteria. 

Also other authors considered the digital legend in their research. In the 
case of animated maps, Kraak et al. (1997) as well as Peterson (1999) pre-
sented interactions within the legend to support the user. Miller (1999) 
suggests “self-describing symbols” which provide their own descriptive 
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information, Lobben and Patton (2003) organise the layer structure hierar-
chically and provide additional information about each layer when ac-
cessed, and van den Worm (2001) presents a “pop-up web map legend” – 
which is a realisation of Miller’s (1999) suggestion mentioned above – as 
well as a “control-panel web map legend” which allows to switch on/off 
layers. All the mentioned approaches deliver important inputs for legend 
design, but concentrate on particular situations where the suggested solu-
tion is adequate. None of them focused on the behavioural pattern of the 
legend in an overall concept. Bollmann and Koch (2002) go one step fur-
ther: they state various functions and point out the possibility of the inter-
active legend to act as the central access point to the map data, to other 
media, as well as reacting in its appearance on the user’s actions. But they 
also narrow the concept down to some isolated theoretical examples. 

The functionality of the legend, which will be demonstrated in the fol-
lowing, was developed within the framework of a “user centred develop-
ment” in the sense of a “rapid (paper) prototyping” (Preim 1999, Snyder 
2003) with the support of 40 subjects. In two iteration loops the subjects 
had to rate on a 5-step scale from “not useful at all” (-2) to “very useful” 
(+2) a total of 60 different kinds of behavioural and functional patterns of 
the legend. These ratings were statistically analysed (e.g. Wilcoxon 
signed-rank test) with a level of significance of 5%. The detailed test de-
scriptions and results were reported by Wiesmann (2007). 

The goal was to achieve a more efficient legend, here called “Smart 
Legend”, taking the user’s needs better into account. The term and the idea 
behind “Smart Legend” were introduced by Sieber et al. (2005). In this pa-
per, the conceptual ideas are revised, expanded, and transferred into the 
development process described above. 

The “Smart Legend” distinguishes itself by a variety of interactions, 
which encourage the user to engage with the map’s content. These interac-
tions should simplify the interpretation of the map information. Both the 
handling of the legend and the implemented interactions should be user-
friendly and intuitively designed. The single interactions are not isolated 
from each other but they build a unity. This allows the user to step from 
one option to the next without even noticing. The ingenious combination 
of functions within the “Smart Legend” supports and accompanies the user 
while working with the map. In the following, the main characteristics of 
the “Smart Legend” will be clarified. 

The first short example recalls the approach of GUI segmentation ac-
cording to function groups from the previous section. Displaying and hid-
ing a map layer several times in a row (“switch on/off layers”) may facili-
tate the reading and comprehension of the map information. Therefore, it 
may be helpful to integrate the “switch on/off layers”-function directly into 
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the legend. However, in many electronic atlases this user-oriented function 
is only available on a separate panel. As a result, to toggle between the-
matic layers, the user has to switch between the legend and the panel. 

However, the mentioned carried out tests indicate that the subjects 
would rather like to have this function directly available within the legend 
(Fig. 1.2). Bollmann and Koch (2002) suggest this function should be exe-
cuted by clicking on the legend label or box. On the example in Figure 1.2 
a separate checkbox is used because the legend label and legend box them-
selves consist of further integrated functions. In case of an ambiguity when 
perceiving the assigned symbols or colours, the displaying and hiding of a 
layer may be of use by means of simplifying the user’s decoding process. 

In order to improve the main task of the legend, a combination with an-
other function might be considered: The “spatial query” command is a 
function, which could be implemented explicitly in the user-oriented 
mode, but it can also run in the system-oriented mode, i.e. without direct 
user interaction, as in our case. The function can be described as follows: 
After each zooming and panning the system queries the current map extent 
and verifies which map objects are displayed within that area. The “Smart 
Legend”-function processes the result of the query and reacts accordingly. 

 

 
Fig. 1.2. Functions and regular legend elements combined within the legend: 
checkbox to toggle the map layer, legend label, and legend box (explanatory sym-
bol) 

The purpose of this procedure is based on the fact that in a MAIS in par-
ticular, complex maps with numerous layers – and therefore also a large 
number of symbols – are often used. However, when navigating through 
the map, and especially when working in detailed zoom levels, only a few 
of these symbols remain in the actual map window. In a traditional map 
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legend this fact is not considered. The mentioned tests showed that there is 
a need for action. Interestingly, the subjects clearly distinguished between 
elements of the base map and elements of the thematic map layers:  

On one hand, the elements of the base map usually serve as orientation 
aids for the map user. According to the results of the tests, these elements 
should only be listed in the legend, if they appear on the current map ex-
tract. Base map elements, which are outside of that window, should not be 
listed and therefore not explained in the legend (see e.g. Figure 1.3: the 
layers “cities” and “lakes” disappeared). By clicking an extra button (to the 
right of the title “base map”), the legend is expanded and the non-selected 
base map layers are available again. 

On the other hand, elements belonging to one of the thematic map layers 
were evaluated differently. Here, all elements should be listed in the leg-
end, even if they were not currently visible. However, the elements outside 
of the window and therefore not visible on the map, should be dimmed in 
such a way that the user would be able to recognise at a glance, which of 
the thematic layers could be expected in the map window (Fig. 1.3). The 
layer “national park” for example is not within the map window and there-
fore its label is dimmed. “BLN landscapes”, on the other hand, is within 
the actual map extent and thus it is not dimmed. Thematic layers, which 
are intentionally hidden (=switched off) by the user, should not only be 
dimmed in the legend (legend label) but the explanatory symbol should not 
be displayed at all (see e.g. layer “mire landscapes” in Figure 1.3). By do-
ing so, the number of explanatory colours is reduced and wrong allocations 
may be avoided. 

Furthermore, the functionality of the legend can be expanded by imple-
menting another useful function: “bidirectional highlighting“ is based on a 
concept which was already proposed by Huber and Schmid (2003). On one 
hand, the corresponding legend entry of an object of the map is automati-
cally highlighted on mouse-over (Figure 1.4a: an object of “important bird 
areas”). On the other hand, all objects in the map belonging to the same 
object class are emphasised when a legend field is selected. This can be 
achieved in two ways: by highlighting all map objects belonging to the se-
lected layer (Figure 1.4b: layer “waterfowl and migrant birds”) or by dim-
ming all non-selected layers. 
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Fig. 1.3. Appearance of the “Smart Legend” as a result of querying the current 
map extent 

 
Fig. 1.4a and b. “Bidirectional highlighting” on the map and in the legend 

Hence, one legend entry may perform three functions simultaneously, 
i.e.:  

1. “switch on/off layers” and “switch on/off legend categories” respec-
tively (by means of a checkbox); 

2. dimming of all non-selected layers in the map (by clicking the label); 
3. highlighting of all map objects of the selected layer (by clicking the 

legend box).  
 
Functions 2 and 3 represent two alternative ways of implementing the 

function “selection of data”. The latter (3.) is especially suitable for layers 
containing rather small objects: without highlighting these objects could 
barely be detected on the map.  
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The usefulness of the legend may be further increased by carefully de-
signing the individual legend entries as follows: Apart from using exactly 
the same colours, also the opacity of the elements should correspond both 
in the map and in the legend. In the case of coloured map areas with a 
shaded relief in the background, the depiction of a background relief is 
recommended in the respective legend box. In case of geometric map 
symbols, their size should be adapted in the legend in such a way that it 
corresponds to the symbol size appearing on the map, even in various 
zoom levels. 

All the functions described above can be implemented in an interactive, 
compact legend which hardly requires more space than a conventional, 
static legend. The subjects considered it very important that the legend is 
kept as small, simple and well arranged as possible. The map image should 
be emphasised and the subjects therefore preferred versions where the leg-
end could be hidden in favour of increased space for the actual map. Fur-
thermore, they considered it sensible to adapt the size of the legend to its 
content. The legend window will automatically get smaller when it only 
contains few entries and will enlarge if necessary. However, the assign-
ment of a stationary location and a constant size – which can lead to al-
most empty or overfilled legends depending on the map topic – was not 
considered helpful. 

Despite this request for a small and compact legend, further user-
oriented functions in the legend turned out to be highly desirable according 
to the test results. Such a legend with extended functionality would not 
harm the advantages of the “Smart Legend” concept; however, they should 
be made available as options. This extended legend could be accessible 
step-by-step, by “walking through” a compact, hierarchically structured 
version of the legend; in other words: the “Smart Legend” can be ex-
panded on demand. In this way, the legend turns into a veritable “Legend 
Centre” of the MAIS. The figures above show a legend with an extension 
button “Tools” by which this “Legend Centre” is accessible: the power-
tool “Smart Legend” is available (Fig. 1.5). The above mentioned smart 
functions remain available and unchanged. 

In such a “Smart Legend Power Tool” the functions mentioned above 
can be combined with further user-oriented functions. The functions be-
longing to the groups “map manipulation” and “explorative data analysis” 
were rated to be very useful and desirable by the subjects; in particular the 
modification of colours. Other candidates for combination can be found in 
the groups “GIS-functions” (e.g. “terrain analysis” or “creating profile”) or 
“didactic functions” (e.g. “graphics” or “explanatory texts”). Figure 1.5 for 
example, shows a possible extension of the functions enabling the choice 
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of colour, shape, size and arrows, as well as an optional extension for dis-
playing statistical information (“diagrams”). 

It would also make sense to further develop the idea of user- and sys-
tem-oriented functions in this extended “Smart Legend Power Tool” envi-
ronment. In this way, as long as no layer is selected, all the available func-
tions are dimmed – which means inactive. As soon as the user selects one 
layer, the system checks which one has been selected and it automatically 
offers all applicable functions, depending on the selection. At the same 
time, the current graphical attributes of the layer objects are exported and 
set accordingly within the adaptation tools of the legend. In the test, such 
extended system-oriented functions were considered to be very helpful by 
the subjects. In Figure 1.5 for example, the layer “federal game reserves” 
is selected, a layer consisting of closed areas. Accordingly, the functions 
“choice of colour”, “adaptation of transparency” and “diagrams” are avail-
able; the current colours and transparency are sorted from the map. The 
options “changing the shape”, “changing the size” or “adding arrows” re-
main inactive. In the case of the selection of a layer with point objects, the 
options for the choice of shape and size would be active as well. 

The settings selected by the user are immediately applied to the map by 
the system (without clicking a redraw button). At the same time these set-
tings are transferred to the legend in order that the information in the map 
and the explanation always coincide. This is applicable for all adaptations. 
Thereby the points and lines are not only enlarged in the map, or changed 
in shape, but also adjusted in the legend. On the example in Figure 1.6 the 
layer “rivers” is selected, therefore the function “changing the size” is 
available (additionally to the “choice of colour” and “adaptation of trans-
parency”), and the stroke-width of the rivers is enlarged in the map and the 
legend simultaneously. This is the only way to make sure that the legend 
always provides the optimal explanations of the map. 

As one can see, functions of different subgroups can be combined in a 
user- or system-oriented mode without harming the usability of the MAIS; 
sometimes just the opposite is found to be the case: The combination of 
different functions in a “Power-tool” turns out to be highly desired by the 
users, it is technically feasible and it supports an intuitive handling of the 
atlas. However, despite all such smart functions, the emphasis when im-
plementing a MAIS should still be laid on a proper map design and not on 
sophisticated technical features. 
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Fig. 1.5. “Smart Legend Power Tool”: The system decides which functions are ac-
tive and which are not 

 
Fig. 1.6. Adapted offer of applicable functions. Changed settings are immediately 
applied to the map and to the legend 

5 Conclusions 

The example of the “Smart Legend” shows that a more flexible, dynamic 
and self-adapting combination of functions, coming from different func-
tion groups and subgroups, facilitates the use of an interactive atlas and 
therefore increases its usability. However, individual combinations of 
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functions can also be implemented for other examples. Depending on the 
aims of the developers, of the target groups, and also taking into account 
the current availability of data to be visualised, alternative groupings can 
make sense. For instance if an atlas focuses on functions for data analysis, 
an individual “Power Tool” could be developed. In such a tool, the func-
tions which are suitable for data analysis could be merged (like “modifica-
tion of classification”, “modification of symbolisation” and “access to sta-
tistical table data”). 

When combining functions in several “Power Tools”, the usability of in-
teractive atlases with a high functionality and with substantial content can 
be greatly increased. As a further stage, alternative combinations on a 
higher level could be developed. This means that not only the dynamic 
combination of functions in the “Power Tools”, but also the dynamic com-
bination or flexible arrangement of the “Power Tools” themselves within 
the entire atlas GUI is possible. Thereby, again two different ways of 
flexible arrangement can be distinguished: 

• The system itself decides upon the arrangement (system-oriented ap-
proach); an example would be the automatic arrangement of the tool 
palette in the GUI according to the effective screen resolution. The 
MAIS should allow for dynamic adaptation of the GUI for different 
screen sizes, considering all standard formats. Furthermore the system 
could define under which conditions windows or panels should be 
closed in case of overlapping. 

• The user customises the GUI (user-oriented approach); an example 
would be the relocation of tools/panels (see Figure 1.1, showing the 
GUI of the “Atlas of Switzerland”: Panel “query (Abfrage)” and “top-
ics (Thema)” could be exchanged by manipulation of the arrows). 

 
From a technical point of view there are different approaches for struc-

turing the functions in a MAIS. Apart from the technical feasibility, a ma-
jor difficulty for the atlas developer lies in choosing a suitable combination 
of user- and system-oriented functions. He also has to determine under 
what circumstances a specific function – e.g. for changing settings or for 
modifications – is requested by the user, and in the framework of which 
tool this function can be arranged in the most usable and intuitive manner. 
It is also recommended that the potential users of the atlas should be in-
cluded in the development at an early stage, in order to better assess their 
specific needs. 
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Abstract 

In hydrographic surveying dynamic electronic displays are used to assist in 
navigating the survey vessel to a desired waypoint or maintain a desired 
track. The visual display for the coxswain (the “driver” of the ship) is typi-
cally a two dimensional (2D) planimetric view which is oriented so that 
the vessel direction is facing up on the display. This can be confusing at 
times for the coxswain, as he / she has to relate the virtual desired track on 
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the display to the surrounding spatial reality, sometimes with few refer-
ences to aid the process.  The coxswain has to mentally visualise the de-
sired track as an invisible line across the sea surface and attempt to steer 
the vessel down the line. The objective of this project is to investigate the 
use of a three-dimensional (3D) nautical chart with intended users of the 
chart involved as a focus group at the design and feedback stages of its de-
velopment. The intent of the project is to create a virtual environment that 
will aid in track control and other forms of navigation. It is proposed that 
the chart will increase the spatial and situational awareness of the mariner 
and allow intuitive and quicker decision making in running desired tracks 
for hydrographic surveys. The project makes use of a perspective view 
from the helm of a virtual vessel, modelled on the actual vessel used to tri-
al the system. The mariners in the user focus group agreed that the 3D 
chart was effective, creating an enhanced cognitive appreciation of where 
the vessel was in relationship to its surroundings, while faithfulness to the 
2D chart was also commented on. 

 
Keywords: three dimensional nautical charts, virtual marine environment, user 
focus groups, hydrographic survey, seamless bathymetry-topography, Electronic 
Nautical Charts (ENC), navigation 

1 Introduction 

Hydrographic survey operations routinely utilise electronic charts to visu-
ally display desired tracks allowing a regular spacing of sounding lines to 
cover the seafloor. The importance of maintaining track during survey op-
erations is critical to upholding hydrographic standards. Therefore the cox-
swain has to comprehend accurately and precisely what he/she perceives 
on a navigation display in order to make a decision on how much steerage 
needs to be applied to maintain the desired track. Furthermore, a coxswain 
must be able to locate beginnings and ends of survey lines and be able to 
switch between runlines and runline blocks in a timely manner. 

Currently in hydrographic surveying the positioning of vessels is run in 
a two dimensional (2D) space. A global positioning system (GPS) is cou-
pled with a computer running an electronic chart. This enables the vessel’s 
position to be displayed and constantly monitored by the master alongside 
other instrumentation to maintain position or track. Orienting and position-
ing a vessel being displayed in 2D, while remaining aware of the three di-
mensional (3D) reality surrounding the vessel, can sometimes be confusing 
to the coxswain. The stimulus for developing this technology comes from 
the experience of observing coxswains attempting to get on and to maintain 
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track during hydrographic surveys in areas where there might be few refer-
ences connecting reality with the 2D display. 

The main objective of the research is to demonstrate the practical use of 
a virtual reality display of a 3D nautical chart, in which a perspective view 
from the helm of a virtual vessel can be used. In theory, creating and im-
plementing a 3D nautical chart should increase the spatial and situational 
awareness of the coxswain, and allow intuitive and quicker decision mak-
ing in running desired tracks for hydrographic surveys. The chart will have 
a 3D baseline dataset of sonar-derived singlebeam and multibeam bathy-
metric data. It will be enhanced by survey-accurate virtual points of refer-
ence (e.g., navigational aids) to enhance the associations between the de-
sired track and reality. Also, shore topography and some land-based vector 
features will be included in the virtual model.  

With any form of land based virtual environments for 3D maps, users 
usually have multiple points of reference, such as buildings and landmarks 
for self-orientation and positioning. The situation is similar at sea, as many 
mariners refer to shore-based points of reference, such as lighthouses and 
lead beacons. Additionally, when far offshore or in times of poor visibility 
(such as at night or in fog), certainty in position is reduced, leaving the 
mariner to rely upon GPS, radar and compass. In such circumstances, track 
control may be extremely difficult. This is where a virtual beacon or lead 
system within a virtual environment with a helm perspective, might be of 
benefit. These visualisations together with other virtual navigational in-
formation could form the basis of a 3D chart that a vessel could use for 
navigation. Although such charts have been implemented before (e.g. Ford 
2002), the development of the chart at the centre of this project is user-led. 
Mariners were consulted at the initial design stage and the prototype de-
velopment stage (which bookends the stages of development reported on 
in this paper). 

The next section of the paper will be a short review of hydrographic 
charting with specific reference to 3D charting. This will be followed by a 
fuller presentation of the project scope and aims. The methods section will 
then cover the consultation with the user focus group, development of the 
virtual environment and dataset; and linkage with realtime GPS. Results 
and feedback from a focus group will be reported on before discussion and 
conclusions. 
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2 Review 

2.1 2D Charts 

The first electronic 2D nautical chart was NAVSHOALS, produced in 
1976 from digitised charts (Ward et al. 2000; Ford 2002). Since then, Elec-
tronic Nautical Charts (ENCs) have become an almost universal naviga-
tional tool, perhaps as significant to the history of navigation technology as 
the implementation of radio

1
. The International Maritime Organisation 

(IMO) and the International Hydrographic Office (IHO) together set inter-
national standards for the production and display of Electronic Chart Dis-
play and Information Systems (ECDIS). Many users however, rely on 
ENCs produced by private sector suppliers, in formats which, while not 
conforming to the IMO-IHO standards, are nevertheless often supported 
by the national hydrographic agencies because of their manifest usefulness 
(Pasquay 1996). 

2.2 The 3rd Dimension and 3D Charts  

The benefits of 3D display have long been acknowledged and are intuitive. 
Support for use of the third dimension is offered by Swanson (1999, p 
183), who noted that 3D display engages “…a larger portion of the brain in 
the problem solving process.” This support for 3D display echoes with the 
findings of Porathe (2006), who saw 2D displays as being less efficient 
than a 3D display in test conditions. If there is an improvement overall, 
this would contribute to an enhanced situational awareness on the part of 
the user (mariner) in relation to the tasks that they have to do (hydro-
graphic operations and general nautical navigation), “… [awareness] of 
what is happening around you and understanding what information means 
to you now and in the future” (Endsley et al. 2003, p 13). Techniques for 
establishing usability of the display (e.g. Nielsen 1993; Hackos and Redish 
1998) can indicate whether such awareness is being fostered.  

However, the inability of the 3D view to show all the viewable informa-
tion at one time has to be taken into account. The supporting use of a 2D 
representation has been suggested for assessing layout and distance estima-
tion, two tasks that are difficult to do in 3D (Ware and Plumlee 2005). 

The initial idea of three dimensional digital nautical charts was concep-
tualised in 1976 at the time of the development of NAVSHOALS (Ward 

                                                      
1 Captain Pace of Canada Steamship Lines addressing the Canadian Hydrographic 
Service in 1995 
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et al. 2000; Ford 2002). Ford reasoned that 3D charting would improve 
safety and efficiency of transportation on water. Gold et al. (2004) added 
that such a realistic simulation “…should be an advantage in navigation 
and training”. Ford’s (2002) 3D chart allowed the collection, processing 
and application of nautical data, incorporating the use of bathymetric, to-
pographic (height – TIN data), environmental and nautical data (e.g. real-
time tide and current data) in the formation of an integrated three dimen-
sional visual system (Ford 2002). Although supported by differential GPS 
to give abilities approaching 4D (i.e. real-time update), the chart and 
topographic map are raster scans of paper-based media. 

Gold et al. (2004) developed a 3D “Pilot Book”, providing navigational 
assistance for ships (particularly non-local ships) entering Hong Kong 
harbour. They developed an application that utilised interactivity and 
dynamics (of viewpoint, objects and relationships – including collision 
detection) attributes, already well-developed in games development. 
Froese and Wittkuhn (2005) reported on an application that was 
conceptualised as a 3D chart (a European project known as the Electronic 
Pilot Display and Information System - EPDIS). Responding to a call by 
mariners for new navigation technology to take advantage of recent 
innovations, a project was undertaken to provide a 3D navigation product 
aimed at serving pilots – in this case pilots operating in the Baltic and 
Mediterranean Seas. 

The use of 3D and stereoscopically enhanced 3D visualisations is 
explored and summarised in the hydrographic context by Ostnes et al. 
(2004a, 2004b). Their papers present evidence from fields such as aviation 
and geophysical science to support the superiority of 3D and enhanced 3D 
visualisation over planar views for hydrographic applications.  

2.3 Virtual Reality 

“A virtual reality is defined as a real or simulated environment in which a 
perceiver experiences telepresence” (Steuer 1992, p 76) or in more techno-
logical terms as a computer-generated, three-dimensional, interactive sys-
tem. Virtual reality (VR) was and is successfully applied in different do-
mains such as automotive design review, military training or geological 
surveying. There is strong reason to believe, that (tele-) presence in such a 
virtual environment leads to good orientation, wayfinding and awareness. 
Thus defined, it can be regarded as the interface through which interaction 
with 3D models such as those outlined in the last section, takes place. 

VR can either be of the desktop variety or immersive (Fisher and Unwin 
2002). With desktop VR, the virtual environment is delivered through a 
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conventional computer set-up and in an immersive environment the user 
experiences the virtual world with specialised equipment such as head-
mounted displays or large, stereoscopic, multi-display setups. Even though 
the immersive method would seem the most realistic VR experience, it 
needs expensive equipment and can induce disorientation. Most of the 
time, the same information can be delivered effectively using desktop VR, 
which induces none of these effects (Fisher and Unwin 2002). For the 
mariner’s scenario, immersion would also represent a step away from the 
real world, where constant vigilance is needed for navigation. Context may 
also be important for navigating through virtual environments (see Purves 
et al. 2002, for an exploration of this theme in mountain environments), 
implying that virtual content for an experienced mariner may differ in cer-
tain aspects from virtual content for a recreational boat user (though both 
examples have to adhere to maritime regulations). 

Bodum (2005) has categorised virtual environments according to their 
degree of realism and time dependency. Taking a marine navigation bea-
con as an example, the former criterion can vary along a continuum from a 
realistic depiction of that specific beacon, through indexed representation 
(where the beacon, depicted through a generic example of its type, is em-
bedded in a semantic structure), rendering as icons (a simplified beacon re-
taining pictorial meaning – this is the 3D type used in this example – see 
4.3.1), symbolisation (a more abstract explicitly cartographic representa-
tion) to language-based depictions (description of the beacon, for example 
as set out in the NZ Pilot). 

Time dependency can be of static (specific space at a specific time), dy-
namic (model is fixed in space but information within changes) and real-
time types (“…coordination of changes in a model that can affect the rep-
resentation in several different spaces at exactly the same time”, Bodum 
2005). According to this definition, the application reported on in this pa-
per lies somewhere between dynamic (e.g. the action of a flight simulator) 
and real-time (update from differential GPS, or dGPS, operating in real-
time though there are no other autonomous objects in this virtual environ-
ment). 

2.4 The Use of Focus Groups 

The assessment of virtual applications, being an example of an interface, is 
normally accomplished through usability testing (e.g. Nielsen 1993; 
Hackos and Redish 1998; Endsley et al. 2003). It is user-focused and often 
the cognitive affinity of the user with the interface is being assessed. User 
focus groups have been used for such evaluations and are a cost-effective 
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way of generating qualitative data (also as a preliminary to a more inten-
sive usability assessment – Harrower et al. 2000). Monmonier and Gluck 
(1994) sees them as “…useful in addressing a broad range of cartographic 
problems”. 

In the cartographic or visualisation domain they have often been used to 
assess interfaces, with members of the group first exploring the interface to 
assess effectiveness, then expressing their feedback to the developer 
(Monmonier and Gluck 1994; Harrower et al. 2000; Lucieer and Kraak 
2004). We have used several mariners from Dunedin and Melbourne to 
form our user focus group. Although there will only be a limited review by 
way of analysis, such an approach can be effective (Monmonier and Gluck 
1994). 

3 Aim and Scope 

3.1 Aim 

The aim of the research is to create a 3D model of the real world environ-
ment to which virtual navigation aids may be added. This model can then 
be displayed to represent the coxswain’s field of vision as if seen in a for-
ward looking camera image, similar to the perspective of the coxswain’s 
own field of vision in reality.  This would inform the mariner of the ves-
sel’s location and orientation. The master of the vessel will then have an 
immediate reinforced perception of his/her position in reality and in rela-
tion to the chart. The technique utilises more recognisable associations be-
tween 3D chart objects and real world objects thereby closing the concep-
tual gap between the real world’s environmental surrounds and the 
electronic chart.  

Currently trying to maintain track with 2D displays requires the master 
to consult the chart, check the compass, check the surrounding environ-
ments, pick a point of reference to steer towards, then correct the helm 
(Figure 2.1, left flow chart).  Creating a 3D chart display in combination 
with vessel heading and 3D objects, such as virtual leads, the master will 
not have to consult the chart in order to apply steerage, all he/she needs to 
do is steer towards the point of interest on the virtual display (Figure 2.1, 
right flow chart). This eliminates two steps in the reaction process, as three 
processes are combined into one. 

It is envisaged that the result of the project can be applied to many as-
pects of hydrography from the positioning of oil rigs, pinpointing geologi-
cal sample sites, and aiding navigation; to general shipping, navigating 
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dangerous waters, and collision avoidance in periods of bad visibility such 
as bad weather, fog and darkness. 
  

 
Fig. 2.1. The process on the left follows the method used to apply steerage using a 
2D display. The proposed system (right), utilising a 3D chart, will attempt to re-
duce this process 

3.2 Project Scope 

In order to gather information relevant to the design of a 3D chart, a ques-
tionnaire was given to vessel handlers with experience in hydrographic 
surveying. These experienced mariners formed the focus group that would 
inform the design of the 3D application. Insight was sought into the impor-
tance to the helmsman of each piece of navigation equipment and also how 
well that equipment currently performs.  Also identified were current prob-
lems in displaying navigation information, and ideas were considered con-
cerning how this information might be presented more effectively. 

The 3D model which was eventually developed combined information 
from the nautical chart (including bathymetry) and, unusually for a hydro-
graphic application, elevation information of the surrounding land area 
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(topography) to create a digital elevation model (DEM). All of the relevant 
navigation objects (marks, buoys, shoreline features) were digitised off a 
2D nautical chart and transformed into similar 3D symbols in the virtual 
space, which were designed with International Hydrographic Organisation 
(IHO) 2D symbol standards in mind. The area modelled is Otago Harbour 
near Dunedin, New Zealand including its surrounds up to the harbour en-
trance.  

In order to use this model for navigation a perspective was created 
which represents the real world vessel’s perspective. This was achieved by 
creating a digital (virtual) model of one such vessel from vessel diagrams. 
The virtual vessel is geographically referenced dynamically, by regular 
updates in real time through GPS fixes on board the vessel. The master 
then has a visualisation of the 3D chart in real time from a similar perspec-
tive to that of a helmsman’s view in the real world.  

By creating a 3D chart, populated by virtual reference beacons (working 
in the same way as lead lights or range lights) as well as the vessel itself, it 
is intended that the navigation of the vessel to a desired location or main-
taining the vessel on track will be greatly facilitated. The focus group was 
returned to after implementation of the demonstration 3D chart, to collect 
feedback and recommendations (by discussion / interview) for the next 
stage of chart development 

4 Methodology 

4.1 User Survey Results 

The requirements and specifications are the base upon which the model is 
initially designed. It is therefore important to gain preliminary user infor-
mation. For this project surveys and questionnaires were conducted with 
four masters and skippers of Otago University School of Surveying 
(OUSS) and the Port of Melbourne Corporation (PoMC), forming an ex-
perienced user group (with most of the participants having at least 15 years 
survey experience). Only the OUSS staff were involved with the imple-
mentation, interpretation and testing of the application. Summarising their 
nature of experience, all members of the focus group possessed domain 
(marine or hydrographic) expertise, not VR expertise. 

The questions that were chosen for the survey were formulated to as-
sess; what is liked and disliked about current electronic navigation charts; 
how effective current electronic navigation charts are; what information is 
critical to maintain track; which instruments mariners rely on the most; 
what information they would like to see added to an electronic navigation 
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chart; how effective mariners think a 3D chart would be; and finally how 
electronic navigation charts and navigation information might be im-
proved. 

The results of the questionnaire show that mariners were pleased with 
ENCs and find them useful for making immediate decisions. However, the 
mariners cautioned that ENCs must be set up properly and / or verified 
with a paper chart or RADAR. The mariners showed great interest in the 
possibility of viewing the ENC in three dimensions. Questionnaire results 
indicate a 3D model must comply with the following: 

• Be useful for making immediate decisions 
• Aid the mariner with his / her visual and spatial awareness. 
• Be in a defined projection working in conjunction with the GPS. 
• Be able to plot vessel position and plot vessel tracks and waypoints. 
• Be able to display vessel heading, course made good, speed over 

ground, compass bearings and depth possible from the echo sounder. 
• Have enough information for safe navigation. 
• Have clear symbology representative of the current standard symbols 

and good representation. 
• Visual display of vessel in relation to dangers, obstructions and land.  
• Must not overwhelm the mariner and distract from the navigation from 

the vessel.  
 

These principles guided the implementation and were revisited with the 
user group after the demonstration system has been developed. An appen-
dix containing the questions posed and summarised feedback is provided 
after this paper. 

4.2 Datasets 

The gathering of reference material came from a multitude of sources. For 
example maps, topographic and bathymetric data sets, building and vehicle 
designs, photos, video, recordings, sound and light sources. For this project 
topographic data, vessel data, beacon data, reference photos and nautical 
charts were used for the creation of the virtual environment.  

The structuring of the virtual model was done in the 3D visualisation 
software application Fledermaus™ (Interactive Visualisation Systems 3D 
– IVS 3D 2008). The data for the surrounding topography of Dunedin is a 
20m Digital Elevation Model (DEM) which was acquired by point eleva-
tions and digitisation of 20m contours from the Land Information New 
Zealand (LINZ) topographic chart series. This Universal Transverse 
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Mercator (UTM) coordinate system was chosen for this and all subsequent 
datasets, predominantly because the metre unit would facilitate 3D object 
dimensioning but also for hardware and software compatibility. Data for 
the project were obtained from surveys by the Port of Otago and by digitis-
ing depths from the current nautical chart of Otago Harbour (NZ 6612). 
Additional data for certain areas around the harbour surveyed over the 
years (by OUSS) were also added to the combined dataset. All datasets 
were converted from their existing projections, coordinate systems and da-
tums to WGS84 UTM (Zone 59 South). This is a solution for visualisation 
purposes only, as additional complex rectifications to account for tide, for 
example, would have to be made to create a dataset that can support navi-
gation. The conversion and compilation was accomplished using ESRI Ar-
cGIS and Fledermaus, with the resulting DEM having a final resolution of 
10m.  

Colours for the 3D chart were copied from NZ 6612 with the bathym-
etry closely resembling the colours and contours associated with that chart. 
(see Figure 2.2 and Figure 2.3). This was to maximise affinity of the 3D 
chart with the mariners who predominantly use the source 2D chart in 
navigation and associated and established conventions of colour and sym-
bology. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2.2. Final combined dataset to give a seamless appearance, with designed 
colour scale 

0 

700 
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Fig. 2.3. Perspective view seen from the top of Otago Harbour. The city of Dune-
din surrounds the head of the navigable harbour channel (in light shade) 

4.3 3D Objects 

Construction of objects from the reference material was performed in 
Autodesk 3D Studio Max 9™, which is a three dimensional model builder 
which can be coordinate-based, and so helped facilitate the positioning of 
objects within Fledermaus™. The objects constructed fall into two catego-
ries, the 3D navigation aids (such as beacons and lead lights) and the vir-
tual vessel itself. 

4.3.1 3D Navigation Aids 

Often in track control there are no navigation aids present. To address this, 
virtual reference beacons or leads were created for the master to steer to-
wards (i.e. a virtual lead light or range light). This system uses two lights 
or signals, one located above and one a distance further behind the first 
lead. When the leads align, the boat is in the navigation channel (Toghill 
2003). 

Additional key navigation information needed to be identified and de-
signed. This included the design of beacons, light houses, leads, and other 
principal marks. The symbols on chart NZ 6612 were standardised using 
the International Association of Lighthouse Authorities (IALA) Maritime 
Buoyage system – Region A (Red to port) (see Figure 2.4). Using NZ 201 
symbols terms and abbreviations (HO of RNZN 1995), the chart NZ 6612 
and photos of the actual beacons, three dimensional renderings (which 
would be regarded as “iconic” on Bodum’s realism-abstraction scale, 
2005) were created using basic primitive shapes within 3D Studio Max 
9™ (e.g. see Figure 2.4a, b and c). Gold et al. (2004) drew from IHO stan-
dard Electronic Navigation Charts for the design of their symbols for 
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navigational features such as bouys, lights and underground rocks. These 
were positioned using their known coordinates and were designed to mir-
ror reality as closely as possible, but with appropriate abstractions (Figure 
2.5 and 2.6). 

 
Fig. 2.4a. IALA Port Beacon, b. Real Port Beacon, c. 3D Port Beacon 

 

 
Fig. 2.5. A view from the vessel in reality 

 

 
 
Fig. 2.6. A view from the virtual vessel within the model 

a

b c
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A key aid during this process was the chart NZ 6612 and the New Zealand 
pilot guide. Using the New Zealand Pilot as a guide, an attempt was made 
to model the approaches and coastline features as closely as possible. This 
meant including as many of the principal navigation marks that are used 
around Otago harbour as possible. Among those included were the church 
steeple at Port Chalmers, the memorial on Memorial Hill, the lighthouses 
at Taiaroa Head and Heyward Point, the East Cardinal beacon on the 
Mole, and the Approaches light beacon (see Figure 2.7). These landmarks 
and other aids to navigation were represented by abstracted 3D symbols. 
The attempt to simulate the NZ Pilot is another strategy to strengthen the 
mariner’s affinity with the 3D representation, which as the review has 
shown, has been known to lead to incomplete data display. Gold et al.’s 
(2004) 3D marine GIS implementation draws from the Hong Kong pilot 
book as source, the challenge being to render as 3D a “graphics-free de-
scription of a simulated Real World” (p 21). 

4.3.2 3D Vessel Design 

A three dimensional model of the University of Otago’s vessel, the MV 
Polaris was also designed in 3D Studio Max, using refurbishment plans, 
reconnaissance photos, and hand measurements of deck features.  This vir-
tual vessel was imported into Fledermaus. The helm of this 3D model Po-
laris provided the dynamic real time viewing point with the 3D chart (see 
Figure 2.8), enabled by GPS. 

 

 
Fig. 2.8. The real Polaris (left) and virtually (right) 

4.4 GPS Integration 

The virtual vessel’s position was obtained dynamically in real time from 
MV Polaris’ differential GPS. The differential GPS Antenna was mounted 
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on the Polaris approximately amidships on the roof of the cabin. The loca-
tion of the antenna was measured with an offset tape to get an approxima-
tion of its position. These values were required to ascertain the position of 
the camera view from helm of the 3D model Polaris. Fledermaus has a 
function in its vessel manager function where it can input a National Ma-
rine Electronics Association (NMEA) string that carries a GPS data mes-
sage. This allows for the positioning of the virtual vessel to match the real 
vessel in real time. A view can then be generated from the helm of the vir-
tual vessel. The master then has a visualisation of the 3D chart in real time 
from a similar perspective to that of the helm in the real world. 

4.5 Post-implementation Focus Group Interviews 

A discussion and interview with the mariners following the field test (see 
next section for details of this) took place to gain feedback on the 
performance of the 3D chart. In a question-answer format the mariners 
were asked how well the 3D chart displayed information, and whether the 
information was clear and easy to interpret. Like the initial questionnaire, 
the feedback was recorded on paper. This feedback formed their 
qualitative evaluation of the 3D chart in relation to the real-world 
environment it was trying to depict. 

5 Results and Discussion 

A final demonstration of the system was organised, with the original Otago 
focus group (section 4.1).  The objective of the demonstration was to set 
up a survey run line similar to that of a normal Hydrographic survey and 
use the model and the perspective from the virtual helm to navigate (see 
Figures 2.9, 2.10 and 2.11). The set up of the survey line to be run in-
cluded the use of some virtual beacons along the survey line transect. 
These were set up to aid the helmsman maintain track.  

Many mariners when running survey lines judge how far they are off the 
desired track by using a port and starboard offset indicator. What is lack-
ing, however, is a point of reference to steer towards. A mariner will typi-
cally look at the bearing of the desired track and try to steer that bearing on 
the compass while looking towards a distant object on land. When at sea 
and far from land, the mariner has no point of reference to orientate them-
selves. It was hoped that by placing a virtual beacon within the scene the 
mariner will obtain a point of reference to spatially orientate themselves. 
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Fig. 2.9. The real-world setting of the 3D chart (on the laptop). The model is used 
to navigate the vessel along a survey line 

 
The test went well, with the master steering using the model to navigate 

down the survey line (see Figure 2.12). However, there was some latency 
(time delay) in the system, which caused the virtual vessel to be slightly 
hard to steer.  

Latency and slightly awkward steering were due to a number of factors, 
such as the GPS heading being based upon the previous recorded posi-
tions, rather than an accurate observed heading (this could be improved by 
using a dual GPS antenna arrangement for accurate heading observation). 
The model was also run on laptop which is not as well-suited as most 
desktops for running high power graphics. There were also hardware is-
sues (i.e. GPS-laptop data connection) contributing to the latency. Despite 
these limitations the system ran well using what was available and showed 
that the concept can work. 

Feedback from mariners was obtained by an interview and discussion 
process. A replay of the field test was displayed to two members of the fo-
cus group, emphasising the other capabilities of the software, in particular, 
the features which can aid navigation when run in conjunction with a 3D 
nautical chart. The mariners agreed that the display was extremely effec-
tive in conveying the location of the vessel with respect to real and virtual 
objects. The mariners both agreed that the display helped to create a better 
and greater understanding of location and attitude of the vessel, particularly 
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when it was necessary to navigate to a geographic position by coordinates 
without a real world point of reference. 

 

 
Fig. 2.10. Too far to port, so the virtual beacons are not in line so the vessel needs 
to steer starboard. View is from the helm of the 3D model of Polaris 

 

 
Fig. 2.11. The virtual beacons are in line, so the vessel is on the desired track. 
View is from the helm of the 3D model of Polaris 

 
The mariners both liked the presentation of the model and thought that it 

related approximately to that of the official paper chart NZ 6612. The task 
of creating the model presented a challenge, particularly in relation to the 
representation of the symbology for the navigation aids. The beacons had 
to closely resemble reality so the cognitive association can be made be-
tween the real beacons and the virtual beacons. However, the 3D beacon 
symbology also had to be conveyed in such a way that the beacon would 
be clearly identified and associated with the real world beacon as well as 
with the symbol on the chart NZ 6612. The real and symbolised objects 
were quite different, making it difficult to design a 3D symbol that resem-
bled both. The decision was made to closely copy reality as a starting 
point, so all the associations between the real world and the model can be 
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made by the mariner (in this way the mariners’ feedback aligned with the 
aims of the research group in developing a 3D application). Using the chart 
NZ 6612 all necessary navigation information was then incorporated into 
the model, such as, leading lights, navigation markers and principal marks. 
The International Hydrographic Organisation (IHO) is already setting 
standards for electronic navigation chart symbology, and it is hoped that in 
time, these could be extended to 3D symbology standards as well (Froese 
and Wittkuhn 2005). 

 

 
Fig. 2.12. The display used to navigate the vessel. The bottom display shows a 
remote 3D perspective view, while the top view shows the model from a user de-
fined perspective from the helm of the 3D vessel model 

6 Conclusions 

The user-led implementation of a 3D nautical chart for any given area can 
be advantageous to mariners, hydrographers, and geologists, to name but a 
few. The literature reviewed for this research project clearly showed the 
potential effectiveness of the use of a three dimensional chart used in real 
time. The literature also provided a guideline or general procedure to fol-
low in the construction of this kind of virtual chart. The project constructed 
a virtual chart of Otago Harbour using 3D software, employing numerous 
sources for datasets, including digitised chart information, digitally ac-
quired data, and unusually for such an application, Digital Elevation 
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Models (DEMs) of land topography (included in deference to the role of 
land-based landmarks for navigation in coastal waters). The 3D or virtual 
chart was constructed and designed with mariner feedback and suggestions 
leading the development. The information was obtained by questioning 
mariners who are familiar with existing methods of navigation for hydro-
graphic surveys. The information provided by the mariners provided the 
insight to what to include and display within the virtual chart. 

Operational demonstrations of the use of the virtual chart in hydrogra-
phy and education of GIS proved to be successful. Interviews and discus-
sions with the mariners after demonstration of the system found the display 
to be an improvement upon existing implementations. The mariners found 
the 3D chart to be advantageous in making decisions for hydrographic sur-
vey and general navigation and great potential was foreseen for diverse 
marine applications. 

Associations were quick and clearly made between the 3D chart objects, 
features and hazards with reality. Similarities to Chart NZ 6612 and clear 
representation were made and aided the formulation of one’s spatial 
awareness without distraction. For example, the use of virtual beacons and 
a bridge perspective from the helm of the model vessel in the virtual chart 
was identified as a more intuitive display as one can clearly see the desired 
track for the vessel, unlike conventional 2D charts which require greater 
interpretation.  

The scope of this project included only a demonstration of the model. 
Constraints with this limited implementation were mostly down to data 
and hardware issues. Issues relating to the latency and accuracy of the sys-
tem were mainly due to limited resources and information. There was no 
pre-existing reference frame for the Polaris, as it was recently acquired by 
the university. The design of the vessel model was based upon hand meas-
urements and old refurbishment plans. This allowed the basic model to be 
constructed and used for demonstration purposes.  

Differential rather than real time kinematic (RTK) positioning was used. 
This provided a good solution for horizontal position but not vertical. Fu-
ture research could implement a RTK system to obtain real time tide and 
study the depth underneath the keel, making for a truly dynamic (4D) vir-
tual model and refining the accuracy of the seamless bathymetry-
topography surface. The GPS used for the survey also only had a heading 
based on the velocity of the GPS antenna. The heading could be greatly 
improved by using a dual antenna system GPS compass (an echo sounder 
would also be useful).  

It was noted with the construction of the virtual chart that the New Zea-
land pilot guide was very useful in establishing the navigation aids, princi-
pal marks and sailing directions to be incorporated into the virtual chart. It 



A User-defined Virtual Reality Chart for Hydrographic Surveying       39 

was also noted that for future development, a survey or questionnaire 
could be circulated amongst a larger sample of the local marine operators 
on Otago Harbour. This would help identify the unofficial, but useful, 
principal marks, such as buildings and other features on the skyline that are 
commonly used. These could then be modelled and positioned in the vir-
tual chart.  

Consultation with such participants may also include usability testing 
(Endsley et al. 2003) for navigational tasks to simulate operative and 
quantitative assessment of the system. One such test would have the 
mariner verbalising their thoughts and actions as they perform the same 
navigation task action with both the 3D virtual system and the traditional 
system. This is collection of qualitative usability data by think-aloud 
protocol (Hackos and Redish 1998), which can subsequently be analysed 
by techniques such as emergent themes analysis (Wong and Blandford 
2002). This would move the emphasis to an assessment of the simulation 
itself, rather than satisfying the requirements of field testing that we have 
seen here. 

The application of augmented reality is also suggested for displaying a 
three dimensional nautical chart in the field of view of the mariner. The 
possible addition of real time images from a video camera was also theo-
rised to be a useful application to hydrography. However, given the accu-
racy issues with the 3D boat model, a proper vessel reference frame still 
has to be constructed before these innovations can happen. 

The benefits from a virtual chart (and possible implementation with 
augmented reality applications) are significant. Spatial awareness of ob-
structions, geographical locations, desired tracks and routes in reference to 
the vessel are greatly increased. This may facilitate intuitive and quicker 
decision making, which is highly important in positioning a vessel or 
equipment in hydrographic surveying, offshore mining, fishing and scien-
tific research.  
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Appendix: Focus Group Questions and Summarised 
Feedback 

Initial Questions and Summary of Answers 

Question 1: What do you like most about the way navigational 
information (on electronic and paper charts) is displayed?  

The general response to this question was that the data displayed on Electronic 
Navigation Charts (ENCs) is good for quick and immediate reference to the mari-
ner, often in association with the RADAR. It was commented that although paper 
charts are very accurate and more reliable, ENCs are more immediate, but are of-
ten verified with RADAR and paper charts. One mariner commented that there 
was less of a need to refer to the paper charts when using an ENC particularly for 
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plotting vessel position and laying off courses. In reference to navigation for sur-
veying, the coast file is often lacking information for safe navigation. Paper charts 
and some ENCs use standardised symbols and presentation, which allow for clear 
interpretation, this was a particular representation that was also commented on.  

Question 2: What do you like least about the way navigational 
information (on electronic and paper charts) is displayed?  
When using paper charts alone there is an amount of time needed to plot the posi-
tion on the chart, and there is always the possibility of an error occurring, whereas 
ENCs are more immediate. For any given chart the soundings are always obsolete 
and some paper charts have not been updated from the original survey. This can 
sometimes be transferred to the ENC if it is based upon a paper chart. Negative 
aspects of ENCs are that they are hard to keep updated. For example notice to 
mariners’ corrections are difficult to update on an ENC. There is also a lack of in-
formation, such as buoys, and beacons around some secondary ports and harbours 
which makes it difficult for some mariners. There also appears to be differences 
between standard symbols and representation with varying ENCs and this is a 
concern for the mariner, as it can often make it confusing when trying to verify the 
information on a paper chart. There seems to be some lack of faith in the produc-
tion and use of ENCs. There have been instances in marine reports where vessels 
have accrued damage due to improper use and set up of their ENC (Graham 
Turner, pers.comm). Some of the main areas of danger in the set up of an ENC re-
late to use of projections and matching these with the incoming GPS information. 
Incorrect projection or GPS datum can cause shifts in the position and misinform 
the mariner of the boat’s actual real world position. 

Question 3: What do you rely on the most to maintain position and 
track as regards navigation displays, for example heading, speed 
over ground, course made good?  

The navigation displays that mariners mostly rely on to maintain track are head-
ing; course made good; Radar (at night); GPS chart plots; paper chart plots; their 
own local knowledge of the work area, and the use of a ENC. Current ENCs being 
used by the mariners questioned are MaxSea and Cmap.  

Question 4: What do you rely on the most to maintain position and 
track as regards the instrumentation, for example compass, radar, 
etc.?  

The instrumentation that mariners mostly rely on to maintain track are the echo 
sounder; radar at night or restricted visibility in conjunction with an ENC; com-
pass headings and bearings; and GPS plotted position with speed over ground in 
an ENC. Another comment that was made by a mariner was visual awareness to 
judge the drift of the boat or how the boat is tracking with the wind; this is of great 
importance when in close proximity to land and obstructions.  



A User-defined Virtual Reality Chart for Hydrographic Surveying       43 

Question 5: What information do you find is vital to safe navigation, 
maintaining track and position?  

Vital elements to safe navigation as stated by the mariners questioned are position; 
heading; speed over ground; echo sounder; compass headings and bearings; posi-
tion in relation to any obstructions and hazards; relation to other vessels in our 
immediate area and navigation aids, for example beacons, lights, hazards, etc.  

Question 6: How useful are current systems in relaying the 
information needed to maintain your position and or track?  

Currently most ENC systems like MaxSea and Cmap are very useful and are util-
ised on a daily basis. Mariners found them to be invaluable in setting waypoints, 
setting tracks and estimating a time of arrival (ETA). However some of the pro-
grams can be clumsy by allowing a deckhand to accidentally knock a button and 
altering the display. Or they could be highly distracting causing the mariner to fo-
cus on the display too much and neglect what is happening to the vessel in the real 
world.  

Question 7: Are there any particular kinds of information you use, 
that you would like to see displayed better? 

Elements that mariners would like to see implemented into a ENC include vessel 
heading, a three dimensional view around the vessel to give reference to land and 
other obstacles when manoeuvering at close quarters, tidal information built into 
the chart plot. There are concerns, however, that adding all this additional infor-
mation will clutter the screen and overwhelm the mariner.  

Question 8: Do you think a 3D model of a nautical chart would 
convey the chart details better than a 2D model (i.e. and electronic or 
paper chart)?  

When asked if a 3D model of a nautical chart might improve their navigation all 
replied that it would be, especially in close to land and confined waters. They 
liked the idea that by having a model they could manipulate the view to suit their 
needs, for example scanning a work area ahead for possible dangers, obstacles and 
prominent landmarks, especially if the area is unfamiliar to the mariner.  

Question 9: Have you ever been in a situation where navigational 
information could have been improved, to avoid an incident?  

Due to the small amount of people interviewed only a few of the mariners had 
been in incidents whereby navigation information could have been improved, one 
mariner had a chart plotter plot a position 150 metres off course. While another 
commented that Radar is only useful when other vessels are outside of the vessel’s 
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sea clutter or inside of the Radar’s vertical beam, so it is no good at really close 
quarters.  

Further Comments  

Other comments raised by the questionnaire were that integrated displays have the 
potential to seize and hold the navigator’s attention. In some ways it is preferable 
to have separate instrumentation – thus forcing the navigator to move from one in-
strument to another, maintaining a visual lookout at the same time. An integrated 
display is best used by a junior officer, relaying information to the master as re-
quired. It can be extremely dangerous for a master to concentrate on a single dis-
play.  
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Abstract 

Virtual 3D city models are increasingly used in geospatial planning and 
discussion processes. This is one reason that the effectiveness and 
expressiveness of the presentation form has to be investigated from a 
cartographic point of view. This investigation reaches from recording and 
modelling procedures for 3D city models to a semiotic model, which has to 
be adapted for the use of 3D. This contribution focuses on mechanisms on 
graphical core variables that play an important role for the precise 
geospatial information transmission with 3D. Methods of non-
photorealistic rendering can be combined with cartographic requirements. 
By this means a new potential for the graphic design of cartographic 3D 
city presentations can be shown. 
 
Keywords: virtual 3D, non-photorealistic rendering, effectiveness, expressiveness 
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1 Introduction  

Cartographic 3D visualization and virtual 3D worlds are increasingly im-
portance in the communication process of space. By now, tools like 
WorldWind, Virtual Earth or Google Earth form important geospatial 
presentation methods in planning and discussion procedures. These tools 
support naïve geography and thus may enhance the specific transmission 
of geospatial information (Däßler 2002). In addition communication theo-
ries support the assumption that 3D presentation forms establish a naïve in-
formation transmission for topographic issues (Egenhofer 1995).  

The aspect of successful communication leads to perceptional and 
graphical design issues. If graphics are used for cartographic depictions, a 
clear perception and understanding of information content has to be en-
sured. This demand is also valid for dynamic 3D presentation methods, if 
these are used for cartographic tasks. Hence an extension of the traditional 
semiotic model or at least the influence of 3D mechanisms on the semiotic 
model of 2D cartography (Bertin 1982) has to be considered. Especially 
cartographic 3D city presentations with their massive occurrence of occlu-
sion call for appropriate dedication of graphical values and design mecha-
nisms instead of photorealistic depictions that often lead to areas of dead 
information pixels (depending on the resolution of transmitting interface). 
Whereas photorealistic renderings of virtual 3D city models occupy most 
of the graphical values, non-photorealistic approaches try to use variables 
and design mechanisms according to specific visualization tasks or uses.  

This contribution focuses on design mechanisms in virtual 3D city pres-
entations, which make use of or influence graphical core variables. In or-
der to enhance specific parts of 3D elements, to support psychological 
depth cues on Pseudo3D interfaces (computer displays, projections, etc.) 
or to follow emerging needs to fit in certain statements, these design 
mechanisms have to be adopted in a controlled way. Some concepts of vir-
tual 3D city presentations will give an idea of computer graphics require-
ments and possible use cases for the overall composition design. Its possi-
bilities lead to the limitations of photorealistic renderings for cartographic 
information transmission. In addition the concepts also depend on the de-
sign procedures of virtual 3D cities, which result in various detailed recon-
structions and therefore offer a usable composition design. For example, 
building areas that result from the intrusion of streets will neither be appli-
cable for building-wise textures nor any building-wise information attach-
ment. The section of critical amount of graphical variables and design 
mechanisms uses a general structure of 3D-semiotics and describes the in-
terplay of graphical variables and 3D design mechanisms. For example, 
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lighting influences graphical variables of colour and brightness. Ap-
proaches of non-photorealistic rendering (NPR) can then express methods 
of NPR according to its space modification, give several pictorial exam-
ples and describe main advantages. At last we can combine the approaches 
of non-photorealistic rendering with graphical variables and design 
mechanisms in 3D in order to show the potential for the design of carto-
graphic 3D city presentations. The obvious surplus value of NPR for vir-
tual 3D city models with cartographic design leads to future work in carto-
graphic 3D city presentations.  

2 Concepts of Virtual 3D City Presentations 

The visualization concepts of virtual 3D city presentations use photorealis-
tic and non-photorealistic methods. Photorealistic methods try to recon-
struct reality in virtual space. Therefore several graphical variables are 
used for this simulation procedure and little potential is left for additional 
information coding. Additionally the high resolution and detailed nuances 
are often not perceptible and have to be aggregated anyhow. In opposite to 
that, non-photorealistic rendering, like cartoon rendering, offers precise 
control over colours, sizes, brightness, forms, etc. for appropriate informa-
tion coding at various levels. The following points show up the main limi-
tations of photorealistic methods for virtual 3D city models.  

Photorealistic visualization implies a number of limitations with respect 
to virtual 3D city models: 

1. To produce convincing photorealistic depictions, complete data in high 
quality have to be processed, e.g., exactly matching façade textures and 
high-resolution aerial photography. The larger the virtual 3D city 
model, the higher the costs for data acquisition. In most cases, required 
data will not be available for a whole 3D city model. As a 
consequence, the images are faced by a breach of graphics style. 

2. To incorporate thematic information (e.g., state of repair, average 
rental fees) into photorealistic depictions, the information needs to be 
visually combined with the virtual 3D city model. This turns out to be 
difficult, because textured façades, roofs, and road systems dominate 
the image space. 

3. To visualize complex information, photorealistic details increasingly 
interfere with a growing number of information layers. 

4. To express objects of city models in different states, e.g., existing, 
removed, and planned buildings, photorealism does not offer a broad 
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range of graphics styles to communicate these variations such as by 
sketchy and outlined drawings. 

5. To generate compact depictions for displays with minimal capacities, 
e.g., on mobile devices, photorealism frequently fails due to the visual 
complexity inherent in photorealistic images. For example, a scaled-
down version of a digital photography has a drastically lower 
information level compared to a scaled-down version of a hand-drawn 
sketch of the same scenery. 

 
These drawbacks and limitations are the main arguments for non-

photorealistic rendering, which needs specific requirements of the virtual 
model. On one hand geometry should follow a clear structure/outline for a 
most expressive cartoon rendering and on the other hand an object-
oriented data structure splits up the element in smaller parts that are indi-
vidually render- and combinable. These main requirements for non-
photorealistic rendering lead to the various design procedures for virtual 
3D city models.  

3 Design Procedures for Virtual 3D Cities 

The procedures to create virtual 3D cities vary from precise photogram-
metry to block model extrusion and smart city algorithms. Each procedure 
results in a specific data model that allows for cartographic information 
preparation. Cartographic information preparation in this context of visu-
alization focuses on the clear visibility on transmitting media, which en-
ables unmistakable perception of the content. It describes the mightiness of 
data model to be adapted for visualization and thus mutated in generaliza-
tion processes.  

Main production processes for virtual 3D city models span various 
methods of airborne surveying and photogrammetry, terrestrial surveying 
with ground plan extrusion or smart city algorithms. Various methods of 
airborne surveying and photogrammetry make use of high detailed remote 
sensing, aerial photographs and laser scanning (LIDAR). Detailed remote 
sensing, if the resolution of satellite pictures is high enough, and aerial 
photography produce top view pictures that form a starting material for the 
analysis of ground plan. In addition stereoscopic methods allow extracting 
heights and therefore detailed structures of building roofs (Kraus 2007). 
Because a manual evaluation with its pointwise recording is highly time 
consuming, semi-automated procedures were developed and can support 
the modelling of buildings and roofs (Kraus 2007). As a result a detailed 
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and precise structure of buildings including roofs is offered, which is suffi-
cient for flythroughs in very large scales. For its cartographic usage these 
data mostly have to be simplified, aggregated and their most important 
characteristics highlighted on most transmitting media. This has to be done 
because this highly detailed information cannot be successfully transmitted 
with most scales of use in combination with low media resolution (dis-
plays). Airborne laser scanning delivers data with similar precision. But 
the general result, without any postprocessing, is a point cloud of single 
measurements in form of the regular raster of the laser scanner (Kraus 
2007). A first postprocessing leads to a covering hull of the recorded sur-
face that does not include any objectwise information than the height. At 
least filtering and further postprocessing lead to a covering hull of single 
buildings that can be enhanced with further (meta)information. Similar to 
the results of aerial photogrammetry, laser scanning also requires generali-
zation for most of transmitting media because of its detail richness.  

Terrestrial surveying with ground plan extrusion uses building plots and 
the average height of buildings to reconstruct a building block by extrusion 
of its outline. This procedure cannot reconstruct the roofs. Therefore the 
virtual 3D city model resulting from this technique is a simple block 
model, which may be sufficient for many applications and analysis of dis-
tricts at a medium scale level. Depending on the outline detail of buildings, 
simplifications have to be done to remove imperceptible details (Kada 
2005). The extrusion process is done automatically by delivered data (out-
line, height). Additionally, for reason of aesthetics synthetic roofs can be 
added by algorithms. These synthetic roofs will visualize main characteris-
tics but not represent a reconstruction of real world objects.  

Smart city algorithms use cell-based clustering to generate generalized 
3D city models (Fig 3.1 shows an example of a generalised virtual 3D 
city). The clustering is based on the infrastructure network and decom-
poses city areas into clusters. Therefore the infrastructure network uses an 
implicit hierarchy of network elements that is used to create generaliza-
tions at various scales (Glander and Döllner 2007). As input data the infra-
structure network is used for the clustering process. The height of clusters 
is then calculated by the heights of a 3D city model, which may be the re-
sult of laser scanning, aerial photography or similar. The infrastructure 
network uses weighting of its vectors to build up categories and thus fol-
low a desired degree of generalization (DOG). According to a chosen 
weight and its selected polylines a cell structure can be computed (Glander 
and Döllner 2007). By cartographic means this resulting cell structure of a 
virtual city is applicable for small scale applications. On account of the 
underlying 3D city model, which is used for the heights of clusters, and the 
hierarchical structure of infrastructure network various levels of generalization 
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can be visualized. This characteristic of the smart city method seems to be 
most promising for cartographic applications that call for transmitting me-
dia adapted scales.  

Besides building reconstruction at various scale levels the modelling of 
terrain is another part in topographic reconstruction that has to be consid-
ered. Data structures for terrain models span from regular grids to triangu-
lated irregular networks (TIN) and regular grid with breaklines (Pfeifer 
2002). The modelling of terrain is lead by reduction of data size and mod-
elling precision. In terms of visualization it is important that the virtual 3D 
city model and the virtual terrain model do not perceptibly diverge. 

 

 

Fig. 3.1. A generalized 3D city model (Glander and Döllner 2007, p 1) 

The appropriate adaptation of graphical variables and design mecha-
nisms for a cartographic visualization of virtual 3D city models will re-
quire an element-based structure that allows for element-based highlight-
ing and information attachment. Furthermore the element-based structure 
enables scale-based or accuracy-based variations of the visualization. This 
demand for an element-based data-structure leads to the question, what 
kind of graphical variables and design mechanisms can be used in a virtual 
3D environment? The following part will describe a general structure of 
3D-semiotic and explain the interplay of graphical variables and 3D design 
mechanisms.  
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4 The Critical Interplay of Graphical Variables and 3D 
Design Mechanisms 

Since cartography was involved in spatial information transmission usable 
graphical variables were a key factor for the graphical coding of informa-
tion. By traditional means eight core variables can be identified. These are 
colour, size, brightness, form, pattern, orientation and position (x,y) of the 
element (Bertin 1982). Bertin split the position variable into two parts, x 
and y. In combination with the graphical elements point, line, area, dia-
gram and font, all imaginable coding can be realized. The extension of this 
traditional 2D semiotic structure with design mechanisms of 3D does not 
only lead to an extension, but to an extended semiotic structure for 3D (see 
Fig. 3.2). An extension of Bertin's list, as developed by MacEachren 
(1995) to include the variables crispness, resolution and transparency, is 
not sufficient for the field of 3D cartography. An extension for 3D cartog-
raphy means that all added design mechanisms of 3D massively influence 
the coding with graphical variables and elements. Therefore a semiotic 
structure for 3D includes variables of vision, composition and psychologi-
cal influences. Composition variables consist of global and element-wise 
3D design mechanisms, graphical variables and graphical elements. These 
components will have a mutual impact on each other.  

The original graphical variables of position are not identified as real 3D 
variables anymore, because elements in the virtual 3D environment are 
almost fixed to their position. If an element changes its 3D position, then 
the relation to other elements is heavily influenced. In addition the cogni-
tive impact of the 3D image will change, as perspective impressions and 
height relations will change with an element’s position. For elements that 
are located in the 2D presentation plane and are not related with perspec-
tive consequences, variables of position in this 2D presentation plane are 
still valid. For example annotations in the 2D presentation plane will have 
to change their position in x,y picture space in order to stay perceptible.  

The semiotic structure for 3D results in a confrontation of graphical 
variables and design mechanisms of 3D. As the core elements of graphical 
composition in 2D lead to a visual clear result on the transmitting media 
and their mutual impact in 2D is well defined (Bertin 1982, Hake and 
Grünreich 1994, Spiess 1996, Brunner 2001), a dynamic 3D map with its 
demand of intuitive geospatial information transfer, expands the semiotic 
model and shows up new graphical conflicts, which are described by Table 
3.1 below. 
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The critical interplay of graphical variables and design mechanisms 
show that composition variables have to be precisely considered for carto-
graphic 3D applications in order to find appropriate graphical expressions. 
However composition variables in 3D offer additional design mechanisms. 
The rendering of the virtual 3D environment provides relevant tools to in-
corporate and manipulate most graphical variables and design mecha-
nisms. These rendering techniques are called non-photorealistic rendering 
(NPR). 

Table 3.1. New graphical conflicts of 3D design mechanisms with graphical 
variables  

 A.Form B.Size C.Colour D.Brightness E.Pattern 
Global Mechanisms:      

1.Lighting   C1 D1  

2.Shading A2  C2 D2 E2 

3.Atmosphere   C3 D3  

4.Depth of Field  B4    

Elementwise Mechanisms:      

5.Material A5 B5 C5 D5 E5 

6.Texture     E6 

7.Transparency   C7 D7 E7 

8.Orientation A8     

 
A2: Shading influences an element's form, if for example hard shading makes it 

hard or impossible to differentiate between element and shadow. This situation 
becomes definitely urgent when shadows make use of whole grey values.  

A5: Material influences form especially if “bump-mapping”- or “displacement 
mapping” techniques are used. These techniques apparently deform an element's 
geometry in order to simulate material surfaces.  

A8: Orientation influences form because a perceptible form depends on an ele-
ment's silhouette. If orientation changes, also the silhouette will change. For spe-
cific cases it will be needful to align elements according to their main characteris-
tic. For example the front view of a church.  

B4: Depth of field influences perception of size, because growing fuzziness 
prevents from concrete estimation, although the human cognitive system tries to 
come to an result by indications (linear perspective, gradients, etc).  

B5: Material influences size, if “bump-mapping”- or “displacement mapping” 
techniques are used. These techniques apparently deform element's geometry in 
order to simulate material surfaces and therefore may change the size of elements.  

C1: Lighting influences colour in context with brightness distribution. The re-
action of element's surface with lighting and the combination of lighting colour 
with element's surface describe further influences. For example the distribution of 
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brightness directly changes the saturation of colour: the brighter an illuminated 
colour area is, the more unsaturated the colour will appear.  

C2: Shading influences colour as saturation and brightness of an element's col-
our will be changed.  

C3: Atmosphere influences colour with its simulation of haze, which changes 
brightness and saturation of colours.  

C5: Material and surface texture influences colour if texture overlays and tex-
ture combinations create a new one. For example, a single coloured ball in red that 
becomes combined with a mottling texture will change saturation and brightness 
of colour according to the mottling pattern.  

C7: Transparency influences colour if it attenuates the opaque characteristic. 
Overlays with other elements become established and additionally change the al-
location of colours.  

D1: Lighting directly influences brightness as this is the main characteristic of 
light.  

D2: Shading directly influences brightness as the change of grey values is how 
shadow works.  

D3: Atmosphere influences brightness as the change of brightness is one part of 
haze simulation.  

D5: Material and surface texture influences brightness when combinations of 
textures result in a new brightness.  

D7: Transparency influences brightness as transparency changes reflexivity of 
the element's surface.  

E2: Shading influences pattern if the forming and impact of shadow results in 
similar grey values as the pattern. Similar grey values then unite and create a new 
pattern.  

E5: Material influences pattern when “bump-mapping” or “displacement map-
ping” apparently change the element's geometry. Therefore surface shadows are 
created and thus change original pattern.  

E6: Texture influences pattern if texture combinations result in a new pattern.  
E7: Transparency influences pattern, because new combinations become en-

abled with a partial transparent pattern.  
 

5 Approaches of Non-photorealistic Rendering 

Non-photorealistic computer graphics denotes the class of depictions that 
reflect true or imaginary scenes using stylistic elements such as shape, 
structure, colour, light, shading, and shadowing that are different from 
those elements found in photographic images or those elements underly-
ing the human perception of visual reality (Figure 3.3 shows an exam-
ple). Most researchers agree that the term “non-photorealistic” is not sat-
isfying because neither the notion of realism itself nor its complement, the 
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non-photorealism, is clearly defined. Nevertheless, “non-photorealism” 
(NPR) has established itself as a key category and discipline in computer 
graphics starting around 1990. An introduction to concepts and algorithms 
of non-photorealistic computer graphics can be found in Strothotte and 
Schlechtweg (2002) as well as in Gooch and Gooch (2001).  

 

 

Fig. 3.3. Example for an expressive rendering of a 3D city model 

5.1 A Technical Aspect of Non-photorealistic Rendering 

Technically, non-photorealistic 3D rendering is implemented by redefining 
the geometry stage and rasterization stage of the standard 3D rendering 
pipeline using application-defined procedures, known as shaders, which 
implement geometric transformations, illumination calculations, and pixel 
shading. For example, the classical Phong illumination model (Phong 
1975) can be substituted by a cartoon-like illumination shader, which re-
duces the number of shades per colour. Furthermore, non-photorealistic 3D 
rendering takes advantage of multi-pass rendering, that is, they process a 
3D scene description several times, generating and combining intermediate 
images into a final image. This way, for example, enhanced edges and 
shadows can be included in the overall rendering process. Furthermore, to-
day’s programmable computer graphics hardware supports the implemen-
tation of non-photorealistic 3D rendering. Therefore, most techniques can 
be used in interactive or even real-time applications and systems.  
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5.2 Combining Graphical Variables, Design Mechanisms 

It seems obvious that non-photorealistic rendering with its cartoon-like 
visualization directly uses graphical variables and design mechanisms as 
these are used in cartography. Following descriptions list actual mecha-
nisms that are usable in NPR today. If the parameters, which can be varied 
in NPR, mostly match with cartographic variables and mechanisms, then 
these values can be also employed for cartographic aims (Fig. 3.4). The 
combination of NPR and composition variables will then lead to cartogra-
phy-designed virtual environments.  

 

   

Fig. 3.4. Example for usage of NPR and Level of Detail adaptation (Döllner and 
Walther 2003, p 6)  

Generally characteristics of non-photorealistic 3D rendering include the 
ability to sketch geometric objects and scenes, to reduce visual complexity 
of images, as well as to imitate and extend classical depiction techniques 
known from scientific and cartographic illustrations. Fundamental tech-
niques of real-time non-photorealistic 3D rendering address the following 
characteristics: 

1. Lighting and Shadowing. The programmable rendering pipeline allows 
developers to implement new illumination models such as the model 
introduced by Gooch et al. (1998). In addition, real-time shadow 
techniques can be seamlessly integrated and, thereby, provide a 
valuable depth cue; 

2. Colouring and Shading. Non-photorealism allows for vivid and 
domain-specific colour schemes. Cartoon-like appearance is achieved 
by specialized colour schemes such as tone shading; 

3. Edges and Silhouettes. Edges as visually important elements can be 
treated as “first-class” objects in depictions, that is, they can be 

and NPR 



Mechanisms on Graphical Variables in the Design of 3DCity Presentations      57 

enhanced and stylized. Isenberg et al. (2003) give an overview of 
algorithms for outlines and silhouettes; (Fig. 3.5) 

4. Texturing. Texturing is used as a fundamental computer graphics 
operation (Haeberli 1990) to outline the principle curvature of surfaces, 
to simulate strokes using virtual brushes, to procedurally generate 
textures, and to implement image-based operations such as image 
overlays, image blending, convolution filtering, etc. 
 

     

Fig. 3.5. Variations of edge visualization showing the potential of edge rendering 
in NPR 

This section can show that rendering mechanisms in NPR use the same 
composition variables and designing procedures as in cartography. There-
fore these parameters can easily be adapted for cartographic needs. This 
means that geospatial information description can follow cartographic 
rules in order to result in an unmistakable information transmission.  

6 Conclusions 

This contribution focuses on mechanisms on graphical core variables in 
the design of cartographic 3D city presentations. This means that specific 
design mechanisms exist for the cartographic visualization of virtual 3D 
cities. The notion is that NPR describes these methods within the rendering 
process. Before these visualization methods can be adapted, appropriate 
virtual 3D city models have to be created in order to lead to a desired re-
sult. Unsuitable models may lead to unplanned artefacts in the rendering 
process that will represent non-important information. On that score re-
cording methods (remote sensing, aerial and terrestrial measurements, etc.) 
and their postprocessing have to be considered with the aim to use appro-
priate starting materials for cartographic visualization. Further graphical 
designing steps for cartographic 3D city presentations lead to the question: 
can the design mechanisms of 3D can be incorporated in the traditional 
semiotic model of cartography? Section 4 describes the critical interplay of 
graphical variables and 3D design mechanisms and results in an extended 
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semiotic structure that is applicable for 3D. Because of the interplay of 
graphical variables and design mechanisms, conflicts can be identified and 
are shortly described in that section. The presented methods of non-
photorealistic rendering in context with cartographic visualization show 
their close relation with composition variables. This clarifies the usage of 
NPR for cartographic visualization of virtual 3D cities.  

Future research in this field has to focus on the usability of the extended 
semiotic model for 3D and the power of variables offered by NPR. In the 
end usability studies and user tests will show if these techniques can pro-
duce expressive and effective results for cartographic 3D city presenta-
tions.  
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Abstract 

A variety of information can be provided to pedestrians using location 
based services in support of tasks such as wayfinding. Typically current 
location aware systems use proximity to filter databases for contextual in-
formation. We show that a filter based on the visibility of features is a use-
ful additional capability made possible through the use of digital surface 
models. A number of visibility metrics are suggested for adoption by a lo-
cation based service, to provide quantitative visibility information so that 
items of interest may be ranked according to a meaningful priority. Real 
world experiences validate the usefulness of these metrics, and a number 
of improvements are suggested. 
 
Keywords: location-based services; digital surface models; viewsheds; visibility 
metrics; usefulness test 
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1 Visibility Modelling and Pedestrian Navigation 

There is a growing interest in the development of location based services 
(LBS) in support of pedestrian activities, both rural and urban (Jiang and 
Yao 2006). The research presented in this paper is in anticipation of de-
vices able to support natural pedestrian wayfinding and navigation in an 
urban context. It is argued that the requirements for pedestrian navigation 
are quite different from that of vehicle navigation. While junctions form a 
key navigation component for motorists, pedestrians more often use land-
marks as cues (Millonig and Schechtner 2007). The urban environment is 
defined by these landmarks, their organisation, and interrelationships 
(Fisher-Gewirtzman and Wagner 2003) and there is a strong linkage be-
tween what a pedestrian can see and how they comprehend a city. We 
therefore argue that integrating the capability to use landmark visibility in-
formation in a navigational device for urban pedestrian use, requires ‘ego-
centric visibility modelling’. 

The term ‘viewshed’ has existed in landscape architecture since the 
1960s ( Tandy 1967; Lynch 1976), and has been adopted by many disci-
plines. A viewshed depicts areas which can be seen from a designated ob-
servation point, generated by calculating lines-of-sight (LOS) from that 
point to all other locations within the study area. Most Geographic Infor-
mation Systems (GIS) offer the functionality to carry out such calculations 
(De Smith et al. 2007). Visibility is one of the most commonly used GIS 
analysis tools (Davidson et al. 1993) with an extensive catalogue of re-
search work, including siting radio masts (De Floriani et al. 1994), locating 
the most scenic or most hidden routes (Stucky 1998), landscape planning 
(Fisher 1996), as a weapon surrogate in military exercises (Baer et al. 
2005), and in examining spatial openness in built environments (Fisher-
Gewirtzman and Wagner 2003). 

Visibility studies within GIS require access to a digital terrain dataset 
for the area of interest. These are usually raster grid datasets, considered to 
be 2.5 dimensional, recording a single elevation value (z)  for any location 
(x,y). In general terms these are known as Digital Elevation Models 
(DEM), but may be more specifically referred to as Digital Terrain Models 
(DTM) if they reflect the elevation values of the bare earth, or Digital Sur-
face Models (DSM) if they capture building and vegetation elevations.  

There have been numerous previous studies on urban visibility, these 
have tended to use the 2 dimensional boundary of buildings to calculate is-
ovists ( Tandy 1967; Benedikt 1979; Turner et al. 2001). To more closely 
model urban visibility it is necessary to source a DSM at high resolution, 
such that building and vegetation profiles are captured accurately. Light 



Egocentric Urban Viewshed: Landmark Visibility Maps for Pedestrian LBS      63 

Detection and Ranging (LiDAR) remote data capture techniques have been 
shown to be suitable for this in urban studies (Palmer and Shan 2002; Rot-
tensteiner and Briese 2002), and are considered superior for LOS calcula-
tions than using community contributed 3D models of inconsistent and 
questionable accuracy, such as with the Google 3D Warehouse. 

This paper discusses visibility modelling techniques, and presents a 
number of additional metrics that will allow future location based services 
to report landmark information in a more intuitive manner, facilitating the 
exploration of the city. The paper draws attention to a number of relevant 
areas of visibility research, including cumulative visibility. It then explains 
the line-of-sight algorithm used in this research, and a supporting database 
architecture to model Features of Interest (FOI). Finally the method is 
demonstrated in a real world situation. 

2 Visibility Analysis 

If every terrain cell in a line-of-sight path is considered between an ob-
server and target it is referred to as the ‘golden case’ (Rana and Morley 
2002). Although providing the most accurate results from a terrain model 
this method is computationally expensive, and therefore much of the pre-
vious research has focussed on techniques to reduce the number of calcula-
tions by considering only visually important cells. Examples of this in-
clude using Triangulated Irregular Networks (TINs) (De Floriani and 
Magillo 1994), or filtering based on topographic features (Rana and Mor-
ley 2002). These essentially look to simplify the terrain complexity, or re-
duce the number of observer-target pairs considered in viewshed genera-
tion. 

The ‘golden case’ may be maintained whilst offering rapid retrieval of 
visibility details by using a Complete Intervisibility Database (CID) 
(Caldwell et al. 2003),  also referred to as a visibility graph (O’Sullivan 
and Turner 2001), or visibility matrix (Puppo and Marzano 1997). These 
approaches store the pre-calculated viewshed results from every possible 
location in a study region, meaning future users only require a simple 
lookup to return the stored viewshed result. The computational cost of  
producing a CID is very high, being an O(n2) calculation, therefore parallel 
or grid processing techniques are often used (Llobera et al. 2004). 

By storing the complete set of viewsheds a number of additional attrib-
utes are available for analysis, such as the Cumulative Visibility (Wheatley 
1995), or Visual Magnitude (Llobera 2003). These depict the total number 
of times a cell can be viewed from elsewhere, indicating highly visible 
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regions. Topographically prominent areas such as ridges and peaks often 
feature highly, however visually prominent landscapes may not necessarily 
be topographically prominent, such as the high intervisibility which occurs 
in valleys (Llobera 2003). 

2.1 The Urban Cumulative Viewshed 

In the context of rural DTMs, peaks and ridgelines form important spaces 
which act as barriers, and occupiable vantage points. In urban DSMs these 
ridgelines correlate to building roofs, and are not generally occupiable. 
This has a number of implications with regard to previous research focus-
sed on reducing observer-target pairs, which consider ridgelines to be sig-
nificant vantage points (e.g. Rana and Morley 2002). To faithfully repli-
cate the situation in urban space, a cumulative visibility map must be based 
on a DSM and restrict observer locations to those areas accessible by pe-
destrians.  

Fig. 4.1 shows cumulative visibility for a section of Christchurch, New 
Zealand. This was produced by calculating viewsheds from 20,000 loca-
tions selected at random from all publicly accessible spaces, and summing 
the results to indicate how many times a cell can be seen. The DSM was 
created at 1 metre resolution from LiDAR return information. To reduce 
the impact of edge-effects the analysis was carried out over a larger extent 
than that shown (Llobera 2003).  

 

 
Fig. 4.1. Cumulative Visibility Map for Christchurch, New Zealand 
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A number of observations can be made: 

• Tall buildings have high cumulative visibility values  
(e.g. Christchurch Cathedral - A) 

• Open spaces have high cumulative visibility (e.g. Cathedral Square - B) 
• The building frontages adjacent to streets have high visibility values for 

the entire face (e.g. building C) whilst those faces surrounded by low 
rise development only receive high scores for the uppermost sections of 
the face (e.g. building D) 

• Low rise buildings only visible from a single street receive mid-range 
scores (e.g. E) 

• Street intersections receive a high score, as they can be viewed from a 
number of directions (e.g. F) 

• The roofs of buildings have low scores as they cannot be viewed from 
street level (e.g. G). 

 
Depending on the intended purpose, the computational cost of cumula-

tive viewsheds may render them inappropriate. De Floriani (1994) sug-
gested that the cost will not be repaid if there are a minimal number of ob-
servation locations. In terms of an LBS where viewshed information is 
only required for a single user location, it would therefore follow that a 
cumulative viewshed would not be appropriate. However the cumulative 
viewshed indicates which areas in an urban scene are important for visibil-
ity analysis, and this information could be used in a strategy to reduce the 
number of target locations for real time visibility analysis conducted on a 
mobile device. 

3 Calculating Egocentric Visibility for LBS 

Whilst GISs typically consider the world from above with all areas equally 
important, an LBS takes an egocentric viewpoint (Meng 2005; Reichen-
bacher 2005).  

A location based service is defined by Jiang and Yao (2006) as an ap-
plication which is both location-aware, and context-aware, therefore re-
quiring information on the user’s position and surroundings. Currently 
LBSs use proximity as a spatial filter to retrieve relevant contextual infor-
mation, a notable exception is the Edinburgh Augmented Reality System 
(EARS) (Bartie and Mackaness 2006) which is able to filter information 
based on the visibility of FOIs from the user’s location. 

EARS accesses a database of pre-calculated visibility results for 86 
FOIs located around the city of Edinburgh. These results were calculated 
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using ESRI ArcInfo and stored in a relational database management sys-
tem for rapid sub-second retrieval while on location. As the user explores 
the city, Global Positioning System (GPS) values are used to locate the 
user, the application reports what can be seen from the current location. 
There are a number of drawbacks to this approach including: 

• the user’s height is fixed to 1.74m for all visibility calculations 
• minimal quantitative information is available regarding feature visibility 
• the system is unable to accommodate user or community contributed 

FOIs, as viewshed functionality is not provided on board 
• any updates to the DSM require all the visibility calculations to be re-

run. 
 

An LBS able to provide the user with information about the visibility of 
FOIs would be able to guide the user by referring to landmarks ( Michon 
and Denis 2001; Raubal and Winter 2002; Goodman et al. 2004; Ross et 
al. 2004; May et al. 2005; Millonig and Schechtner 2007), or inform the 
user about the current surroundings in a natural way. It is therefore neces-
sary to provide an LOS algorithm for use in an LBS which can provide 
real time quantitative information on the visibility of FOIs. 

4 Visibility Implementation for LBS 

The visibility algorithms implemented in GISs are often the subject of de-
bate; Fisher (1991) reported that different packages gave significantly dif-
ferent results. Source code for Open Source GIS applications are in the 
public domain available for scrutiny, whilst the algorithm implementations 
of commercial software is unknown. A useful survey of the visibility func-
tionality in GIS can be found in a publicly available report to the US Army 
Line of Sight Technical Working Group (US Army Corps of Engineers 
2004). 

Riggs and Dean (2007) showed through field trials that predicted view-
sheds and surveyed results had lower discrepancies when using higher 
resolution DSMs. For urban studies using LiDAR datasets it is hoped that 
discrepancies will be small, although it is acknowledged that a DSM is a 
2.5D dataset, and will not report true visibility values under bridges, over-
passes, or under vegetation canopy. 

Llobera (2003) introduced the concept of ‘visual exposure’, and sug-
gested that this dynamic aspect of visibility had been overlooked within 
previous research. Visual exposure focuses on how much of a feature can 
be viewed from the surrounding space, enabling the creation of surfaces to 



Egocentric Urban Viewshed: Landmark Visibility Maps for Pedestrian LBS      67 

show in which direction a viewer would need to move to view the target 
more, or less, clearly. This technique can be used to find visual corridors, 
or visual ridges, and forms a useful basis for considering LOS in the con-
text of LBS. 

For this research a toolkit was written to allow experimentation with the 
‘golden case’ LOS algorithm.  The source datasets were a surface model, 
an observer location, and a database of feature locations. For this study the 
test area selected was the city of Christchurch, New Zealand. All calcula-
tions were carried out using New Zealand Map Grid (NZMG), with the fa-
cility for a user height to be specified. LiDAR data was sourced from the 
Christchurch City Council, and a DSM rendered at 1 metre resolution. For 
simplicity vegetation was treated as a visual barrier, although the concept 
of  partially obscured views through vegetation has been examined 
(Llobera 2007). 

4.1 The Database Model 

A database model was designed such that each FOI entity could be divided 
into component parts. For example Christchurch Cathedral (Fig. 4.2) could 
be divided into three parts to represent the spire, the main building, and 
café annex. Each FOI part could be assigned a number of target locations 
so the visually important aspects of the structure could be explicitly mod-
elled. It is necessary to place targets around the base of FOIs so that as 
higher targets are obscured by the building’s walls on approach, the LBS 
does not consider the FOI to be out of view (Fig. 4.3). It therefore follows 
that a greater proportion of the targets on an FOI should be visible as the 
observer moves away, although the target will occupy a smaller part of the 
field of view. 

 

 

 
 
 
 
 

 
 
 
Part 1 – Spire 
Part 2 – Main body 
Part 3 – Café 

Fig. 4.2. Christchurch Cathedral, New Zealand (3D model by ZNO, sourced from 
Google 3D Warehouse) 
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Fig. 4.3. Target Placement (3D model by ZNO, sourced from Google 3D Ware-
house) 

Provision was made within the database structure (Fig. 4.4)  to scan tar-
gets according to a visual significance hierarchy. This allowed the LBS to 
perform a number of scans at varying target densities, firstly to detect the 
visibility of FOIs, secondly to quantify the visibility information. For this 
research performance was not a primary consideration, therefore all 2568 
cells within the building boundary were used as target locations, at a reso-
lution of 1 target per square metre.  

 
Fig. 4.4. Entity Relationship Diagram for FOI Database 

FOI

FOIPart

FOITarget FOICategory

1

M

1

M M

N

FOIID
FOIName
FOIDescription
FOILink

FOIPartID
FOIID
FOIPartName
FOIPartDescription
FOIPartLink

FOICategoryID
FOICategoryDescription

FOITargetID
FOIPartID
FOITargetLocation
FOITargetLevel



Egocentric Urban Viewshed: Landmark Visibility Maps for Pedestrian LBS      69 

The allocation of category classes at FOI Part level allows for aspects of 
an FOI to be excluded or included in the results, depending on the user’s 
preferences. Each FOI Part could belong to more than one category class. 

4.2 Line of Sight Metrics 

When exploring the urban environment a pedestrian’s view is filled with 
features competing for attention. Some distant FOIs may be clearly visible, 
yet close items may be partially obscured. If these qualities are to be mod-
elled then a set of corresponding metrics are required. These include a met-
ric for proximity to the object, a metric for the amount of a feature that is 
visible, the field of view occupied, and to indicate if the FOI is on the sky-
line. 

The approach used here was to consider an LOS from the observer to 
each of the FOI targets in turn, recording the vertical visible extent, and the 
location of close and distant horizons. These results are then combined to 
form a number of metrics for each FOI part. The intention is that future 
LBS devices could use these values to deliver information to a user in a 
meaningful order, filtering out details not relevant to the current context. 

4.2.1 Close Horizon 

The ‘Close Horizon’ is calculated by locating the feature which creates the 
steepest viewing angle between observer and target, not including the FOI 
itself. The elevation of this object, known from the DSM, is used to calcu-
late the intercept of a line of sight with the target, and deduce how much of 
the target is visible (Fig. 4.5 - TH1). The obscured area is also recorded 
(Fig. 4.5 - TH2). 

4.2.2 Distant Horizon 

By extending the LOS ray beyond the target it is possible to discover if the 
target makes the skyline, or is overshadowed by a more distant object. The 
search continues until either it intercepts the DSM, or reaches the same 
elevation as the maximum elevation in the DSM dataset. If the ray inter-
cepts the DSM then the ‘Distant Horizon’ location is recorded along with 
the elevation value at that point, and both distance behind target and extent 
of the object showing (Fig. 4.5 - HD1) are calculated. If no feature is found 
the target is designated as being on the skyline. 
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Fig. 4.5. Line of Sight Details; the Close Horizon is used to calculate how much of 
the target is visible; the Distant Horizon information indicates whether the target is 
on the skyline or overshadowed by a taller object 

The values stored from each of the LOS calculations between the ob-
server and each target point are summarised in Table 4.1. 

4.3 Visibility at Feature Level 

For an LBS to make use of the target visibility attributes a number of 
summaries at the FOI Part level are required. These summaries (Table 4.2) 
are intended to provide an LBS with the facility to filter spatial databases, 
and to sort results according to various quantitative measures. As the LBS 
is able to determine automatically which aspects of a feature are visible, it 
can customize the information delivered. For example it is able to report 
details of the highly visible spire, but not mention the currently obscured 
entrance lobby. 
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Table 4.1. Line of sight target return values 

Criteria Data type Details 
Visible Boolean  

(True or False) 
Whether a target point can be 
seen or not from current location 
 

Target Location Point (x,y) The location of the target point 
 

Target Elevation 
 (TH1+TH2) 

Metres (vertically) The height of the target point 

Distance from Observer 
(Distance O-T) 

Metres (horizontally) The distance from observer to 
target point 
 

Close Horizon  
Location 

Point (x,y) The location of the tallest object 
in the line of sight from the ob-
server to the target  
 

Close Horizon  
Height 
(HC) 

Metres (vertically) The height of the tallest object 
between observer and target 
 

Close Horizon 
 Intercept With Target 
(TH1) 
  

Metres (vertically) The amount of target which 
shows above the tallest near ob-
ject 
 

On Skyline Boolean 
(True or False) 

Whether the target has a taller 
visible object behind it, or sky 
 

Distant Horizon 
 Location 

Point (x,y) The location of the intercept 
with a taller object behind the 
target (if any) 
 

Distant Horizon  
Distance Behind Target 
(Distance T-DH) 

Metres (horizontally) The distance from the target to 
the horizon 
 

Distant Horizon 
 Elevation (HD1+HD2) 
  

Metres (vertically) The elevation of the item on the 
horizon visible behind the target 
 

Distant Horizon 
 Intercept (HD1) 
 

Metres (vertically) The amount of the horizon that 
is visible above the target 

Elevation Showing as 
Ratio Of Distance to 
Observer Ratio 
(TH1 /Distance O-T) 

Ratio Considering any near horizons,  
calculate the ratio of visible ver-
tical extent divided by distance 
to observer 
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Table 4.2. Visibility metrics at FOI part level 

Criteria Data type Description 
Visible Boolean 

(True or False) 
Shows if part of a feature can be seen 
 

Average Distance 
 of Visible Targets 

Metres  
(horizontally) 

The average distance to only those 
targets visible to the observer 
 

Maximum Horizon-
tal Field of View 

Degrees 
 (horizontally) 

The field of view between the widest 
visible targets on an FOI 
 

Number of Visible 
Targets 

Integer  A count of the number of visible tar-
gets 
 

Percentage of  
Targets Visible 

Decimal Count of targets visible divided by all 
targets on FOI Part 
 

Total Face Area 
Visible 

Square Metres The combined total area of  feature 
frontage visible, when considering 
close horizon 

Total Face Area 
Blocked From View 

Square Metres The area on the frontage which is in 
the shadow of near blocking objects 
 

Percentage of Tar-
gets On Skyline 

Ratio Count of visible targets on skyline, di-
vided by all visible targets 
 

Average Visible 
Target Height 

Metres 
 (vertically) 

Average elevation calculated from all 
visible targets 
 

Minimum Visible 
Target Height 

Metres 
 (vertically) 

Lowest visible target elevation 
 
 

Maximum Visible 
Target Height 

Metres 
 (vertically) 

Highest visible target elevation 

4.3.1 Field of View 

Most of these metrics are self-explanatory, however ‘Field of View’ and 
‘Total Face Area’ require clarification. The ‘Field of View’ is calculated 
between the most extreme targets visible, which make the widest angle. If 
an object obscures a side of the FOI frontage then the FOV angle will de-
crease. However if an object blocks a portion in the middle of the FOI with 
the outside targets still visible, the FOV will return the widest viewing an-
gle calculated from the outside points, ignoring the obscured portion of the 
FOI frontage.  
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4.3.2 Total Face Area – Visible / Blocked 

The ‘Total Face Area’ visible is calculated by summing the area visible 
under each target after considering the area obscured by obstacles between 
the observer and target, as illustrated in Fig. 4.6. The difference between 
DTM and DSM establishes FOI height, removing topography from the re-
sulting area.  The Total Face Area Blocked reports the area which is shad-
owed by near objects.  
          

 
Fig. 4.6. Total  Face Area Visible for a Feature of Interest 

A number of derived metrics may also be useful such as the ratio of dis-
tant horizon height showing (HD1) over distance behind target, to give an 
indication of dominance of any distant features. Also the total visible face 
area divided by the average distance to the targets would give an indication 
of the presence of an FOI from the user’s viewpoint. 

5 Implementation and Evaluation 

An initial demonstration of the method was carried out in the city of 
Christchurch, New Zealand. Christchurch Cathedral was selected as an 
FOI, and divided into 3 component parts as outlined in Fig. 4.2. A number 
of observation points were selected to give different views of the Cathe-
dral, photographs were taken at each site, and the GPS locations passed to 
the algorithm to return the visibility metrics. Fig. 4.7 shows the location of 
the test sites, along with corresponding photographs. 
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Fig. 4.7. Map of Test Sites in Christchurch, New Zealand (LiDAR data sourced 
from Christchurch City Council) 
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Table 4.3 shows the results from running the visibility calculations. The 
third part of the FOI was not visible from either location A or B, and has 
been removed from the table. 

Table 4.3. Results from sites A and B 

A B Location 

Part 1 Part 2 Part 1 Part 2 

Visible Targets (%) 18.2 0.8 17.7 0.6

Percentage Elevation Showing 
of the Visible Targets (%) 

13.4 8.2 12.9 7.9

Total Face Area Visible (sq m) 202.5 33.4 191.5 28.0

Total Face Area Blocked From 
View by Near Horizon (sq m) 

1325.9 376.1 1316.5 318.7

Average Distance of All Visible 
Targets (m) 

1636.5 1620.5 721.6 706.4

Percentage of Targets on Skyline 
 (%) 

3.0 0 2.5 0

Visible Target Height      Average:
(m)                               Maximum: 

Minimum:

41.3
59.1
20.1

25.6
29.0
22.0

41.9
59.1
26.1

26.6
29.0
22.0

Maximum Horizontal Field of 
View for Entire FOI (degrees) 

0.25 0.11 0.56 0.24

 
The majority of the results are as expected with the more distant site 

showing the FOI to occupy a narrower field of view, that the spire (FOI 
Part 1) is visible, and none of main building (FOI Part 2) makes the skyline 
due to the tall surrounding buildings. 

However the results show that the percentage elevation of visible targets 
(13.4% at A, 12.9% at B), percentage of targets on the skyline (3% at A, 
2.5% at B), and total face area visible (202m2 at A, 191m2 at B) for the 
spire (FOI Part 1) go against the expected trend and are slightly greater at 
Location A than B. It is also noticeable that a greater extent of the spire is 
visible at location A (20.1m to 59.1m at A, and 26.1m to 59.1m at B). 

In fact, although counter-intuitive, these values match the real world ex-
perience as seen in the photographs taken from these sites. At Location A 
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the vertical extent of the spire visible is greater with the majority of the left 
side making the skyline, as annotated in Fig. 4.8. At Location B the distant 
skyscraper blocks the sky behind the spire, and trees in the foreground ob-
scure the lower aspects of the spire. This is in agreement with the output 
values from the algorithm. 
 

 
Location A    Location B 

Fig. 4.8. Comparison of Cathedral Spire from Locations A and B 

5.1 Additional Analysis 

Five further test locations (Fig. 4.9) were selected and the metric results 
calculated. Values for total visible area frontage along a transect line pass-
ing from Location C, through D, and E are shown in Fig. 4.10. 

A statue and several trees block the view of the Cathedral along this ap-
proach, as reflected by the metrics. 
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Fig. 4.9. Cathedral Square Test Sites (LiDAR data sourced from Christchurch City 
Council) 

Considering the percentage elevation of targets visible, at Location C 
39.9% of the spire is visible, at Location D the main body of the Cathedral 
receives a score of 17.2%, whilst the spire receives a value of 11.8%, indi-
cating the spire is obscured more than the main body. At Location E the 
main body received a score of 20.4%, while the spire receives 34.8% indi-
cating the prominence of the spire once more. 

The main difference in the view between locations F and G is the prox-
imity of a Police hut (Fig. 4.11). At Location F, the Café (FOI Part 3) is 
not visible, whilst at Location G it scores 6.5% (percentage elevation of 
visible targets). 
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Fig. 4.10. Frontage Area Visible against Distance from Feature of Interest 

The total face area of the spire at Location F is 615.1m2, whilst at Loca-
tion G it receives a value of 818.3m2. These are in agreement with the pho-
tographic evidence.  

 

      
           Location F                    Location G 
 

Fig. 4.11. Site F and G photographs 

There is an interesting relationship between the field of view, and total 
area visible. Fig. 4.12 illustrates this by considering 26,753 locations 
around Cathedral Square spaced 1 metre apart. 
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Fig. 4.12. Field of View and Face Area Visible (LiDAR data sourced from Christ-
church City Council) 

Close to a feature the field of view metric scores high, and the total 
frontage face area visible is low. As can be seen from the graph the points 
which contribute to the peak of face area value points (Set 1) are located 
away from the Cathedral on the edge of the square, whilst the highest FOV 
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values (Set 2) are near the Cathedral. From a viewing experience the face 
area values may be considered the most appropriate metric to reflect ‘how 
much’ of an FOI can be seen, and should be considered with distance to 
quantify the presence of an FOI. 

5.2 Mapping the Visibility Metrics 

The values from the LOS implementation may be mapped to indicate how 
a user’s experience of an FOI would vary across space (Fig. 4.13). In this 
example the area in front of the Cathedral between test locations C and D 
(Fig. 4.9) enjoys the highest visible percentage of targets, essentially the 
clearest view. 

 

 
Fig. 4.13. Maps of Key Metrics 
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Calculating the gradient from any of these datasets will show the magni-
tude and direction of change of the metric, and may be used to indicate in 
which direction a user should move to see more, or less, of the FOI. 

5.3 Using the Visibility Metrics 

These metrics combined with other GIS datasets can provide an LBS with 
the ability to be context-aware when delivering information to a user. 
When searching spatial databases the visibility metrics may be used to 
rank the results showing the most visible items first. In wayfinding, the 
visible area values may be used to lead the user towards good viewpoints 
for nominated landmarks. Any information delivered to the user would 
need to be supported by additional datasets, such that attributes including 
the FOI’s name, address, usage, and history could be conveyed to the pe-
destrian.  

Although not implemented at this stage, a fuzzy logic layer will be in-
troduced in the next phase of the research so that a natural language engine 
may select the most appropriate English terminology to describe the scene. 
This will allow the LBS to take on the role of a virtual city guide. The 
class limits will be set after conducting user trials to evaluate perceived ob-
ject visibility against the metric results. 

To ensure the LBS remains responsive to the user’s movements, the 
metrics must be available in real time. This can be achieved in a number of 
ways. One method is to pre-cache the results for an area of interest, such 
that the mobile client requires only a simple lookup of the corresponding 
FOI visibility summaries.  

An alternative approach, which will be used for the next phase of this 
research, is to implement a client-server architecture whereby a mobile cli-
ent sends the user’s location information across a network to the server 
which returns the visibility results for the surrounding region. Pre-caching 
on the server side is also possible such that the most commonly visited ar-
eas can be held in memory for improved response times. 
 

6 Conclusions and Future Work 

This research has shown that a line of sight algorithm may be used to sup-
ply a number of useful contextual visibility metrics from a LiDAR dataset 
in an urban environment. These results form part of a function of visibility 
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which can be used to prioritise information on features of interest from the 
current observation location. 

We have shown that it is possible to incorporate a wide range of visual 
statistics into reports of object visibility, with consideration of the sur-
rounding cityscape, and the importance of close and distant horizons. 

There are a number of areas for further research in this field. The algo-
rithm considers only the physical aspects of visibility which can be calcu-
lated from a DSM. It currently neglects to consider the time of day, or 
weather in the visibility calculations.  

It would also be beneficial to measure the texture, material, colour and 
contrast differences between the target and any distant horizon objects, 
such that a metric may be established to indicate how easily an FOI may 
be resolved from its background. Aerial imagery might offer a partial solu-
tion suitable for identifying vegetation backgrounds, but roof top colours 
will not assist in contrast and colour information from the user’s view-
point, so georeferenced street level photography would be preferable. 

Partial visibility through vegetation (Llobera 2007) could be explored 
such that lines of sight are able to pass through, and under, canopy layers. 
The algorithm should be extended to accommodate seasonal tree canopy 
and vegetation density variation. It would also be worthwhile to examine 
raw LiDAR returns to produce detailed surfaces for the canopy layer. 

Currently a scan in the vertical axis over the FOI returns information on 
the distant horizon. This could also be applied across the horizontal axis so 
that the surroundings may be used as context to determine if an FOI profile 
is significantly different from its neighbours (e.g. skyscraper amongst low 
rise buildings).  

Referencing a number of FOIs in the metrics would allow an LBS to use 
relative descriptions of space, such as “ the Chalice monument is visible to 
the right of the Cathedral”. Accessing models from the Google 3D Ware-
house may also be useful such that pictorially the shape and texture of 
FOIs could be displayed, allowing the user to more easily identify the tar-
get FOI from surrounding buildings. 

The ultimate goal of this research would be a single visibility function 
which considers weighted metrics based on visibility, architectural interest, 
building form, and social factors such as building use or related interests to 
the user, that would allow an LBS to rank in order from a scene those 
items which a viewer would consider most interesting. The values would 
then be passed through a fuzzy logic layer and a natural language engine to 
generate appropriate sentences to convey to the user descriptions of their 
surroundings, such that the LBS acts as a virtual city guide. 
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Abstract 

A dynamic map that recursively uses a cartogram algorithm in a nested 
structure to distort shape, enlarging any areas of user interest or focus, has 
been implemented and tested. The map organises space into a hierarchy of 
commonly-perceived geographical areas, which is the structure upon 
which distortion takes place (island at the country level, provinces at the 
regional level, districts, cities and suburbs). This approach is proposed to 
be more usable than traditional methods of multi-scale representation or 
moving between scales. The advantage of using this system is that the 
local view is expanded, whilst still allowing the global view to be 
maintained. Although akin to the fisheye display, the novel use of an 
automated cartogram (with area effectively being proportional to user 
interest) means that distortion calculation occurs to a great extent only 
where it is needed, to preserve the local egocentric view, whilst harnessing 
the cartogram’s ability to maintain approximate geographical shape. 
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This new method was tested to see if it was more usable than other 
traditional methods of statically or dynamically handling multiple scales 
(zoom in/out or the use of an inset map) using time as a measure. The 
cartogram map was found to elicit faster times to navigate to specific 
locations than the other methods, suggesting that it is more efficient. 
General satisfaction with the map was expressed in a survey, indicating 
overall a useful and usable way to navigate through space. This is despite 
radical distortions of shape, tested in an associated country / continent 
shape recognition test (it was verified elsewhere that the participants had 
total knowledge of the shapes of landmasses tested) to reveal that shape is 
the most important variable. Finally, relative orientation was tested with 
the cartogram map but no significant results were yielded.  

 
Keywords: egocentric view, density-equalising cartogram, hierarchy, shape 
distortion 

1 Introduction 

1.1 Research Problem 

Digital maps conventionally use a zoom function to allow users to view 
areas of interest in greater detail. The disadvantage of using such a 
function is that it removes the user from the full extent and therefore 
overall context of the map (recognisable features – cognitive cues - are 
more likely to be seen at smaller scales). As their view of a map becomes 
more and more localised, they can become increasingly disconnected from 
the global view. There are several ways of overcoming this; two major 
ones will be highlighted here as precursors to the technique presented in 
this paper:  

• The use of two displays either side by side or with one as an inset map 
within the same display (in both, one map shows the local view while 
the other shows the global view highlighting the zoomed area). The 
problem with this is that there is no sense as to what is in the 
neighbouring areas. Also, in the case of the inset map, valuable room in 
the display is occupied. 

• Using simple locally-emphasising projective or fisheye distortion to 
allocate more space on the map to the area of interest, compressing the 
space in which surrounding features are displayed. However, these are 
globally applied and transform space without regard for the features that 
occupy it (however, a dual locally and globally projected map has been 
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presented, actually as a solution to the shifting of reader attention 
associated with the inset map technique - Snyder 1987).  

 
Cartograms (see Figure 5.2 for an example), also known as a value-by-

area map (Dent 1985), are central to an alternative method for maintaining 
a simultaneous local and global map (hereafter known as the cartogram 
map) which is presented in this paper. They are a useful way of presenting 
spatially distributed statistical information so that it is possible to distort 
the size of an areal unit to show the magnitude of the information which is 
something other than area. Since their first appearance in modern form in 
the mid 19th century (Tobler 2004) they have been popularly used to depict 
socio-economic variables such as population, electoral turnout and so on.  

1.2 The Proposed Solution 

The purpose of this research is to extend the use of the cartogram to retain 
a simultaneous global and local view on the same map (an attribute shared 
with the fisheye method). This is essentially an egocentric map display, 
which is a cognitively attuned display (Olson 1984; Gallistel 1990), 
increasingly coming to the forefront in the context of personalised geo-
services and increasing use of mobile devices and their limited displays 
(Harrie et al. 2002; Gutwin and Fedak 2004; Meng 2005). Enlarging the 
amount of local space available at the expense of peripheral space would 
make the most of the small display area available. 

Whilst there has been some use of different map projections to distort 
the way a map is presented to suit the egocentric view (Hägerstrand 1957; 
Kadman and Shlomi 1978; Sarkar and Brown 1994; and Yang et al. 2000), 
there has been no research into taking the principles of cartograms and 
applying them to a local area to expand it, specifically based on the map 
user’s interest (though some have developed related solutions – Cuff et al. 
1984; Snyder 1987; Leung 1989; Harrie et al. 2002). In effect, this 
proposal would actually combine the two aims of variable-scale maps, as 
stated by Harrie et al. (2002). These aims are the conventional use of 
cartograms to make the density of a variable uniform and; adjusting a 
constant-scale map to create more space for local display. 

Hägerstrand’s azimuthal projection in particular emphasises the 
perspective of the individual, spatially biased towards their area of 
domicile, where they have a greater amount of spatial knowledge. 
Consequently areas central to the map are exaggerated with this projection, 
while peripheral areas are minimised in area – the use of the cartogram in 
this study attempts to achieve the same cognitively-plausible principle, but 
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in a less-structured, though more flexible, geographically-informed and 
dynamic way. In effect, by being offered as an alternative to the zoom in 
operation in managing multiple scales, the function of the cartogram has 
shifted from static display to dynamic display in an interactive context. 

Importantly, cartograms focus on distorting the actual spatial features 
themselves (normally polygons) rather than trying to distort the surface on 
which the data is presented, as with locally-focused map projections. In 
other words, the geographical intelligence implicit in the cartogram 
relating to approximate maintenance of shape indicates a more refined 
method.  

In creating the cartogram map a solution to the problem of loss of 
context seen with zoom in operations is presented. By preserving all the 
relevant adjacent data (albeit compressed) and just enlarging those areas of 
interest (i.e. making distortion only a local operation as opposed to the 
global transformation of space with the locally-focused map projections), 
the user can still maintain a reference to the global view of the map. 

The concept of the cartogram map is enabled by its digital context. 
Likewise, the necessary use of automated cartograms (cartogram 
algorithms) is also digital and an essential prerequisite to this study. The 
user can interactively drill down through multi-scale layers, with the 
cartogram algorithm operating at each layer. The algorithm is therefore 
applied recursively and in a nested hierarchical or tree structure (Cuff et al. 
1984 present nested non-contiguous cartograms for representing groups of 
land use types within the boundaries of Pennsylvanian counties, though 
there is no tree structure used).  

As yet cartograms have not been used for anything more than simple 
static maps, though Dorling et al. (2006) suggest the morphing of one 
cartogram into another in the context of an interactive interface (to 
emphasise unevenness in multiple globally-mapped social and economic 
variables – as opposed to unevenness of one variable across space).  

However, cartograms have been criticised as being hard to understand 
or difficult to read (e.g. the perceived loss of geographic feature form and 
relationships noted by Gluhih and Portnov 2004). Shape is widely 
acknowledged as the variable to control this, but there is a trade-off 
between this and cartogram accuracy (Dent 1985, Tobler 2004). Many 
people also view cartograms as a novelty, a clever way of presenting 
information, but not as a map projection or as a tool to be used for serious 
analysis (Tobler 2004), though recent empirical evidence suggests that 
they are becoming increasingly popular (e.g. the WorldMapper project; 
Dorling et al. 2006). An objective of this research is to help reinforce this 
perception and present a useful application of cartograms that lies outside 
of its traditional use in the display of spatial data and information.  
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1.3 Objectives 

The general purpose of this research is to develop a dynamic digital map 
that is more usable than traditional methods at communicating multiple 
scales.  By implementing an automated cartogram algorithm (based on 
diffusion – Gastner and Newman 2004) to distort the shape of the map 
(though preserving the angles of intersection), an entirely new way of 
emphasising areas of interest or user focus is presented. The advantage is 
that the local view is presented whilst still preserving a global perspective. 
The objectives of this research are. 

1. To develop a dynamic cartogram map that is based on the diffusion 
algorithm (created by Gastner and Newman) to distort polygons in a map 
to allow a spatially-enlarged point of interest.  

2. To show that loss of shape is not a factor in spatial recognition. 
3. To show that a cartogram can be used in this novel respect, to achieve a 

more intuitive local-global effect (as established through efficiency and 
satisfaction) than traditional global projection based maps using the 
zoom in/out method and the use of inset maps. 
 
Therefore, a hypothesis can be stated that use of cartograms is more 

usable (efficient, satisfying) at displaying multiple scales than the zoom in 
and inset map methods. To establish whether this has occurred, tests were 
performed on the three methods to ascertain speed of navigation and 
correctness of orientation estimates (efficiency and effectiveness) followed 
up by a survey to gauge participant satisfaction (efficiency, effectiveness 
and satisfaction are the three variables conventionally used to ascertain 
usability – ISO 1998). The testing was backed up by a distorted shape and 
associated world map recognition exercise at the country / continent scale 
to isolate the effects of inherent shape recognition capabilities and 
associated world map geographical knowledge.  

In summary, the use of a cartogram as a method of multiple scale 
display will be tested here alongside other established methods of 
managing representation of multiple scales. Since the cartogram 
demonstrates a fish-eye-like visual effect when used in this way, at least 
some part of any observed benefits of using cartograms could be down to 
the approximate fish eye distortion (though the fish eye method per se is 
not being tested here). Also, the specific (Gastner and Newman) cartogram 
algorithm itself is not being tested. A review is presented next, followed by 
an account of the methods used. The paper finishes with results, discussion 
and conclusions. 
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2 Review 

2.1 The Cognitive View of Space and the GIS View of Space 

The scientific view of space is that it is uniform and seamless – i.e. it exists 
as a continuous surface that extends infinitely in all directions. The 
cognitive view is not arranged in this way (Mark and Freundschuh 1994) 
and holds that geographical space can be organised into different 
categories that tend to be ordered into nested hierarchies (Peuquet 2002). 
This has been experimentally tested and confirmed by a number of 
researchers (Stevens and Coupe 1978, Eastman 1985, McNamara 1992). 
For example, people conventionally break down space into sub-spaces 
such as indoors and outdoors; these can then be further subdivided into 
smaller units.  

We can carry these concepts over into the way in which we represent 
space within a computer. It has become standard practice to represent 
spatial entities as polygons, lines, points, which has cognitive agreement, 
though many entities are cognitively represented with indistinct boundaries 
(e.g. mountains, forests), which poses a challenge in the digital spatial 
domain (Mark 1999).  

Spatial reasoning is another area where the structure and nature of space 
within a GIS does not match the way in which we experience and perceive 
space. Space is often formalised using a Cartesian co-ordinate system and 
described with vector algebra. This is different to the way in which 
humans draw conclusions about space. Accordingly, a qualitative method 
for the spatial reasoning of cardinal directions using an algebraic method 
has been presented, using the standard eight cardinal directions, (N, NE, E, 
SE, S,…) and a ninth symbol for directions of two points that were too 
close to each other (Frank 1995). We will carry this hierarchical and 
qualitative view of space through to the development and testing of the 
dynamic map. 

2.2 Applications of Local Map Distortion  

Another cognitively intuitive principle is the egocentric (as opposed to the 
common geocentric) view (e.g. Olson 1984; Gallistel 1990), emphasised 
by Hägerstrand with the presentation of his azimuthal projection 
(Hägerstrand 1957). This projection has the centre of enlargement at the 
point of interest (Figure 5.1). However, the function of this projection is to 
emphasise “real” distance (from the perspective of the individual, but also 
to model transport costs and their decrease with distance; Bunge 1966), 
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while the approach of this paper is the enlargement of area (i.e. distance is 
not the focal spatial quality of the cartogram map). 

The idea of fisheye views is analogous to that of placing a magnifying 
glass over the map. Furnas (1986) began applying the idea of fisheye 
views to not only maps but also to text in an attempt to solve the problem 
of presenting a global view whilst at the same time maintaining the local 
focus. He found that the fisheye view was far superior to other methods in 
allowing people to navigate file structures more quickly.  

 

 

Fig. 5.1. Hagerstrand’s egocentric azimuthal (logarithmic distance scale) 
projection of central Sweden (Hägerstrand 1957) 

Sarkar and Brown (1994) state that the advantage of using a fisheye 
view over that of the zoom in / zoom out method conventionally used in 
GIS is that it allows the user to view the local area of interest, whilst still 
maintaining a reference to the global view (Sarkar and Brown 1994, p 73). 
Gutwin and Fedak (2004) noted that people carried out web navigation 
tasks significantly faster with the fisheye view than a two-level zoom. 
However, Carpendale et al. (2004) note limitations at high magnification 
and suggest alternative distortion functions to enable this, including 
multiplicative magnification produced by superimposing one lens on top of 
another. Other examples of local distortion include using projections to 
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distort specific areas (i.e. can also be polyfocal – Kadman and Shlomi 
1978; Yang et al 2000). 

There are also precedent projective examples for accentuating areas of 
user interest. Snyder (1987) presented a dual projection approach, 
simulating a magnifying glass centred on an area of interest within a 
globally-projected map (i.e. a magnified circular or rectangular area 
surrounded by a conventionally-projected background). Leung (1989) 
applied a similar bifocal principle to London Underground maps. Harrie et 
al. (2002) adopt a continuously varying approach, similar in transformation 
terms to Hägerstrand’s projection. Finally, Cuff et al. (1984) adjust 
cartogram areas (originally calculated for land use) based on reader 
perception, which has an affinity with the approach adopted in this paper. 

2.3 Automated Cartograms 

Since Tobler’s original automated cartogram in the 1960s, which strived to 
preserve shape as much as possible (Tobler 2004; Gastner and Newman 
2004), many variants have been developed. These include, use of a 
hexagonal grid to effect cartogram distortion (reported on in Tobler, 2004), 
rubber sheeting (Ruston 1971), implementation of push-pull forces from 
polygon centroids to manipulate boundary coordinates, and therefore area 
(Dougenik et al. 1985), application of fine-resolution cellular automata to 
redistribute area (Dorling 1996), vertex shifting whilst retaining position of 
“important” points to maintain an essential shape (Kocmoud and House 
1998), use of polygon medial axis lines to structure area (Keim et al 2005), 
use of Delaunay triangulation (Inoue and Shimizu 2006) and algorithms to 
construct rectangular cartograms (van Kreveld and Speckmann 2007). It 
should be noted that these are all areal as opposed to linear cartograms.  

Gastner and Newman (2004) developed an algorithm that calculates 
contiguous cartograms based on the linear diffusion process of elementary 
physics. The general idea is to take a standard map and allow the areas of 
high density of some attribute to flow to those of low density until a point 
of equilibrium is reached.  

The attribute is initially described by a density function  p(r), where r is 
used to represent the geographic position. The premise is that over time the 
density will diffuse until it becomes uniform and so come to rest. The total 
displacement of r from start to finish represents the new projection needed 
to produce the density equalising cartogram (Figure 5.2). The method can 
be likened to Dorling’s cellular automata algorithm in that different 
regions trade area until a fair distribution is reached.  
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Fig. 5.2. Distribution of news stories by state in the United States. (a) a true area 
depiction (Albers conic projection). (b) Cartogram (sizes of states are proportional 
to their frequency of mention in news stories). (Gastner and Newman 2004) 

Gastner and Newman’s algorithm will be used for this project as it 
exhibits a good trade off between shape recognition and accuracy (this is 
an attribute it shares with a few other methods e.g. Dorling 1996; 
Kocmoud and House 1998; Keim et al. 2005). It also performs areal shape 
distortion locally whilst maintaining the form of peripheral areas as much 
as possible. Practically, the source code was freely available for use in this 
project (Gastner 2005). 

It is important to note that the cartogram solution is conformal and that 
any apparent spatial distortion is of areal shape only. Therefore when 
distortion is referred to in this paper it is in the areal shape context only.  

2.4 Summary 

The way in which human beings construct the world around them in their 
minds is a complex process and is difficult to reproduce within the digital 
domain. Cartograms perhaps offer us a way that can match the local and 
global spatial distortion we sub-consciously construct in our minds. The 
cognitive view of space is also a discretely categorised and hierarchical 
one. Most of the cartogram techniques presented, while distorting space 
continuously, do maintain some semblance of the discrete boundaries of 
areal entities that occupy that space. Therefore, in adopting cartograms we 
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can perhaps create a framework for viewing geographical information that 
is much more attuned to the way in which we store geographical space in 
our mind, and therefore are easier to interpret and use. 

3. Methods 

3.1 The Participants in the Study 

Thirty participants were selected and tested in order to ensure sufficient 
numbers to run statistical tests comparing the different methods. Most 
were either in university or had a university background and were known 
to the lead author. Having been informed of the experimental details, all 
participants consented to the experiment. They were all over the age of 
eighteen and a wide demographic of people was surveyed. This ranged 
from people in their teens and early twenties who had some or a lot of 
experience with computers to older people in their forties and fifties with 
limited experience of using digital maps and computers. 

3.2 Resources Used in the Study 
3.2.1 Data Preparation 

Prior to development of the cartogram map, the spatial data that it displays 
needed to be prepared at each level of detail. All data was drawn from the 
LINZ New Zealand topographic data set. At the top level (representing the 
smallest scale) is the outline of New Zealand and constituent provinces 
(Figure 5.3 shows the South Island of New Zealand at this scale). Each 
province was composed of several smaller polygons representing districts 
within the province (second level), the districts were in turn composed of 
different city, town and rural areas (third level), which were themselves 
composed of different suburbs in the case of cities (fourth level). The 
display of one of these suburbs constituted the fifth and finest level of 
detail. Roads were displayed at this scale (above 1:250,000; e.g. 1:50,000) 
as there are no polygon shapes corresponding to this level, yet visual cues 
are needed (Figure 5.4 shows the cartogram map at each level). This data 
was fed into the cartogram generation source code (Gastner 2005) as 
needed, based on user choice regarding the map. 

3.2.2 The Cartogram Map Application 

This section outlines the development of the map and the different 
components that constitute the major structure of the program. These are 
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specifically the tree structure used to create the hierarchy and store the 
data, the cartogram engine and the map display itself. 

 

 
Fig. 5.3. The hierarchical structure of the cartogram map data 

The role of the cartogram generation algorithm (Gastner and Newman 
2004) was to distort polygon shapes within the application according to 
user focus or attention, to effect a scale change to “magnify” the area of 
focus. Some modifications were made to the supplied source code for the 
purposes of the cartogram map application. These were mostly effected to 
make the algorithm faster. For example, given the vague (hard to quantify) 
nature of user focus, procedures that optimised the accuracy of the 
cartogram areas were suppressed, importantly also promoting retention of 
the original shape as much as possible. Another modification saw the 
constraints against using lines for distortion being removed. This allowed 
the algorithm to then distort road features at the fifth level of detail.  

3.2.3 Software and Hardware 

The cartogram map interface was written in Java (a front end for the 
underlying C algorithm code), well known for its enhanced graphical user 
interface capabilities. It consisted of a main viewing frame that showed the 
map data and a series of buttons across the top which activated controls 
such as zoom in/out, inset map and activate cartogram (Figure 5.4). 
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Fig. 5.4. Screen shot of the cartogram map at each level for Dunedin: a) New 
Zealand; b) Otago province; c) Dunedin city limits; d) Dunedin suburbs; e) city 
centre suburb with roads 

When a user activated the cartogram map, any button click within a 
polygon on the displayed map (initially set at the top level) expanded that 
polygon using the diffusion algorithm, displaying the spatial data at the 
next finest level of detail for that polygon, creating a fisheye-like effect 
overall. What has really happened is that the coordinates of the sub-
polygons replace the coordinates of the original clicked polygon that 
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covers them. This amended dataset (with all other unclicked polygons 
remaining the same) is input into the algorithm, along with a relative 
weighting that reflects user focus. For ease of display, the clicked area was 
assigned a value of 500 while the unclicked areas were assigned a value of 
1. These weightings led the cartogram area assignation for the ensuing 
display. Finally, all tests (to be described in detail in the next couple of 
sections) were carried out on the same Sony Vaio laptop with a 15 inch 
screen and a 1.2 GHz processor.  

3.3 Experiment Design 

The thirty participants were broken down into five groups of six 
participants. Each participant took tests associated with each of the three 
methods, zoom in, inset map and the cartogram. Each method would 
involve navigating to one of three different locations. The order in which a 
given method was used to navigate was selected randomly as was the 
location. This was done to ensure that there was a balance in any learning 
carry over effect from the previous methods used. Each group of six would 
ensure that each combination of method and location was used.  
Comparisons were made within subjects (using ANOVA tests that ignored 
the groupings) and not between subjects. 

3.4 The Procedure 

The experiment was in three parts. Before the testing of the cartogram map 
described in the last section, a test of country and continent shape 
recognition was made. This is to indicate basis of performance in the 
subsequent testing of the maps. Would the participant be reacting to 
inherent distortion due to the algorithm rather than any lack of basic shape 
recognition skills? Accordingly, a series of five different commonly 
known countries and continents (Australia, the British Isles, South 
America, New Zealand and the United States of America) that had had 
their shapes either expanded or shrunk by the algorithm, were shown to the 
participants (see Figure 5.5 for examples). Participants were asked if they 
recognised the distorted country or continent and if so what they believed 
it to be. At this stage, no change of scale was attempted or tested and 
therefore no comparison with zooming or inset maps made. 

The main part of the survey involved testing the cartogram map and the 
other techniques for finding local views. The hypothesis to be tested has 
been expressed in section 1.3. The cartogram-enabled dynamic map was 
tested alongside two other methods of changing map scale: the standard 
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zoom in/out and a modified zoom in/out with an inset map. Three locations 
were chosen as the focus of zooming: Queen Street in Auckland, Seymour 
Square in Blenheim and the Octagon in Dunedin. Each participant zoomed 
in to one of three locations using one of the three tested methods. 

Each participant was asked to navigate to the three different locations 
within New Zealand. For each location the participants used one of the 
three tested methods using the full monitor display. The participants were 
timed as they explored their particular location-method combination (see 
figure 5.4 for the Dunedin set of maps), giving an indication of efficiency 
of the tested technique and implicitly, how usable and perhaps, how 
cognitively intuitive it is. Computer processing time was not considered a 
component of the measured time. 

 

 

 
Fig. 5.5. Comparison of country shape with their cartogram equivalents. a) a 
shrunken Australia; b) an expanded New Zealand 

Once the participants had successfully navigated to their specified 
location they were then asked three questions relating to the relative 
orientation of other New Zealand cities and towns. The orientation was 
specified as a choice of general cardinal directions (north, north-east, east, 
south-east, south, south-west, west and north-west), as proposed by Frank 
(1995). The purpose of the orientation questions was to test whether 
having a global perspective present allows people to have a better sense of 
their location within space compared to those with just a local view.  
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The third part of the survey asked participants general questions about 
what experience they had had with digital maps, their personal knowledge 
of geography and importantly, their satisfaction with their experience with 
the cartogram map. This indication of satisfaction is also an important 
indication of how useful and usable the participants found the interface. A 
comparison was made of how the participants performed in the map tests 
with their experience with maps and geographical knowledge.  

The basis of the fourth and final part of the survey was a world map. 
The participants were given a list of the same five countries and continents 
as tested for distortion in the first part. The participants then had to mark 
where each of the countries or continents was on the world map. The 
purpose of this was to ensure that any incorrect answers in the first part of 
the survey were not a result of lack of geographical knowledge and indeed 
from non-recognition. This was placed last and was kept separate from the 
survey sheet handed to the participants so that they could not use it as a 
reference for the other parts of the test. 

All results were entered and stored in a spreadsheet so that the 
information could then be sorted much more easily and made ready for 
statistical analysis. This then allowed for a comparison between each 
method to see if there was any statistically significant difference in the 
time taken. 

4. Results and Analysis 

4.1 Distortion of Shape 

In Part A of the survey participants were asked if they recognised the 
distorted country or continent shown and if so asked to write what they 
believed it to be. The answers were either correct or incorrect and a count 
of correctly identified countries and the percentage for each is shown in 
Table 5.1. 

Table 5.1. Correctly identified countries 

Country Correct Incorrect %
Australia 16 14 53%
British Isles 20 10 67%
New Zealand 21 9 70%
South America 20 10 67%
USA 23 7 77%
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The way in which the country was distorted was random. The following 
distortions were used: Australia and the United Kingdom had been shrunk 
whilst New Zealand, USA and South America had been expanded. The 
results displayed are as expected, given the characteristics of the 
participant population, and indicate good recognition. Wiegand and Stiell 
(1996) reported on recognition scores for undistorted continents (the top 
three recognised were Australasia - 72%, Europe - 57% and Asia – 51%), 
but for English Year 6 children.  

For this study, recognition was largely uniform except for the Australia 
figure (5.5a), with the least amount of participants (53%) identifying it 
correctly. The results were supported by those from the last stage of 
testing. The participants’ geographical location knowledge of the shapes 
tested was 100%, so any variation in the shape recognition results can be 
said to be down to shape recognition skills.  

Informal feedback revealed that participants recognised the shapes on 
the basis of specific features (e.g. Cape Horn on South America). It is the 
considerable distortion of features existing at this level of recognition that 
seems to have stymied widespread recognition of Australia (e.g. the 
elongated Gulf of Carpentaria). Removal of peripheral land masses to 
isolate the shape being tested (e.g. the European mainland in the case of 
the British Isles) may also have confused participants, as did the 
algorithmic tendency for compression along the y-axis (which made South 
America appear like Africa for some participants). Factors such as these 
and the fact that shrinking was applied (the best recognised countries USA 
and NZ – figure 5.5b – were both expanded) may account for the 
misrecognition of Australia. 

4.2 Comparison of Different Zooming Techniques 

The second part of the survey was composed of two tasks. The first task 
was to navigate to one of the three New Zealand locations. The time taken 
to reach the location was recorded to be used as the raw data. The second 
part of this stage was to indicate which direction they believed other 
locations were in relation to the point they had navigated to. The box and 
whisker plot (Figure 5.6) shows the time taken (in seconds) by each 
participant to navigate to the required location for each method. The 
summary statistics are presented in table 5.2. The results show that the 
fastest method is method three, the cartogram map, the second fastest is 
the inset map method and the slowest method is traditional zoom in/out 
method. 
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Fig. 5.6. Box plot of time taken for each method 

Table 5.2. Summary statistics for time taken for each method 

 Zoom in/out Inset map Cartogram Map
minimum 24.90 23.50 13.00
lower quartile 36.83 37.03 24.63
median 53.20 43.40 28.20
upper quartile 66.88 55.30 31.40
maximum 92.10 96.70 57.40
average 54.15 45.77 30.28
standard deviation 19.12 14.17 9.97

 
The results for the different methods of multi scale representation were 

initially assessed for significance using a within-subject ANOVA test. The 
F ratio derived and the associated p-value being less than the 0.05 
threshold [F(2, 87) = 16.27; p<0.0001] indicates that there is a significant 
difference between groups of values (F ratio is larger than the null 
hypothesis value of 1).  

4.3 Orientation with Different Methods 

When each participant had successfully navigated to the required location, 
they were then asked to state which direction they believed three different 
locations to be in. The choices they were given were the eight cardinal 
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directions. A summary of the number of correct responses for each method 
is given in Table 5.3.  

How the participants responded according to the four main cardinal 
directions - North, South, East and West - was then calculated. The results 
for these, which show a marked improvement in the number of correct 
responses over eight cardinal directions, are shown in Table 5.4. ANOVA 
tests for all orientation results proved not significantly different from 
chance.  

Table 5.3. Count of correct responses (out of eight cardinal directions) for each 
method 

Number correct Zoom in/out Inset Map Cartogram Map
0 3 3 6
1 9 13 10
2 17 10 6
3 1 4 8
Average 1.53 1.5 1.53

 
Table 5.4. Count of correct response for four cardinal directions 
Number correct Zoom in/out Inset Map Cartogram  Map
0 0 0 0
1 0 0 0
2 6 5 1
3 24 25 29
Average 2.80 2.83 2.97

4.4 Participants’ Perceptions 

In the third section of the survey participants were asked seven questions, 
five indicating degree of satisfaction with the cartogram map, and two 
relating to experience with New Zealand geography and digital maps. 
Participants were given a range of responses from one to five, one meaning 
that they strongly agreed with the question and five if they disagreed. The 
question and modal values are shown below in the summary Table 5.5.  

In order to test whether the results from the 5 point scale occurred 
because of the pooled preferences of the participants and are significantly 
different from a random sample of values (i.e. so that we can say that, for 
example, the strong modal preference for question 2 is actually statistically 
valid), a chi squared test was performed. From the results shown in Table 
5.5, all but the question regarding New Zealand geography are statistically 
significant. 
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Table 5.5. Summary Statistics for Participants Questions 

Question Mean Mode Std Chi 
Structure matches way I organise space in my head 1.97 2 1.03 0.0001* 
Shape is important to me in recognition 1.53 1 0.94 0.0001* 
I still recognise shape after the transformation 2.57 3 1.10 0.0120* 
Having the global perspective helped 1.77 1 0.97 0.0000* 
Structure easier to use 2.17 2 1.05 0.0067* 
  
Personal knowledge of NZ geography 2.53 2 1.20 0.45300 
Experience with digital maps 3.00 3 1.44 0.0113* 

5 Discussion 

This section will discuss the results and analysis. It will compare the 
results obtained from the experiment with participants to objectives of the 
research. It will also try to explain the possible reasons why the results 
occurred in the way they did.  

5.1 Distortion of Shape 

The first section of the survey was intended to ascertain whether shape was 
an important feature in recognition. The results showed that different 
countries and continents had different levels of recognition, though the 
vast majority were recognised, therefore the assertion can be accepted.  

The results of the distortion of the shape and the recognition can be 
related to the way in which the algorithm works. Generally the centre of 
the shape remains in the same place; however the vertices around the 
shape are displaced in order to increase the area. This means that a shape 
that has a greater density of points along its edge is likely to be distorted 
more than a shape with a smaller density of points. As a result of this, 
those areas that are distinctive, such as Cape Horn in South America, can 
become more distorted as they generally contain more vertices and 
therefore are subject to greater treatment by the algorithm.  

5.2 Comparison of Map Methods 

The aim of this section of the survey was to establish whether the 
cartogram map is more efficient than other methods of zooming to areas of 
user interest. If we take the measure of time as a coarse measure of how 
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usable a method is, then we can state the cartogram map is the most usable 
method followed by the inset method then the traditional zoom in and out 
method. Although some participants had expressed difficulty in 
deciphering what the distorted map was representing, the results show that 
this was not a major obstacle in the use of the map. Therefore, the 
hypothesis expressed in section 1.3 can be accepted.  

The results also indicate the extra work required by the weaker-
performing methods. The difference between those methods can be 
attributed to the use of the inset map as a guide. The inset lets the user 
have a visual cue as to where they currently are in the global view, unlike 
the traditional zoom in and out method which leaves the user blind in this 
respect.  

5.3 Comparison of Orientation Results with Different Methods 

The most obvious explanation for the non-significant (consistent) results 
for this sub-stage of the test is that participants relied on their knowledge 
of New Zealand geography and this was sufficient to produce a result that 
matched the other methods overall. This negated the relative qualities of 
the three methods and could explain why the average score for each 
method effectively matches the average of the other methods. 

Another factor that could have caused the third method to perform less 
well than expected is that the global view it presented was wildly distorted, 
shifting locations from their expected place on the map to somewhere else 
with a different relative orientation. Therefore most uses of the global view 
as a true account of the relative position of a location are incorrect.  

5.4 Discussion of Participants’ Perceptions 

The final set part of the experiment asked the participants a series of 
questions about how they perceived space and interacted with the 
cartogram map as indications of satisfaction with the map, another facet of 
cognitive affinity. The results for the five questions that relate to this were 
significantly different from random, indicating true user preference.  

The first question asked the participants to what extent they believed the 
hierarchical structure of the map matched the way that they organised 
space in their own heads. Their modal answer that the structure was a good 
match to how people cognitively categorise space within their mind was 
reinforced by the efficiency results. These two results combined would 
suggest that the assertion that the cartogram map would prove to be more 
usable is supported.  
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The third question in the survey asked participants if they still 
recognised the shape of the cartogram map after the transformation, an 
important question given the strong emphasis that people give shape in 
recognising objects. The neutral modal answer suggested that many people 
did not recognise the features in front of them once the transformation had 
occurred, which was surprising since the transformation is triggered by the 
user and given the efficiency results. However, due to the modifications 
made to the algorithm code to preserve shape at the expense of accuracy, 
the cartogram appears to have become non-contiguous at the more detailed 
levels (at levels 4 and 5 in the case of Dunedin – Figure 5.4d and e). 
Whether this had an adverse effect on testing was not highlighted.  

The fourth question asked the participants whether they believed having 
the global perspective shown at the same time as the local view helped 
them orientate themselves better. They believed that the use of a global 
perspective was a very important factor in aiding them to better orientate 
themselves when trying to decide where they are placed within space.  

This result is not matched with results of orientation tests, despite some 
encouraging results with the 4-direction tests (zoom vs. dynamic). Given 
the high results for the personal NZ geography question, though not 
significant, the poor performance with orientation can be attributed to the 
cartogram algorithm. 

The fifth question asked participants if they found the structure of the 
cartogram map easier to use than the traditional zoom in and out method 
and inset methods. The modal answer here was two; giving support to 
previous results that showed the map was more usable.  

6. Conclusions and Future Work 

6.1 Conclusions 

A dynamic map has been developed that uses an automated hierarchical 
cartogram to effectively replicate the action of a zoom tool. Like other 
egocentric maps (increasingly used in personalised and mobile spatial data 
contexts), the local map view has been emphasised whilst still retaining the 
global context. 

The construction of the cartogram map (using Gastner and Newman’s 
diffusion algorithm) fulfills the first objective, as stated in section 1.3. 
Overall, it was concluded that loss of shape is not a factor in recognition 
(second objective), though there is more rigorous testing needed to more 
firmly establish this, especially in the case of shrunken shapes. This 
justified the use of shape-distorting cartograms (at least in an expansion 
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context), the mechanism behind the cartogram map. The third objective 
was achieved and the stated hypothesis was accepted, in that the presented 
method was demonstrated to be more usable as a multiple scale 
representation (in the areas of efficiency and satisfaction) than established 
methods such as zoom in / out and inset maps. However, results for the 
orientation aspect of this objective proved inconclusive.  

Aspects of the collected dataset remain unexplored. Although the 
cartogram map performance has been established in both the areas of 
efficiency and satisfaction alone, no effort has been made to link the two 
parameters together. This approach would mean an analysis of whether the 
participants’ opinions actually translate into actions in accordance. 

The following should be emphasised as innovative aspects of this 
research: 

1. The use of the cartogram as a means to replicate the zooming function 
is in itself novel. Cartograms have inherent features that facilitate this 
role: 
a. They specifically target geographical features for distortion and 

has inbuilt functionality for the optimised retention of shape. This 
makes it especially valuable as a potential technique to 
communicate both local and global geography without recourse to 
its geographically correct counterpart. Local projective and fisheye 
maps do not address geographic feature shape directly, increasing 
the likelihood that the map will be distorted beyond recognition 
and negating their value for zooming. 

b. Another desirable aspect of using cartograms is that distortion is a 
truly local process. Areas not affected by user focus or interest 
undergo minimal change. This is not the case with projective 
solutions – although the emphasis in this case is on the local 
enlargement of space, the transformation is performed globally. 

2. The implementation of the cartogram in this context has engendered a 
hierarchical or nested structure, with the cartogram algorithm 
operating at each level. Therefore it operates from a recursive tree 
structure. 

3. It is an interactive cartogram in that the user can change or refine user 
focus by engaging with a software interface.  

4. The assigning of user focus as a weighting is a novel variable for the 
distortion of area central to the cartogram’s operation. The use of such 
a vague variable for cartogram area calculation frees us somewhat 
from some of the constraining aims of cartograms. 
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a. Firstly, the somewhat arbitrary nature of the user focus weighting 
means that the area of the distorted region only has to be 
approximately true to the weighting. 

b. Furthermore, the aim to retain original shape as much as possible 
can be relaxed as distortion is essential to achieving the local-
global map (though enough semblance of the original shape still 
has to be retained). 

6.2 Future Work 

An obvious next step is the testing of the dynamic cartogram map 
alongside egocentric maps enabled by local projections or fisheye views. 
The testing should encompass an explicit cognitive test (e.g. cognitive 
walkthrough) to establish effectiveness as well as the already tested 
aspects of efficiency (time taken) and satisfaction (as indicated by the 
participant survey).  

Other interesting facets of the cartogram map that could be explored in 
the context of this proposed test are the limitations of the hierarchical 
structure, which forces the user along preset pathways of navigating 
multiple scales which may be at odds with their desired path, unlike the 
projective methods which allow unconstrained exploration. This could be 
part of an effort to isolate the contribution that the hierarchy makes (as 
opposed to the cartogram itself) to the observed performance of the 
cartogram map. 

The unresolved question of orientation can be investigated, whether it is 
a function of the distance of the location from the centre point, or whether 
it is a result of how far north, south, east and west the point is. This testing 
could be based on explicitly using the four cardinal directions, rather than 
deriving them from the results as was done above. 

Another area that could be investigated further is the nature of 
recognition with regard to different distortions of shape. The results of the 
survey suggested that different distortions caused different levels of 
recognition. A more thorough investigation into whether shrinking a shape 
makes it harder to recognise than an enlarged shape could be devised, to 
investigate the observed bias towards recognising expanded shapes. The 
same shape could be both expanded and shrunk to ascertain the overall 
effect. 

The weighting assigned as a user interest variable to the cartogram 
algorithm is important as it is an explicit driver of area and therefore 
shape. However, the weighting level was arbitrarily set, at 500. To address 
this, the map could be easily modified to let the users set their own level of 
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interest in the map. The map could then be tested again to see how it 
performs when the user is given more control over the environment that 
they are exploring. Indeed, user performance can be tested at different 
weighting levels in order to identify an optimal level of weighting for 
shape recognition. 

Nevertheless, there is always the question to address of whether the 
cartogram should always be unaided in case recognition is difficult or 
impossible (which is a challenge for this technique and indeed any other 
cartogram). Knowledge of the geography being represented as a 
transformed map will always be a factor for the individual’s recognition of 
map elements (it could be argued that the experiment never tested this 
through using base maps that were likely to be well known to any 
participant). It could also be argued though that an undistorted map of an 
unfamiliar area could also foster non-recognition, which makes that map as 
ineffective as a confounding cartogram. 

However, by definition cartograms do have the capability of 
transforming familiar geographic features into unrecognisable entities and 
for that reason aid should be available for map readers that experience this. 
A simple solution could be to show the unprocessed map alongside the 
cartogram (e.g. Figure 5.5). However, a good compromise to preserve 
elegance of display would be to use a roving tool that reversed the effects 
of cartogram distortion to selectively reveal the original map. This reverse 
fish-eye-like view would have broad applicability for cartograms, and 
could be especially useful in the public understanding of them. 

Acknowledgements 

The authors would like to thank Brian Niven for his statistical help in the 
experiment design. Thanks also to the reviewers for their helpful 
comments and references, especially the one who suggested the reverse 
fish-eye-like view on a cartogram. Finally, we are also grateful to the 
survey participants for their invaluable role in the study. 

References 

Bunge W (1966) Theoretical Geography, 2nd edn. Gleerup Publishers, Lund, 
Sweden 

Carpendale S, Light J, Pattison E (2004) Achieving Higher Magnification in 
Context. Proceedings of the 17th Annual ACM Symposium on User Interface 
Software and Technology, ACM Press, New York, USA, pp 71–80 



A Multi-scale Dynamic Map Using Cartograms to Reflect User Focus      111 

 

Cuff DJ, Pawling JW, Blair ET (1984) Nested value-by-area cartograms for 
symbolizing land use and other proportions. Cartographica 21(4):1-8. 

Dent B (1985) Principles of Thematic Map Design. Addison-Wesley, Reading, 
Massachusetts 

Dorling D (1996) Area cartograms: Their use and creation. Concepts and 
Techniques in Modern Geography (CATMOG), No 59 

Dorling D, Barford A, Newman M (2006) WORLDMAPPER: the world as 
you’ve never seen it before. IEEE Transactions on Visualization and 
Computer Graphics 12(5):757-764 

Dougenik JA, Chrisman NR, Niemeyer DR (1985) An algorithm to construct 
continuous area cartograms. Professional Geographer 37(1):75-81 

Eastman JR (1985) Graphic organization and memory structures for map learning. 
Cartographica 22(1):1-20 

Frank AU (1995) Qualitative Spatial Reasoning about Cardinal Directions. In: 
D Mark, D White (eds) Proc. Autocarto 10. Baltimore, MD, pp 148-167 

Furnas G (1986) Generalized Fisheye Views. Proceedings ACM CHI’86, pp 
16-23 

Gallistel CR (1990) The Organization of Learning. MIT Press, Cambridge, USA 
Gastner M, Newman M (2004) Diffusion-based method for producing density-

equalizing maps. Proceedings of the National Academy of the Sciences 
(PNAS) 101(20):7499-7504 

Gastner M (2005) Michael Gastner homepage, http://www.santafe.edu/~mgastner 
(accessed 6th May, 2008) 

Gluhih R, Portnov BA (2004) Visualization of the spatial patterns of inter-urban 
income disparities using coordinate transformations. International Journal of 
Geographical Information Science 18(3):281-297 

Gutwin C, Fedak C (2004) Interacting with big interfaces on small screens: a 
comparison of fisheye, zoom, and panning techniques. Proceedings of the 
2004 conference on graphics interface. ACM Press, New York, USA, pp 
145–152 

Hägerstrand T (1957) Migration and area. In: Migration in Sweden, Lund studies 
in Geography, Series B, Human Geography, No.13. Department of 
Geography, University of Lund, Lund, Sweden, pp 27–158 

Harrie L, Sarjakoski LT, Lehto L (2002) A variable-scale map for small-display 
cartography. Proceedings of the Joint International Symposium on 
“GeoSpatial Theory, Processing and Applications” (ISPRS / Commission IV, 
SDH2002). Ottawa, Canada, July 8-12, 2002, CD-ROM 

Inoue R, Shimizu E (2006) A New Algorithm for Continuous Area Cartogram 
Construction with Triangulation of Regions and Restriction on Bearing 
Changes of Edges. Cartography and Geographic Information Science 
33(2):115-125 

International Standards Association (ISO) (1998) Guidance on Usability. In: ISO 
9241-11 Ergonomic requirements for office work with visual display 
terminals (VDTs) – Part 11 

Kadman N, Shlomi E (1978) A polyfocal projection for statistical surfaces. The 
Cartographic Journal 15(1):36 – 41 



112      G. Carroll and A. Moore  

 

Kiem DA, Panse C, North SC (2005) Medial-axis-based cartograms. IEEE 
Computer Graphics and Applications 25(3):60-80  

Kocmoud CJ, House DH (1998) Continuous Cartogram Construction. Proc. IEEE 
Visualization, pp 197-204 

Leung YK (1989) Human-computer interface techniques for map based diagrams. 
In: G Salvendy, MJ Smith (eds) Proceedings of the 3rd International 
Conference on Human-Computer interaction on Designing and Using Human-
Computer interfaces and Knowledge Based Systems, 2nd edn. Elsevier 
Science, New York, NY, pp 361-368 

McNamara TP (1992) Spatial Representation. Geoforum 23(2):139-150 
Mark DM, Freundschuh S (1994) Spatial Concepts and Cognitive Models for 

Geographic Information Use. In: TL Nyerges, DM Mark, R Laurini, MJ 
Egenhofer (eds) Cognitive Aspects of Human Computer Interaction for 
Geographic Information Systems. Kluwer, London, pp 21-28 

Mark DM (1999) Spatial Representation: A Cognitive View. In: P Longley, M 
Goodchild, D Maguire,  D Rhind (eds) Geographical Information Systems vol 
1. John Wiley and Sons, New York, pp 81-99 

Meng L (2005) Egocentric Design of Map-Based Mobile Services. The 
Cartographic Journal 42(1):5-13 

Olson J (1984) Cognitive issues in map use. International Yearbook of 
Cartography, pp 151-157 

Peuquet DJ (2002) Representations of Space and Time. The Guilford Press, 
New York 

Ruston G (1971) Map transformations of point patterns: Central place patterns in 
areas of variable population density. Papers and Proceedings of the Regional 
Science Association 28:111–29 

Sarkar M, Brown M (1994) Graphical fisheye views. Communication, Association 
of Computer Machinery 37(12):73-84 

Snyder JP (1987) “Magnifying-Glass” azimuthal map projections. The American 
Cartographer 14(1):61-68 

Stevens A, Coupe P (1978) Distortions in judged spatial relations. Cognitive 
Psychology 10:422-437 

Tversky B (1992) Distortions in cognitive maps. Geoforum 23(2):131-138 
Tobler W (2004) Thirty Five Years of Computer Cartograms. Annals of the 

Association of American Geographers 94(1):58-73 
Van Kreveld M, Speckmann B (2007) On rectangular cartograms. Computational 

Geometry 37:175-187 
Wiegand P, Stiell B (1996) Lost continents? Children’s understanding of the 

location and orientation of the Earth’s masses. Educational Studies 
22(3):381-392 

Yang Q, Snyder J, Tobler W (2000) Map projection transformation: Principles and 
applications. Taylor & Francis, London 

 



CHAPTER 6 
 
 
Exploring Tessellation Metaphors in the Display 
of Geographical Uncertainty  

Julian Kardos1, Antoni Moore2  and George Benwell3 

1Intergraph Corporation New Zealand, Auckland, New Zealand 
 
2School of Surveying / Department of Information Science, University of 
Otago, Dunedin, New Zealand 
 
3School of Business, University of Otago, Dunedin, New Zealand 

Abstract 

This paper explores in detail a new and effective metaphor for visualising 
choropleth map uncertainty. The “level-of-detail” metaphor has been shown 
here to communicate attribute uncertainty, but also spatial uncertainty as a 
secondary expression. The metaphor is delivered to the map viewer via the 
regular tessellated output of the Hexagonal or Rhombus (HoR) quadtree 
spatial data structure, as a semi-transparent map layer that lies on top of 
the choropleth (termed the trustree when used in this manner). For testing, 
multiple images were created with differing resolution levels of output 
from the trustree and superimposed on a New Zealand 2001 census 
choropleth map of Dunedin City. An Internet survey was designed and run, 
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to reveal the visual metaphors that the trustree communicates uncertainty 
through. The choice of metaphor offered was (1) a level of detail (or reso-
lution) metaphor, where less detail (i.e. coarser resolution cells) represents 
more uncertainty (i.e. uncertainty is sketchy), or (2) a metaphor of clutter, 
where the data structure output can be sufficiently dense so as to cover 
spatial information, in effect hiding uncertain areas (i.e. uncertainty is a 
barrier). In this case the finer resolution cells indicate more uncertainty. 
Also, the survey aimed to determine a usable trustree tessellation resolu-
tion level to express uncertainty information. The results showed the trus-
tree tessellation was more effective when representing a metaphor of detail 
and that attribute and spatial uncertainty can be effectively expressed, 
depending on the tessellation level used. 
 
Keywords: choropleth, spatial uncertainty, attribute uncertainty, image schema, 
quadtree, detail, clutter 

1 Introduction 

New and intuitive methods for the representation of spatial and attribute 
uncertainty can increase the validity of and speed to arrive at decisions us-
ing spatial data. Increasingly, spatial data are used in analysis and model-
ling contexts in environmental and socioeconomic applications (Heuvelink 
and Burrough 2002). These are vital real world contexts, so the scope for 
uncertainty representation methods is broad and sorely needed to decrease 
the likelihood that time and money are lost in pursuing a false decision 
avenue. The question of how uncertainty visualisations work in such com-
plex decision making scenarios is a current research question addressed 
and reported on in MacEachren et al. (2005) and Hope & Hunter (2007a, 
2007b).  

However, the focus of this paper is purely on the representation of spa-
tial and attribute uncertainty and how that representation works on a meta-
phorical level. Expressing uncertainty in spatial data is a key research chal-
lenge on the geovisualisation agenda put forward by MacEachren and 
Kraak (2001) and refined by Fairbairn et al. (2001) from the point of view 
of representation. Updates to this agenda as a whole are addressed in 
Kraak and MacEachren (2005) and the Dykes et al. (2005a) book, specifi-
cally Dykes et al. (2005b). More recently, MacEachren et al. (2005) assert 
that “…[u]ncertainty in geospatial information is a fundamental issue … 
[but] we have only scratched the surface of the problem.” Addressing this 
research challenge, a new technique for visualising uncertainty was devel-
oped, the trustree - ‘The Representation of Uncertainty using Scale-unspecific 
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Tessellations in Tree form’ (see Kardos et al. 2005 for more detail on the 
trustree method, and Kardos et al. 2007 for exploration into choropleth 
mapping techniques and map legends). The Hexagonal or Rhombus (HoR) 
quadtree (Bell et al. 1989; referred to in the current context as the trustree, 
to distinguish this from the conventional usage of the quadtree data struc-
ture as a means of efficient storage) was used to express attribute and spa-
tial boundary uncertainty. The output from the quadtree, a regular hierar-
chical tessellation, was overlain on a choropleth map of census data 
(Figure 6.1). The size of the quadtree cells communicated the amount of 
uncertainty possessed by the census data displayed beneath, which is uni-
form for a census polygon. In the superimposing trustree, larger cells ex-
pressed greater uncertainty (section 3.3 specifies the quantitative relation-
ship between cell size and uncertainty used).  

 

 
Fig. 6.1. A screenshot of the original trustree. The larger the cell in the tessellation 
overlying the choropleth map, the more uncertainty is implied 

The trustree also distributes a linear choropleth spatial boundary (in this 
instance, that of a census tract) into areal tessellations. Therefore, the uni-
form uncertainty possessed by a choropleth polygon has been visually 
transformed into a semi-continuous form that better reflects the “truth” of 
uncertainty distribution. Although the size of quadtree cell is calculated 
from attribute uncertainty, it actually communicates spatial uncertainty 
associated with choropleth boundaries, which are for the most part geo-
graphically arbitrary. Spatial uncertainty is not expressed in a quantitative 
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sense, the transition of cells across a boundary de-emphasises that bound-
ary; therefore uncertainty in qualitative form is conveyed to the map 
viewer. 

The ability to represent more than one type of data uncertainty addresses 
a challenge for uncertainty geovisualisation presented by MacEachren 
et al. (2005): “…little has been done to address the challenge of depicting 
multiple forms of uncertainty in the same display.” This paper will explore 
this capability further by looking at how the metaphors used by the trus-
tree (or rather their underlying image schema) allow such multiplicity to 
happen.  

 

 
Detail     ===     Clutter 

Fig. 6.2. As more lines are added over the circles their detail becomes lost because 
the lines (which are indicative of trustree cell resolution) become too dense and 
eventually clutter over their visual impression 

An overriding question remained from the research described above – 
does the trustree visualisation work more effectively when smaller quad-
tree cells are used to communicate less uncertainty (this was the model 
used in Kardos et al. 2005), or is the opposite the case? The question im-
plies two metaphors of use for the trustree: (1) the metaphor of detail 
whereby the trustree subdivides more around accurate polygonal areas (at-
tribute-wise), or (2) a new metaphor of clutter whereby the trustree tessel-
lation is so dense that an uncertain polygonal area becomes covered or 
hidden from view (e.g. Figure 6.2). 

The aim of this paper is to address the above question and related ques-
tions, such as: why would it be beneficial in the first place to determine if 
the trustree uncertainty method expresses a particular kind of metaphor? 
How does that metaphor communicate spatial and attribute uncertainty? 
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Does it communicate one type of uncertainty more effectively than the 
other? Does use of the metaphor produce a usable display?  

Having been originally explored in a visual context by Bertin (1983) re-
lating to his graphical variables, metaphors have been a prominent research 
area in cartography and geovisualisation. They figure highly in 
MacEachren and Kraak’s (2001) geovisualisation agenda, as refined by 
Slocum et al. (2001) for cognition and usability issues. Juxtaposed with 
Fairbairn et al.’s (2001) representation challenge, our research is put into 
context with two main research goals:  
1. Metaphors are an accepted method to develop a visual representation of 

spatial data, making a geovisualisation more effective (Slocum et al. 
2001). Metaphors use some phenomena with which we are already fa-
miliar (detail, clutter) to explain something that is less understandable 
or tangible (uncertainty) (Petersen 1995). New metaphors based on 
trustree tessellation are presented in this paper to explore different con-
ceptual theories about spatial and thematic uncertainty expressions. 
These are the opposing concepts of detail and clutter. In other words, 
does a viewer prefer to emphasise accuracy or hide inaccuracy?  

2. A secondary question is that, having stripped away consideration of the  
two metaphors, is the trustree representation useful? There are resolu-
tion levels for trustree tessellations that will be more effective or usable 
than others. Ascertaining what these levels are is a representation issue. 

 
For both research goals, the map stimuli are based on the New Zealand 

2001 census of the Dunedin area, the population of which is represented 
using a choropleth map (with the census Area Unit being the areal unit 
mapped). The start of Section 5 has more details about choropleth classifi-
cation and limitations. The uncertainty data from that census is represented 
using varying levels of transparent trustree tessellation, from low to high 
resolution. These variants were assessed for ability to communicate uncer-
tainty on a metaphorical level, also their associated usefulness and usabil-
ity (via an Internet survey). 

The paper first defines attribute and spatial uncertainty in the context of 
this research programme. Next, a brief literature review selectively out-
lines current uncertainty visualisation methods and their metaphorical ba-
sis for visualisation. An account of the Internet survey and derived results 
is then given. Finally a discussion and conclusion to the paper are pre-
sented. 
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2 Uncertainty  

Typically, uncertainty in its broadest sense exists in three forms – error, 
vagueness and randomness (Zhang and Goodchild 2002). It is error, which 
is the difference between a value obtained by measurement and the real 
value, and its opposite, accuracy, which is the type of uncertainty being 
addressed here. Nevertheless, uncertainty will be used as the name for er-
ror for the purposes of this paper, and has three components: spatial, at-
tribute and temporal. Spatial information represented in a database is never 
truly accurate, because the data are a simplification of reality. Therefore, 
spatial uncertainty can arise from locational inaccuracy or the abstractions 
needed to force data into the prevailing raster and vector spatial data mod-
els. Temporal uncertainty occurs when the data inevitably becomes out-
dated. Finally, attribute uncertainty will always occur where and when an 
attribute is measured. These definitions have been formalised over the 
years (Hunter and Beard 1992, Goodchild 1994, Hunter and Goodchild 
1995, Hunter and Goodchild 1997, Zhang and Goodchild 2002). Uncer-
tainty is the major phenomenon that decision makers have to address when 
assessing data quality. 

This research is concerned with two types of uncertainty – attribute and 
spatial. Temporal uncertainty does exist, but it is not a subject of this paper 
(see Tøssebro and Nygård 2003 for further detail).  

2.1 Attribute Uncertainty 

Attribute uncertainty (in a quantitative sense only) is the difference be-
tween collected data and the actual values exhibited in reality (note that no 
difference would mean total attribute accuracy). Goodchild (1995) ex-
plained that all attributes can be uncertain and may arise from numerous 
causes; from measuring instrument inaccuracies to human error. Attribute 
uncertainty for census data can come from different sources. As an exam-
ple, data may be miscalculated; people may have their information col-
lected twice or not at all. Some of these inaccuracies are unknown, some 
can be modelled while others can be directly measured and determined. 
Some census collection agencies attempt to gauge the amount of attribute 
uncertainty associated with a particular census. For example, Statistics 
New Zealand (2002) provides an additional post enumeration survey about 
the quality of the published results from the New Zealand 2001 census 
dataset and the more recent 2006 census (Statistics New Zealand 2006). 
The information contains modelled undercount figures and the assessment 
of other quantitative variables. While uncertainty is not known in spatial 
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analysis for every application, its presence in the New Zealand 2001 cen-
sus (being representative of a typical census dataset) underlies the uncer-
tainty maps tested and reported on in this paper. 

2.2 Spatial Uncertainty and Choropleth Maps 

Spatial uncertainty is the locational difference between a representation of 
feature location stored in a geographic information system (GIS) and the 
actual location exhibited in reality (note also that no difference would 
mean total spatial accuracy). As some form of measurement, analysis and 
possibly generalisation are essential in translating a real world object’s po-
sition into its digital equivalent stored in a GIS, some level of spatial un-
certainty is inevitable. The research reported on in this paper deals indi-
rectly with spatial uncertainty in that it is not concerned with the actual 
coordinate position of a spatial entity, more the spatial uncertainty associ-
ated with the subjectivity of census tract boundaries. 

Census datasets are typically viewed using choropleth maps (Martin 
1996) which lead to a number of spatial uncertainty issues, particularly 
when dealing with population data (Martin 1989; Chrisman 1989; Blake-
more 1983; Jenks and Caspall 1971; Wright 1942). Uncertainty is seen to 
arise when aggregated data is assigned to areal units that are designed for 
ease of enumeration and administration, without regarding the characteris-
tics of the data itself (for example, extreme socio-economic facets are 
likely to be misrepresented under these conditions – Martin 1989). Indeed, 
there are a potentially infinite amount of equally acceptable areal sizes 
and/or shapes under these assumptions, leading to an infinite number of 
differing patterns and values for a location (the modifiable areal unit prob-
lem – MAUP; Openshaw and Taylor 1981). 

Homogeneity is also implied within geographic units (i.e. census tracts) 
and between units in the same category (i.e. as depicted by colour hue) 
(Jenks and Caspall 1971, Mark and Csillag 1989, MacEachren 1995), 
which would not be the case for semi-continuous population data. Pycno-
phylactic contours (Tobler 1979) and zone centroids (Martin 1989) are two 
possible techniques capable of managing these uncertainties.  

Finally, uncertainty associated with choropleth class definition (actually 
an attribute uncertainty) is generated from the choices of techniques avail-
able (e.g. Natural Breaks - Alexander and Zahorchak 1943; Manual Defi-
nition-  Jenks and Caspall 1971), each leading to different results. 

In summary, choropleth spatial uncertainty encompasses: areal unit selec-
tion (size and shape), generalisation within areal units and choropleth class 
aggregation. Out of these, this research program considers expressions of 



120      J. Kardos, A. Moore and G. Benwell 

uncertainty associated with areal unit size and shape selection and areal 
unit generalisation. 

3 The Visualisation of Uncertainty  

The importance of accuracy, data error and uncertainty have been known 
for some time (Goodchild 1992) and research into the visualisation of 
these intangible phenomena has pretty much always accompanied it. Sev-
eral methods of visualising spatial and attribute uncertainty have been de-
veloped over close to 20 years, some of which will be reviewed here. 

3.1 Visualising Attribute Uncertainty  

MacEachren (1992) provided a good practical background to using Ber-
tin’s (1983) graphical variables in depicting attribute uncertainty. Specifi-
cally, MacEachren (1992) expressed that saturation of color (see also 
MacEachren et al. 1998; Leitner and Buttenfield 2000; De Cola 2002; 
Drecki 2002; Hengl et al. 2002; Aerts et al. 2003; Hengl et al. 2004), the 
focus of an image (e.g. obscuring fog – MacEachren 1992; McGranaghan 
1993) and lowering spatial resolution might be effective ways to represent 
attribute uncertainty. The latter was proposed to convey uncertainty 
whereby the map graphic detail would change to correspond with the local 
attribute accuracy. Other methods put forward include map adjacency 
(MacEachren 1992; Schweizer and Goodchild 1992; Evans 1997; Leitner 
and Buttenfield 2000; Aerts et al. 2003), texture overlay (Monmonier 
1990, Beard et al. 1991, MacEachren 1992), sound (Krygier 1994, Fisher 
1994a, Fisher 1994b) and animation (Davis and Keller 1997, Ehlschlaeger 
et al. 1997, Bastin et al. 2002).  

Out of the techniques listed above, adjusting resolution to visualise un-
certainty is explored within this paper in a modified quadtree context (sec-
tion 3.3). Furthermore, resolution is reinterpreted as a metaphor of detail. 
On the other hand, the clutter metaphor theoretically works in much the 
same way as obscuring fog in that it blocks the most uncertain areas from 
view. Another, perhaps closer analogue to clutter is the “dazzling” tech-
nique proposed by van der Wel et al. (1994). Discordant combinations of 
textures (line, pattern, orientation) and line would create an unpleasant as 
well as an obscuring effect to communicate uncertainty. 
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3.2 Visualising Spatial Boundary Uncertainty 

Expressing spatial uncertainty for this research program generally means 
expressing uncertainty around fixed boundaries between spatial units. 
Techniques to show boundary uncertainty typically exploit the crispness or 
fuzziness of boundary edges such as the epsilon band (Perkal 1956) or 
confidence band (McGranaghan 1993). Though not specific to boundary 
uncertainty expression, Fisher (1994b) suggested the use of animation to 
show areas where spatial data are uncertain using individual map pixels 
that constantly change.  

3.3 The Trustree to Visualise Attribute and Spatial Uncertainty 

The trustree method tested in this research (Kardos et al. 2005) uses modi-
fied quadtree cell sizes to express attribute uncertainty. Choropleth bound-
ary uncertainty is communicated qualitatively at the same time through the 
effective de-emphasis of that boundary by the overlaying quadtree cells 
(Figure 6.1). This method will be briefly explained as essential background 
to the research presented in this paper.  

The specific data structure used, the Hexagonal or Rhombus (HoR) 
quadtree, was devised to recursively subdivide a bounded image into four 
equal-sized quadrates (Bell et al. 1989). Our initial research program pro-
posed to take the HoR quadtree out of its original context and utilise its in-
herent variable resolution and graphical structure to exhibit the degree of 
attribute and choropleth spatial uncertainty (the more subdivisions the 
more certain the data beneath). Instead of using the HoR quadtree to de-
compose a bounded image array, it was used here to decompose census 
tract polygons in the following way:  

1. A Monte Carlo simulation is run to generate uncertainty values for the 
census data (systematic error) and the modelled undercount for the 
study area (the information needed to parameterise the simulation is 
provided Statistics New Zealand; 2002). The two components are 
added and the error is propagated. 

2. The user specifies the maximum number of divisions the quadtree 
should undertake, x.  

3. The uncertainty data is then scaled between 0 (accurate) and x (uncer-
tain) for easier construction of the uncertainty quadtree layer.  

4. Decomposition takes place on the study area using the quadtree struc-
ture only if there is an accurate feature (i.e. a feature that has an uncer-
tainty value less than the accuracy threshold, initially defined at (x-1), 
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for that level in the quadtree) at least 50% inside the quadrate. Other-
wise the quadrate stops subdividing.   

5. If subdivision takes place, the accuracy threshold decreases by 1;  
6. Recursive division takes place until the final accuracy threshold level 

(0) is met. The finest resolution of the trustree is dependent on original 
map extent and number of divisions. 

 
The visual use of the HoR quadtree in this way was termed the trustree. 

It was decided that the trustree should be represented as a transparent 
multi-resolution layer over the top of the choropleth map. This was in-
ferred from results of a survey of transparency and other visualisation de-
livery methods reported on in Kardos et al. (2007). 

As noted in section 3.1, the trustree theoretically synthesises the exist-
ing texture, resolution and fog methods of expressing attribute uncertainty, 
which is communicated through variable tessellation sizes. Communica-
tion of spatial boundary uncertainty lies in the utilisation of quadtree cells 
to distribute the boundary over space, reducing subjectivity and emphasis 
on the fixed boundaries associated with choropleth maps. However, there 
was an overriding question when using choropleth maps and trustree for 
uncertainty visualisation that this paper will attempt to answer: how do 
humans mentally categorise the trustree output and what would an appro-
priate visual metaphor for the visualisation be?  

4 Metaphors 

Metaphors are commonly used as an intuitive way to represent phenomena 
as, in complex cases, an effective metaphor can have an ability to explain 
reality better than reality itself. This it does “based on cross-domain corre-
lations in our experience”, leading to “perceived similarities” from which 
the metaphor gets its power (Lakoff and Johnson 2003, p.245), capable of 
operating on a cognitive, emotive and experiential level as well as the ex-
pected semantic and geometric communication (Lakoff 1987; Fabrikant 
and Skupin 2005). Indeed, it has been proved that metaphors are central 
and unavoidable in our lives, operating on a basic neuronal level (Lakoff 
and Johnson 2003). An example of a simple spatial metaphor is “time-is-
proximity” as in the phrase “Christmas is close to New Year”, where time 
is the target domain and proximity is the source domain (Lakoff and John-
son 2003).  
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4.1 Visual Metaphors 

Metaphors can also work visually (as explored by Bertin, 1983) and it is 
on this basis that the trustree operates. Visual communication via meta-
phor depends on image schema working at a preconceptual level. Such 
schema include container, part-whole, up-down, centre-periphery, front-
back, linear order and link schema (Lakoff 1987; MacEachren 1995). Im-
portantly, these schema work in a spatial sense and will be explored in 
more detail in relation to the trustree. 

The trustree uses or relates to many of the basic image schema listed in 
the previous section. The centre-periphery schema can be related to the in-
valid assumptions of the meshblock, that one value represents an entire 
area (ecological fallacy). For that meshblock, the value is likely to be true 
at the centre of the meshblock, with this likelihood decreasing towards the 
meshblock boundary, or periphery (this is the basis of Martin’s [1989] use 
of meshblock centroids). The trustree conveys this to a limited degree, in 
that cells are more stable or of homogeneous size towards the centre of an 
underlying meshblock.  

A linear order schema is implied in the spatial progression of cell size 
across boundaries, just as it is in play in the effective communication of 
the quantitative attribute scales (which in turn operate via an up-down 
schema) for population and uncertainty. Indeed, for the latter, more ab-
stract concept (i.e. it has no physical form) the linear order schema is ideal 
as its means of communication (MacEachren 1995). Attribute uncertainty 
is effectively expressed to the viewer through these two schemas, which 
both serve to undermine the notion of a single value representing an entire 
meshblock. 

The container schema works in two ways regarding the source census 
data used, as a container for census choropleth classes (attributes) and 
meshblock boundaries acting as a container for the meshblock area. By ef-
fectively diffusing such boundaries, the trustree seeks to address the limi-
tations of the container schema in the second sense (that the basis of the 
boundary is arbitrary and that there should accordingly be no crisply-
defined “inside” or “outside” of the container). In this way (also via the 
link schema explained next) spatial uncertainty is communicated in a 
qualitative sense to the viewer. 

A link schema is implicit in the progression of cells across boundaries, 
effectively bridging meshblocks together. As MacEachren (1995) states 
(p.188): “…any locations on a map with a continuous symbol stretching 
out between them are assumed to be linked in some way”. The fact that 
tessellations are by definition totally contiguous with no holes (Boots 
1999) means that links are made across the choropleth irrespective of 
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boundaries, therefore reducing their emphasis. The action of these major 
schemas in a trustree context is illustrated in Figure 6.3. 

Other supporting schemas in operation with trustree display include 
those to do with the hierarchy present in the quadtree data structure (part-
whole schema, up-down schema) and the front-back schema operating 
with the layered display of trustree and underlying choropleth map. That 
the trustree works via a variety of schemas reveals why it can be used to 
represent both spatial and attribute uncertainty.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 6.3. Action of the three main image schemas relating to the trustree that oper-
ate with the two choropleth areas shown : container, centre-periphery and link 
schemas 

In summary then, the container and link schemas address spatial bound-
ary uncertainty but the centre-periphery and linear order schemas – while 
to a certain extent communicating spatial uncertainty – addresses the un-
certainty of attributes. Even though only the single trustree tessellation is 
the basis, the schemas that operate through it seem to act separately for 
representing spatial and attribute uncertainty, being more powerful with 
the latter form. This is reinforced by the two metaphors that are associated 
with the trustree – detail and clutter – that have their metaphorical basis 
while communicating attribute, not spatial uncertainty. This is in agree-
ment with Bertin (1983) and Lakoff (1987), who maintain that metaphors 
are most effective when used to convey a single concept. Nevertheless, this 
discussion suggests that there is a secondary metaphorical process that 
supports the communication of spatial uncertainty. 
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Some final thoughts on metaphors in general - the map in its own right 
is used as a metaphor to represent spatial and non-spatial data, using the 
basic image schema already discussed in relation to the trustree. Fairbairn 
et al. (2001) discussed using the map metaphor in terms of abstraction and 
noted that where data are realistic, a metaphor with a low degree of ab-
straction is chosen and vice versa. This would lead uncertain data (an ab-
stract data concept) towards the abstract end of the representation spec-
trum. Dent (1993) suggested using regular metaphors for abstract 
representations and proposed using geometric shapes like circles, squares 
and triangles. Accordingly, the technique tested here is based on another 
simple geometric shape, the hexagon, as a metaphorical representation for 
attribute and spatial uncertainty (also chosen for visual appeal and repre-
sentational accuracy – Kardos et al. 2003). 

4.2 A Metaphor for the Trustree 

Some common visual metaphors for visualisation of uncertainty tech-
niques are expressed in Table 6.1. By defining such metaphors, a founda-
tion for further analyses into new metaphors can be established. In particu-
lar, this paper is focused specifically on using metaphors evoked by 
hierarchical tessellations and choropleth displays.  

It is proposed that the trustree can exhibit two commonly-understood 
metaphors – 1) levels of detail, or 2) levels of clutter or working on a basic 
level as “uncertainty is sketchy” (or “uncertainty is coarse-grained”) and 
“uncertainty is a barrier” respectively. Both metaphors are exhibited in 
Figure 6.2, whereby the form of the circle is seen through the well-spaced 
lines, but when the lines become too dense the circle becomes cluttered 
over.  

The trustree structure’s variable cell size can show many levels of detail 
(with less detail equal to more uncertainty). There is an implication when 
viewing many cell sizes on the same map that more is known about the 
finer resolution cells when juxtaposed with a coarser resolution cell. The 
comparatively empty space in the latter implies that less is known or less 
detail is available about the area covered. This situation is enabled by the 
quadtree data structure, operating through a part-whole schema. The detail 
metaphor is akin to the resolution metaphor (MacEachren 1992; Leitner 
and Buttenfield 2000), but rather than changing the original map (as in de 
Bruin 2004) the trustree becomes a transparent layer lying on top of the 
unchanged map. 
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Table 6.1. Visualisation of uncertainty techniques and their associated metaphors 

Technique Reference Certain Areas Uncertain Areas Metaphor 

Display By 
Value (Map 
Adjacency) 

e.g. Evans 1997 Low Values High Values Uncertainty is 
dark 

Saturation of 
Color 

e.g. McEachren 
et al. 1998 

High Saturation Low Saturation Uncertainty is 
impure 

Pixel Mixture De Gruijter  
et al. 1997 

Single Hue Multiple Hues Uncertainty is 
confusion 

Dazzling Van der Wel  
et al. 1994 

Clear / Low 
amount of dif-
fering patterns 

High amount 
of differing  
patterns 

Uncertainty is 
unpleasant 

Texture  
Overlay 

e.g. Monmonier 
1990 

Small Texture 
Amounts 

Large Texture 
Amounts 

Uncertainty is 
a barrier 

Fog Overlay e.g. McEachren 
1992 

Clear Foggy Uncertainty is 
a barrier 

Image  
Sharpness 

e.g. McGrana-
ghan 1993 

Sharp Focus Blurry Uncertainty is 
hard-to-see 

Resolution e.g. McEachren 
1992 

Fine Resolution Coarse  
Resolution 

Uncertainty is 
coarse-grained 

Blinking Ar-
eas 

Fisher 1994b No Blinking Blinking On  
Areas 

Uncertainty is 
unstable 

Sound e.g. Krygier 
1994 

Low Pitch High Pitch Uncertainty is 
loud 

 
The clutter metaphor works on the same physical setup but reduces the 

transparency to communicate uncertainty (the obscuring fog metaphor 
works by the same barrier metaphor and has latterly been termed by trans-
parency instead of fog – MacEachren 1995). Practically it works by subdi-
viding the quadtree more with increasing uncertainty and the metaphor 
would come into effect when the collective representations of at least some 
of the cell boundaries in the trustree visualisation are sufficiently dense to 
block underlying information from view. Put succinctly, this research tries 
to answer the question of whether the trustree is more effective on a cogni-
tive level at revealing certain areas of hiding uncertain areas. 
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5 The Experiment 

An Internet survey was created to assess a number of variations on the 
trustree visualisation, designed to determine which metaphor is more ap-
propriate when utilising the trustree to express uncertainty; detail or clut-
ter. For the underlying census data (see section 2.1 for details of this data-
set), the population data was classified by the Quantile method into six 
classes. The colour schemes used for the choropleth maps were consistent 
between visualisations, chosen by ColorBrewer (Brewer et al. 2003). 

Although it is not advisable to depict absolute values in a choropleth 
map (e.g. Kraak and Ormeling 1996) it is employed here to permit a sim-
ple expression of published data and its uncertainty component (omitting 
error propagation tasks that would arise from standardisation by area). 
However, it can be argued that a gross error is needlessly introduced by us-
ing the choropleth in this way. While true, it is not a major issue in the 
context of this paper, where emphasis is on uncertainty visualisation and 
its metaphorical expression (though the challenge of legitimising an abso-
lute value choropleth through an associated and essential visual uncertainty 
expression – where the uncertainty arises from using absolute values – is 
an intriguing one). 

To generate values for attribute uncertainty on this dataset (i.e. the data 
conveyed by the trustree), the census undercount data was modelled using 
Monte Carlo statistical methods (see Kardos et al. [2005] for more details). 

5.1 Survey Visualisations 

For the survey, the choropleth census map was used, with a corresponding 
population legend, overlaid by a transparent trustree tessellation represent-
ing uncertainty (with no legend containing explanatory or distracting num-
bers, to place the emphasis on the tessellation). The choropleth census map 
had a consistent background whilst the overlaying trustree tessellation var-
ied. The first visualisation (Figure 6.4a) used a large cell pattern where the 
census tracts were easily observable through the tessellation. As the visu-
alisations progressed, the resolution of the smallest cell increased until the 
sixth visualisation (Figure 6.4f), when the smallest tessellation clearly clut-
tered over census tracts. The first survey hypothesis is –  

• The initial visualisations (Figure 6.4a & b) exhibit a metaphor of detail 
and the final visualisations (Figure 6.4e & f) exhibit a metaphor of 
clutter. 
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(a)     (b) 

  
(c)     (d) 
 

Fig. 6.4. Census population choropleth visualisations of Dunedin city census tracts 
with varying resolutions of the trustree tessellation overlay. (a) – Visualisation us-
ing the trustree tessellation at the lowest resolution, through to (f) – visualisation 
using the trustree tessellation at the maximum resolution (e and f on next page). 
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(e)     (f) 

Fig. 6.4. (cont.) 

By collecting usability results simultaneously, the survey was designed 
not only to determine the appropriate metaphor to use, but also the most 
usable tessellation level and the metaphor exhibited at that level. The es-
tablished metaphor (determined by its implementation in previous surveys) 
is that of detail and it is being challenged by the clutter metaphor as a pos-
sibly more dominant facilitating factor in communicating uncertainty. 
Therefore a secondary hypothesis is – 

• The clutter metaphor is the most appropriate metaphor for communicat-
ing uncertainty, as defined by viewer opinions on how usable it is.   

The trustree tessellations and underlying choropleth map were gener-
ated in ESRI ArcGIS using Visual Basic script (therefore implementable in 
a commercial environment). The dual layer maps were then exported as a 
bitmap for use in the Internet survey. 

5.2 Survey Questions 

Two similar surveys were devised to complement each other. The ques-
tions and format were consistent, but the resolution level for some images 
was slightly different. Choropleth spatial boundary uncertainty and attrib-
ute uncertainty, as explained in the context of this paper, was provided for 
participants to read. The results from both surveys were combined based 
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on resolution level. After an initial section to determine participant experi-
ence, specialisation and survey-specific knowledge (geographic informa-
tion, uncertainty and its visualisation; this is Section 1 of the survey) the 
choropleth uncertainty maps were shown, one-by-one (this, and the rest of 
the survey is Section 2). 

Along with the maps, a definition of the detail and clutter metaphors 
was provided, allowing each participant to understand the concepts in-
volved. If required, additional information was available to explain how 
the trustree tessellation could express a measure of attribute and spatial 
uncertainty. Three questions accompanied each trustree visualisation (Fig-
ure 6.5):  
• Does the overlaying tessellation depict a metaphor of detail or clutter? 

(binary answer – detail or clutter) 
• Do you find this tessellation usable as a means of expressing uncertainty 

information? (binary answer – yes or no) 
• Free format optional comment on the visualisation. 

 
Fig. 6.5. A screenshot of the Internet survey. The attribute, spatial and overall rat-
ing schemes are found on the left. Two questions and a commentary box follow 
the visualisation. Depending if the visualisation is usable, a different popup box 
would appear. In this image the tessellation was selected as usable to express un-
certainty, therefore the participant was requested to rate it. 
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If the participant selected the Yes option for the second question, he/she 
was prompted to rate the visualisation for expressing Attribute Uncer-
tainty, Spatial Uncertainty, and Overall Effectiveness (Figure 6.5). The 
user was asked to rate the visualisation on a 1-5 scale whereby: 

1 – Ineffective, 2 – Limited, 3 – Moderate, 4 – Good, 5 – Excellent 
 
An in-depth explanation of the rating system was provided to the par-

ticipants. If the user selected the No option, deciding that the visualisation 
was not usable in expressing uncertainty information, then a separate 
prompt would open. The prompt gathered information about why the visu-
alisation was not usable. Five check boxes were presented: Don’t Under-
stand, Confusing, Complicated, Uncertainty Information Unreadable, and 
Other. If other was selected then a free format text box was provided. At 
the end of the six visualisations the user was asked:  

• Which metaphor would you choose if the tessellation was used to visu-
alise uncertainty information?  

Invitations to participate in the survey were sent to GIS mailing lists. 82 
complete responses were received. It was decided to run the survey over 
the Internet as despite the acknowledged pitfalls (Klassen and Jacobs 
2001; Fowler 2002) it had clear logistical advantages over controlled ex-
periments (accessibility to skilled participants), mail surveys (more cost-
effective) and telephone surveys. 

5.3 Survey Results and Analysis 

From the first section of the survey, there was a broad, evenly distributed 
range of participant experience with using geographic information. All but 
a few participants used geographic information for viewing / presenting 
and the overwhelming majority were aware of uncertainty in GI. The fa-
voured methods of uncertainty representation were by using colour and 
texture as graphical variables.  

The Section 2 (of the survey) results were converted into percentages, as 
shown in Figure 6.6. The visualisations, based on their resolution level, 
will be referred to as a, b, c, d, e and f from now on. Figure 6.6a shows the 
preference results for overlaying trustree tessellation using a metaphor of 
detail or clutter, for all six resolution levels. Error bars have been provided 
at a 95% confidence level. The perception of a detail metaphor is initially 
low in visualisations a & b and then gradually increases to a peak in d (i.e. 
the detail metaphor dominates) and then returns to a low level when the 
tessellation level becomes too dense in f. The inverse of these results are 



132      J. Kardos, A. Moore and G. Benwell 

seen for clutter, where a & b are clearly cluttering the display, and again as 
the tessellation becomes too dense around e and f. 
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Fig. 6.6. Survey results for Section 2 – Determining an Appropriate Metaphor for 
six resolutions of the trustree tessellation, which correspond to Figure 7.4a – 7.4f.  

 Figure 6.6b shows results from a - f, stating if the trustree tessellation 
was able to express uncertainty information in a usable manner. The initial 
visualisations of a & b are not able to express uncertainty information by 
majority, but as denser tessellation becomes apparent in c, d & e, the visu-
alisations become usable (60% for d; 61% for e). When the tessellation 
level became too dense to differentiate cells in f, the usability was mark-
edly reduced to 29%. 

If a participant selected yes (corresponding to usable) for a particular 
tessellation, a rating was requested for attribute and spatial uncertainty. 
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There are similar trends between the attribute uncertainty, spatial uncer-
tainty and overall ability graphs (Figure 6.6c, 6.6d & 6.6e respectively). 
These graphs all show a gradual progression in the ability to express un-
certainty information, as more resolution is added through the tessellation. 
With a 95% confidence interval, all results have 8.9% margin of error. Chi 
square tests established that, with the exception of the results for attribute 
uncertainty (significant at the 95% level only) and overall uncertainty (not 
significant), all results were significant at the 99% level. 

The last survey question asked participants if they would use the trus-
tree tessellation as a metaphor of detail or clutter. Detail dominated, with 
89% of the participants making it their visual metaphor of choice. This was 
confirmed in Figure 6.6f where the usability and metaphor results become 
merged into one graph. There was an obvious relationship where detail and 
usability form a trend (falling at a maximum of 6% from each other) for all 
visualisations (except f which has a 16% separation). The same relation-
ship was seen between clutter and ‘not usable’. The probability results of 
detail matching usable were plotted. Only in c, d & e is the tessellation us-
able, and detail is the dominant metaphor to use for these visualisations. 
Chi square tests statistically confirmed the affinity of detail and usability 
and the non-affinity of clutter and usability. 

Following each of the visualisations a – f, was the free format question. 
For a, many comments were that the tessellation cell size was so large that 
it did not provide enough information to be usable. Also, it was com-
mented that there was no context or legend given to determine the uncer-
tainty information. This information was deliberately omitted to reduce 
bias. If a legend explained that a smaller area was more accurate then it 
would immediately bias the tessellation towards a metaphor of detail and 
vice versa. Comments for b explained that the visualisation was more ap-
propriate than a, but the tessellation could interfere with the underlying 
data. In c & d participants commented that the tessellation could provide 
greater detail and how it interfered less with the display but was still un-
derstandable. The fine scale geometric pattern tended to contrast enough 
with the underlying data allowing the two datasets to be seen without inter-
ference. The small tessellation size was interpreted as having more accu-
rate information in that area, but the different sized polygons were hard to 
compare. Also, the finer tessellation could demonstrate uncertainty at the 
edges or spatial uncertainty better than the coarse tessellation. In e and f 
contributors stated that the tessellation had the look of conveying more in-
formation (i.e. detail) and intuitively representing varying levels of uncer-
tainty. The obscuring effect of clutter in f was also commented on. 

The hypothesis at the start of this section stated that most of the partici-
pants would choose a metaphor of detail for a and b, and a metaphor of 
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clutter for e and f, with ramped results between. However, participants 
considered a and b to clutter the images with a metaphor of detail being 
evident for c, d and e (only f was classified as clutter, like the hypothesis). 
Therefore the hypothesis should be refuted, overall. The secondary hy-
pothesis which states that visualisations exhibiting a metaphor of clutter 
will also be the most usable displays is also refuted on the presented evi-
dence. 

6 Discussion and Conclusions 

A visualisation of uncertainty technique, the trustree, has been tested for 
its ability to communicate uncertainty on a metaphorical level. The trus-
tree purports to reveal the spatial boundary uncertainty and attribute uncer-
tainty inherent in choropleth maps. At a preconceptual level, the trustree 
(which is based on the quadtree) uses areal tessellations to undermine the 
crisp boundaries of the container schema implicit in the choropleth. The 
same continuous tessellations use a link schema to bridge choropleth 
boundaries, further highlighting their invalidity. At the same time, attribute 
uncertainty is communicated through the cells by introducing a centre-
periphery schema to the hitherto homogeneous choropleth polygon. Fi-
nally, a linear order schema conveys some sense of the gradual change in 
attribute level uncertainty that occurs across a choropleth boundary. 

However, prior to this experiment it was not clear how the trustree 
worked metaphorically as a whole, whether finer cells were indicative of 
less uncertainty, implying more knowledge / detail about an area (this de-
tail or “uncertainty is sketchy” metaphor works on a basic resolution struc-
ture) or whether the same cells worked to obfuscate the underlying data if 
sufficiently dense (the clutter or “uncertainty is a barrier” metaphor sug-
gested elsewhere by use of transparency). That both detail and clutter gain 
their metaphorical power while communicating attribute uncertainty led to 
the insight that spatial uncertainty was being relayed visually through a 
less effective metaphorical means. This also agrees with previous research 
that accounts for the specific action of a (visual) metaphor to convey a sin-
gle concept. 

An Internet survey designed to address this problem ascertained the fol-
lowing:  

1. When results for the detail metaphor was paired with those for usabil-
ity, there is at least a 95% chance that they correlate. The inverse was 
seen for the clutter metaphor and “not usable”. Therefore, it could be 
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said that when the trustree is shown in a usable fashion, a metaphor of 
detail is exhibited.  

2. Contrary to the first presented hypothesis, the low resolution tessella-
tions (i.e. a & b) rated highly as clutter, probably because the pattern 
was not dense enough to provide any graphical meaning and may have 
visually interfered with the choropleth boundaries. Therefore they were 
considered as meaningless clutter over the map display and not usable. 
On the other hand, as denser tessellation became apparent (c, d and e) 
the ability for patterns to be seen through the tessellation, providing de-
tail and usefulness to the display, increased too. But, as the tessellation 
became too dense (f), the patterns were still apparent but cluttered the 
display to a point where detail was no longer seen and the visualisations 
became unusable. This aspect at least agreed with the first hypothesis. 
However, the secondary hypothesis, that visualisations that exhibit the 
clutter metaphor are the most usable has to be refuted. 

3. A parallel is seen between differing resolution tessellations and typical 
cartographic maps. Scale and feature generalisation on a cartographic 
map is used to make a map readable, and not clutter the display. If too 
much detail is provided on a cartographic map the display becomes 
cluttered, just as the tessellation in e & f did. So, in a sense clutter is 
where a map feature does not match the scale at which the map is being 
displayed. Also, if the trustree tessellation was too sparse or too dense 
there was a lack of usability arising from a mismatch in generalisation. 
Moreover, clutter as it is expressed here, could be considered an ineffi-
cient generalisation process. As with cartographic maps, the trustree 
tessellation resolution should convey the information at an ideal level 
(or scale) for maximum ability to read and use.  

4. There was very little difference between the effectiveness of metaphors 
to convey spatial and attribute uncertainty until visualisation e & f. 
Here, the results imply that a cluttering tessellation can convey spatial 
uncertainty better than attribute uncertainty (which contradicts the sup-
position that attribute uncertainty is the dominant form of uncertainty 
being communicated). This could be due to a smaller tessellation sug-
gesting a smooth diffusion of boundaries, whilst the larger tessellation 
shape seems more discrete and does not diffuse well with irregular cen-
sus tract boundaries. 

Further research is required to assess the worth of the trustree in a day-
to-day decision making environment that utilises spatial representations. 
The prototype implementation tested here is implemented in a widely-
available GIS software package, which would facilitate adoption of the 
display. However, there are issues of training non-specialist decision makers 
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(in interpreting maps of geographical uncertainty) to overcome. The user 
training and assessment could be part of a larger initiative covering a suite 
of existing visualisation of uncertainty methods. The approach outlined 
above is in tune with the current overriding concern that future research 
emphasis should be on the context or application rather than the visualisa-
tion technique itself (e.g. Hope and Hunter 2007a). Finally, further re-
search is required to determine whether other spatial data models beyond 
the HoR quadtree are effective in expressing uncertainty or even if the 
trustree is applicable to other standard maps outside of the choropleth (e.g. 
the cartogram). 
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Abstract 

The main goal was to describe the positional errors in maps. Although the 
errors of spatial data are mainly normally distributed, their character often 
contains admixtures of poorly explained heterogeneities and other uncer-
tainties that are not simply described. Better understanding the error distri-
butions requires performing quantitative and qualitative tests. Portions of 
the error distributions that can be explained with stochastic behavior were 
modelled by Monte Carlo simulations. Two principles for the evaluation of 
projected error models and types were applied: boundary and surface 
simulation. Both principles address random, locally systematic, and sys-
tematic (with the limits at the gross) error distributions. The boundary er-
ror was simulated with vector lines and polygons. The surface error was 
simulated by producing error surfaces that shift every grid point or square-
shaped polygon. Visualisations of the simulations include fuzzification 
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process and allow additional understanding of the nature of errors. The 
study sets were historical maps and land use data derived from them. Addi-
tionally we propose a strategy for reconstructing data models and the error 
models dependent on them. 

 
Keywords: historical maps, quality, positional error, fuzzy boundaries, Monte 
Carlo simulation, land use 

1 Introduction 

The quality of spatial data depends on many elements. Data are tradition-
ally evaluated using well-defined and standardised data models. The data 
models are relatively comprehensible for topographic maps because of the 
long traditions of surveying and map production. Preliminary (a priori) 
quality assessment of the data, especially of maps, requires a high degree 
of skill, addressing factors such as the original purpose of the map, its line-
age, usage, etc. This knowledge can include information about mapping 
scale, methodology, generalisation methods, possible media (paper) de-
formation, the precision and conscientiousness of surveyors, and the 
mathematical basis. Actual (a posteriori or subsequent) data evaluations 
verify or disprove the preliminary assessment of quality. Reference data 
sets, which suppose no error, present a data model which is compared with 
actual data. Both data sets should be in the same reference coordinate sys-
tem. The problem with evaluating positional quality, especially of maps, is 
a lack of temporal quality, therefore the reference points for evaluation 
should be chosen very carefully. 

The data researched in this study are historical maps, where the data 
model and the character of quality parameters are more complex, and in-
clude subjective factors and uncertainties. The study should account for 
space and time; consider the historians, geographers, surveyors, and car-
tographers; and support the reconstruction of a physical and human land-
scape (Plewe 2002). Acquired information can stimulate the imagination 
and increase the understanding of possible quality parameters of data and 
error distribution models (Peterca et al. 1974; Burrough and McDonnell 
1998). At the same time, we should be aware that it is rarely possible to 
obtain unique and objective enough metadata information, which is even 
more important for understanding historical maps than for contemporary 
data. Potential uncertainties include: 

• The quality of historical trigonometric networks; the possibilities of 
mapping with “eyeballing” 
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• The role of relevance, importance (military secrets, strategic areas), and 
obstacles (swamps, mountains, state borders, war fronts, bad weather 
conditions, etc.) in the pattern of mapping 

• Different and unknown generalisation methods, in spite of common 
rules 

• The motivation, skill and character of operators (measurer, data proces-
sor) and the effect of costs 

 
Statistical techniques (numerical or quantitative) have traditionally been 

employed for quality control and error assessment, according to common 
standards. Visual (graphical or qualitative) methods are less accepted; nev-
ertheless they can be important tools for both preliminary and subsequent 
evaluation (Wood and Fisher 1993; Burrough and McDonnell 1998). 
These methods are excellent for obtaining first impressions and other in-
sights about data sets such as historical maps. Unfortunately, they require 
an operator who has an expert knowledge of the studied landscape to im-
prove objectivity. Visual methods may play an important role in evaluation 
of old maps, especially in combination with quantitative and other qualita-
tive methods. 

We propose an alternative strategy for quality control that includes vis-
ual and simulation methods. This is because little information about the 
data sources (old maps) is available. The methodology begins with classi-
cal digitisation and georeferencing, then applies standard statistical quality 
control and analysis techniques. An important part of the process is the ac-
quisition of as much information as possible about data sources and their 
quality, using mostly qualitative methods. This leads to a possible hy-
pothesis of one or more error distribution models that are then simulated 
with Monte Carlo (MC) statistical methods. This combination of simula-
tion and visualisation may leads to significantly better insight into the data 
source, enabling us to establish a clearer error distribution due to the speci-
fied (or chosen) data model. It can lead to improvements in georeferencing 
and more reliable spatial analyses in GIS where complex homogenisation 
procedures for fusion of data from different quality historical maps to the 
unique data model are required. 

As the proposed procedures of this research have an iterative nature, we 
consider the optimal approach to be an appropriate combination of deduc-
tive (hypothesis first, data later) and inductive (hypothesis later, data first) 
approaches. This combination is referred to as an abductive approach. This 
allows for interaction between data exploration and human (operator) 
perception, and the discovery of patterns along with the hypothesis 
(Anselin 2005). A full understanding of the quality of background and 
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error distributions is fundamental for obtaining reliable simulation results. 
This methodology stresses MC error simulation and its visualisations using 
fuzzy classification. Although it can be applied to any data sources, some 
methods of this research were adapted especially for the Triglav national 
park case study region in Slovenia (Fig. 7.1). There we tried to determine 
the quality and usability of a range of historical maps, used for land use 
dynamics analysis (Podobnikar 2009). 

 

 
Fig. 7.1. Location of Triglav national park 

2 Theoretical Background 

The connection between the real world (geographical reality) and the data 
set can be schematically described as: real world – data model (model 
quality) – data (data quality). The data model or nominal ground is a con-
ceptualisation and representation or abstraction of a real world that is a se-
lected representation of space, time, or attributes (Aalders 1996). The 
model quality is a semantic quality of representation by which a complex 
reality, not quantitatively measurable, is acquired. Data are described by 
the type of spatial objects to which variables refer and by the level of 
measurement of these variables. Data quality refers to the performance of 
the data given the specifications of the data model, where deficiency in 
data quality results from errors in the data. The overall relationship be-
tween the real world and the data can be described as the uncertainty (of 
the mapping), addressing both model quality and data quality (Haining 
2003). 
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The assessment of data quality from the user or producer perspective is 
expressed in terms of how closely data values represent a chosen data 
model for a corresponding reality (Blakemore 1984). The producer should 
be able to describe the data quality and make available a comprehensive 
quality report for the product, while the user or decision maker should 
know how to formulate and specify requirements for the data. The pro-
ducer is usually an expert in data acquisition and spatial data processing, 
but is typically not skilled with applications to spatial data. In contrast, the 
data user is often an expert in a particular area such as cartography, his-
tory, or environmental modelling, but has a limited knowledge of data 
handling or quality assessment. For communication between them, it is 
reasonable to imply a standardised language; the interaction may be sup-
ported with visualisations of the problem (Clarke and Teague 1998). Un-
fortunately, the great potential of visualisation as a qualitative approach to 
the quality assessment is too often neglected in the praxis and the uncer-
tainty of the data is not well transmitted from the academic to the users’ 
sphere. The standardised data model can increase interoperability between 
users and producers, minimise cost and increase the quality. Additionally, 
the methodology for description of the elements of data quality should be 
precisely defined (Martinoni and Bernhard 1998). 

International standards distinguish (ISO/TC 211, project 19113) five 
elements of data quality: positional, temporal, and thematic accuracies, 
completeness, and logical consistency. Accuracy can be defined as a posi-
tional, temporal, or thematic difference between a value from the data and 
the corresponding value as it appears in the data model. Furthermore, we 
can distinguish absolute from relative accuracy. The position of objects 
could be assigned to absolute accuracy and the irregularity of the shapes of 
objects to relative accuracy (that is, relative to general position). The term 
accuracy is considered to mean absolute accuracy if not explicitly speci-
fied. Another aspect of the term accuracy is referred to as precision. Rela-
tive accuracy can be treated as precision when measurements are inde-
pendently repeated. It is related to the scale, resolution, or generalisation of 
the measurements. The precision of data increases when the particular val-
ues approach one another more and more closely as one makes more and 
more measurements more and more carefully. The term precision de-
scribes a type of error that can not be considered as a mistake or something 
that can be corrected. Accuracy can be depicted as a value taking the form 
11.15 ± 0.06, where the true value according to the data model is expected 
to lie within the interval of 11.09 to 11.21, with a probability of 67% as-
suming normal distribution. In contrast, precision can be conveyed by the 
number of decimal places in the data (Khorram et al. 1999), for example 
11.15 vs. 11.1524. In other words, accuracy is described as a deviation of 
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the derived value from the actual one and precision is the dispersion of 
multiple measured values of the same phenomenon (Buckner 1997). In 
popular terms we can say that accuracy is an attempt to state the truth, but 
precision is the ability to tell the same story (not necessary the truth) over 
and over again. All data contain uncertainty as a consequence of inaccura-
cies inherent in the process of taking measurements (Haining 2003). Un-
certainty can never be completely eliminated from mapping data. 

2.1 Positional Error 

Error is considered to be either a lack of data quality or data with little or 
no accuracy. Positional accuracy describes one aspect of quality. Other 
elements of quality, poorly understood with respect to their importance, 
nature, etc., are difficult to consider as part of positional quality because 
the limits between them are not clear. There are other minor views (see 
Taylor and Kuyatt 1994) that formalise the qualitative and quantitative 
concepts of the term positional error. Different types of positional error at-
tribute accuracy to precision and even to systematic or gross error. Addi-
tionally we should consider the possibility that a random component of er-
ror may become systematic and vice versa under different error models or 
after Brown and Heuvelink (2007) uncertainty models. Unfortunately a 
systematic component that is handled in this study can not be easily de-
tected and removed with, for example, mean error. The errors are therefore 
statistically, less and even nonstatistically describable. The last are not 
standardised concepts that are therefore difficult to analyse. Different er-
rors or effects can be recognized and assessed by employing effective 
methods of quality control.  

The most extreme error is defined as gross, denoting a mistake in meas-
urement or an experiment that has been corrupted in some way. Indicators 
for gross errors can be statistical outliers (in some views also residuals) but 
these values may not be wrong. Outliers that are extreme with respect to 
the overall distribution of (attribute) values can be distributional in nature. 
The gross error for these outliers may be suspected from a histogram plot, 
but there may also be spatial outliers, where the values may be extreme 
given their spatial position relative to the neighbouring values. 

We can distinguish two groups of errors: measurement (inherent) and 
processing error (spatial analyses). Possible sources of inherent errors in-
clude: the source or lineage of the data, the completeness of data sources, 
mapping scale, temporal discordance, digitisation, sampling density and 
significance (digitisation is really just sampling), georeferencing, trans-
formation between data formats, accessibility and price, etc. (Bernhardsen 
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1992). The errors can be evaluated by statistical methods or by other 
means (Taylor and Kuyatt 1994). Regarding these definitions, accuracy 
can be described with a root mean square error (RMSE), and precision as a 
standard deviation or standard error (σ). Processing errors cause error 
propagation and depend on the types of analyses and on the associated data 
structures. Measurement errors may be propagated to map or other spatial 
data sets. Analytical error distributions can be more complex than numeri-
cal ones. A mismatch in spatial (or temporal) correlation structures may be 
one of the greatest problems when combining data from different sources 
or from different phenomena or attributes. The most well-known error 
propagation method is a first-order Taylor series approximation (Taylor 
and Kuyatt 1994; Heuvelink 1998). 

Numerical simulation methods such as the MC are appropriate for more 
complex models of error evaluation and description, where we don’t know 
much about the character of inherent or processing errors and why they 
occur (Burrough and McDonnell 1998). They assume spatial continuity 
and spatial homogeneity of error. The simulations are relatively easy to 
carry out and are generally applicable. A disadvantage is that the results do 
not come in a nice analytical form. The equation resulting from the Taylor 
methods may be easily analysed, to determine how reduction of input error 
will affect the output, but with the MC method, the only solution is to run 
the entire simulation process again. Another disadvantage of the MC 
method is the numerical load, which requires extensive computational time 
for complex computational models. The main advantages of the MC simu-
lations are that they are very flexible and can yield the entire distribution. 

2.2 Simulation of the Positional Error 

MC simulations as statistical methods are generally used in cases where 
physical processes are random or the theoretical mathematics in the differ-
ent hypothesis tests is weak (Openshaw et al. 1991; Brown and Duh 2004). 
The MC methods of positional error analysis follow the statistical theories 
of error distribution and propagation (Burrough and McDonnell 1998). For 
example, an error model may be applied to a digital elevation model 
(DEM) and then a simulated viewshed (see Fig. 7.2; Fisher 1994, 1996), as 
well as slope, aspect or drainage errors. Similarly may be simulated path 
courses between chosen fixed points based on a least-cost algorithm 
(Ehlschlaeger et al. 1997). Errors can be simulated to evaluate differing 
qualities of classification of borders between (land use) classes. The 
simulations may also follow spatial analyses that provide combinations 
of land use, slope, aspect, sun exposure, tourism resources, etc. A complex 
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probability model can be specified for every source of error if the under-
standing of spatial variability components is high. Multiple and equally 
probable outcomes from the model are often needed because a single simu-
lation of the random function/fields is really just one of a large number of 
representations of the specified probability model (Cressie 1993; Haining 
2003). 

 

 
(a)      (b)         (c) 
Fig. 7.2. MC simulations that produce a probability viewshed from the observa-
tion point (Krim), applying error models (continuously varying error distribution 
surfaces) to the evaluated quality of DEMs with a resolution of (a) 100 m; (b) 25 
m – interferometric radar (IfSAR); and (c) 20 m. The probability viewshed was 
converted to fuzzy viewshed by semantic import model (Burrough and McDonnell 
1998). The borders of viewsheds are therefore fuzzy. The inherent error model for 
the oldest DEM (a) is underestimated. Red indicates shadows, with a lower possi-
bility of visibility (as regards the five fuzzy classes). At the top are hill shadows of 
tested DEMs (area of 6 by 16 km). Similar effects may be obtained with positional 
error simulation of the observation point. 
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One outcome (realisation) of the random function can be generated us-
ing unconditional simulation. That yields outcomes which are consistent 
with the probability model but in which simulated data values do not cor-
respond with known data values. In the case of a normal (Gaussian) distri-
bution, the mean value (μ) is 0 and the standard deviation (σ) is 1. Simula-
tions that respect data are conditional. In this case they come from a 
normal probability model where mean and distribution are specified but at 
the locations where data values are known the outcomes match these. 
Transformation of the unconditional uniform distribution of a discrete ran-
dom variable via cumulative to normal distribution can be applied by the 
Box-Muller method (Box and Muller 1958). This is a suitable approach for 
simulation of error in spatial data. Variables used for MC simulations of 
error are usually spatially autocorrelated with respect to the nature of the 
error. A general procedure for the MC simulation algorithm is then: 

1. Generate a set of random numbers (i = 1, 2, 3, …, n) 
2. Transform n random numbers (using the Box-Muller method) to an ap-

propriate unconditional distribution (normal probability model) 
3. Respect current data and the associated error model to compute a condi-

tional distribution; store individual output 
4. Repeat steps 1 through 3 N times 
5. Analyse and evaluate a distribution from the N outputs 

 
The number of simulations depends on the objectives of the study and 

on the surveyed phenomena. In some cases even one outcome can be 
enough to assess the spatial variability of a stationary random function. In 
the case of non-stationary random functions, hundreds and even more out-
comes should be processed (Kanevski and Maignan 2004). N = 100 out-
puts for the positional error simulation of land use boundaries is consid-
ered as sufficient irrespective of further fuzzification of the boundaries 
with appropriate raster resolution chosen and considering standard devia-
tion values σ. 

2.3 Fuzzy Description and Presentation of Error 

Positional errors caused by incorrect coordinates can be represented with 
simplified objectivity by so-called ε- or epsilon-bands (Perkal 1956; 
Blakemore 1984; Giordano and Veregin 1994; Fisher 1996; Molenaar 
1998) which describe error zones around the boundaries, where the outer 
line is considered to be σ. As we proposed, a more realistic presentation 
can be provided by MC simulation methods interpreted by fuzzy sets. The 
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examples (a-d) in Figure 7.3 present a probability distribution model for a 
line segment (Shi et al. 1999) that is converted to a fuzzy set (e). 

The fuzziness of geographical objects can also be applied to features 
such as the boundaries of polygons, or to variation in membership function 
values, interpolated from point data. A continuously varying surface as a 
fuzzy field can be inferred. These more complex problems are described in 
the following sections. 

 

 
(a)  (b)  (c)            (d)           (e) 
Fig. 7.3. Two points bound the line. Positional error is presented with different 
approximations of the epsilon-bands or –zones (a–e), and simulated with MC 
method (d–e) where (e) presents visualizations using fuzzy classification 

3 Materials and Methods 

For this case study, the Josephine Ist Military Topography (JMT28.8, 1:28 
800) was used dating back to the end of 18th century (Rajšp and Ficko 
1995). These Austrian map sheets are considered the first mapping of the 
entire territory of Slovenia. Additionally, the following data sets were sta-
tistically analysed to better evaluate the process of determining the quality 
of the mapping: Italian (ITK25), Yugoslav (TK25) and Slovenian maps of 
scale 1:25 000, and Yugoslav (TK50) in scale 1:50 000, dating from the 
beginning to the end of the 20th century. Analysis of a smaller area is 
based on orthorectified mid-20th century aerial photographs (AP,1:15 000) 
and Franciscan cadastral maps (FC2.8, 1:2880 to 1:5760) from the begin-
ning of the 19th century. A contemporary land use data set was acquired 
from orthophotos and a land use data set (Fig. 7.4). 

There were some reasonable drawbacks to the historical maps, which 
were considered in building the error distribution model. The oldest maps 
were found in the archives and only paper prints (unfortunately not copper 
plates) were available for scanning to a digital format. Therefore substan-
tial deformations of the paper could be expected that were not easily dis-
tinguished from deformations of triangulations and other sources. Different 
maps were made with different mapping techniques, varying object cata-
logues (map legends) and a lack of projection and transformation parame-
ters. For example, the JMT28.8 was available only on paper sheets, 
which were photographed and scanned for our use. The origins of the 
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cartographic projections were based on Paris, Rome, Greenwich, the Ferro 
Island, and local origins. In general we might choose between two basic 
possibilities for transformation to a common coordinate system: known pa-
rameters or reference points. For the oldest maps, an original reference 
system was not available, so we used reference points. 

 

 
Fig. 7.4. Historical data sets: 1-JMT28.8, 2-FC2.8, 3-TK50, 4-ITK25, 5-TK25, 6-
AP, 7-orthophoto, 8-land use; the example is from Voje and Uskovnica in the 
eastern part of the Triglav national park (area of 4 by 3.2 km) 

The next problem is illustrated by typically sparsely surveyed mountain 
areas resulting in less accurately made maps, especially among the oldest 
of them. Many details were not measured or were mapped just by eyeball-
ing, and therefore succumbed to gross errors. Nevertheless, identical points 
on the historical maps, linked with contemporary orthophotographs (or 
better contemporary maps of similar scale), were carefully chosen consid-
ering historical knowledge of measurement techniques and possible envi-
ronmental changes. Geometrically, the best points were the trigonometrical 
ones. These were mostly churches or towers. Much confidence was put 
into the positions of possibly triangulated bridges, crossroads, castles, 
summits, etc., as well to some river confluences and distinctive meanders 
that were possibly well positioned and stable throughout the last centuries. 
The older maps are, the less confidence can be placed in identical points, 
due to natural or anthropogenic changes in land use. Identical points were 
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sometimes difficult to identify due to toponyms in Slovene, German, and 
Italian languages. For the oldest maps, it was better to match identical 
points roughly – even for poorly detected details, in order to more system-
atically cover an entire mapped area and avoid locally large distortions. 
Even if the oldest maps look poor in their positional quality, they are very 
valuable for their toponyms, buildings, roads, etc., all important to under-
standing a cultural landscape and the overall quality of the (old) data 
model. 

The original land use classifications were rearranged into 14 classes 
based on the contemporary land use data set, resembling the Corine land 
cover nomenclature. The majority of classes were distinguishable on all 
maps, though in some cases, just barely. Difficulties were also caused by 
the use of different symbols for the same categories, for example, using ae-
rial texture or polygon symbols for the same phenomena. The problem was 
the most apparent in the mosaicking of the TK25 on the Yugoslav and the 
ITK25 on the Italian side, and was solved using the less detailed TK50 
from the same period which covers the entire study area. The ITK25 used 
textures, so the borders between different land uses are very blurry and 
therefore more difficult to digitise to sharp polygons. The overall accuracy 
of the digitised land use from the ITK25 was ultimately the worst – even 
worse than that of the JMT28.8! For better categorisation, additional maps, 
data sets and information were used: the geomorphology of relief eleva-
tion, aspect, proximity of urban areas, the increasing elevation of the upper 
vegetation level during the last decades, and the general order of vegeta-
tion zones. Additionally, the borders between the classes were less pre-
cisely mapped and they are much more difficult to interpret than the care-
fully selected identical points used for georeferencing. Land use data for 
every historical period was acquired by a backwards editing method – 
map-by-map, starting with the newest vector-based land use data. 

The difficulties described above greatly affected the thematic and posi-
tional accuracy of the georeferenced maps and derived land use data. They 
were evaluated on the digitised land use data sets despite the difficulty in 
some cases of distinguishing them. Another problem was the extrapolation 
of the general positional error of entire map surfaces to the boundary error 
in classified polygons, representing polygons of land use. This could be 
also considered as a thematic or attribute problem. We tested the thematic 
accuracy of classified land use with the standard PCC and Kappa tests. 
Briefly, we can say that most of the error comes from the less precisely 
mapped land use features in the original maps and positionally/thematically 
incorrect interpretations of the boundaries between the classes. Other 
mostly empirical tests were applied and are described in Podobnikar 
(2009). From this point it makes sense to leave possible difficulties that 
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can occur during digitisation of land use from the original historical maps 
for other research discussions. We considered that after a sensitive geo-
referencing of the maps (not digitised land use data), the error distribution 
model was related only to positional accuracy, evaluated with (see also 
Table 7.1): 

• RMSE, evaluated using different methods of transformation through 
georeferencing 

• AME (averaged maximum error), calculated as differences between 
manually selected identical points on georeferenced maps and nominal 
data sets (contemporary orthophotos and maps), and then averaged; as 
areas of the maps were chosen with obviously lower expected quality, 
the AME was considered to be locally maximal; this measure controls 
RMSE numerically as well as visually by marking distances and direc-
tions 

Table 7.1. Positional accuracy evaluation of historical data sets (as appeared in the 
maps, in mm) 

 JMT28.8 ITK25 TK25 TK50 FC2.8 AP 
RMSEa 16.7–19.1 1.7 0.2 1.5 3.8–4.5 0.2 
AMEb 19.8 1.7–2.5 2.0–2.4 1.8–2.0 4.9 0.4–0.5 
Max. 36.5 4.8 5.4 7.5 6.9 0.8 

aTested for 250 to 1600 reference points per map sheet 
bTested for 10 to 60 reference points per map sheet 

 
By statistical and visual evaluation of historical maps and an exploration 

of the methodology and principles of historical mapping, we deepened our 
knowledge and understanding of the overall quality of the maps and the 
positional error distributions of acquired land use data sets. Many of the 
objective and subjective tests that were applied are described in a greater 
detail in Podobnikar (2005, 2009). For example, one of the easiest methods 
of error evaluation is the transparent overlaying of discovered data sets 
with the highest quality (nominal) data set. Distorted areas can be easily 
assessed visually and possible error distributions indicated. 

3.1 Positional Error Classification for Simulation 

The sheets of the oldest map, JMT28.8, were the subject of a detailed 
analysis. The basic conditions for establishing a complex model, based on 
objective and subjective factors, were fulfilled for simulations and later 
visualisations. Error distribution models include many components of 
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uncertainty that can be handled either implicitly or explicitly. With greater 
understanding of data quality, we can more explicitly define particular 
variables and the error distribution model for MC simulations. Due to pos-
sible errors in the most complex map, JMT28.8, the simulations of the land 
use data were performed with the following assumptions: 

• random (mostly relative) effects: instruments, human factors and others 
that are indefinable with respect to precision 

• locally systematic (mostly relative) effects over larger areas that could 
be also classified as spatially smooth or random on a smaller scale: tri-
angulation errors, errors in measurements of long distances, avoiding 
obstacles, absence of measurements, other indefinable errors, distributed 
as described 

• systematic/gross (mostly absolute) effects over the whole case study 
area: projections, triangulation problems, measurements 

 
Assumptions for the second and the third categories of error were not as 

easily and uniquely simulated as those for the first category were. System-
atic or even gross errors may not be distributed randomly, but their nature 
is sometimes similar to stochastic, and at the same time they are almost 
impossible to remove. In spite of the inexact and uncertain classification of 
error types, we attempted to simulate all three groups using statistical MC 
simulation as the most practical but still reasonable solution. In any case, 
many more error distributions can be found with further detailed examina-
tion. In all likelihood, most of them could not be evaluated by statistical 
methods, and in the worst cases not even with quantitative approaches. 

Technically, the MC error simulation of error models and types was ap-
plied using two different principles that were denoted as the “first” and 
“second” principle. The proposed methods of simulation involved several 
common steps that were considered in both principles. The first step was to 
create random values applying standardised unconditional normal distribu-
tions. Those distributions were multiplied with the RMSE values of the 
JMT28.8 (Table 7.1). The RMSE was transformed to standard deviation 
values σ that are suitable for simulations of stochastic processes with the 
following simplification: RMSE = σ. The RMSE came from real meas-
urements between the data models (contemporary orthophotos and maps) 
and the data sets (JMT28.8), but with σ, possible deviations from the 
JMT28.8 were simulated, using the RMSE for reference. With a minor 
generalisation, σ as precision could be a good approximation for RMSE as 
accuracy. We considered that the actual degree (value) of RMSE is possi-
bly higher than σ, but the character of error was modelled consistent with 
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previous tests. All simulations were handled with ESRI’s macro language 
AML, but processed with GNU C. 

3.2 Vector Boundary Simulation Method (First Principle) 

The first approach under the first principle followed the rules of boundary 
simulations (Burrough and McDonnell 1998) applying vector lines. 
RMSEs measured on the JMT28.8 were assigned to the land use bounda-
ries acquired from the JMT28.8 as σ. The average σ was 28 800 · 17.9 mm 
= 515 m (Table 7.1)! Even though this is high, we were not able to reduce 
this error, as more reference points could not be located. The additional 
uncertainty of σ was simulated with σc, where σc << σ and the final σ’ = σ ± 
σc. Numerically, the positional accuracy varied from 480 to 550 m in a real 
world scale of 16.7 to 19.1 mm in the data set (map) according to different 
larger homogeneous areas. Therefore σ’ = 515 ± 35 m. 

Furthermore, we assumed that the shape of a particular simulated object 
remains similar to the acquired original. Thus the objects should still be 
recognizable after the simulation. Applying that condition, neighbourhood 
nodes of the boundary lines should be correlated. Rather than program-
ming the correlation between the nodes within the simulation of one data 
set, a simpler approach was to apply the correlation coefficient over the en-
tire study area. That solution also handled some of the above-mentioned 
assumptions of systematic/gross errors. The correlation coefficient CORR 
was applied using Eq. 7.1. The chosen value of CORR depends on correla-
tion between generalisation of the vector lines and σ, or, on the other hand, 
on the computed ratio of absolute to relative accuracy. The numerical 
evaluation was ascertained visually by the example presented in Figure 7.5 
where the appropriate CORR is between 0.5 and 0.75. With regard to the 
unconditional normal distributions, x1, y1, were calculated once for entire 
data set, and x2, y2 separately for every node point. The pair x1, y1 estimates 
a mostly systematic component, while x2, y2 a more random one. 
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CORR = 0             CORR = 0.5 

 
CORR = 0.75             CORR = 1 
Fig. 7.5. MC with N = 5 simulations of the vector lines boundaries using different 
correlation coefficients between neighbour nodes. The bold line represents the 
original data 

The second approach under the first principle was analogous to the first, 
except that this simulation was applied to the boundaries between poly-
gons and not to the lines themselves. To preserve the original topology as 
much as possible after changing positions of the nodes on simulated poly-
gons requires a much more complex numerical solution. Our second ap-
proach handles this problem quite adeptly, even where low correlation co-
efficients had been used. Random effects were simulated for both line and 
polygon approaches. With CORR between 0.5 and 0.95, we also simulated 
some systematic effects. The simulations were repeated for N = 100 times 
and the singular data sets were rasterised to unique resolution, and then all 
summed up. The last step was to convert the summed up the probabilistic 
data by fuzzy data sets and visualisation in several different ways: 

• lines: by presenting N = 5 simulated data around original lines (see 
Fig. 7.5) 
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• lines: fuzzy boundary as a “shadow” effect using all (N = 100) simu-
lated lines (see Fig. 7.6) 

• polygons: fuzzy boundary by presenting N = 100 simulated data using 
different colours for dissimilar classes of fuzzy sets; false colour RGB 
composites is suggested based on the colour mixture technique (Hengl  
et al. 2002; see Fig. 7.7 where composition of red and blue is applied) 
 

 
Fig. 7.6. Land use data acquired from the JMT28.8 simulated N = 100 times with 
the MC method using the land use boundaries for the entire Triglav national park 
(area approx. 50 by 50 km). Distributions of the borders show possible error ex-
panses. Some are less diffused than others depending on the accuracy of the land 
use with σ applied. It can be clearly seen that land use is uncertain for more than 
90% of the area 

3.3 Continuous Surface Simulation Method (Second Principle) 

With continuous surfaces, the error distributions were simulated for entire 
areas of land use acquired from the JMT28.8 maps. The idea arose from 
the determination that important parts of error distribution are locally sys-
tematic effects, especially in the mountainous areas of the historical maps. 
The problem and appearance of this error is similar to residuals of the 
(seven-parameter similarity) transformation parameters between the na-
tional coordinate systems and the ETRS89 (i.e. Stopar and Kuhar 2003). 
These can be suitably represented by an autocorrelated random surface. 
For the locally systematic error we assumed a spatially smooth distribution 
(Fig. 7.8a). Locally/regionally shifted homogenous areas were simulated; 
for example, one valley or one settlement is shifted in context on the map. 
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Such homogenous areas are difficult to classify, but they may be simu-
lated. The same foundations were used to apply spatially rough effects re-
lated to errors on short distances. They can be approximated with more lo-
cally thin and random distribution. This error distribution is quite similar 
to the first principle described above, but instead of lines representing 
boundaries, small areas were simulated as smooth and rough continuously 
varying error distribution surfaces (Fig. 7.8). 

 

  
(a)     (b) 

 
(c) 
Fig. 7.7. Two selected land uses, buildings (red) and moors (blue), (a) digitised 
and attributed for the area of Pokljuka due to TK25 is compared with fuzzified 
boundaries produced from polygons simulated 100 times with the MC method. Pa-
rameters were chosen attributing the error model for each category differently to 
(b) the area around original land uses and (c) and equally weighted simulated 
polygons. The mixed (confused) fuzzy classified areas in (b) and (c) are slightly 
greenish. The visualisations use red and blue composites (area of 2.6 by 2.5 km). 
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(a)      (b) 
Fig. 7.8. Random distribution simulated as smooth (a) and rough (b) continuously 
varying error distribution surfaces 

Both artificially autocorrelated random surfaces were generated follow-
ing a standardised unconditional normal distribution. Moran I was meas-
ured to achieve the required degree of autocorrelation (Haining 2003). This 
procedure was performed for the smooth and rough random surfaces bear-
ing in mind their different spatial resolutions. The procedure is based on 
the exchanging of randomly selected points on the random surface that 
covers the study area and autocorrelation is controlled with the Moran I. 
Exchanged points were accepted at each step if the autocorrelation was 
higher than in the previous step. This procedure requires many iterations. 

After the smooth and rough surfaces were computed (see Fig. 7.8), they 
were combined to produce a more complex error surface, considering em-
pirical results of discovery and a determination of their portion. The value 
of the portion comes from the relationship between many imprecise meas-
urements between selected local/regional areas, and has a higher precision 
inside of those areas. Specifically, the chosen portion of the smooth sur-
face was much higher than that of the rough one, but could be different for 
each particular map source or for wider regional areas (mountains vs. 
plains). 

As with the first principle (described in the previous section), the ap-
proximated σ = 515 m was annotated to the standardised unconditional 
complex error surface. This required attributing shifts in the x and y direc-
tions of the Cartesian coordinate system due to complex error surfaces. 
The shifts were applied using two approaches. The first was tessellation of 
the land use areas into uniform square areas (vector polygons) with 200 m 
sides based on attributes of land use categories. Each tessellated square 
was shifted independently in the x and y directions according to the values 
of the complex error surface. This approach was additionally combined 
with the second approach to the first principle described in the previous 
section, so the boundaries of all the square polygons were simulated 
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(Fig. 7.9). Thus we effectively simulated error distribution due to all three 
presumed effects: random, locally systematic and systematic/gross. This 
requires a lot of processing time but does not need as many simulations as 
the first principle. Twelve complex simulated error surfaces were produced 
for shifts in the x and y directions, thus the error was simulated for N = 6 
times. Drecki (2002) represented an attribute uncertainty through square 
technique that is by some means similar approach to the described one. 

 

 
Fig. 7.9. One of the N = 6 MC simulations of selected land uses from the 
JMT28.8. A random distribution surface represents absolute values between coor-
dinates shifted in the x and y directions. Brighter areas mean larger shifts. Contour 
lines support shaded surface – higher density lines represent conversion between 
different locally systematic errors. The autocorrelated arrangement of square 
polygons with 200 m sides presents possible distortions of land use data due to 
shifts. Where squares are connected, the local systematic error is constant; else-
where it is changing. Individual land use areas are therefore continuously de-
formed and shifted. Little or no random error is expected within the square 
boundaries. Some parts of the squares are cut off owing to edges of the land use 
areas. 

The second approach to the second principle is similar to the first ap-
proach, but instead of squares as vector polygons, denser grid points were 
produced to simulate a grid-based land use error distribution surface. The 
simulations were visualised in a variety of ways. To illustrate, Figure 7.10 
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presents the sequence and Figure 7.11d presents the effective fuzzification 
of the summed-up simulation fields. Where possible, the particular land 
use category is presented by contrast of a particular colour. 

 

 
Fig. 7.10. Original land use based on JMT28.8 (in a frame) and N = 6 simulations 
from the error model (area of 7.5 by 12 km). 

The described simulation procedures and visualisations of the both prin-
ciples (as seen as integrated visualisation in Fig. 7.11) provide better com-
prehension and cause other error effects to be factored into the error distri-
bution models. 

4 Discussion of the Results 

In this research an alternative strategy for the evaluation of data quality 
was introduced. The classical strategy relies on knowledge of original pro-
cedures for data acquisition, and consequently, on the expected quality of 
sources and the final product – maps or other spatial data sets. The avail-
ability of a high quality metadata determines the suitability of a data 
model. For the classical strategy we may be familiar with error distribution 
models that can vary depending on the procedures for data acquisition and 
processing: measurements, generalisation, digitisation, attribution (land 
use categories), etc., or due to different data features (Peterca et al. 1974, 
Robinson et al. 1995; Khorram et al. 1999). For insight into data and their 
quality (or even into the data model and its quality), simulations of such 
error distribution models may not be needed. Standardised statistical tests 
of actual data quality can be relatively easily applied and evaluated. Never-
theless, those tests can show a distorted understanding of the product with-
out effective visualisation. Additionally, understanding and correcting 
some effects (errors) that can appear by more thorough investigations 
and are probably not due to the well defined data model, may also be 
necessary. 
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(a)            (b)  

   
(c)            (d) 
Fig. 7.11. Presentations of JMT28.8 using square polygons with 200 m sides. The 
example (a) shows squares and land use before simulation, and, after a single 
simulation; (b) squares with assigned land use; (c) squares in combination with N 
= 100 simulated lines of the land use boundaries (grey); and (d) squares with the 
assigned land use in combination with land use before simulation; higher contrast 
indicates the overlay of both (area of 7.5 by 12 km). 
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Our alternative strategy relies on acquiring knowledge of the data and 
their quality and, when necessary, on data models and their quality as well 
(as data models for older data are not clear). It is a supplement to the clas-
sical strategy. Our strategy is suitable for evaluation of very complex data 
for which we don’t have much preliminary knowledge, and for which we 
also don’t have any reliable reference comparison data, for example, the 
historical maps presented in this study. In such cases we can not easily re-
construct a reliable data model or build the error distribution model. Our 
proposition was that effective visualisation and iterative processes that in-
clude quantitative and qualitative methods can help to solve these prob-
lems. Even more, when the classical strategy is not feasible, we can apply 
as many steps as possible of our iterative strategy (methodology) for any 
data source. In the following list, steps 1–2 and 6–8 are supplemented to 
the classical strategy: 

1. Acquire knowledge (basic metadata) of the history, surveying and 
mapping techniques, surveyor group, past physical and human 
landscape, etc. using different qualitative sources, for example books 

2. Define and describe the data models and try to understand their quality 
(using historical maps) 

3. Acquire data (digitised historical maps) with georeferencing or 
transformation with known parameters, and vectorisation of selected 
features (land use) (standard routine) 

4. Perform statistical quality control (of historical maps) and analysis of 
techniques (standard routine) 

5. Apply alternative quantitative and especially qualitative (visual) 
methods for an improved understanding of the data (historical maps 
and acquired land use) (see Wood and Fisher 1993; Burrough and 
McDonnell 1998; Podobnikar 2005) 

6. Propose a hypothesis for the error distribution models based on data 
quality parameters. The classification of the proposed distributions 
came from steps 1 and 5, together, rather than from step 4 alone 

7. Apply MC methods for simulating the proposed (positional) error 
distribution model, described statistically 

8. Classify and visualise the error by means of fuzzy set theory; obtain a 
better data and error distribution model 

9. Correct georeferencing, if necessary 
 

We propose additional steps towards the spatial analyses of different 
data sets, which were not described in this paper. These steps may 
independently extend both the classical and our alternative strategy: 

10. Eliminate any more complex systematic errors that are discovered 
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11. Apply a common (standardised) data model for all data sets and 
homogenise them (land uses acquired from historical maps of different 
ages) following from step 2 (see Fig. 7.12) 

12. Implement reliable spatial analyses in GIS that may include fuzzy 
boundaries or fuzzy transition areas for handling (for example land use, 
derived from different historical maps) 

 

 
(a)     (b)       (d) 
Fig. 7.12. (a) JMT28.8, (b) TK25 and (c) contemporary orthophoto (upper row) 
and associated land use data (lower row) presented on area of 4.2 by 3 km. 
Besides temporal changes of land use, positional accuracy increases significantly 
with time, considering unique scale. How accurate should a common data model 
be (nominal ground) for the mutual spatial analysis in GIS? 

We now turn to a more detailed discussion of simulation methods. Al-
though other data quality elements were evaluated, we focused on posi-
tional ones. For randomisation of the possible and proposed error distribu-
tions, powerful MC simulation methods were applied. Three principal 
types of error distributions were proposed: random, locally systematic, and 
systematic with the limit at the gross error. They were applied within two 
main principles: vector boundary simulation and continuous surface simu-
lation. The first principle was applied to the land use data with 100 repeti-
tions, using an appropriate correlation coefficient between neighbour vec-
tor nodes, addressing random or systematic error. Then followed a 
rasterisation, and summing up all the data sets by means of two ap-
proaches: lines presented as fuzzy boundaries and polygon areas presented 
as fuzzy transition zones. Similarly, the second principle, continuous sur-
face simulation, comprised two approaches. Both required attributing the 
planar shifts to account for the randomly distributed continuously varying 
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error surface that was produced. The shifts were then applied to the land 
use data and simulated with six repetitions using two approaches: as poly-
gons with square areas having 200 m sides and as grid points that were 
summed up as fuzzy areas with fuzzy borders. The two principles pro-
duced different views of possible positional error distribution models, es-
pecially in the areas where we couldn’t easily acquire quality parameters. 
Continuous surface simulation of error distribution, especially, seems to be 
a very powerful solution. It can be easily combined with other simulated 
surfaces that present other characteristics or with errors that are inherent in 
the land use data set. Actually, the error models are only generalisations 
and minor possible approximations of the real world complexity. For more 
complex and reliable simulations, more knowledge of the error distribution 
is needed. 

The JMT28.8 maps and derived land use data were analysed in greater 
detail. Figures 7.6–7.7 and 7.9–7.11 visualise fuzzy borders and transition 
areas between land use classes that can occur in the unsettled areas that 
were not precisely surveyed in the 18th century, and consider less 
objective and precise digitisation of land use from the georeferenced map 
sheets. Visualisation of fuzzy features and other presentations of 
simulations were considered to be more illustrative than simple epsilon-
bands, and significantly more illustrative than presentations of statistical 
evaluations by numbers that present quality. 

5 Conclusions 

Spatial phenomena are not easily transformable to information based on 
spatial data models in terms of a reliable interaction between spatial 
positions and attributes in GIS. Different data models may perhaps have 
been used during data updates in the past. Later, the producers might have 
semantically understood differently or even incorrectly the topical data 
models for particular data during their lifetime. This can mask issues of 
model quality and data quality. The most important output of this research 
was to recommend that simulation and visualisation methods be included 
within the proposed alternative strategy to increase the knowledge and 
understanding of the spatial data and the processes that underlie them, 
from the first ideas via abstraction for establishing a data model, to 
realisation of the data. 

There are several difficulties with the use of the data sets in this study of 
historical maps and derived land use data. The more obvious ones are posi-
tional and thematic. In addition, temporal accuracy/error might be important, 
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especially when the mapping took place over a longer period. The problem 
is more evident when we want to use two data sources from nearly the 
same period but from neighbouring countries to acquire homogeneous land 
use data. Even with contemporary data an associated problem may occur; 
owing to the long-standing legacy of measurements of the features, many 
traces (and errors) were propagated from the older data (maps). Therefore 
the actual data products are a kind of collage. Using spatial data of varied 
quality as an input for reliable mutual spatial analysis may be a poor deci-
sion if heterogeneity and uncertainties of the data are not successfully re-
solved. But, unfortunately, describing the quality of such data can be a 
complex task. Some more types of errors were partly uncovered and re-
solved within this paper’s proposed strategy. 

To increase understanding of the data models and their applicability to 
historical maps, MC simulation methods were applied. The simulations 
were based on three proposed stochastically-described positional error 
models. The understanding of many aspects of the data’s nature was 
increased with visualisation of possible error distributions. Effective 
visualisations seem to be more useful to the experienced operator than just 
pure numerical outputs. A whole methodology of getting experiences from 
studied data sets was introduced within an alternative strategy for 
evaluation of data quality. It includes a “classical” one, but instead of just 
standard outputs, more efforts were invested into considerably deeper 
knowledge of data and the processes carried out on them. 

Explanation and objectification of more complex but significant 
phenomena hidden within spatial data is a great challenge for the 
expansion of this study. We proved that a more effective research method 
is to study particular problems on the actual applications using real 
datasets, rather than try to generalise a theory again – applying iterative 
and so called abductive approaches. A successful study should be 
supported by other aspects, even by in situ observations, admitting the 
capabilities of researchers for objective interpretations of the problems. 
This can result in a distinct improvement in the quality of the data and 
metadata (knowledge) suitable for spatial studies. Thus the procedures for 
consistent analyses can be significantly simplified, making the concept 
clearer and the process more effective. In extreme circumstances, when 
high quality data and a perfect overview of the situation is available, an 
equivalent reliable simplified solution may be found. 
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CHAPTER 8 
 
 
Global Morphometric Maps of Mars, Venus, 
and the Moon 

Igor V. Florinsky 

Institute of Mathematical Problems of Biology, Russian Academy of 
Sciences, Pushchino, Moscow Region, Russia 

Abstract 

The paper examines capabilities of digital terrain modelling to analyse to-
pography of Mars, Venus, and the Moon at the global scale. Digital eleva-
tion models with a resolution of 30 arc-minutes were used as initial data. 
Fifteen local, regional, and combined topographic variables were for the 
first time calculated and mapped for the entire surface of the celestial bod-
ies. In terms of geomorphological and geological interpretation, the most 
useful were maps of horizontal and vertical curvatures as well as catch-
ment and dispersive areas. On catchment area maps of Mars and Venus, it 
was possible to detect several helical structures encircling the planets from 
pole to pole. Their origin may be connected with palaeorotational plane-
tary stresses. A map of topographic index may be used to study the spatial 
distribution of the water ice deposits in the Martian soil. 

 
Keywords: digital terrain modelling, surface, geology, planet 
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1 Introduction 

Topography, resulting from endogenous and exogenous geophysical proc-
esses of various spatial and temporal scales, carries information both on 
these processes and target properties. This has led geoscientists to use 
morphometric analysis at different scales. At present, digital terrain model-
ling is the basis for investigations of this kind (Moore et al. 1991; Florin-
sky 1998a; Wilson and Gallant 2000). 

Digital terrain models (DTMs) are widely used in research of the planets 
of the Earth group, satellites, and asteroids, including refinements of the 
shape of a celestial body (Sadovnichy et al. 1991; Smith et al. 1997; Nyrt-
sov 2000), studies of the global and regional tectonic structures (Solomon 
et al. 1991; Zuber et al. 1994; Watters et al. 2001; Nimmo et al. 2003), 
prediction of the crust structure (Zuber et al. 2000; Wieczorek 2007), mod-
elling of lithospheric evolution (Smith et al. 1999; Byrne 2007) and mantle 
convection (Simons et al. 1994), statistical characterisation of the relief 
(Lucey et al. 1994; Barnouin-Jha et al. 2008), geomorphic mapping (Bue 
and Stepinski 2006), studies of volcanic (Neukum et al. 2004), glaciologi-
cal (Fishbaugh and Head 2001; Neukum et al. 2004), and erosional proc-
esses (Williams et al. 2005), modelling of impact structures (Cochrane and 
Ghail 2006), reconstruction of palaeohydrological events (Carr and Head 
2003) and palaeoclimatic conditions (Stepinski and Stepinski 2005), valley 
network detection (Jenson 1991; Molloy and Stepinski 2007), and selec-
tion of landing sites (Kirk et al. 2003). 

Local topographic variables of the complete system of curvatures (Shary 
1995) and regional topographic variables (Speight 1974) are key parame-
ters of geomorphometry. However, they have not been used in planetary 
studies at the global scale. A recent analysis of the Earth’s global topogra-
phy demonstrated the usefulness of these attributes (Florinsky 2008). This 
paper examines capabilities of digital terrain modelling to analyse the 
global topography of Mars, Venus, and the Moon. 

2 Materials and Methods 

The study was based on 30 arc-minute gridded global digital elevation 
models (DEMs) of Mars, Venus, and the Moon. A DEM of Mars (Fig. 
8.1a) was obtained from the Mars Orbiter Laser Altimeter Mission Ex-
periment Gridded Data Record (MOLA MEGDR) archive (Smith 2003) of 
the Mars Global Surveyor mission (Albee 2000). A DEM of Venus (Fig. 
8.1b) was compiled using data from two archives of the Magellan mission 
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(Saunders and Pettengill 1991), viz. Global Topography Data Record 
(GTDR) (Ford 1992) and Magellan Spherical Harmonic Models and Digi-
tal Maps (MSHMDM) (Sjogren 1997). A DEM of the Moon (Fig. 8.1c) 
was extracted from the Clementine Gravity and Topography Data (CGTD) 
archive (Zuber 1996) of the Clementine mission (Nozette et al. 1994). 

Each DEM included 260,281 points (721 by 361 matrices). Martian and 
Lunar elevations were presented with reference to related geoids (Zuber et 
al. 1994; Smith et al. 1999), while Venusian ones – with reference to the 
mean planetary radius (Rappaport et al. 1999). 

Any DEM includes high frequency noise leading to the derivation of 
useless, noisy digital models and unreadable maps of topographic variables 
(Florinsky 2002). The problem can be partially resolved by DEM smooth-
ing. One, two, and three smoothing iterations were applied to the DEMs 
using a 3 by 3 kernel with linear inverse distance weights. 

For Mars, Venus, and the Moon, digital models of fifteen topographic 
attributes were derived: twelve local variables (i.e., horizontal, vertical, ac-
cumulation, difference, ring, minimal, maximal, mean, Gaussian, un-
sphericity, horizontal excess, and vertical excess curvatures), two regional 
variables (i.e., catchment and dispersive areas), and a combined variable, 
topographic index (TI). Definitions, formulae, and interpretations of the 
variables can be found elsewhere (Florinsky 1998a; Shary et al. 2002). 

The method designed for a spheroidal trapezoidal grid (Florinsky 
1998b) was applied to calculate local variables. A spheroidal trapezoidal 
moving window was used in calculations. Its linear sizes depend on the 
latitude. Known formulae for the inverse geodetic problem (Vincenty 
1975; Morozov 1979, pp 178–179) were employed to estimate window 
sizes during calculations (Florinsky 1998b, 2008). These formulae were 
also applied to estimate window sizes and point weights during DEM 
smoothing. 

Calculation of regional variables from a DEM is based on logistic pro-
cedures, such as cell-to-cell flow line routing. These variables were de-
rived by a single flow line direction algorithm with preliminary filling of 
sinks (Martz and de Jong 1988) adapted for a spheroidal trapezoidal grid. 
In a given pixel, a catchment area equals a total area of pixels passed by 
flow lines arriving the given pixel. An elementary spheroidal trapezoidal 
area depends on the latitude; it can be estimated by the known formula 
(Morozov 1979, p 34). 

TI is a function of slope steepness and catchment area, that is, local and 
regional variable, correspondingly. Hence, for an spheroidal trapezoidal 
DEM, TI calculation is based on both of approaches described above. 
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Fig. 8.1. Elevation: (a) Mars, (b) Venus, and (c) the Moon 

To estimate linear sizes of an spheroidal trapezoidal window, standard 
values of the major and minor semiaxes of the Martian ellipsoid were 



Global Morphometric Maps of Mars, Venus and the Moon      175 

used: 3,396,190 and 3,376,200 m, correspondingly (Seidelmann et al., 
2002). Venus and the Moon were considered as spheres of 6,051,848 and 
1,738,000 m radii, correspondingly. The DEMs were processed as virtually 
closed spheroidal matrices. DTMs were derived from smoothed DEMs. 
DTMs had the resolution of 30 arc-minutes consisting of 721 columns by 
361 rows. 

It is undesirable to map a topographic variable with an equal-step quan-
tification of its values. This usually leads to information loss due to the 
large dynamic range of a digital model. To gain a better representation and 
understanding of global morphometric maps, DTMs were logarithmically 
transformed as follows (Eq. 8.1): 

( ) )101ln(sign' Θ+⋅Θ=Θ n , 

where Θ represents a topographic variable, n = 0 for regional variables, n = 16 for 
accumulation, ring, and Gaussian curvatures, and n = 9 for other attributes (Figs. 
8.2–8.5) 
 

This sort of transformation (Shary et al. 2002) allows one to hold ranges 
of positive and negative values of a variable (Figs. 8.2–8.3). TI was not 
transformed as its formula includes logarithm calculation. Catchment and 
dispersive areas were also mapped classifying their values into two levels 
(Fig. 8.7). The Plate Carrée projection was used to map all variables (Figs. 
8.1–8.7). DTM treatment was carried out with LandLord 4.0 (Florinsky et 
al. 1995). 

3 Results and Discussion 

3.1 General Geomorphometric Interpretation 

Global maps of topographic variables represent peculiarities of the mega-
relief of Mars, Venus, and the Moon in different ways, according to the 
physical and mathematical sense of a particular variable. 

Horizontal curvature (Fig. 8.2) delineates areas of divergence and con-
vergence of slope lines (positive and negative values, respectively) (Flo-
rinsky 1998a; Shary et al. 2002). These areas correspond to valley and 
ridge spurs (dark and light patterns, respectively), which form so-called 
flow structures.  

 

(  8.1)
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Fig. 8.2. Horizontal curvature derived from the 2-times smoothed DEMs: (a) 
Mars, (b) Venus, and (c) the Moon 
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Fig. 8.3. Vertical curvature derived from the 2-times smoothed DEMs: (a) Mars, 
(b) Venus, and (c) the Moon 
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Fig. 8.4. Catchment area derived from the 1-time smoothed DEMs: (a) Mars, 
(b) Venus, and (c) the Moon 
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Fig. 8.5. Dispersive area derived from the 1-time smoothed DEMs: (a) Mars, 
(b) Venus, and (c) the Moon 
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At the global scale, flow structures are most pronounced on Mars (Fig. 
8.2a). In particular, one can see flow structures, probably, of lava origin, 
beginning on slopes of Alba Patera and forming a huge fan in North Polar 
Basin (30°–75°N, 200°–310°E). There is a system of flow structures in-
coming to Utopia Planitia from Nilosyrtis and Protonilus Mensae and Ely-
sium Planitia and Mons (5°–70°N, 75°–150°E). On Venus, flow structures 
appear only slightly at the global scale (Fig. 8.2b). One can see them on 
the slopes of Beta Regio (15°–45°N, 270°–300°E). For the Moon, the 
horizontal curvature represents cellular-like patterns (Fig. 8.2c) resulted 
from a predominance of craters at the global scale. 

Vertical curvature (Fig. 8.3) is a measure of relative acceleration and 
deceleration of slope lines (positive and negative values, respectively) 
(Florinsky 1998a; Shary et al. 2002). At the global scale, vertical curvature 
maps show ‘mega-scarps’, such as edges of plains, basins, and mountains. 
For example, on the vertical curvature map of Mars (Fig. 8.3a), one can 
see borders of Hellas Planitia (30°–50°S, 50°–90°E), Isidis Planitia (10°–
25°N, 75°–100°E), Valles Marineris (10°–20°S, 270°–335°E), foothills of 
Olympus Mons (15°–20°N, 220°–230°E), Alba Patera (30°–50°N, 225°–
265°E), etc. Artemis Chasma (30°–45°S, 120°–145°E) and some other sur-
face features are pronounced on the vertical curvature map of Venus (Fig. 
8.3b). On the vertical curvature map of the Moon (Fig. 8.3c), one can see 
well-marked borders of Mare Serenitatis (15°–40°N, 10°–30°E), Mare 
Crisium (10°–20°N, 50°–70°E), etc. 

Catchment area measures an upslope area potentially drained through a 
given point on the surface (Florinsky 1998a; Shary et al. 2002). At the 
global scale, low values of the catchment area (Fig. 8.4) delineate ridges as 
black lines, while its high values show valleys as white lines and depres-
sions as light areas. On the catchment area map of Mars (Fig. 8.4a), one 
can see the planetary network of valleys and canyons. A large feature, 
Solis Planum (15°–30°S, 270°–290°E), and a plethora of smaller depres-
sions, predominantly craters, stand out. On the catchment area map of the 
Moon (Fig. 8.4c), one can see borders of Mare Orientalis (15°–25°S, 
255°–275°E), Mare Nubium (20°–25°S, 340°–350°E), etc. 

Dispersive area measures a downslope area potentially exposed by slope 
lines passing through a given point on the surface (Shary et al. 2002). At 
the global scale, high values of the dispersive area delineate mountains and 
highlands as light areas (Fig. 8.5). For example, the planetary network of 
ridges can be observed on the dispersive area map of Mars (Fig. 8.5а). 
Alba Patera (30°–50°N, 230°–260°E), Tharsis Montes (15°N–15°S, 230°–
260°E), and other surface features stand out. 

On all maps, recognisable artefacts are typical for polar regions (Figs. 
8.2–8.7). They were caused by a relatively low accuracy of description of 
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these areas in the databases used (MOLA MEGDR, GTDR, MSHMDM, 
and CGTD). Besides, CGTD systematic errors led to several meridian arte-
facts, such as stripes up to 5° wide (80°S–80°N, 155°E; 10°–60°N, 185°E; 
etc.), on Lunar maps of elevation, horizontal and vertical curvatures, and 
dispersive area (Figs. 8.1c, 8.2c, 8.3c, and 8.5c). The Venusian DEM was 
compiled combining data from GTDR and MSHMDM. These archives are 
marked by distinct resolution and accuracy. As a result, one can see sev-
eral linear artefacts – marks of this combination (e.g., 15°–55°N, 325°E; 
60°–80°S, 325°–355°E) on Venusian maps of elevation, vertical curvature, 
and catchment and dispersive areas (Figs. 8.1b, 8.3b, 8.4b, and 8.5b). 

 

 
Fig. 8.6. Mars, topographic index: (a) general map, and (b) TI values quantified 
into two levels 

There are also computational artefacts on maps of catchment and dis-
persive areas manifested as straight parallel lines predominantly in polar 
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regions (Figs. 8.4 and 8.5). They are well known artefacts of single flow 
line direction algorithms common for flat slopes (e.g., Liang and Mackay 
2000). However, the artefacts did not influence the perception of topog-
raphic features since the artefacts are situated within limited zones of the 
maps. 

3.2 Spatial Distribution of the Water Ice on Mars 
One of the topical problems of Mars studies is the elucidation of the spatial 
distribution of the subsurface water ice (Baker 2001; Cabrol and Grin 
2005; Kuzmin 2005; Mitrofanov 2005; Bandfield 2007). It is supposed that 
water ice (e.g., frozen groundwater, frozen and dust-covered lakes) may be 
located in the soil to a depth of 1–2 m (Boynton et al. 2002; Mitrofanov 
2005; Bandfield 2007). There are several global models for the spatial dis-
tribution of the subsurface water ice, particularly based on the neutron 
spectrometer data (Mitrofanov 2005). It was noted that the Martian topog-
raphy might theoretically control the spatial distribution of liquid water on 
the surface: atmospheric pressure exceeds a value critical for the existence 
of liquid water in some deep depressions (Tokano 2005). 

In hydrological studies, TI is used to model and predict the spatial dis-
tribution of soil moisture and depth to the saturation zone (Beven and 
Kirkby 1979; Quinn et al. 1995). High values of TI are typical for flat terri-
tories draining large upslope areas. The higher TI value, the higher a soil 
moisture content, and the less a depth to the saturation zone. 

Is it possible to use the global TI map of Mars (Fig. 8.6a) to predict the 
spatial distribution of subsurface water ice? To do this would require, at 
least, three assumptions. First, at the global scale, relief has varied only 
slightly after the finish of active tectonic processes responsible for the lat-
est large hydrological events on Mars, such as glacier melting and catas-
trophic flooding (Baker 2001). Relief changes due to exogenous (e.g., ero-
sion and aeolian) processes can be ignored at this scale. Second, soil water, 
groundwaters, and lakes turned from liquid into solid state on completion 
of active tectonic processes and, since that time, ice was preserved intact. 
Three, there is no ground ice derived from the atmosphere. 

If one may accept these assumptions, than TI map (Fig. 8.6a) may dis-
play the spatial distribution of subsurface water ice. The higher values of 
TI (the darker patterns), the higher an ice content in the soil and the less a 
depth of ‘the ice table’. Quantifying TI values into two levels (Fig. 8.6b), 
one can delineate regions where relief properties have formed prerequisites 
for the largest deposits of the subsurface ice. Among these are Solis 
Planum (15°–30°S, 270°–290°E), Isidis Planitia (5°–20°N, 75°–100°E), 
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several zones at Amazonis Planitia (20°–40°N, 175°–215°E) and Utopia 
Planitia (40°–50°N, 105°–130°E). 

It should be stressed that patterns of the TI-based prediction of the 
ground ice distribution differ essentially from those based on other data 
and models (Boynton et al. 2002; Kuzmin 2005). A further research (e.g., a 
comparative analysis of remotely sensed (Bandfield 2007) and TI data), 
should demonstrate if TI mapping was selected adequately to predict the 
spatial distribution of subsurface water ice on Mars. 

3.3 Global Helical Structures 
Classification of catchment area values into two levels allows one to 
display ridge networks of Mars (Fig. 8.7a), Venus (Fig. 8.7b), and the 
Moon (Fig. 8.7c). Analysing of the similar binary maps of the Earth, the 
author revealed five systems of double helical-like tectonic structures 
encircling the planet from pole to pole (Fig. 8.8). The structures are 
topographically expressed by patterns of the global ridge network. They 
are apparently associated with traces of palaeorotational planetary stresses: 
two double helices are in reasonable agreement with theoretically 
predicted traces of shear fractures, while another two double helices are in 
reasonable agreement with ideal traces of cleavage cracks. Various 
geological phenomena, such as fracturing, faults, as well as crystal and ore 
deposits are observed along the helical structures (Florinsky 2008). 

Question arises: are global helical structures unique for the Earth, or 
similar features may be observed on other planets of the Earth group and 
satellites? The catchment area maps of the celestial bodies (Fig. 8.7) were 
examined in detail. Attention was paid to lineaments running over the en-
tire globe or a hemisphere. Contrary to regional and continental linea-
ments, global ones are not manifested as uninterrupted linear patterns or 
their sequences. A global lineament may be visually detected due to traits 
of the image texture strung out along a line of some direction (Florinsky 
2008). 

The visual analysis allowed the author to delineate several global linea-
ments on Mars and Venus (Fig. 8.9). The global helical structures encircle 
the planets from pole to pole. The structures revealed are obviously helical 
zones rather than simply lines. Each helical zone transgresses regions dis-
similar in respect to their geomorphic and geological composition. 
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Fig. 8.7. Binary maps of the catchment area: (a) Mars, (b) Venus, and (c) the 
Moon. Maps of Mars and Venus were derived from the 2-times smoothed DEMs; 
the Moon map was derived from the 1-time smoothed DEM 
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 Fig. 8.8. Global helical structures of the Earth; the Plate Carrée projection (left), 
and polar stereographic projections for the Northern (centre) and Southern (right) 
hemispheres (Florinsky 2008) 

 
Fig. 8.9. Global helical structures: (a) Mars, and (b) Venus; the Plate Carrée 
projection (left), and polar stereographic projections for the Northern (centre) and 
Southern (right) hemispheres. Grey colour indicates areas located below datum  

The global lineaments revealed cannot be artefacts due to DEM errors, 
DEM treatment, or DEM grid geometry (Florinsky 2005). First, noise and 
errors usually have a random distribution in DEMs. Second, smoothing 
and derivation of topographic variables were carried out using local filters 
(n by n moving windows). Third, the grid geometry may amplify its own 
preferential directions: orthogonal (north-south, east-west) and diagonal 
(northeast-southwest, northwest-southeast). However, the structures de-
tected have (a) the global character relative to the DEMs, and (b) direc-
tions distinct from orthogonal and diagonal ones (Fig. 8.9). 

Thus, possible artefacts may be caused by a subjectivity of the visual 
analysis only. One may speculate that some automated tools (Fukue et al. 
1981; Takahashi 1981; Zlatopolsky 1992) should be used to reveal linea-
ments rather than the visual analysis. However, experiments demonstrated 
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that an ideal observer (Swets 1961) and the human visual system are 
marked by almost similar possibilities to recognise geometrical patterns on 
noisy binary images (Krasilnikov et al. 2000). Therefore, it is questionable 
whether an application of an automated tool could reveal radically differ-
ent lineaments. In the past, numerous geological studies have also demon-
strated that visual analysis of maps and remotely sensed data can be suc-
cessfully used to detect lineaments (Hobbs 1904; Lattman 1958; Shults 
1970; O’Leary et al 1976; Makarov 1981; Trifonov et al 1983). 

There is circumstantial evidence that global helical structures (Fig. 8.9) 
are not artefacts. First, some spiral structures have been documented for 
the Martian polar caps (Howard 1978, 2000; Fishbaugh and Head 2001). 
These are troughs and scarps 5–30 km wide and up to several hundreds 
kilometres long. Trough depths are up to 500–1000 m on polar caps edges, 
and 100–200 m near poles. Martian polar spiral structures are usually 
considered as an overall result of ice elastic deformations and sublimation 
influenced by katabatic wind flows, which are affected by Coriolis forces 
(Howard 1978, 2000; Weijermars 1985/86; Fisher 1993). 

Second, Slyuta et al. (1989) discovered a dense, regular network of 
dextral and sinistral spiral structures on radar scenes of the Northern 
hemisphere of Venus. These planetary structures are wound around the 
axis of rotation of Venus. They are topographically manifested as troughs, 
scarps, and depressions. Slyuta et al. (1989) believed that strong rotational 
forces had formed the network during the deceleration of Venus’s rotation. 
They suggested that the helical network is a relict feature, ‘imprint’ of 
ancient rotational stress fields, because the current rotation velocity of 
Venus is quite slow. The low intensity of erosion has allowed relict helical 
structures to persist on the Venusian surface. 

The author supposes that origin of global helical structures of Mars and 
Venus (Fig. 8.9) may be connected with palaeorotational planetary 
stresses. Detailed analysis of global helices of Mars and Venus is the 
objective of further studies. 

It is notable that global lineaments were not found on the catchment area 
map of the Moon (Fig. 8.7c). This may be connected with peculiarities of 
the rotational regime of the satellite. There is a hypothesis that a tectonic 
structure of a celestial body is generally controlled by parameters of its 
orbit(s) (Kochemasov 1999). Unlike planets having one orbit, satellites 
have two orbits. This increases a complexity or heterogeneity of a tectonic 
structure of a satellite as compared to a planet (Kochemasov 2006). The 
lack of topographically manifested helical structures on the Moon may be 
explained by this proposal (Kochemasov 2008, personal communication). 
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4 Conclusions 

The paper examines capabilities of digital terrain modelling to analyse 
global topography of Mars, Venus, and the Moon. For the celestial bodies, 
global digital models and maps of fifteen local, regional, and combined to-
pographic variables were derived. Global maps of topographic variables 
represented peculiarities of the relief in different ways, according to the 
physical and mathematical sense of a particular variable. A preliminary 
analysis demonstrated that the most useful were maps of horizontal and 
vertical curvatures as well as catchment and dispersive areas. The horizon-
tal curvature revealed flow structures, while the vertical curvature detected 
mega-scarps. Mapping of the catchment and dispersive areas delineated 
global networks of ridges and valleys. On binary maps of the catchment 
area, it was possible to detect several helical structures encircling Mars and 
Venus from pole to pole. Detailed interpretation of the tectonic helices is 
the objective of a further research. TI map may be used to study the spatial 
distribution of the water ice in the Martian soil. 

Relatively low accuracy of the initial data for Venus and the Moon 
limited the detection of topographic structures and interpretation of the 
morphometric maps. Considering current trends in the Solar system 
investigation, in the medium-term future one would expect the production 
of new global DEMs of Venus, the Moon, and other celestial bodies 
(Haruyama et al. 2008), which accuracy would be comparable with the 
DEM of Mars. 

The existed geological maps of Mars, Venus, and the Moon (U.S. 
Geological Survey 1972; Scott and Carr 1978; Ivanov 2008) can be 
integrated with the maps of topographic variables. They may be useful in 
solving various tasks of planetary science: to refine borders of topographic 
and geological structures, to describe them quantitatively, to analyse their 
spatial distribution over the planetary surface, etc. The use of digital terrain 
modelling in planetary studies can tangibly improve our knowledge about 
planets, satellites, and asteroids. 
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Abstract 

Extremely large data sets are now commonplace, and they are often visual-
ized through the World Wide Web. Scalability of web-based visualization 
techniques is thus a key issue. This paper investigates the scalability of 
four representative techniques for dynamic map generation and display 
(e.g., for visualizing geographic sources of web site hits): generating a sin-
gle composite map image, overlaying images on an underlying base map 
and two variants of overlaying HTML on a base map. These four tech-
niques embody a mixture of different display technologies and distribution 
styles (three server-side and one distributed across both client and server). 
Each technique was applied to 20 synthetic data sets of increasing size, and 
the data set volume, elapsed time and memory consumption were meas-
ured. The results show that all four techniques are suitable for small data 
sets comprising a few thousand points, but that the two HTML techniques 
scale to larger data sets very poorly across all three variables. 

 
Keywords: web mapping, scalability, dynamic map generation, visualization, 
geolocation, distribution style, World Wide Web, Google Maps 
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1 Introduction 

When administering a Web site, it is normal to analyze the nature of traffic 
to the site. Information on the geographic sources of traffic can be particu-
larly useful in the right context. For example, e-commerce sites might wish 
to determine the geographical distribution of visitors, so as to decide where 
best to target marketing resources. One solution is to plot visitors’ geo-
graphical locations on a map. Geographical information systems (GIS) 
were already being used for these purposes prior to the advent of the 
World Wide Web (Beaumont 1991), and it is natural to extend these ideas 
to online visualization of Web site traffic. Indeed, this is a classic example 
of applying geographic visualization techniques to data sourced from the 
“virtual world” (Kitchin and Dodge 2002, p 344). 

However, scalability is an issue for such visualizations, with rapid 
growth in both Internet traffic and data collected leading to potentially 
very large data sets (Andrienko et al. 2005, p 107), which are commonly 
accessed via the Web. Multi-terabyte data warehouses are now common-
place (Babcock 2006), and the data set underlying Google Earth (a Web-
based application) comprises at least 70 terabytes of raw images and 500 
gigabytes of index data (Chang et al. 2006; Bar-Zeev 2007). Even a mod-
erately busy Web site can easily generate millions of hits—and thus mega-
bytes of data—per day. This implies a strong need for scalable techniques 
to visualize such data on the Web; an issue that no Web cartographer 
should ignore. 

Despite the clear importance of scalability in this context, there appears 
to have been little work on testing the performance bounds of the many 
Web-based cartographic visualization techniques. Ideally, a technique 
should not only efficiently fulfil the task of plotting data points on a map, 
but also provide tangible benefits to end-users. Scalability is a key issue 
for Web applications in general (Offutt 2002, p 28), and for online activity 
visualization in particular (Eick 2001, p 50), so techniques that can scale to 
a large number of points are of particular interest. 

In this paper we investigate the scalability of four representative tech-
niques (server-side image generation, server-side image overlay, server-
side HTML overlay and distributed HTML overlay, as exemplified by 
Google Maps) for online Web visualization of the geographic sources of 
downloads from a web site. General background information about the re-
search and the general classes of technique available is provided in Sect. 2, 
and the selection process and details of the techniques chosen for testing 
are discussed in Sect. 3. 
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The scalability of the four techniques was tested to determine how well 
each technique handled large numbers of data points. A series of experi-
ments was conducted on each technique with progressively larger synthetic 
data sets, and the data set volume, elapsed time and memory consumption 
were measured. The experimental design is discussed in Sect. 4. 

Informal testing suggested that the server-side image generation and 
server-side image overlay techniques would scale best. This was borne out 
by the results of the experiments, which show that both techniques scale 
well to very large numbers of points. The other two techniques proved rea-
sonable for less than about 500–1,000 points, but their performance dete-
riorated rapidly beyond this. The results are discussed in Sect. 5. 

The intent of the experiments was not to identify statistically significant 
differences in performance across the four techniques. It was expected that 
variations across techniques would be reasonably clear-cut, and the ex-
periments were designed to test this expectation. However, the two best 
performing techniques, server-side image generation and server-side image 
overlay, produced very similar results, so a more formal statistical analysis 
of these techniques may be warranted. This and other possible future direc-
tions are discussed in Sect. 6. 

2 Background 

This current research arose from implementing a digital institutional re-
pository for the University of Otago School of Business1 in November 
2005 (Stanger and McGregor 2006, 2007), using the GNU EPrints reposi-
tory management software2. This repository quickly attracted interest from 
around the world and the number of abstract views and full text downloads 
steadily increased. There was great interest within the University in track-
ing this traffic, particularly with respect to the geographic sources of hits. 
The EPrints statistics software developed at the University of Tasmania 
(Sale and McGee 2006) proved useful in this regard, providing detailed 
per-eprint and per-country download statistics, as illustrated in Fig. 9.1. 
However, while the display in Fig. 9.1 provides an ordered ranking of the 
total hits from each country, it does not include detail below the country 
level, despite having the data to do so. More importantly, it does not visu-
alize the spatial distribution of hit sources around the globe. The author 
therefore explored techniques for plotting hit data onto a world map, so as 
to provide a more cartographic view of the data. 

                                                      
1 http://eprints.otago.ac.nz/ 
2 http://www.eprints.org/ 
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Fig. 9.1. An example of the by-country display generated by the Tasmania statis-
tics software 

The Internet has enabled unprecedented access to large data sets. Public 
access to all kinds of data is now the norm, but effective and equitable ac-
cess requires lightweight, accessible tools without excessive computing re-
source or user training needs. This has been an issue with, for example, the 
development of Web-based public participation GIS (Kingston 2002, pp 
108–109) and Web mapping applications (Zhao and Shneiderman 2005, pp 
414–415). In this research, therefore, preference was given to techniques 
that could be used in a modern Web browser without additional client 
software, so as to cater to the widest possible audience and reduce the im-
pact of wide variation in client hardware and software environments (Of-
futt 2002, pp 27–28). 

There have been several prior efforts to geographically visualize Web 
activity. Lamm et al. (1996) developed a sophisticated system for real-time 
visualization of Web traffic on a 3D globe, but this required a virtual real-
ity environment, thus limiting its general applicability. Papadakakis et al. 
(1998) described a similar system called Palantir, which ran as a Java app-
let within a Web browser. Dodge and Kitchin (2001) describe several other 
similar systems for mapping Web and Internet traffic. 

These early systems suffered from the limitation that there was no pub-
lic infrastructure for geolocating IP addresses (that is, translating them into 
geographic coordinates). They generally used whois lookups or parsed 
the domain name in a crude attempt to guess the country of origin (Lamm 
et al. 1996). Locations outside the United States were typically aggregated 
by country and mapped to the capital city (Lamm et al. 1996; Papadakakis 
et al. 1998; Jiang and Ormeling 2000). Reasonably accurate and detailed 
databases were commercially available (Lamm et al. 1996, p 1466), but a 
lack of public access limited their utility. 
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Things have improved in recent years with the advent of freely available 
and reasonably accurate geolocation services (e.g., Maxmind3 and 
IP2Location4) with worldwide coverage and city-level resolution. For ex-
ample, Maxmind’s free GeoLite City database claims “69% accuracy on a 
city level for the US within a 25 mile radius” (Maxmind 2008). Their 
commercial GeoIP City database claims 81% accuracy for the same pa-
rameters. 

The techniques used by these prior systems can generally be divided 
into two classes. Those of the first class generate a single bitmap image by 
programmatically plotting points onto a base map image; the composite 
map image is then displayed at the client. Such techniques shall henceforth 
be referred to as single-layer techniques. Techniques of the second class 
return a base map image plus one or more overlays of plotted points. The 
overlay(s) and the base map are composited at the client. This is analogous 
to the multiple layer construct long used in GIS to arrange data of like 
geometric type and theme (Longley et al. 2005). This class of techniques 
shall henceforth be referred to as multi-layer techniques. 

Both classes are used in the aforementioned systems, but multi-layer 
techniques appear more prevalent. For example, Palantir used a multi-layer 
technique, in which a client-side Java applet overlaid graphic elements 
onto a base map image retrieved from the now-defunct Xerox online map 
server (Papadakakis et al. 1998). A more recent example is the Google 
Maps API (Google 2008), which enables Web developers to easily embed 
interactive maps within Web pages using client-side JavaScript. Google 
Maps uses a dynamic multi-layer technique that has become feasible with 
the recent widespread browser support for CSS (Cascading Style Sheets) 
positioning and Ajax (Asynchronous JavaScript and XML) technologies 
(Garrett 2005). 

Multi-layer techniques enjoy a particular advantage over single-layer 
techniques, as they can provide a more flexible GIS-like interaction with 
the map, with multiple layers that can be activated and deactivated as de-
sired. This could explain why such techniques are more common in the lit-
erature. However, many Web-based multi-layer techniques rely either on 
the installation of additional client-side software, or on more recent Web 
technologies such as CSS and Ajax (Zhao and Shneiderman 2005, p 414). 
Single-layer techniques typically do not rely on these things, so they 
should be portable to a wider range of environments. 

Each technique comprises a specific technology or collection of technolo-
gies (such as transparent bitmap overlays + CSS positioning), implemented 

                                                      
3 http://www.maxmind.com/ 
4 http://www.ip2location.com/ 
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using a specific distribution style. For example, one single-layer technique 
might be implemented completely server-side while another might use a 
mixture of server-side and client-side processing. Multi-layer techniques 
may also adopt different distribution styles, and the overlays might take 
the form of transparent images, absolutely positioned HTML elements, 
dynamically generated graphics, etc. 

The wide variety of available techniques raises the question of which 
are most suitable for visualizing large data sets. For example, at the time of 
writing the Otago EPrints repository had been accessed from over 123,000 
distinct IP addresses, each potentially representing a distinct geographical 
location. Informal testing suggested that a single-layer composite map im-
age performed well with this volume of data, taking at most a few seconds 
to load and display, whereas Google Maps took several minutes to load 
and display a map containing only a few thousand points. 

For the experiments described here, the range of techniques was first 
narrowed down to just four: server-side image generation, server-side im-
age overlay, server-side HTML overlay and distributed HTML overlay 
(using Google Maps). The selection process and details of the techniques 
chosen are discussed next. 

3 Technique Selection 

In this section the four techniques chosen for testing are discussed in more 
detail, along with the reasons for choosing them. First, the impact of distri-
bution style on the choice of technique is discussed. This is followed by a 
brief examination of how each technique works in practice, its implemen-
tation requirements, its relative advantages and disadvantages, and any 
other issues peculiar to the technique. 

3.1 Distribution Style 

Wood et al. (1996) and MacEachren (1998) identified four distribution 
styles for Web-based geographic visualization software. The data server 
style is where the server only supplies raw data, and manipulation, display 
and analysis all take place at the client, so this is primarily a client-side 
processing model, as illustrated in Fig. 9.2a. Palantir implemented a multi-
layer technique using this distribution style (Papadakakis et al. 1998), by 
means of a Java applet running at the client. The data server distribution 
style can provide a dynamic interactive user experience, but clearly re-
quires support for executing application code within the Web browser, 



Scalability of Techniques for Online GeoVisualisation of Web Site Hits     199 

using technologies like JavaScript, Java applets or Flash. JavaScript is now 
integrated into most browsers, but neither Java nor Flash can be guaran-
teed in a typical browser installation. Java- or Flash-based data server 
techniques are therefore not considered, but JavaScript-based data server 
techniques (such as that used by Google Maps) are feasible. 

(a) Data server        (b) Image server 

(c) Model interaction environment        (d) Shared environment 

Fig. 9.2. Distribution styles for Web-based geographic visualization (Wood et al. 
1996); F = filtering, M = mapping, R = rendering 

Conversely, the image server style is where the display is created and 
manipulated entirely at the server and the client is only a passive viewer, 
so this is primarily a server-side processing model, as illustrated in Fig. 
9.2b. Techniques that use this style require no additional client-side soft-
ware, but the resultant visualization can be static and non-interactive 
(Cammack 1999, p 159), as it is typically a simple bitmap image. 

The model interaction environment style is where a model created at the 
server can be explored at the client, as illustrated in Fig. 9.2c. MacEachren 
(1998) calls this the “3D model interaction” style, but this does not really 
fit the current context. Wood et al. (1996) originally applied this distribu-
tion style to VRML models for GIS applications, but it could be applied to 
any interactive model that is generated at the server, then downloaded to 
and manipulated at the client. “Model interaction environment” therefore 
seems a more appropriate name. The distinguishing feature of this style is 
that there is no ongoing interaction between client and server after the 
model has been downloaded. The downloaded model can be dynamic and 
interactive, but changing the underlying data requires another round-trip to 
the server to generate a new model. Similar restrictions apply to techniques 
using this style as to the data server style, so Java- and Flash-based model 
interaction environment techniques are not considered, along with solu-
tions like VRML or SVG that require browser plug-ins (although native 
SVG support is appearing in some browsers). 
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Finally, the shared environment style is where data manipulation occurs 
at the server, but control of that manipulation, and rendering and display 
all occur at the client, as illustrated in Fig. 9.2d. This is essentially the 
model interaction environment style plus a feedback loop from client to 
server, thus enabling a more flexible, dynamic interaction. Ajax technolo-
gies can support this kind of distribution style, for example, Sayar et al. 
(2006) used Ajax to integrate Google Maps into existing GIS visualization 
Web services. Specific shared environment techniques can be eliminated 
from consideration based on the same criteria applied previously (e.g., no 
Java- or Flash-based techniques). 

3.2 Single-layer Techniques 

Single-layer techniques directly plot geolocated IP addresses onto a base 
map image, and then display the composite image at the client. A typical 
example of the output that might be produced is shown in Fig. 9.3. Such 
techniques require software to programmatically create and manipulate 
bitmap images, and to transform latitude/longitude coordinates into pro-
jected map coordinates. 

 

 
Fig. 9.3. Sample output from the (single-layer) server-side image generation tech-
nique; the base map is from the CIA World Factbook (2008) 

Single-layer techniques could use any of the distribution styles dis-
cussed in Sect. 3.1. However, all but the image server style would require 
additional client-side software for generating images and performing pro-
jection transformations, so only single-layer techniques using the image 
server distribution style (or server-side image generation techniques) are 
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considered here. For this research, the author chose a representative server-
side image generation technique using the GD image library5 and the 
PROJ.4 cartographic projections library6. 

Server-side image generation techniques provide some distinct advan-
tages. They are simple to implement and quickly produce the final image. 
They are also bandwidth efficient (Cammack 1999, p 159), as the size of 
the final image is determined only by its pixel count and compression 
method, not the number of points plotted. The volume of data sent to the 
client should therefore remain relatively constant across data sets. 

Server-side image generation techniques have some disadvantages, 
however. First, a suitable base map image must be acquired. This could be 
generated from a GIS or licensed from a third party (raising possible copy-
right issues). Second, the compression method used for the composite map 
can impact visual quality. Lossy compression methods such as JPEG can 
make points plotted on the map appear fuzzy or “muddy”, even at high 
quality levels. Lossless compression methods such as PNG avoid this, but 
can produce larger files. Finally, it is harder to provide interactive map 
manipulation with server-side image generation techniques (Cammack 
1999, p 159), as the output is a static image. Anything that changes the 
map content (such as panning or hiding points) will force regeneration of 
the entire image. Limited zooming is possible with a very high-resolution 
base map image. 

3.3 Multi-layer Techniques 

Multi-layer techniques indirectly plot points onto the base map by means 
of one or more independent overlays. This provides a significant advantage 
over single-layer techniques by providing multiple layers that can be indi-
vidually manipulated. This is like the multi-layer functionality of a GIS, 
providing effective interactive visualizations of geographic data (Wood et 
al. 1996; MacEachren 1998). 

Until relatively recently, implementing multi-layer techniques would 
likely have required additional client-side software, but most modern 
browsers now support absolute positioning of HTML elements using CSS. 
This enables the creation of overlays using nothing more than HTML, CSS 
and a few bitmap images. The author has identified two main multi-layer 
techniques, which can be termed image overlay and HTML overlay. 

                                                      
5 http://www.boutell.com/gd/ 
6 http://www.remotesensing.org/proj/ 
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An image overlay comprises a transparent bitmap image into which 
points are plotted, which is then overlaid on the base map image (Golub 
and Shneiderman 2003), producing results essentially identical to Fig. 9.3. 
The overlay image must be in either PNG or GIF format, as JPEG does not 
support transparency, but the overlay image compresses extremely well 
because it is mostly “white space”. This also eliminates the image quality 
issue noted earlier. The size of the image overlay should be roughly, but 
not directly, proportional to the number of points plotted. 

As noted in Sect. 3.2, generating images at the client requires additional 
software, so only the data server distribution style will be considered here 
for image overlays (i.e., server-side image overlay). That is, both the base 
map image and the overlay(s) are generated at the server. 

An HTML overlay comprises a collection of HTML elements corre-
sponding to the points plotted, positioned over the base map image using 
CSS. One option is to use <IMG> elements to place icons on the base map, 
which is the approach adopted by Google Maps (see Fig. 9.4). Another op-
tion is to use appropriately sized, colored and positioned <DIV> elements, 
again producing results essentially identical to Fig. 9.3. 

 

 
Fig. 9.4. Sample output from the (multi-layer) Google Maps technique 

HTML overlays may be generated at either the server or client, and do 
not require additional client-side software, because only HTML (i.e., text) 
is being generated. This can be achieved using client-side JavaScript, so 
HTML overlays can use any of the distribution styles discussed in Sect. 
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3.1. Two representative HTML overlay techniques were adopted for the 
experiments: server-side HTML overlays (image server distribution style) 
and distributed HTML overlays (data server distribution style). The latter 
is exemplified by Google Maps, so from now on we shall refer to this 
technique as “Google Maps”, to distinguish it more clearly from server-
side HTML overlays. Since Google Maps uses <IMG> elements, <DIV> 
elements were used for the server-side HTML overlay. 

Server-side HTML overlays are simple to implement: all that is required 
is code to perform projection transformations and generate corresponding 
<DIV> elements. Google Maps (Google 2008) is a more complex proposi-
tion. It uses the data server distribution style, running JavaScript within 
the client browser to manipulate the base map and its overlays. Data and 
map images are requested asynchronously from the server as needed. (This 
latter point may seem to imply that Google Maps uses the shared environ-
ment rather than the data server distribution style. However, with Google 
Maps the server is merely a passive supplier of data and does not generate 
or manipulate the map.) 

The primary advantage of Google Maps is the rich functionality it pro-
vides for map generation and interaction. Users may pan and zoom within 
broad limits. Satellite imagery and terrain layers are also available. Details 
about each point can be displayed in callouts, as shown in Fig. 9.4. Google 
Maps also has a proven record for visualizing and managing network re-
sources, such as worldwide computing grids (Gibbins and Buyya 2006). 

However, Google Maps also has some significant disadvantages7. First, 
it is a distributed application, making it complex to implement, test and 
debug (Enslow 1978; Bates 1995). Second, the web server must have a 
registered API key, which is verified with Google every time a page at-
tempts to use the API. The client must also connect to Google’s servers to 
download the JavaScript code, meaning that an active Internet connection 
is essential even when client and server are running on the same machine. 

The most significant disadvantage of all HTML overlay techniques (in-
cluding Google Maps), however, is that the size of the overlay is directly 
proportional to the number of points, so a very large data set will generate 
an even larger amount of HTML (Cammack 1999, pp 158–159). Large 
data sets may therefore cause excessive browser memory consumption, 
implying that these techniques will not scale well at the high end. How-
ever, they may still be appropriate for small data sets that require interac-
tive manipulation. Encoding methods such as that suggested by Zhao and 
Shneiderman (2005) may also help. 

                                                      
7 Interestingly, the Google Earth application addresses many of these issues, but 

since it is not a browser-based solution it is not considered here. 
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4 Experimental Design 

A series of experiments was undertaken to test the scalability of the four 
chosen techniques, using a collection of progressively larger synthetic data 
sets. The first data set comprised one point at the South Pole. A regular 
grid of points at one-degree intervals was constructed by incrementing lati-
tude and longitude, with each data set twice the size of its predecessor. A 
total of twenty-one data sets were created, ranging from one to 1,048,576 
(=220) points. A plot of the 16,384-point data set is shown in Fig. 9.5. 

We must immediately acknowledge that the map in Fig. 9.5 will proba-
bly seem quite bizarre to most cartographers. Certainly this is not a realis-
tic use case, and a real application would at the very least use a density re-
duction method such as a common dot map (Dent 1990). However, the aim 
of these experiments was explore the boundaries of performance for Web 
mapping applications, and it makes no difference computationally how 
data points are geographically distributed. For a given technique, 16,384 
points will take the same time to plot regardless of their location, so the re-
sults of the experiments can be generalized to any data set. We chose syn-
thetic data sets as they were easier to generate and their parameters could 
be tightly controlled. 

 

 
Fig. 9.5. The 16,384-point synthetic data set plotted on the base map 

The grid spacing used meant that 64,800 points “filled” the entire map, 
so the five largest data sets had many overlapping points. This is normal 
for real download data, as there are often multiple hits from the same 
location, but note again that in a real application we would aggregate 
these duplicates in some way. 



Scalability of Techniques for Online GeoVisualisation of Web Site Hits     205 

The focus on scalability implied key variables of page load time (subdi-
vided into time taken to generate map data, time taken to transfer map data 
and related material to the client across the network, and time taken by the 
client to display the map), browser memory consumption and volume of 
data generated (which impacts on both storage and network bandwidth). 

Unfortunately, as noted in Sect. 3.3, Google Maps requires an active In-
ternet connection, so the experiments could not use an isolated network. 
Local network traffic was thus a potential confounding factor, which was 
eliminated by running both server and client on the same machine8. This 
also enabled independent measurement of data generation and page display 
times, thus simplifying the data collection process and ensuring that the 
client and server processes did not unduly interfere with each other. 

Internet performance could arguably still have a confounding effect on 
Google Maps, but this would likely only affect the initial API download 
(about 235 kB), which would be locally cached thereafter. API key verifi-
cation occurs on every page load, but the data volume is very small, so it is 
less likely to be affected by Internet issues. Any such issues would be im-
mediately apparent, as it would simply block the server from proceeding. 

For each data set, its size, the time taken to generate it, the time taken to 
display the resultant map in the browser, and the amount of real and virtual 
memory consumed by the browser were recorded. It was also intended to 
measure server memory consumption, but this proved difficult to isolate, 
and was dropped. Each test was run up to twenty times, where feasible, to 
compensate for random variations; some tests were run fewer times be-
cause they took an excessive amount of time. Testing for a technique was 
generally halted when a single test run took longer than about five minutes, 
as by then performance had already deteriorated well beyond usable levels. 
The Web browser was shut down and reloaded before each group of tests. 

4.1 Technique Implementation 

As noted in Sects. 3.2 and 3.3, the server-side image generation, server-
side image overlay and server-side HTML overlay techniques were all im-
plemented using the image server distribution style, while the Google 
Maps technique was implemented using the data server distribution style. 

Fig. 9.6 shows the overall architecture for the implementation of each 
technique. Browser requests were handled by a server-side combination of 
PHP and Perl scripts that generated an appropriate response for each 

                                                      
8 A Power Macintosh G5 1.8 GHz (single processor) with 1 GB RAM, running 

Mac OS X 10.4.7, Apache 2.0.55, PHP 4.4 and Perl 5.8.6. 
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technique. The first three techniques shared the same base map (which 
used the Robinson projection), taken from a map collection released into 
the public domain by the CIA (2008). All three techniques used the 
PROJ.4 cartographic projections library, and the first two techniques used 
the GD graphics library. 

Fig. 9.6. Technique implementation architecture 

The Google Maps technique differed from the others in that the server 
generated no images. Instead it generated and returned an XML data set 
containing the data points, which were then plotted by the browser using 
the Google Maps JavaScript API. Google Maps currently only supports the 
Mercator projection, but the API automatically handles projection trans-
formations. 

One obvious concern is that three of the techniques use the Robinson 
projection—simply because of the ready availability of a high-quality base 
map image using that projection (CIA 2008)—while the fourth uses the 
Mercator projection. The consequent differences in projection transforma-
tions could arguably invalidate cross-technique comparisons. Informal 
testing with the PROJ.4 library found only a slight difference in perform-
ance—less than 1% over 3 million transformations—between the Mercator 
and Robinson projection transformations. This implies that the transforma-
tions for both projections are computationally similar. Similar testing with 
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Google Maps, however, showed it was about 18 times slower than PROJ.4. 
Inspection of the JavaScript source revealed nothing unusual about the im-
plementation of the Mercator transformation, so the difference is most 
likely attributable to the use of compiled C code versus interpreted 
JavaScript. The performance figures could be normalized to make them di-
rectly comparable, but this would only make sense in the context of a full 
statistical analysis. The goal of the experiments is to explore the bounda-
ries of real-world performance, so the fact that Google Maps is 18 times 
slower is clearly important and should be taken into account. 

5 Results and Discussion 

As noted above, the goal of these experiments was not a full statistical 
analysis of the performance of the different techniques, but rather identify-
ing broad trends. The remainder of this section discusses in detail the re-
sults for data volume, page load time and memory consumption. All plots 
use log-log scales. 

5.1 Data Volume 

The data generated by the server for each data set was saved to a file and 
its size in bytes recorded. For the server-side image generation and server-
side image overlay techniques, the file was a bitmap image; whereas for 
the server-side HTML overlay and Google Maps techniques, the file com-
prised HTML or XML text, respectively. 

There was also a certain amount of fixed overhead associated with each 
technique, summarized in Table 9.1. This comprised static files that were 
always downloaded to the client, such as the base map image, various 
icons, the base source for the Web page and the JavaScript source for the 
Google Maps API. 

The volume of data generated by each technique, including fixed over-
head, is shown in Fig. 9.7 (note that “server-side” has been omitted from 
the technique names in this and subsequent figures). There is an immedi-
ately apparent divergence between the techniques that generate images 
(server-side image generation and server-side image overlay) and the tech-
niques that generate text (server-side HTML overlay and Google Maps). 

Both the server-side image generation and server-side image overlay 
techniques scale well with regard to data volume. Interestingly, the data 
volume of the image generation technique increases by about 8 kB up to 
8,192 points, but then drops by about 90 kB over the next three data sets. 
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This is because at this point the number of points plotted covers much of 
the base map. A large portion of the composite map image is thus a single 
color (see Fig. 9.5), which compresses more efficiently. 

Table 9.1. Fixed overhead for each technique; the largest contributing item for 
each technique is shown in bold face 

Technique Fixed overhead Content 
Server-side image generation 629 bytes Web page source 
   
Server-side image overlay ≈181 kB Web page source 
  base map image (JPEG) 
   
Server-side HTML overlay ≈181 kB Web page source 
  base map image (JPEG) 
   
Google Maps ≈235 kB Web page source 
  base map image tiles (PNG) 
  API (JavaScript) 
  various icons (PNG) 
 
The data volume of the image overlay technique appears constant, but 

actually increases by about 2 kB across the range. This has important im-
plications for handling multiple layers. Because the overlay images are 
small (less than 2 kB for one million points), it should be feasible to pre-
load several overlay images on the client and interactively toggle them. 

The server-side HTML overlay and Google Maps techniques clearly do 
not scale well with respect to data volume, and visibly diverge from the 
other two techniques once the data volume exceeds about 5% of the fixed 
overhead. For HTML overlay this occurs somewhere between 64 and 128 
points, and for Google Maps somewhere between 256 and 512 points. The 
divergence increases rapidly for both techniques, with HTML overlay suf-
fering most. The latter is because HTML overlay generates additional CSS 
attributes (i.e., more text) to position the <DIV> elements, whereas Goo-
gle Maps returns a more compact list of latitude/longitude coordinates. 
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Fig. 9.7. Comparison of generated data size for each technique (log-log scale) 

5.2 Page Load Time 

For each test run, both the time taken to generate the data at the server and 
to display the page in the client browser were recorded. The former is 
shown in Fig. 9.8, the latter in Fig. 9.9, and the combined time in Fig. 9.10. 

5.2.1 Data Generation Time 

The results (see Fig. 9.8) show that the time taken to generate the source 
data increases in proportion to the number of points to be plotted. It is in-
teresting to note that data generation for the two techniques that generate 
text is generally faster than for two techniques that generate images. 

Server-side image generation generally takes the longest to generate its 
data. This is because it has to perform projection transformations, plot 
points onto the base map image and compress the composite image as a 
JPEG. The image to be compressed is also moderately complex, adding to 
the data generation time. Server-side image overlay performs somewhat 
better because it uses a less expensive compression method (PNG) and the 
image to be compressed is much simpler (a collection of colored dots on a 
blank background).  
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Server-side HTML overlay appears faster at generating data than either 
image-generating technique at the low end, but performs similarly at the 
high end. In this technique the server only performs projection transforma-
tions; no images are generated and there is no compression. At the high 
end, however, this advantage is offset by the significant data volumes gen-
erated. Google Maps is faster again, because almost all processing occurs 
at the client; the server’s only role is to generate a list of coordinates. 

Fig. 9.8. Comparison of data generation time for each technique (log-log scale) 

In terms of data generation, all four techniques appear to scale reasona-
bly well. The image-generating techniques perform worse at the low end 
because they require more complex processing, but this is offset at the high 
end by the relatively constant data volume. Conversely, the text-generating 
techniques perform better at the low end, but are negatively impacted at 
the high end by the sheer volume of data (tens or hundreds of megabytes 
vs. hundreds of kilobytes). 

5.2.2 Map Display Time 

The results (see Fig. 9.9) reveal spectacular differences between the im-
age-generating and text-generating techniques. The map display time is 
essentially constant for both image-generating techniques, which is not 
surprising given that the data volume is also essentially constant, and that 
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the browser is simply loading and displaying static images. Image overlay 
appears slightly slower than image generation, probably because image 
overlay loads two images from the server instead of image generation’s 
one image. 

Fig. 9.9. Comparison of map display time for each technique (log-log scale) 

In contrast, the text-generating techniques clearly do not scale well with 
respect to map display time. Google Maps suffers most, with display time 
exceeding ten seconds shortly past 512 points. Testing was abandoned at 
4,096 points, which took over seven minutes. HTML overlay fares better, 
exceeding ten seconds somewhere between 4,096 and 8,192 points. Test-
ing was abandoned at 32,768 points, which took almost ten minutes. 

5.2.3 Combined Time 

Combining the data generation and map display times (see Fig. 9.10) 
yields little change to the curves for the text-generating techniques, be-
cause the data generation times are very small compared to the map dis-
play times. There is a more obvious impact on the image-generating tech-
niques, with both techniques remaining more or less constant up to about 
2,048 points, and then slowing beyond that. However, the slowdown is not 
as dramatic as the text-generating techniques; even the largest data set only 
takes about nineteen seconds overall. Image overlay does display a slight 
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advantage of about half a second over image generation for the largest data 
set, but further experiments are needed to determine whether this is statis-
tically significant. 

 
Fig. 9.10. Comparison of combined page load time for each technique (log-log 
scale) 

5.3 Memory Consumption 

Both the real and virtual memory consumption of the browser were meas-
ured before and after each test run. This provided the size of both the cur-
rent “working set” and the total memory footprint of the browser process 
after it had completed a test run. The real memory results are shown in Fig. 
9.11 and the virtual memory results in Fig. 9.12. 

While both plots display similar trends, the real memory data are some-
what problematic. Real memory consumption was generally consistent 
across test runs, but would also frequently double for no readily apparent 
reason. This is particularly apparent with HTML overlay beyond 1,024 
points. This was probably a consequence of other processes on the test ma-
chine requesting memory. The validity of the real memory data is thus 
somewhat doubtful, but they are broadly consistent with the virtual mem-
ory data. The virtual memory data proved more consistent overall, as the 
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virtual memory footprint of a process is less likely to be impacted by other 
running processes. 

Fig. 9.11. Comparison of browser real memory consumption for each technique 
(log-log scale) 

Fig. 9.12. Comparison of browser virtual memory consumption for each technique 
(log-log scale) 
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The results show that the two image-generating techniques have essen-
tially constant virtual memory consumption of about 170 MB. This is to be 
expected, given that the generated data volume is also essentially constant. 
The text-generating techniques, however, clearly begin to diverge as the 
number of points increases. HTML overlay starts to visibly diverge some-
where between 2,048 and 4,096 points, reaching a maximum of about 
216 MB when testing was terminated at 32,678 points. Google Maps starts 
to visibly diverge between 64 and 128 points, reaching a maximum of 
about 264 MB when testing was terminated at 4,096 points. This is in line 
with the initial expectation for these techniques that memory consumption 
would increase in proportion to the data set size. 

6 Conclusions and Future Work 

The scalability of four techniques—server-side image generation, server-
side image overlay, server-side HTML overlay and distributed HTML 
overlay (Google Maps)—for online geographic visualization of Web site 
hits was tested. The results clearly show that server-side image generation 
and server-side image overlay scale the best from small to large data sets. 
Both HTML overlay techniques work well for small data sets, but their 
performance deteriorates rapidly with increasing data set size until they 
become unusable. 

Despite this clear difference in scalability, there are still interesting 
questions remaining. The model interaction environment distribution style 
was not investigated, as it was unclear whether it could be achieved using 
only client-side JavaScript. This is an avenue for further investigation, and 
the appearance of native SVG support in browsers may be a viable option 
for implementing this distribution style. It would also be interesting to in-
vestigate the technologies rejected in this research (e.g., client-side Flash). 

It was somewhat surprising that server-side HTML overlay and Google 
Maps were not consistent in where the different measures diverged, as 
shown in Table 9.2. Google Maps appears more consistent than server-side 
HTML overlay in this regard, but it seems logical to expect some correla-
tion, so further investigation is required. Implementing an instrumented 
Web browser and server may enable more precise data to be gathered. 

Shortly after completing the experiments, the author found the msCross 
Web GIS client9, an open source Google Maps clone. Its documentation 
implies that it may be possible to build a self-contained implementation 
that would enable testing on an isolated network with client and server on 

                                                      
9 http://datacrossing.crs4.it/en_Documentation_mscross.html 
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different machines. Network transfer time could then be measured, and is-
sues arising from running the client and server on the same machine would 
be eliminated. This would require a distributed measurement infrastructure 
similar to that developed by Barford and Crovella (1999). 

Table 9.2. Approximate number of points at which each measure begins to visibly 
diverge, for the server-side HTML overlay and Google Maps techniques 

Technique Data size Map display time Virtual memory 
Server-side HTML overlay 64–128 128–256 2,048–4,096 
Google Maps 256–512 64–128 64–128 

 

The goal of this work was to identify the best technique for plotting the 
numerous downloads and abstract views from the Otago School of Busi-
ness digital repository. The experiments were generic, however, so the re-
sults should be generalizable to any online visualization involving geo-
graphic data sets. Huge data sets are already commonplace and will only 
grow in future, so scalability of visualization techniques is a serious issue 
for all Web cartographers. What works for a small data set may not work 
for a large one! 

The results clearly show that both server-side HTML overlay and Goo-
gle Maps are inappropriate for large data sets. This leaves a choice be-
tween two similarly performing techniques: server-side image generation 
and server-side image overlay. However, multi-layer techniques display 
many practical advantages over single-layer techniques, such as the ability 
to dynamically toggle overlays, thus providing greater flexibility and a 
more dynamic user experience. Taking these benefits into consideration, 
the server-side image overlay technique is the clear winner. 
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Abstract 

Traditionally, cartographers have produced atlases as ‘composite’ products 
containing maps, photographs, diagrams and text. They are produced on 
paper, discrete media and distributed media. They are ‘pre-composed’ or 
‘constructed’ products, whereby the cartographer controls all of the atlas 
content and how it is delivered to the user. It is a ‘predictable’ product, 
where the user is only a consumer and has no input into the design or con-
tent of the atlas. 

Web 2.0 presents a new view on what can be done when provisioning 
users with cartographic materials. It is a different way of delivering carto-
graphic media which, in many cases is basically non-cartographic, but de-
livers information that needs to be spatially defined and controlled if us-
able geographical information is to be assembled. It is a new publishing 
genre for cartography where users become part of Web-enabled collabora-
tive publishing consortia. The tools and methods of delivery are different 
and they need to be explored, appreciated and applied. 
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This paper addresses these questions in the contexts of cartography and 
communications system design. The concept of an ‘affective’ atlas is pro-
posed and its usefulness and effectiveness for better provisioning users 
with appropriate geospatial resources is being evaluated by a research team 
at RMIT University, Australia. It brings together researchers from Cartog-
raphy and Applied Communication. The paper outlines theory being de-
veloped about how geospatial information might best be delivered using 
Web 2.0 and social software and its implications for the relationship of 
cartography to social, cultural, and narrative practice. 

 
Keywords: interactive atlas, Web 2.0, collaboration, communications system de-
sign, integrated media. 

1 Introduction 

1.1 On Method 

This paper has explored an experimental writing method. Each participant, 
each from varying disciplinary fields and practices, has been invited to re-
spond to the idea of an ‘affective atlas’ and to discuss this from the point 
of view of its possibilities in relation to contemporary communication and 
cultural practice, their disciplinary assumptions and what an ‘affective at-
las’ may provoke within our practice or disciplines. This has produced a 
paper that is, if you’ll pardon the pun, a ‘mapping’ which is intended to 
serve as an introduction and probe into what we collectively believe to be a 
series of emerging possibilities and implications for cartography in a Web 
2.0 enabled world.  

1.2 Changing Landscapes 

With the rapid proliferation of publications readily available through con-
temporary communications and multimedia publishing systems the way in 
which we access and produce information has changed forever. Maps and 
their digital underpinnings able to be downloaded, manipulated, distributed 
and republished a new genre of spatial artefact has now stabilised and be-
come an accepted tool for exploring geography and mining geographical 
information. However, this has resulted in new ways to use these products 
and new ways of assembling data into personalised cartographic products 
and the subsequent proliferation of geospatial products that have been 



Developing Concepts for an Affective Atlas      221 

 
 
 
 
 
 
 
 

produced (in many instances) by ignoring the ‘rules’ that govern the integ-
rity of good map compilation and design. 

Where, previously, data and user were ‘merged’ by the provision of a 
particular mapping product that was generated to meet a certain usage re-
quirement for viewing geographical information within a designated area 
contemporary products have changed the process. Users can become the 
map drawer, data can be assembled from many discrete and geographically 
dispersed sites and visualization products can be generated using a pleth-
ora of depiction techniques. This allows data to be interpreted into usable 
maps using software that is readily available and inexpensive. Everything 
has changed.  

Traditionally, geographical visualization products have been developed 
to provide information about ‘real’ geography. But with the plethora of 
devices and media resources now available users can also access informa-
tion that is provided differently than how it is provided by the ‘mapping’ 
world.  They can use popular media (like books, movies and videos) to ex-
perience a view of geography that is presented in an altogether different 
way than conventional geographical visualization tools offer. In many 
cases these resources include depictions of different or synthetic realties, 
as well as our ‘real’ world, which the viewer/user must accept to enjoy or 
be involved with what is presented. 

1.3 Visualization Artefacts and Distortion 

The basic premise of using maps and other (geo)visualization artefacts is 
to build mental models of reality. This evokes the image of ‘being there’, 
without (actually) being there. Historically, maps have been used to pro-
vide information to users about places recently discovered or voyages 
completed to unknown worlds or hitherto seemingly impossible journeys. 
But, cartographers and map publishers have only been able to ‘map’ avail-
able information. When geographical knowledge about the world was lim-
ited the depiction of the world was also limited.  

But the problem was what was to be done about the blank spaces? Some 
of the earliest recorded maps leave blanks or spaces of nothingness to re-
flect unknown lands and locations, factors that aren’t yet known. An ex-
ample of this is the ancient maps of the Babylonians who integrated both 
the known and the unknown within their maps of their world. ‘What the 
Babylonians knew, their property lines and city walls, they mapped with 
some attention to accuracy: what they did not know, the lands beyond their 
own, they chose either to ignore or to fabricate’ (Noble Wilford 2002, 
p 11).  
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As geographical knowledge expanded, so did the contents of the map. 
The depiction of the world demanded information, and if information was 
not available it was either left out, or icons depicting geographical and so-
cial scenes or events (in many cases not from the region in question at all) 
were substituted for the usual blank spaces. The image was distorted so as 
to provide a more complete ‘picture’, but an incorrect reality was mapped. 
This phenomenon has not really changed when contemporary techniques 
are used, for example.  When user/producer maps only realize information 
about their particular ‘place’, rather than ‘space’. 

In order to ‘be there’ we generally rely on maps to find a location, or to 
navigate to a place of interest.  But, as a methodology for constructing our 
individual worlds (our mental model of reality) mapping can be messy. 
There can be times of great confusion before we find clarity, and as such it 
calls for an awareness of the subtleties and possibilities of mapping. In 
constructing a map we endeavour to make sense of the components or ele-
ments and we look for features of meaning and significance so that we can 
relate them to each other in space. We use the map and the mapping proc-
ess to both conceive and capture the world around us and thereby bring it 
into a tangible or ‘manageable’ form. Maps reflect what we know and 
what we don’t (Lippard 1998). By tracking the evolution of maps we are 
able to see the evolution of our knowledge and our journey as individuals 
and as a society.  

2 Engaging in Cartography as Everyday Practice 

In ‘The Practice of Everyday Life’, Michel de Certeau (1984) explores the 
concept of practice as a means of engaging with the activities of life. To 
practice is to partake in the actions of life; it is a mode of engagement. De 
Certeau argues that to understand the practices of everyday living, is to en-
gage with our distinctly individualistic ways of knowing. This is an argu-
ment based on the premise that knowledge comes from, and draws upon, 
our personal understandings in order to have meaning for us. He gives the 
example that to gain knowledge and interact with the external texts of our 
lives it is necessary for us (as individuals) to personalise, customise or mu-
tate that knowledge into a form that has meaning for us, and through this 
we inhabit the space of the text. This is a form of inhabitation that could be 
understood as a mutation, a modification of the external and untouched 
world outside of us.  

‘The mutation makes text habitable, like a rented apartment. It trans-
forms another person’s property into a space borrowed for a moment by a 
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transient. Renters make comparable changes in an apartment they furnish 
with their acts and memories. In the same way the users of social codes 
turn them into metaphors and ellipses of their own quests.’ (de Certeau 
1984, pp xxi - xxii) 

In this way each of us, in our search for meaning is like the renter. We 
inhabit the space of the practices of everyday life; in creating them we 
navigate, negotiate and construct this space of habitation through our 
knowledge, memories and expertise.  

To navigate, negotiate and construct spaces and to transform these ac-
tions into something that has meaning for us we need to be able to ‘tag’ 
our acts and memories (from the past) and our proposed future acts in pro-
jected spaces with not just ‘geo’ elements (“you were here doing this”, 
“you will be there doing that”), but we need to personalize this space by 
adding other tags.  The spaces become more personal, the artefacts we use 
to make spaces ‘ours’ become more affective.  But, to do this – to person-
alise spaces using affective artefacts – requires a tool.  We believe that this 
tool can be the assimilated and connected artefacts that can be delivered 
using Web 2.0.  And, if these artefacts are both personal and geo-coded, 
they might offer the potential for users of traditional (rented) cartographic 
artefacts to actually ‘own’ that information.  

3 Back to the Future: Web 2.0 and Cartography 

3.1 The Web and Mapping 

The Web provides mapping products that are now desktop-delivered, pro-
vided to the mobile user and served in ubiquitous installations. They are 
delivered via the telecommunications conduit of large telecommunications 
companies as proprietary product or via Open formats. Contemporary 
communications and (geo)information methods provides tools for con-
structing personalized, or affective geospatial products.  These are: 

1. Personal and global electronic publishing; and 
2. Collaborative global electronic publishing and communication. 
 

The combination of these two (geo)information provision developments 
has caused cartographers to re-think how some maps should be composed, 
delivered and used. This ‘New Cartography’ uses Web 2.0 ideas as the ba-
sis for a different, collaborative form of communication. 
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3.2 Web 2.0 and Social Software 

The confluence of relatively ubiquitous bandwidth (in the west at least), 
high CPU speeds and adoption of web standards has led to the emergence 
of a second generation of web based services. Dubbed “Web 2.0” by 
O’Reilly Media, the concept was originally touted in Tim O’Reilly’s  
“Open Source Paradigm Shift” (2004). This paradigm shift has changed 
the way in which people access and use information on the Web, including 
geospatial information.  But, to work, it needs people, and people who are 
willing to collaborate and share information construction and delivery.  To 
do this information and software needs to be shared and products, like 
mapping products, built in entirely different ways, whereby ‘the map’ may 
be composed and provided from many, Web-connected, resources, and not 
just one, as was traditionally the case. 

In this article, O’Reilly uses the long-term trends of software commodi-
tization, network enabled collaboration and software customizability to de-
scribe a next generation networked services exhibiting the following char-
acteristics: 

• Services (in this context, maps, images, annotations, text, etc. – ‘things’ 
that we would expect to appear on maps and atlases) are delivered via 
the web, as a web site (that is, the product does not exist at all before the 
‘construction’ of that product is completed using many resources; 

• The web is used as a “platform”, and services open Application Pro-
gramming Interfaces (API’s) for others to extend their services (for ex-
ample, an existing base map might be accessed from one site, annotated 
on another with symbols, and images added from another site, as per 
mapping sites like Google Maps® and Google Earth®); and 

• Services are designed to work in a social manner - they need people (not 
just one cartographer per (generated) map, but many contributors) – e.g.: 
a recommendation service is useless without any members, may be satis-
factory with a few hundred members, but is outstanding with a few mil-
lion. 

 
O’Reilly (2004) coined a term “architecture of participation” to describe 

the nature of systems that are designed to encourage user contribution. 
In hothouse fashion, the explosion of Web 2.0 services led to further 

standardization, and microformats. One side effect of so many different 
applications publishing API’s is that it is now relatively easy to mix two or 
more services together to create new representations of previously unre-
lated information. One example is mixing rental information form a site 
like craigslist.com with a mapping service like Google maps, to give a 
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geographic representation of available rental properties (for this example 
see http://www.housingmaps.com/). This method of mixing services has 
earned the name “mash-up”. 

Some examples of Web 2.0 services and applications include: 

• Blogging sites, and open source software like WordPress or Drupal; 
• Wikipedia and other instances of user editable websites (or wiki’s); 
• Customer driven suggestion, like Amazon’s book suggestions, or 

Google’s AdSense; 
• Social networking sites like friendster, linkedup and myspace; and 
• Mashups such as ning video. 

4 Maps of Place into Maps of Space 

4.1 Mental Constructions of the Universe 

Early civilizations believed that they were at the centre of everything and, 
compared to contemporary communities, they were also relatively isolated. 
The artefacts they produced generally reflected this viewpoint. Generally, 
according to Berthon and Robinson (1991) humans then were looking for 
responses to two basic questions:  

• Where am I? and  
• What happens to me when I die?  
 

Mental constructions of the universe were devised to deal with these 
two mysteries, and creating their own pictures of the world allowed their 
imagination of what the world was like to be rendered in imagery. Human-
kind has always desired to construct an image of the world they knew (or a 
world that they thought existed). These artifacts recorded the geographical 
extent of their knowledge, usually restricted by things like mobility or reli-
gious beliefs, and they portrayed the elements of the world deemed impor-
tant or thought necessary to ‘build’ a mental map of their world. The ex-
tent of these maps, what they showed and how information was illustrated 
was dictated by their personal, mental and cultural construct about their 
world. 

4.2 Maps as Cultural Practice 

A map is a cultural technology. More recent cultural studies perspectives 
have argued that a technology is not autonomous (as it is often assumed in 
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common sense understandings), but is instead ‘integrally connected to the 
context within which it is developed and used; that culture is made up of 
such connections; and that technologies arise within these connections as 
part of them and as effective within them’ (Slack and Wise 2005, p 112). 
So cartography and maps themselves might be understood not simply as 
singular and discrete representational techniques and technologies, but 
as an articulated technology, constituted by dynamic assemblages of 
‘practices, representations, experiences, and affects’ (Slack and Wise 
2005, p 129). 

A common trait of institutionally-produced maps, however, is that they 
do make claims regarding their authoritative uniqueness (e.g., through 
their level of accuracy due to the detail of data they have accumulated; or, 
perhaps, their innovation—and therefore increased usability—due to their 
style of representation of that data). These claims to distinction reinforce a 
sense of that particular map’s autonomy and abstraction from the social 
world (and its eventual use). However, as noted by Miller (2006, p 197), 
Web 2.0 mapping and GIS products might provide the answer: 

“The point is that the Google Maps mashups model has put into public 
practice the notion that an accessible, agile, adaptable GIS can be built 
that accepts direct, local, even vernacular public input and, in turn, puts 
out usable, unique, localized, and important results.” 

A paradox emerges via this technological innovation. On the one hand, 
maps and their information technology descendants such as databases ap-
pear to clearly manifest a historical desire for a totalizing view and knowl-
edge of the world. On the other hand, the more the technological ability to 
network and combine these extensive databases of data grows, the more—
it seems—we become aware, as argued by Latour and Hermant (2006), 
that many of these different ‘forms of reference can coexist without ever 
being entangled’ (p 37).  

5 Augmented Place  

Placing ourselves within the World, be it our world or the ‘worlds’ of oth-
ers, requires us to make sense of that world, to inhabit it through connec-
tions, that are read and communicated. We position ourselves in relation to 
the various characteristics and possibilities of the location we are in, and 
we imagine connections to other places located somewhere else. However 
as argued by Weinberger (2002) on the Web we are able to ‘experience 
something we can never experience in the real world: places without 
space. Instead of needing a containing space to enable movement, the Web 
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has hyperlinks. Links are at the heart of the Web and the Web’s spatiality’. 
It is links, and our ability to navigate and construct them, which enable us 
to create locations on the Web; to place ourselves in multiple locations 
without the limitations of space. This is what makes the Web ‘place-ial’ 
(Weinberger 2002) a series of interlinked places not limited or confined by 
the challenges or realities of travel. We can traverse between places and 
create our own connections and interconnections between multiple sites 
without being limited by physical or temporal constraints. 

Web 2.0 technologies continue an ongoing process of the steady virtual 
augmentation of place via various media forms and content. In their stud-
ies of the location-aware, Japanese mobile phone-based game of Moji, Li-
coppe and Inada (2006) direct us to some of the potential effects and af-
fects of such technologies:  

• Users ‘adjust their displacements to the ‘augmented’ ecologies that they 
encounter’ – so the ‘new’ content produced through these collaborative 
maps will contribute to individuals recasting their movements and en-
gagements with the re-presented environments they inhabit. 

• These technologies potentially recast the dynamics of encounters be-
tween strangers (which has been vital to understandings of civility and 
interaction in the public sphere) for they may involve not simply the in-
habitation of one’s own mediated world but refigured forms of interac-
tion (eg, through ‘chat’/IM functions built into location-aware devices). 

 
As they argue: “[Advanced mobile services and devices] participate in a 

real engineering of encounters between people and things, in both material 
and immaterial forms. They are set to play a key part in determining the 
way in which information and communication technologies reshape our 
structures of anticipation, that is, our perceptions and expectations con-
cerning the ways in which the entities constituting our environment can act 
and appear to us, here and now” (Licoppe and Inada 2006). 

Web 2.0 won’t of course require cartographers to abandon the tech-
niques and standards engendered by their professional and institutional 
training (though it might open up expanded possibilities of what it means 
to be a cartographer and a rethinking of the objects that those techniques 
are applied to). These new maps will potentially become part of newly as-
sembled and visible private-public geography. These maps connect and 
make visible the hitherto present but unrepresented frames that organise an 
individual’s sense of place. New Web 2.0 technologies (e.g., allow signifi-
cant additions, expansions and assemblages of data like tagging of loca-
tions; incorporation of locational data etc, and mobile articulations of 
multiple frames of place.  
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6 Maps and Affect 

A map, well at least pragmatically, can be thought of as a particular sort of 
instrumental image. It is instrumental because maps are (setting aside for 
now the obvious case of artist’s maps), intended to be cognitive and em-
pirical tools that have some purchase and actionable reference to those 
things the map claims to map. They are images because map making is the 
practice of developing and using graphic cues and symbols as indices of 
that which is mapped. In this manner a ‘good’ map would be that map 
most instrumentalises — makes transparent, apparent and plain — this re-
lation, and so makes the map the most accurate according to these empiri-
cal criteria. In contemporary cartography this instrumentalisation (which 
has always driven and informed map making, after all an inaccurate map is 
not so much useless as just plain dangerous) has probably been expressed 
along two key lines of thinking.  

One line has been the development of ever richer and more complex 
maps and mapping projects — aided by developments in computer visu-
alation, GPS, and improved measurement devices and systems. The second 
line is speed and describes the manner in which real time mapping is now 
undertaken, for example through live GPS data collection, the distribution 
of GPS with subscription map services and the real time collection of car-
tographic data locally and remotely, all of which can be immediately pub-
lished as maps via real time services. (As an aside, each of these axes has 
also promoted the embedding of maps into the everyday, evidenced via 
such popular projects as Google Maps®, Google Earth®, hand held GPS, 
car navigation systems and location aware electronic devices and services.) 

However, how we use maps, that is not how cartographers make maps 
but how map users apply maps, produce affective maps. That is, that actual 
way in which they use maps, annotate them, insert personal insights of 
their own interpretations of geography makes the map affective.  In this 
conception affect is understood to be an abstract remainder which cannot 
be expressed or spent by just using a map as a locational or navigational 
instrument. I can try to ‘use’ it, but in using it something is left and this left 
over thing produces, and is, affect. For example, my child receives numer-
ous instrumental actions of care, nurturing, tendering, parenting and so on, 
but each of these actions, even in total, is never adequate to the desire and 
wish to do these actions. This remainder, which is not exhausted through 
all these applied actions, is affect and in this case we could call it paternal 
or parental love. Alternatively, when I use a map to find my way along a 
bush track, then discover a fine swimming hole which I then pencil in on 
my map the map itself is no longer only instrumental — even if I use it to 
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re–find this swimming hole in the future. It now has connotations of dis-
covery, pleasure, water, wetness and so on. The point of affect is that it is 
what remains after action, and while lots of actions don’t produce affect (I 
pick up my pencil, my heart beats) many do and this remainder is the ex-
cess that action does not resolve or expend.  

Now, a ‘good’ map, as we saw, has no such excess, it intends to map its 
territory with as much empirical verisimilitude as possible. In other words 
the use of the map cartographically is intended to exhaust and expend itself 
utterly. Hence, ambiguity is avoided and standardised empirical data pro-
vides the bedrock for a map’s ability to address its territory. Maps, except 
perhaps in the daydreams of cartographers, never reach this ideal point, but 
this remains that which they aspire to. However, when maps are used they 
soften and become affective through this everyday use. We draw on them, 
tracing our route through a strange city, or perhaps simply mark in the lo-
cation of a favourite café. The point now is not only the versimilitude of 
the map to its world but also its indexical relation to the personal. My map 
now has the coffee stains of the journey itself.  The annotations on the map 
make it affective not just for the initial user of the map, but for other users 
as well.  As a user we can read our own memories into the map image, re-
membering a walk along a train or a serendipitous journey through a hith-
erto unknown town.  As individuals we can use our own mental map to 
make the physical map affective.  But, to make the map affective for other 
users the map needs to be annotated. 

Now, with these axes of the improving quality and granularity of data, 
an increasing speed in the production of the ‘map’, and their widespread 
informal use via emerging digital technologies, the possibility arises for 
maps that are, for want of a better term, less instrumental. It is now possi-
ble to build maps, and of course atlases, that utilise digital and hypertex-
tual technologies to allow our ‘coffee stains’ to inform the map, to be 
shared with others, and to become a part of cartographic practice. For ex-
ample, my personal GPS device may automatically trace my route through 
a national park, any photos I take are dynamically added, with appropriate 
cartographic metadata, and I add (or have collected) further social meta-
data such as my age, gender, whether I appear to be in a group, if my jour-
ney mirrors others, and so on. This new map shifts from being instru-
mental and distinct from that which is mapped to being affective, a site 
for stories and other emotional trails, a palimpsest of my and others ex-
periences recorded within and by a different sort of map — but a map 
nonetheless.  

Such an affective atlas creates a gap between the instrumental applica-
tion of cartography and the pragmatics of map use, and introduces a possi-
ble cartographic practice that blurs the boundaries between cartographer, 
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mapping, and the map user. The trick is not in working out how to let 
such maps be annotated, but how such annotations become materials for 
mapping.  

7 ‘The Academy’ vs ‘The Innovationist’ 

We argue that developers of mapping products using Web 2.0 do provide a 
more innovative approach to the portrayal of geographic information. 
However, the basics of providing access to applicable mapping artefacts 
are still being led or dictated by ‘The Academic Rules’ of cartography. 
That is, the means of data presentation and access is really no different 
from that used in conventional map production. However, leaving aside 
the actual map production process, and focusing on the facilitation of a 
system that includes all steps from map concept to the realization of a final 
product, Web 2.0 and associated social software demands that the carto-
graphic thought process be re-visited. 

Innovation sometimes means cutting loose the traditional ties that bind 
the cartographer to conventional methods of information communication. 
The need to use methods that remove the cartographer from the delivery 
component of the package may not be a high priority, as, from the Acad-
emy perspective, the professional ‘packager’ of geo-spatial information 
needs to always be in command of the delivery. of those packages. Innova-
tive tools now empower users to embark on real discovery and enlighten-
ment projects to better inform about things geographical and for the geo-
graphical to inform the world.  

Certain academy or traditional rules govern the way in which data is 
collected and presented. It can also govern the way in which a geographi-
cal information package is used. Particular users could access and use geo-
graphical information in different ways, rather than only by being passive 
users of geographical information products and packages provided by ‘The 
Academy’. That is, if ‘individualised’ interactive packages were self-built, 
or built in a collaborative manner (cartographer and ‘production tool-
literate’ user), they develop different, personalised packages with which to 
view and interpret geographical information products from different, non–
specialist perspectives that in turn can be, and are, made available to other 
users. Are such maps better than those from the academy?  Using annota-
tions, they can be built atop of maps provided by the academy – providing 
academic rigour with personalized annotations of a journey through space.  
We do not contend that these personal, annotated maps are superior to 
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maps from the academy (we have no proof of this), but we propose that the 
use of such maps needs to be evaluated and their effectiveness ascertained. 

8 Future Research 

Social Network Analysis (SNA), small world networks and the emergence 
of social software facilitated collaborative environments that all raise sig-
nificant possibilities for cartography. These systems rely on what are de-
scribed as ‘weak’ links (links that loosely tie-together the elements and 
portray the connections between the elements mapped (perhaps what Ber-
tin (1983) would call ‘correspondences’) to facilitate the development of 
rapid and short route connections between otherwise disparate individuals, 
locations and ideas. Such systems are in themselves maps, however they 
are emergent, transitory, and unstable. In addition they provide the com-
municational and technological glue to allow new forms of information 
and knowledge to be developed, expressed and exchanged. In this econ-
omy knowledge is no longer something that is reasonably solid and then 
represented in a ‘package’ but can evolve and arise within practice itself. 
This field, which is enormous and deeply interdisciplinary, provides much 
of the basis for future research within the realm of an ‘affective atlas’.  

This research will address the following questions: 

• What is an affective atlas? 
• What do we produce when making such atlases? 
• Should we still only compose and publish atlases in the conventional 

manner? 
• Should we consider collaborating with users to publish atlases as 

user/producer ‘partnerships’? 
• Can ‘amateur’ content be included in professional cartographic practice 

and products? 
• What changes to cartographic practice do these technologies require (or 

provoke)? 
• What does cultural studies and related humanities disciplines offer this? 
• How does communication design intersect with the design, description 

and critique of the affective atlas? 
• What happens to cartographic rigour when non-cartographers can add 

data? 
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9 Pilot Project 

The first Pilot project will be developed in conjunction with Parks Victo-
ria, Australia.  Parks Victoria is the custodian of a diverse estate of signifi-
cant parks in Victoria and of the recreational management of Port Phillip 
Bay, Western Port and the Yarra and Maribyrnong rivers. It manages parks 
and reserves of approximately 3.96 million hectares (17% of the State of 
Victoria). Through effective environmental and visitor management, Parks 
Victoria is dedicated to preserving the natural and heritage values of parks, 
bays, and waterways. As well, the organisation has plans to develop a 
Parks Victoria Centre of Excellence, to be located at Wilsons Promontory 
Marine National Park, the largest Marine National Park in Victoria, which 
spans 70 kilometres of mainland coastline and covers 15,550 hectares. 

Parks Victoria currently holds extensive information sets and materials 
relating to its national parks. The information is stored as texts, diagrams, 
reports, photographs and maps. There are concerns that these data sets, al-
though actually available, it is not feasible to have them at-hand when and 
where needed to support decision-making. Parks Victoria has already de-
veloped large digital repositories of geospatial data for its areas of respon-
sibility and has the desire to further exploit its existing systems in innova-
tive ways. Parks Victoria is interested in developing effective ways in 
which to make this data available to all stakeholders in effective and sus-
tainable parks management and operation.  

Building and evaluating integrated media data repositories / information 
access tools are of significant interest to Parks Victoria. In particular Parks 
Victoria already supports its park management by exploiting spatial infor-
mation through the use of GIS. A system that provided a system for data 
collection, storage, analysis and access to information that was defined by 
the location of that information, and a system that was built in a collabora-
tive manner using contemporary Web 2.0 tools would support more effi-
cient management of their parks.  

The project is based on the following premises: 

• The production of media artefacts has moved from being a specialised, 
elite and broadcast practice to one that is everyday, personal, and 
distributed via the Web.  

• Media artefacts, through convergence, are no longer discrete. This 
happens at the level of the devices we use to gather media (where a 
mobile phone is a still and video camera, audio recorder, telephone, web 
browser and recorder of live geospatial data), and at the level at which 
we collate and view data (the computer and the Web). 
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video, sound, maps, scientific reports, photographs) can be as significant 
as the parts themselves; therefore  

• Information management has moved from the maintenance of archives 
and related material to systems that facilitate the discovery or 
emergence of knowledge from within archives and the enhancement of 
knowledge systems through the appropriate collection, classification and 
publication of new artefacts in archives.  

 
The project will develop integrated media software that will 

complement existing software. It will allow access to the myriad of 
existing parks management data and records, both hard-copy and digital, 
by building a repository that can be appended, updated and interrogated in 
multiple locations, when mobile and in fieldwork and data collection 
situations. Specific theoretical strategies will be developed to guide 
software development and then to apply these tools to parks management.  

10 Conclusions - Application of Computers 
and a Different Production Model 

Cartography needs to be re-visited in the light of the application of social 
software technologies. Is cartography any different when composed and 
delivered using social software? Does cartography need to be re-defined 
because of the revolution that has taken place within the ways in which in-
formation is now communicated, the types of information that can be 
transferred, the scale of this afforded by contemporary communication 
technologies, and how cartographic and geospatial information and knowl-
edge is now being produced globally? 

Considering the tremendous impact that information technology has had 
on the graphic arts in particular, and also on the possibilities for producing 
fairly professional products by non-cartographers, the area of responsibil-
ity for cartographers perhaps needs to be re-defined as well. 

New technologies enable non-cartographers to produce viable maps, 
which while viewed as naïve mapping products in the eyes of cartogra-
phers, are usable products (whilst perhaps inefficient, maybe scientifically 
inaccurate and artistically inelegant from a cartographer’s viewpoint). 
These can be developed and produced without a cartographer’s input 
whatsoever. Does cartography therefore need to be re-defined in terms of 
cartographer and also in terms of naïve producer/consumer as well?  Con-
sidering that cartographers can control most elements of the provision of 
products until the final consumption of the product, perhaps a division 

• The relations or connections that can be identified between parts (text, 
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needs to be made between the actual ‘behind the scenes’ elements of con-
temporary cartography and the ‘public face’ of cartography - ‘consumer 
cartography’. 
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