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Preface

Welcome to the 2012 International Conference on Communication, Electronics, and
Automation Engineering and the beautiful city of Xi’an, China.

First, I like to express my sincere appreciation of the conference organizers for their
hard work. Their efforts and services made this conference possible. As I understand
that this is the first time for this group of organizers to work together to bring about
the conference. If there are any places that need improvements, please, as I was told,
provide them with your constructive suggestions.

There are tremendous amount of developments every second in the fields of Com-
munication, Electronics, and Automation Engineering research. An academic confer-
ence is a valuable and efficient platform for us researchers to exchange ideas, to meet
new people, to develop new friendship and collaboration. I am really glad to see this
time we have so many world-class researchers to come to this conference to present
your cutting-edge accomplishments. I firmly believe that we can make the conference
a premium event in our research area. Hopefully, with the contribution of everyone, the
conference will become an annual event with widespread impacts.

The conference is sponsored by Xi’an Technological University, and Shaanxi new
Network and Monitoring Control Engineering laboratory. Located in Xi’an, China,
Xi’an Technological University is a multi-discipline technology-focused university cur-
rently with 16,000 undergraduate and graduate students as well as 1400 faculty and
staff members. Shaanxi new Network and Monitoring Control Engineering laboratory
is a state funded key lab for Shaanxi province currently spearheading the research in
network engineering. This conference also has the technical sponsorship by Missouri
Western State University. Located in St. Joseph, Missouri, USA, Missouri Western State
University is one of the Missouri State public universities with majors in liberal arts,
business and professional studies. It offers over 100 undergraduate and graduate degree
programs.

The papers in the proceedings were selected from over 600 high quality submissions.
All papers were blind-reviewed by at least three experts in this field. The acceptance rate
is about 30 percent. We were fortunate to have such a strong interest in this subject.

Finally, I hope you find the conference informative and inspirational to your research.
Please enjoy the discussions with your colleagues.

Dr. George Yang

Professor and Chair

Department of Engineering Technology

Missouri Western State University, St. Joseph, USA
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Approach towards Left-Turning Vehicles Trajectory
at the Intersection Based on Video Technology
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! Shijiazhuang Tiedao University
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Abstract. The significance of left-turning vehicles trajectory studies lies in
application of intersection capacity and safety of analysis. However, data
reliability plays an important role in the ability to the understand the
characteristics and microscopic modeling of left-turning vehicles at the
intersection. This study takes advantage of observation-based video data by using
self-developed software to retrieve reliable vehicle trajectory data. In this paper,
we propose a method for coordinate transformation between the video and the
ground. The result shows that our method provides an effective solution to obtain
traces of left-turning vehicles at the intersection.

Keywords: Intersection, Left-turning vehicles, Coordinate transformation.

1 Introduction

The study of left-turning vehicles trajectory at intersections is used for a variety of
purposes: most frequently to estimate the traffic safety at intersections and also to
identify geometric, environmental, and operations factors that are associated with
accident[1]. Previous researches related to left-turning vehicles trajectory rely heavily
upon artificial means. But in real scene, we can't get the traces that we wanted.

Lately, video detection is increasingly being deployed instead of inductive loops at
intersections. We can obtain traffic data more conveniently than before by video
detection. Through image processing and related arithmetic, we can extract the
left-turning vehicles trajectory from video images. This paper adopted the technology
of video to deal left-turning vehicles data. Based on the analysis of the coordinate
transformation between the ground and the video, we can get the track of left-turning
vehicles.

2  Theoretical Analysis

Targeting at the traffic feature of left-turning vehicles, it is suggested to install
dedicated signal lights for left-turning vehicles. however, passing a intersection without
dedicated signal lights for left-turning vehicles, there will be three ways for left-turning
vehicles to pass the road: first, left-turning vehicles can pass the road at the initial green
time, Second, they can pass the conflict point when the going-straight vehicles
happened to pass the road. Third, they can pass the road at the rest of green signal and
yellow signal after all the opposing through vehicles pass the conflict point[2].

G. Yang (Ed.): Proceedings of the ICCEAE2012, AISC 181, pp. 1-f7]
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According to the regulations of China's road traffic laws:" vehicles were allowed to
go straight and turn left at green signal, furthermore, left-turning vehicles should not
impede the passage of opposing through vehicles." Therefore, left-turning vehicles
only turn left at the initial green signal and at the time of opposing through vehicles that
have not yet reached conflict point. Vehicles can also pass the road when waiting near
the conflict point until the time-highway of going-straight vehicles was allowed to
across. How to organize and control the left-turning traffic flow reasonably is the key
problem for management of traffic order and improving the traffic capacity at
intersection. Several factors were found to affect the left-turning vehicles. These
factors include vehicles types, vehicles conditions, environment of intersections,
weather conditions and drivers psychology, etc.

3 Preliminary Analysis

As mentioned above, if left-turning vehicles trajectory can be measured manually
through the related devices[3], it may has the positive effect on the intersection
capacity and safety of analysis. Found by comparing, the data of video detection
records is full and rich. Consequently, we select the video data as data source to get the
track.

Data acquisition flow diagram is shown in Fig.1.

Obtaining traffic data

Transforming video data to BMP
image format
| |

Determining the relationship of

coordinate
T T

Getting the coordinate of video
at “specified point”
] [

Calculating the coordinate of the
ground

Fig. 1. Data acquisition flow diagram

This graph shows the process of data acquisition. First, through filed observation, we
can get the video data, then we need to transform the video data to BMP image
format[4]. It is important to ensure that data background are the same. This paper get
BMP format through “Image Transfer and VirtualDubMod” software.
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4 Methodological Approach

In this section, the methodological approach taken to account for coordinate
transformation in the video data. It is important to note that common software could not
be used to deal with coordinate transformation between the video and the ground. Our
self-developed software system can record the image plane coordinates of the
designated point and transform dimensional coordinates into the ground coordinates.

The relationships between the image coordinates and ground coordinates is shown in
Fig.2.

-
Fig. 2. The relationships between image coordinates and ground coordinates

As shown in Fig.2, O is the photography center, A is a point on the
ground,. AB=Y,-Y,, BC=X,-X,, OC=Z,-Z, . According to the

similar triangle calculations[5], we can get the following equation:

X Y _ zZ 1 0
X,-X, Y,-Y, Z,-Z, A

Based on the related theory of coordinate transformation, the following equation is
workable.

x a, a,a,| x
=R y |=|b b, by | vy ()
-f ¢ o |—f

N o~
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According to the equations of (1) and (2), we get the other equations:

a(X , —X)+b (Y, ~Y)+c(Z,~Z,)
a,(X =X ) +b,(Y, Y +¢,(Z, - Z,)
a,(X = X,)+b,(Y, =Y, +¢,(Z,~Z,)
a,(X ,— X)) +b,(Y, Y +¢,(Z, - Z,)

x==f

3)
x=—f

Based on the above equations of (1), (2) and (3), we can get the following equations:

x X tayta;
a,x+asy+1
4 5 (4)
¥ = agx+a,y +ag
a,x+asy+1

Consider the two equations (1): shows the correspond relationship between the ground
coordinate and the coordinates of the points. After transfer a series of point of
Vehicles coordinates in image plane to ground coordinates plane, track of left-turning
vehicles on the ground can be got[6-8].

5 Application Analysis

The video data used in this paper was obtained in shijizhuang. We selected 3.2s data
and got 128 pictures after the process of the Virtual DubMod software, then we selected
four designated points: 1(0,0), 2(6.75,0), 3(6.75,5), 4(0,5), The designated points
which we selected are presented in Fig.3.

Fig. 3. Designated points
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The transformation relationships between ground coordinates and image coordinates
is shown in Fig.4.

Ground coordinates Image coordinates
Designated point 1(0,0) Designated point 1(415, 232)
Designated point 2(6.75,0) Designated point 2(478,217)
Designated point 3(6.75,5) [ | Designated point 3(457, 196)
Designated point 4(0,5) Designated point 4 (405, 205)

Fig. 4. The transformation relationships between ground coordinates and image coordinates

From the analysis of above, we put image coordinates into the corresponding
equation, the actual left-turning vehicles trajectory can be calculated. The situation of
survey is shown in Fig.5. The image coordinates of the trajectory as shown in Fig.6.
The ground coordinates of the trajectory as shown in Fig.7. In order to test the
accuracy of the system, the four designated points coordinate was obtained by mouse
as shown in Fig.5, then put them into the conversion equation. Based on the
calculation, we put the deviation between the value calculated in this paper and the
actual coordinates into Tab.1. Generally, if the deviation is less than Scm, this method
proves the accuracy is reliable.

A=INE 10T by I

Fig. 5. The situation of survey
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Fig. 6. The image coordinates of the trajectory
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Fig. 7. The ground coordinates of the trajectory
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Table 1. Error analysis of coordinates

Referenc  Actual Actual Calculat  Calculat Error of Error of
e Points x(m) y(m) ion x(m) ion y(m) x(m) y(m)

1 6.75 0.00 6.78 0.00 0.03 0.00

2 6.75 6.00 6.75 6.00 0.00 0.00

3 6.75 10.00 6.80 10.03 0.05 0.03

4 6.75 20.00 6.79 20.12 0.04 0.12

6 Summaries

In this paper, based on the principles of photography of video technology, through
self-developed system, the left-turning vehicles trajectory can be extracted from video
data. Further research needs to be conducted to deal with video data in inclement
weather conditions, and to seek out other possible issues. The available software and
related arithmetic remains relatively difficult, and so improvements in this area also
welcomed. The approach described in this paper is generalizable to other vehicles
trajectory.

Acknowledgement. The research was supported by the Hebei Province Science And
Technology Research And Development Plan(research on coordinating control theory
of urban traffic trunk faced transit priority, NO.10217113D), Traffic Safety and
Control lab of Hebei Province for its opening subject:"Traffic Control Algorithm Based
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Abstract. Service availability is a significant feature in industry network systems
that demands strict real-time constraints and stable communication interfaces.
Failure detection and recovery mechanisms are indispensable to ensure the
available communications. This paper analyzes a new distributed redundancy
protocol for industry Ethernet. The working mechanism of the protocol is studied
and the influences of the network environment, the clock synchronization error
and the timing parameters on the recovery times are analyzed. Models for
computing the recovery times are established.

Keywords: real-time Ethernet, distributed redundancy protocol, failure
detection, recovery time.

1 Introduction

Control systems based on Ethernet are widely used in industrial plants because Ethernet
is simple and cost effective. Industrial systems require stability, therefore measurement
and control messages must be transmitted in an available and reliable communication
facility. And industrial Ethernet systems have more strict real-time constraints
compared to commercial Ethernets.

As is well known Ethernet uses Carrier Sense Multiple Access/Collision Detect
(CSMA/CD) technology in the Data Link Layer (DLL) defined by ISO, where devices
have to wait an uncertain time before beginning to transmit the messages. The resulting
random end-to-end delay is unacceptable in an industrial plant so that the DLL must be
modified or enhanced in real-time environments. There are several types of
technologies solving the problem which are defined in IEC 61158 as Profinet,
Ethernet/IP, EPA etc [1, 2].

Link failure and switch device failure are common in Ethernet and will bring about a
series of problems such as data error, data loss, and messages being transmitted out of
order. These faults will affect the plant stability seriously, thus failure detection and
recovery mechanisms are mandatory in industry Ethernet environments. For a real-time
constrained system, the recovery mechanism should be effective and fast enough. An
important criterion to determine the strictness of the real-time constraints that a system
requires is the time it can run without a working control system, and this time is defined
as the grace time. If a failure occurs, the network communication system must detect
the error and repair it within the grace time [3].

G. Yang (Ed.): Proceedings of the ICCEAE2012, AISC 181, pp. 9-]I5]
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Using redundant links is an effective way to realize self-recovery. Fundamental
topologies like ring and mesh can provide redundant links. In IEC 62439 FDIS five
different solutions for redundancy are proposed: Media Redundancy Protocol (MRP)
[3,4], Parallel Redundancy Protocol (PRP)[5], Cross-network Redundancy Protocol
(CRP), Beacon Redundancy Protocol (BRP) and Distributed Redundancy Protocol
(DRP) [6].

DRP is designed for the ring topology that is simple in structure and provides one
efficient redundancy route [7]. DRP is based mainly on a distributed failure detection
mode. This paper performs a timing analysis on DPR. The working mechanism is
studied and the factors influencing the recovery time are analyzed. Time models to
compute the recovery times are derived.

This paper is organized as 4 parts. Section 2 is an introduction of DPR. In section 3,
the timing parameters are listed and analyzed and methods to estimate the recovery
times are established. And section 4 presents some conclusions.

2 An Overview of DRP

DRP defines a framework for describing the operational behavior of the switch devices
in a ring topology to detect a single network failure (link failure or switch failure) and to
recover from it within a time limit. The switch devices in a DRP ring network are equal
parties and have two ports each. Every ring port may be in one of two states: blocking
state and forwarding state. All switch devices are synchronized using IEEE 1588
Precision Time Synchronization Protocol (PTP)[8].The scheduling of switch devices in
DRP is done in intermittent communication cycles called macrocycles. Within a
macrocycle, each switch device takes turns to send a Ring Check frame to detect a
failure on the ring. Besides, each switch device sends a Link Check frame to its
immediate neighbor to detect an adjacent link failure. If ether a Ring Check frame or a
Link Check frame is not received in time by a certain switch device, it then multicasts a
Link Alarm frame to inform the other devices of a failure. When the switch device
which has one of its ports blocked receives the Link Alarm frame, it will change that
port state into forwarding so that the network turns into a linear topology and the
network has been thus recovered.

Failures in a DRP network are of three types: transmission medium failure, MAC

layer failure or switch device failure, and DRP layer failure. In a macrocycle prple , one

certain switch device sends a Ring Check frame to be forwarded around the ring at time
t

it, the frame must have gone through all switch devices in the ring and the network is all
right. Otherwise if this frame is not received by the originating switch device within a

RingCheck 1O test the ring state. If this frame is received by the switch device which sent

predefined time 7, (RC), the network must have gone wrong. Each switch device also

sends a Link Check frame to its two neighbors at time 7, , ... to test the operation

state of all links and switch devices and a Link Alarm frame will be broadcasted by the
switch device that has detected a failure. A MAC layer failure will be detected by ether
a Ring Check frame or a Link Check frame. Some blocked switch device will be
de-blocked or some non-blocked switch device will be blocked to keep the network
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consistent (to recover from the failure) after receiving a Link Alarm frame. The case of
a transmission medium failure is similar to switch device failure. Nonetheless, the case
is quite different with a DRP layer failure. The switch device with a DRP layer failure is
equivalent to a common functional switch device without failure detection. For the
switch device with a DRP layer failure, all messages are stored and forwarded. It can be
seen as a delay buffer between two DRP switch devices. So DRP layer failure does not
affect the actual topology of the ring network. In other words, the system is still valid if
the ring contains a switch device that does not support DRP.

3 Recovery Time Analysis

3.1 Recovery Time Models

When a failure is detected by a Ring Check frame the failure occurs in the interval
between the Ring Check frame and the Link Check frame in a communication

macrocycle. The Ring Check frame is sent after the failure in 7, . The switch device
which sent the Ring Check frame has to wait for 7, until the failure has been

confirmed. Then it has to taken 7, to send the Ring Alarm frame. The Link Alarm is

forwarded in the network until it is received by the switch device which has its port
blocked. The state of the blocked port will be changed into forwarding and the recovery

process is completed. The last step takes time f,,. The whole process is shown in

Fig.1. The recovery time is

T

rel

=lpp Ty Tlya Tlir. (1

Failure Frame waiting timeout

Recovery

Ring Check frame Link Alarm frame

A 4 A 4 A 4 A 4 A

e rn ple—Trv  pleTia ple Tar t

e e

v

Recovery time T >

A

Fig. 1. Recovery time while failure is detected by Ring Check

When a failure is detected by a Link Check frame the failure occurs in the interval
between the Link Check frame and the Ring Check frame. The Link Check frame is
sent simultaneously by all switch devices, so the time to wait for the Link Check frame
is much shorter than the time to wait for the Ring Check frame in the above case. The
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Link Check frame is sent after the failure in f,, . The switch device which sent the

Link Check frame has to wait for 7,,, until the failure has been confirmed. Then the

process is similar to the above case and the recovery time is

Ty =ty Ftpy T @

Failures would be detected mostly by this way so 7, , is a typical parameter to estimate

the recovery time of DRP.
Sometimes an inter-switch device link failure like a line being cut off can be detected

by the physical layer. The Link Alarm frame is sent after the failure in 7, , then it

takes f,, to complete the recovery process:

T

re3 = Lpa tlag-

3.2 Parameter Evaluation

To get the exact recovery time we need to compute the parameters tgg , trw » twa, tar . FL.
ITrw and ¢ FA -

Designed for industrial plants, DRP must guarantee that the real-time information,
such as the sampling frame or control frame, owns the highest priority. In general, the
frames are divided into 4 categories. In other words, there are four types of service flow
in a DRP network: real-time frames, PTP frames for DRP, DRP frames and other
frames. The priorities of frames are assigned in order from high to low in the sequence
as listed above. Local service and forwarding frames of one category have the same

priority. Assume that the average lengths of the frames in the 4 categories are [ R
l

service flows are Op, Pprp> Pprp>and Py ; the link maximum bandwidth is T.

TP > [ prp and [ nr Tespectively; the long term average rates of the corresponding

To evaluate the parameters the forwarded delay of a DRP frame must be analyzed in
advance. If a DRP frame is planned to be forwarded by a switch device, it will be stored
in the switch device buffer and wait until all frames that own higher priorities to be sent
out. If there are DRP frames already exiting in the buffer when a DRP frame arrives, the
buffer works as an FIFO queue for the DRP frames. Besides, sending a frame is a

non-preemptive mission so the forwarded delay 7 oRP consists of two parts: the time
to send the total length of real-time, PTP and DRP frames already in the switch device

buffer, and the time to send out the frame being sent, as shown in Fig.2. Let B be the
backlog in the buffer of a switch device. The total length of real-time, PTP, DRP frames

in the switch device buffer is B, + B,,, + B

prp » and the length of the frame being

sentis [, .
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A

DRP frames

6f real-time, PTP, DRP frames in The length O

the switcher buffer B r T B prp T B DRP being sent / bs

Fig. 2. Forwarded delay of DRP frames

Let the hardware delay time a switch device takes to forward a byte (usually the
process of storing and forwarding) be 7}, we have the forwarded delay

T - (Bg + Bpp + Bpgp +1, )/T +ppe T 3)

DR

In order to get the expectation of 7
DRP

E(r )=(E(By+Byy+Bp)+ E1))[T +1pp,T,. ©))
We first calculate the expectations of [, and By + By + By :

E(lhs) = (lRpR + lPTPpPTP + lDRPpDRP + lNRpNR )/T . (5)

Note that the flow of PTP frames 0, is small, if the service flow of real-time and
DRP is relatively light, B, + B, + Bpgp, = 0. In this case, 7 ey €A1 be estimated

as:
E(TDRP )=UePr oo Prre T LorpPore + Iy Pur )/T2 +1ppe T - (6)

If the network burden is heavy By + B,;p + Bppp >0 . Inthiscase B, B and

PTP >

B, have a much more complex relationship with [, lprp . Lppp. Prs Pprp»and

Ppgp - This relationship is analyzed by network calculus theory in another work [9].
While a switch device is down, the shortest time it will take to send the Link Alarm

frame is 0 and the longest time is Tcydg .

O < tFR < Ylyc/e ’ 0 < tFL < ’I;ycle . (7)

O S tFR S ’Tcycle - tLinkCheck + tRingCheck ’ 0 < tFL < tLinkCheck - tRingCheck : (8)
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Let T, (LC) be the waiting time after a Link Check frame is sent. Note that the local

clocks of different switch devices can not be synchronized perfectly. If 7, is the
maximum clock deviation of two switch devices (it is also called time error), one switch
device must wait atleast foratime 7, (LC)+T,,, before being prepared to send the
Link Alarm frame.

tp =T (LC)+ Ty . ©)
Similarly,

ti =T, (RC)+T,,,. (10

When a Link Alarm frame is about to send it must wait for 7 oRp(Lh before the switch

device port is available.

tys =T (11)

DRP(LA)

I, 1is determined by hardware.
Let N be the number of switch devices in the network system. The Link Alarm frame
has to cost time f,,_, to go through (N-1) switch devices to reach the other end of the

line to change the port state in 7, (dependent on switch device hardware).

ty,=(N-Dz . (12)

trw =T (RC)+ Ty + lDRP(LA% +prpn ;- (13)

ty =T (LO)+ Ty, + lDRP(L% +prpa)T; - (14)

fip =ty 1, + (N_DIDRP“% +(N =Dl pp 1T (15)

4 Summaries

In this paper, the failure detection process of DRP is modeled. The timing parameters
are listed and delays in DRP are analyzed. The method to estimate the recovery times is
proposed. In order to verify and validate the effectiveness of the DRP and its time
model, a prototype of an industrial network system is built and experimented with. The
results are reported in [9].
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Abstract. This article introduces a hardware design method about a kind of
infrared video image acquisition and display system that based on FPGA
development board. This design uses VO7620 simulate video imaging sensor to
collect data, SAA7113H video decoder collects video data and chang simulate
video into digital video, and output ITU656 format data flow with through the
I’C configuration module, and Acquisition data is storaged to the FPGA
development board embedded SDRAM, and then delivered to the LCD display
displayed by SDRAM controller. This system is developed on the software the
xilinx10.0, Modelsim6.0, and implemented in hardware, and achieve the desired
results. Based on FPGA collection show is hardware real-time image data
processing method in low-power, small-volume, simple economic, and has a
wide range of application prospects and market value.

Keywords: FPGA, infrared, sequential control, image acquisition, LCD.

1 Introduction

The infrared camera target detection depend on the infrared radiation characteristics, it
is difference in temperature between target and the surrounding environment and
radiance. At night and severe weather conditions, the infrared camera has more better
function than other method, therefore, it is widely used in security television monitor
and military equipment, etc. Infrared imaging system is using scenery itself each part
radiation difference obtain image details, chang the infrared radiation into electrical
signals, then put the electrical signals into visible light, its essence is an optical -
electronic systems. The basic function of the infrared system is converted infrared
radiation into electrical signals, and represented the size of the electrical signals with
gray level to displayed[1].

With the rapid development of microelectronics and computer science, electronic
system have been developed to be a system that including ASIC, FPGA and embedded
chip, etc. Also, is benning widely used in the area of video image processing
apllication. Based on FPGA image processing is an ideal processing real-time image
data technology. FPGA (Field Programmable Gata Array) is the further development of
the product based on GAL, PAL and EP programming logical device[2], it has

G. Yang (Ed.): Proceedings of the ICCEAE2012, AISC 181, pp. 17-22]
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high-performance, small-volume, low -power, high-reliability, design flexible and
powerful, convenient to design developed process and later field maintenance, is
widely used in embedded systems, and the research of image processing dedicated
system will become a new hotspot of information industry. Therefore, this paper
mainly introduces a hardware design method based on FPGA development board of
infrared video image acquisition and display.

2 The System Design Framework and Working Principle

Infrared video image acquisition and display system of image processing circuit based
on FPGA design development board shown in fig.1.

SDAT
SAA7113H B SCLK > [2C Configuration
Video Decoder ITU656 Format Module
Chip data flow |
7] SDRAM
FPGA Chip

Image Sensor

LED LOOP

A 4

il | LOD Display |
Sequential Control LCD Display

Fig. 1. System design diagram

This system mainly is to use the FPGA chip resources, through the hardware system
control infrared imaging device acquisition real-time image and output on LCD
displayer, its main work is as follows: using equipped with 850nm wavelength
narrowband filter simulation image sensor(VO7620) collects PAL formats video data,
and then sends the data to the SAA7113H video decoding chips. Video decoder chip
outputs ITU656 format data flow by I’C configuration module[3],and stores data in
SDRAM, then displays on LCD displayer.

3 Hardware Design

System hardware design includes: infrared LED sequential control, design of image
acquisition unit, the I’C configuration circuit, infrared image display unit.

3.1 Infrared LED Sequential Control

Infrared LED response time is less than 10ns.Time response refers to the time LED
bright (up) and extinguishing (attenuate)[1]. The LED up characteristics relate to
working current I, I increase, rise time attenuate exponentially, and decrease time does
not relate to I. Therefore, using appropriate pulse based on FPGA design to control
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LED lamp light and extinguish, can make LED to work by certain frequencies and
time[4].The working current with pulse contact as shown in fig.2,graph (a) is one wave,
which duty ratio is 1:1,pulse wave of graph (b) is each 1.0 ms launch a 100 pulse,
therefore, the average current Im is only tenth of maximum.

}71ms—>{
I O N R

}71ms—+
100us ﬂ ﬂ

Fig. 2. Relation of working current and pulse

3.2 Image Acquisition Unit Design

Image sensor is an important unit of digital cameras, according to component different
there are two models: CCD and CMOS. Compared with CCD, CMOS image sensors is
inexpensive, high-integration, small-volume and saving-power etc, and can integrates
time-series processing circuit and the front-end amplification and digital of image
signal in a chip inside part. With the development of technology and craft, CMOS
image sensors got effectively improve not only in noise, and resolution has been greatly
improved, therefore, CMOS image sensors development has been hit by the height of
industry importance, and has been widely used in the image acquisition and monitoring
field. So here we chose OV76200 type CMOS image sensors, its internal structure as
shown in fig.3 shows.
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Fig. 3. OV7620 chip internal structure
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OV7620 CMOS image sensors includs 664 X492 photosensitive array, and integrate
the frame (lines) control circuit, video sequence produce circuits, analog signal
processing circuit, A/D converter circuit, digital signal output circuit and the I°C
programming interface. It can according to the need of the video signal output multiple
standards. Video sequence produce circuit is used to produce horizontal sync, vertical
sync, mixed video synchronization etc. External controller can be set by I’C bus
interface, read OV7620 working condition, working style and the data output format
etc [5].

3.3 The I’C Configuration Circuit

Configuration module is mainly to undertake Settings in SAA7113H working mode,
signal timing of horizontal sync and vertical sync and the format of the output signal
etc. Achieving registers configuration by I°C bus, modifying register values, setting
output video characteristics, completing SAA7113H initialization.

The I°C controller mainly is to control the FPGA tube feet to simulate the I’C serial
bus SCL(serial clock line) and SDA (serial data line). Controller complete
configuration process by judging this two fronts the state to. When beginning, bus in
the idle state[6], When SCL's at a high-level, and SDA is hopping high-level to
low-level, data begin transmitting, marked as begin, When SDA is hopping low-level to
high-level, data stop transmitting, marked as end. When data is transmitting, SCL in
high-level, SDA level cannot be changed, only SCL in low-level, SDA level can be
changed and update data, While every byte preach finished, requires a response signal,
response clock completed by the main device, and realize by releasing the data bus.
This design, video decoding chips have not given response signal to come down the
clock line, controller set aside time just for a response with the I’C timing keep
consistency. When three bytes transmission is completed, controller needs to send end
signal, at this time, pulling up data first, and then the clock. Thus completing a
transmission, then the next cycle, until all the data transmission configuration
completed. The I°C transmission process sequence shown as shown in fig.4 [5].

/ ............. X>\ /\H /\ - F
AVVAVAWAWAVARN RVAVAVI

ata data data
start stop

condition condition

SDA |

scL |

Fig. 4. The I°C transmission process sequence

3.4 The Infrared Image Display Design

Choose LCD display device as infrared image, control and display by the LCD
controller, fig.5 is LCD display equipment design diagram.
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Fig. 5. LCD design diagram

LCD display system principle is: LCD controller have a primary port and a slave
port, the primary port is responsible for reading the data and display from SDRAM,
Nios II processor control the slave port, and make sure data base address and length of
data in SDRAM. Nios II processor in SDRAM open up the Frame buffer, the Frame
buffer first address is written to LCD controller and activate LCD controller. After
LCD controller started, the DMA Master reads data from SDRAM control at first, and
deposit in FIFO, then timing generation module reads data from FIFO based on LCD
timing requirements, and send to display device to display images[7].

4 Result

Infrared video image acquisition and display system of development board based on
FPGA displayed image as Fig.6.

Fig. 6. This system got the image

5 Summaries

As the FPGA device performance improvement and cost reduction, its development
and application are more mature, based on FPGA in the application of infrared imaging
system are discussed. Working on hardware system selection, design, realized based on
FPGA infrared video image collection and display, and gives the system test results.
Compared with software realization, using the FPGA design of video image collection
and display system has good real-time, high- reliability, and occupies system resources
rarely,high-efficiency, so it has widely application prospect in safety monitoring and
military chiefs equipment.
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Abstract. Computer keyboards are often used to input confidential data.
Containing electronic components, keyboards will emit electromagnetic waves,
which can reveal keystroke information and bring information security problems.
Focus on the mainly used PS/2 keyboard, a representative control circuit is
analyzed to find the sensitive signals that cause electromagnetic emanations. The
PS/2 protocol is lucubrated so as to locate the potential compromising source.
Further research is conducted to find how the electromagnetic emissions
compromise the keystroke and the characteristics of the PS/2 keyboard's
compromising Emanations. An experiment is designed and carried out to verify
the research conclusion and find a way to solve the very security problem.

Keywords: PS/2 Keyboard, Compromising Electromagnetic Emanations,
Information Security, Falling Edge.

1 Introduction

Electromagnetic waves are emitted while the information technique equipments are
working. Some of these Electromagnetic emanations may have relationship with the
information processed or transferred. As a result, the information can be recovered if
emanations were received and analyzed [1-4]. This is the compromising electromagnetic
emanations, and it can degrade the information security level of the device. Many
researches have been done on the video display units, both CRT and LCD displays.
Images shown on the display of the computer are reproduced [1, 3]. As the researches
go on, more and more attention has been drawn to the electromagnetic information
security. Besides video display unit, hard disk, mouse, CD/DVD driver and many other
peripheral devices of the computer have been studied concerning the compromising
emanations [5]. Success information recoveries of electronic device, such as RS-232
device [2], laser printer [4] and keyboard [6, 7], have been carried out with the
development of signal acquisition and processing technology.

Keyboard is the main input device of computer. And the emission security of
keyboard was researched as early as the 1990s, when Han Fang did some measurement
and analysis on the emanations of the keyboard [8]. Han's research found the not so
strong electromagnetic emission of the keyboard, and didn't get any obvious
relationship between the emission and the keystrokes. In resent years, a breakthrough
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has been made in the research of keyboard information leakage with the help of
advanced measuring technique and instruments. That is in 2008, Vuagnoux et al. found
an effective method to deal with the keyboard's emissions [6], and their best practical
attack fully recovered 95% of the keystrokes of a PS/2 keyboard at a distance up to 20
meters, even through walls. They concluded that most of modern computer keyboards
(no matter PS/2, USB, wireless or laptop) generate compromising emanations.
Graduate student Zhang Jingqin has been doing her research on compromising
electromagnetic emanations of keyboard by 2010 [7]. Zhang analyzed the
compromising mechanism of the keyboard and compared the compromising
emanations of different distances and keystrokes. An algorithm to recover the
keystroke information is designed in her research. Both Vuagnoux and Zhang have
successfully recovered the low speed keystrokes of keyboard not far away. However,
the compromising electromagnetic emanation source and the reason for the distinctive
emission signal received by the antenna were not covered in their papers. And thus they
didn't give any available information to improve the emission security of the computer
keyboard.

Compared with the USB and wireless, PS/2 interface is better supported by the low
level hardware of the modern computer. PS/2 keyboard is still the mostly used
keyboard due to its compatibility even when the computer breaks down. What is more,
the PS/2 protocol is comparatively regular and uncomplicated. Therefore PS/2
keyboard is chosen as the object of our compromising electromagnetic emanations
research.

In this study, a representative PS/2 keyboard control circuit is analyzed.
Keystroke-related sensitive signals that might emit electromagnetic waves are
researched. PS/2 protocol is studied in-depth and the potential compromising source is
located. It is affirmed that the falling edge of PS/2 keyboard's data and clock signals
compromise the keystrokes. A measurement method and the experiment setup are
introduced to verify the conclusion given by the analysis. The experiment results are
studied and discussed, and some ideas that will help to improve the information
security of the PS/2 keyboard are got.

2 Signal Analysis of the PS/2 Keyboard

PS/2 computer keyboard consists of shell, keycaps, switch matrix, control circuit and
transmission line. The shell and keycaps that make up the external appearance of the
keyboard are generally plastic. So they have nothing to do with the signals’
electromagnetic emission.

Under each keycap there is a keyboard contact, which is actually a tiny switch. All
the keyboard contacts comprise the switch matrix, which is arranged in rows and
columns. The control circuit with microcontroller sends column selected low level
signal to the switch matrix one after another. When a key is pressed the corresponding
row data signal is pulled to low, and this message is sent to the control circuit. The
column and row indicate which key is pressed and such information is encoded
conforming to PS/2 protocol and transmit to the host through the transmission line.

Now the working process of PS/2 keyboard is clear, signals runs inside can be
analyzed. As far as the information security of keyboard is concerned, any signal
related to the keystroke should be classified as RED signal. The other signals such as
power signal and ground signal are BLACK signals apparently.
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Fig.1 shows a typical keyboard control circuit, with the encoder chip URSHC418
[9]. Low level column select outputs CSO~CS15 are sent successively and loop around
to detect the keystroke. When a key is pressed, one of the row data inputs
RDATO~RDAT?7 will turn to low. The microcontroller inside the encoder will notice
the low level pair of column and row. This information is traced and translated into a
scan code, which is transferred to the computer through the data line KBDAT in serial
mode, synchronized by the clock signal KBCLK.
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Fig. 1. Example control circuit of PS/2 keyboard

As is analyzed, the signals CSO~CS15, RDATO~RDAT7, KBDAT and KBCLK
may be RED signals that could leak the keystroke information. But whether any key is
pressed or not, column select signals are sent one-by-one with an equal time interval.
Row data signal is detected unless related key is pressed and corresponding column is
selected (low level signal). And what's more, there won't be any noticeable current
change. So the electromagnetic emission of the row and column is not remarkable
enough to be captured. Even this kind of emanations are received, there won't enough
difference to identify which key is pressed.

The port KBDAT in the control circuit connects to PC keyboard port clock line and
KBCLK connects to PC keyboard port data line. They transmit the coded keystroke
information in serial mode and can be recovered comparably easier if the
electromagnetic emission is received.

3 Keystroke Information and Its Emanation

As analyzed above, the major sources of compromising emanations are the data and
clock signals that are closely related to PS/2 protocol [10]. PS/2 protocol is a unified
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open industry standard. This standard has lots of benefits with the implementation and
operation of the keyboard, but also makes it easier to recover the keystrokes from the
emitted signals.

PS/2 keyboard implements a bidirectional synchronous serial protocol. Data is sent
one bit at a time on the data line and is read on the falling edge of the clock signal each
time it's pulsed. Clock is valid only in data transition period. If the bit string of sending
data is recovered from the electromagnetic emanations, the scan code which reflects the
keystroke would be compromised.

According to PS/2 protocol, Data and Clock are both open collector, which means
they are normally held at a high logic level but can easily be pulled down to ground
(logic 0). Data and Clock are read on the microcontroller's port A and B, respectively.
Both lines are normally held at +5V, which can be pulled to ground by asserting logic 1
on D and C, shown in Fig.2. As a result, Data equals D, inverted; and Clock equals C,
inverted. Although this circuit module may be implemented into the modern ICs, the
basic structure and its feature maintain.

+5V

.

<
B —<} Clock

T

Data

MicroController
(@}
%

Fig. 2. Open-collector interface to data and clock of PS/2 keyboard

Every time the data or clock transit from logic 1 to logic 0, a ‘1’ is written to the pin
D or C. When a breakover voltage enters the base of triode transistor, NPN-type
transistor switches into conduction between collector and emitter. A sharp increase in
collector current will be generated. This means transient impulse current will happen in
the falling edge of the data and clock signals. With reference to the Maxwell Equations
and Fourier Transform, the impulse current will emit remarkable electromagnetic
waves to the space. This emission might be done by any antenna-effect components of
the keyboard.
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Fig. 3. Demonstration of different keys that have identical falling edges
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If the electromagnetic emission of data and clock signals is received by antenna, the
falling edges of the signals will be located in time-domain of the received information.
Now that the falling edge of the data and clock signal is recovered, the clock signal can
be separated based on the characteristic of minimum equal time interval. The PS/2 data
transition starts with ‘0’ and have a stop bit ‘1’, so there will be a falling edge of the data
before the first one of the clock. Only the falling edges of the data won't uniquely
determines the scan code. For example key ‘M’ (make code is 0x3B) and ‘X’ (make
code is 0x22) have the same serial of falling edges, as shown in Fig.3. Even though, it's
still an effect attack of the keyboard for the greatly reduced subset of possible
transmitted scan codes.

4 Experiment and Analysis

In order to verify the foregoing analysis, it is needed to get the time-domain information
of the data and clock signals, which will help to find the difference between their rising
edges and falling edges. The electromagnetic emanations of the keyboard shall be
measured to see whether it is at the falling edges that leak the electromagnetic energy
most.

Experiment Setup: The experiment is carried out in a semi-anechoic chamber.
Oscilloscope (Tektronix TDS5054B) is used to show the time-domain signal of the data
and clock, as well as the electromagnetic emanations received by a biconical antenna
(30MHz-200MHz). The antenna is placed 3 meters from the PS/2 keyboard (SK-9270),
which is connected to a laptop computer powered by battery.

To begin with, the data (labeled ‘1’) and clock (labeled ‘2’) is measured. The detail
of data and clock signals is shown in Fig.4, from which we see it is much sharper of the
falling edges compared with the rising edges. It is believed that there will be more
electromagnetic emission at the falling edge with the same transmitting antenna.

Fig. 4. Sharper falling edges of data and clock signal

When the electromagnetic emission of the keyboard is measured, three probes are
connected to the data, clock and antenna respectively. When the key ‘V’ is pressed, the
oscilloscope is triggered and the signals are displayed, shown in Fig.5. In this figure,
the data signal is marked with ‘1’, clock with ‘2’ and antenna with ‘3’. The frequency of
the clock is 12.43 kHz. The level of the data and clock is 5 volts, and the signal received
by antenna is about 4 millivolts.

From the experiment result (Fig.5), the following characteristic will be found:
Firstly, there is a noticeable impulse when and only when it's at the falling edge of data
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or clock signal. Secondly, of the data and clock signals, corresponding impulse of one
signal's falling edge is a little higher when the other signal is at its high level.

The first characteristic is consistent with the analysis conclusion in part 3 and will
help reduce the subset of possible transmitted scan codes. If the second characteristic
holds, the level of the other signal will be determined at the falling edge of one signal.
It's provable that from this distinctive signals received by antenna, the scan code of key
can be uniquely determined, which means that the keystroke of the PS/2 keyboard is
compromised. The falling edge emanation ought to be weakened or eliminated to avoid
the information compromising of the keyboard and to ensure the information security
of system.

Fig. 5. Time-domain signals when key ‘V’ is pressed

5 Summaries

The emission source and characteristics of PS/2 keyboard’s electromagnetic
compromising emanations are studied in our research. Efficient measure to solve this
security problem radically is to change the way that falling edges of data and clock take
shape in the PS/2 keyboard's control circuit. Further work should be done to find the
reason why the second characteristic exists, whether it holds for all PS/2 keyboard and
to find a way to implement the protective measure.
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Abstract. Pulse-wave velocity (PWYV) is typically used for estimating the
stiffness of arteries This study was to implement a new method and rapid
two-dimensional ultrasound method for the measurement of PWV in the carotid
artery. The longitudinal dynamic image of CCA was analyzed using syngo
Velocity Vector Imaging technology. Due to the propagation of pulse wave,
nearby different sampling point will have same curves after the transit time
between those sampling point. The regional PWV was calculated according to
the formula and be applied for the measurement of the other vascular arteries.
The noninvasive imaging method for calculating the regional PWV may
contribute to a good alternative screening test in the evaluation of cardiovascular
diseases and reduce the overall morbidity and mortality of cardiovascular
diseases. In summary, our results demonstrate that velocity vector imaging can
be an effective and promising approach for evaluate pulse wave velocity of the
carotid artery.

Keywords: Pulse-wave velocity, Ultrasound, Velocity vector imaging, Common
carotid, Atherosclerosis.

1 Introduction

Arteries are not simple tube conduction structures. The repeated process of pumping
blood by the heart produces pressure and flow waves. These waves travel throughout
the circulatory system, undergoing transformation in shape and amplitude as they
travel from central to peripheral arteries. They moderate systolic pressure increases

* Corresponding author.

G. Yang (Ed.): Proceedings of the ICCEAE2012, AISC 181, pp. 31-B7]
springerlink.com © Springer-Verlag Berlin Heidelberg 2013



32 C. Liu et al.

and maintain sufficient diastolic level to guarantee myocardial perfusion. While blood
can be considered incompressible, vessel walls have elastic properties that result in
finite pulse wave velocities[1]. One of the most reliable indices of the aortic stiffness
is the pulse wave velocity (PWV); the speed of propagation of the flow wave in the
aorta and an important indicator of arterial compliance. PWV is higher on a stiffer
wall and its increase leads to cardiac pressure overload, myocardial hypertrophy [2],
and enhance the risk of coronary heart disease [3]. A reliable means to measure aortic
wave velocity would therefore be of substantial clinical benefit. Several studies have
shown that this parameter is an independent predictor of cardiovascular mortality in
the elderly, hypertensive, diabetics, and patients with chronic renal failure as well as
in the general population [4,5,6,7].

Typically, the most common method to determine wave velocity is obtaining pressure
or flow curves at two locations along an artery and dividing the known distance between
measurement sites by the transit time between the foot of each waveform. Hence, PWV
= D (meters) / AT(seconds) [8,9]. Despite the simple definition of PWV, some problems
still remain, which limit the interpretation of available findings and the general
applicability of the PWV measurement [10,11,12]. The accuracy of PWV measured
from two separate points suffers from errors of distance measurements and/or
time-delay measurements [12]. A method with higher temporal and spatial resolution
is thus needed in order to calculate the regional PWV.

Ultrasound is a non-invasive imaging technique, which has been successfully used
for the morphological and functional assessment of cardiovascular disease. It also
offers a reliable platform for their biomechanical assessment. Various ultrasound
techniques have been used to detect and track the vessel wall motion. Recently,
velocity vector imaging (VVI) has been obtained using ultrasounds [13,14,15].

The purpose of this study was to implement a new method and rapid
two-dimensional ultrasound method for the measurement of PWV in the carotid
artery.

2  Methods

For this study, A total of 20 healthy volunteers were recruited from hospital staff who
wanted a CCA ultrasound and agreed to participate. The volunteers had no history of
cardiovascular event or hypertension, and with normal physical examination, blood
pressure (BP), ECG and Echocardiogram-Doppler ultrasound values. All volunteers
gave their informed and written consent to study participation and the human part of
the study was also approved by the Local Ethics Committee. All volunteers
underwent CCA ultrasound examination. The examined subjects were in supine
position, breathe calmly. Neck was fully exposed with face toward opposite side.
Ultrasound was performed through transverse and longitudinal directions from up to
down according to a standardized protocol over the CCA; images in long axis view of
CCA were stored and transferred to a computer for off-line analysis. Intima-media
thickness was measured at the point lcm proximal to the carotid artery bifurcation
from the lumen-initial interface to the medial adventitial border [10]. Two
dimensional dynamic image for was collected when volunteer was told to hold breath
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for several seconds. The longitudinal dynamic image of CCA was stored to be
analyzed using the new off-line software (syngo Velocity Vector Imaging technology
[VVI], Siemens). The 2D velocity was used to derive vessel wall displacement
off-line. When the photograph was frozen, twenty-four points were marked on the
endomembrane of the anterior of carotid uniformly by hand. Three sampling points
would be added automatically between every two marked points, and the wall of
carotid was divided into ninety-six small segments. The reference point was put in
the proximally to the heart and anteriorly to the anterior wallcenter of CCA. The
velocity of each sampling point was simultaneously calculated as instantaneous
motion divided by the time interval. Due to the propagation of pulse wave, nearby
different sampling point will have same curves after the transit time between those
sampling point. The measurement the length of a straight line between two sampling
point and the transit time between two sampling point was calculated using the new
off-line software. The PWV, assessed between two sampling point was calculated
according to the following formula: The estimated wall velocities were PWV = D
(meters) / AT (seconds) (Figl, Fig2).

3 Statistical Analysis

The PWV of 20 subjects were assessed by 2 expert echocardiologists blinded to the
results of each other. Data are expressed as mean * standard deviation. Intra- and
inter- observer variability were reported as the correlation coefficient between
measurements as well as the mean difference between respective measurements. All
data analysis was performed by SPSS version 13.0 (SPSS Inc., Chicago, USA). A
p value <0.05 was considered Statistical significance.

4 Results

Mean age was 50.4+ 17.6 years in healthy volunteers. The PWV could be determined
in all healthy volunteers, with good quality velocity-encoded images and
corresponding velocity-time curves. Figure 1 shows that the PWV, assessed between
two sampling point was calculated according to the following formula: The estimated
wall velocities were PWV = D (meters) / AT(seconds). The regional PWV of CCA
ranged from 1.13 m/s to 20.9 m/s. Using the Bland-Altman method, intraobserver
mean differences for 2 measurements of PWV were 0.03+=0.48 (p>0.64), and
interobserver mean differences were 0.19 =+ 1.10 (p>0.136), respectively. The
inter-observer variation coefficients for PWV of CCA were 6.9 = 1.8%.The
intra-observer variation coefficients were 5.7 =2.2%. There was good intraobserver
and interobserver reproducibility for the PWV measurements.
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Fig. 1. Illustration of the pulse wave propagation along the CCA and the pulse wave imaging
field of view

The PWYV, assessed between two sampling point was calculated according to the
following formula: The estimated wall velocities were PWV = D (meters) / AT
(seconds).
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Fig. 2. Example of a velocity vector imaging of the CCA
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Due to the propagation of pulse wave, nearby different sampling point will have
same curves after the transit time between those sampling point. The measurement the
length of a straight line between two sampling point and the transit time between two
sampling point was calculated using the new off-line software. The PWV, assessed
between two sampling point was calculated according to the following formula: The
estimated wall velocities were PWV = D (meters) / AT(seconds).

5 Discussion

In recent years, increased emphasis has been placed on the association of aortic
stiffness with aging, as well as a variety of cardiovascular diseases, including
atherosclerosis, heart failure, hypertension, diabetes, and aortopathies[16,17]. Changes
in the composition and structure of the wall will alter the stiffness of the arterial
wall[18]. Pulse-wave velocity (PWV) is typically used for estimating the stiffness of
arteries [19,20,21,22].

Ultrasound allows noninvasive measurements of PWV, and has been an area of recent
research interest[23,24,25,26]. During recent years, VVI, a novel echocardiographic
imaging technique based on routine two-dimensional grayscale echocardiographic
images that is independent of the angle of the transducer have emerged as valuable
echocardiographic tools for more comprehensive and reliable assessment of
myocardial function[27,28]. It also offers a reliable platform for their biomechanical
assessment.

This study is a novel, noninvasive measurements of PWV using VVI. The main
advantages of our method are simplicity of the measurement and the short acquisition
time. All data were easily acquired within several seconds by ultrasound without
requiring specific devices. This method can provide of the wall velocity of CCA at the
time of pulse wave propagation, the curves of sampling point provided a more accurate
characterization of the beginning of the systolic phase, and more reproducible results.
The measurement the length of a straight line between two sampling point and the
transit time between two sampling point was simplicity calculated using the new
off-line software. The regional PWV was calculated according to the formula and be
applied for the measurement of the other vascular arteries. The noninvasive imaging
method for calculating the regional PWV may contribute to a good alternative
screening test in the evaluation of cardiovascular diseases and reduce the overall
morbidity and mortality of cardiovascular diseases.

Several limitations of this method warrant mention. First, although our imaging
frame rates were higher (typically 38-50 frames/s), compareing with PWV, the frame
rate is not high enough to precisely measure small time shifts. So the more higher frame
rate is able to obtain more images and more detailed spatio-temporal information of the
propagation for depicting the pulse wave[26]. Second, two-dimensional speckle
tracking algorithms are inherently dependent on image quality and endocardial border
definition, any technical factors affecting gray scale may in theory have an impact on
the accuracy of VVI measurements, so VVI may be considered semi quantitative at the
present time.
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6 Summaries

In summary, our results demonstrate that velocity vector imaging can be an effective
and promising approach for evaluate pulse wave velocity of the carotid artery.
However, large-scale randomized clinical trials are needed to determine the future
role of this method.
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Abstract. Biomass pelletizing is an important branch of biomass energy
conversion technology. In this article, using parametrical design module of
three-dimensional solid modeling software Unigraphics NX(UG) constructs
geometric model of plane-die belonging to the pivotal part of plane-die
pelletizing machine. Using finite element simulation software ANSYS simulates
biomass pelletizing process so as to obtain stress field of plane-die and biomass,
which provide an important reference for the design and improvement of
plane-die pelletizing machine.

Keywords: Biomass, Plane-die, Simulation.

1 Introduction

Biomass compression molding is to put agricultural and forestry waste, such as the
crushed crop stalks, into the molding machine, then compressed into the required
shape and size by exerting certain external pressure [1]. According to the different
molding mechanism, compression molding machine can be divided into four
categories: piston press, extruder press, matrix pellet press, twist press [2]. Among
them, matrix pellet press can be divided into plane-die pelletizing machine and
ring-die pelletizing machine.

Plane-die is a pivotal part of plane-die pelletizing machine. Fig.1 shows the
molding parts of plane-die pelletizing machine.
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Fig. 1. Structure schematic drawing of molding parts
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2 Parametric Design and Modeling

UG is a large-scale application software associated with the parametric technology,
which has very powerful parametric design capabilities. In the finite element
simulation results analysis of the plane-die, the geometric model need probably be
repeated the call and modified. To great extent, UG parametric design method
provides the convenience for fast modification of the model parameter.

Preliminary Determination of the Plane-Die Parameters. Structure parameters of
plane-die determine the fuel quality of compression molding. Its parameters mainly
include the plane-die opening area, arrangement of model hole, dimensions of model
hole, length-diameter ratio of model hole, etc. According to the mechanical industry
related design standards, preliminarily determine that the outer diameter of plane-die
(PM_OD1) is equal to 255mm, the thickness of plane-die (PM_HDE) is equal to
50mm, the diameter of plane-die (PM_HD) is equal to 10mm, other parameters
settings are shown in Fig.2.

Listed Expressions
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BU_DE 50 50 o
BW_OD1 240 240 wn
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Fig. 2. Parameters dialog box of plane-die

Parametric Design of the Plane-Die. Through creating features module, characteristic
operation module, editing features module and dimension driven technology of UG,
constructing plane-die model and producing design variables, then through the
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Fig. 3. The flow chart of modeling of plane-die
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Fig. 4. Plane-die

modification of design variables, to realize the parametric design of plane-die interaction
levels. Fig. 2, Fig. 3, Fig. 4 show the parametric modeling process of plane-die.

3  Finite Element Simulation of Biomass Molding

Using finite element analysis software ASNYS simulates the compression molding
process of biomass in order to obtain the condition of contact stress and strain of
plane-die and changes of the extrusion process of biomass.

The Contact Type Analysis belonging to ANSYS Structural Analysis. Contact
problem is a highly nonlinear behavior and requires large computing resources.
Contact problem is divided into two kinds: one kind is the rigid body - soft body
contact, another kind is the soft body - the soft body contact. In the ordinary
circumstances, when soft materials and hard materials are at contact, problems can be
assumed to be the rigid body- the soft body contact [3]. So this article is based on the
surface-the surface contact analysis belonging to the rigid body-the soft body problem.
The rigid body is plane-die, and the soft body is biomass materials.

Building of Finite Element Model. We assume that the biomass material is
homogeneous and isotropic compressible continuum. Because of involving large
plastic deformation in the course of analysis, solid182 unit type is selected to build
both geometric model. The unit is set to be axisymmetric behavior, and its real
constant do not need to be defined. The contact problem belongs to surface-surface
contact .The target surface is the hole wall of plane-die and the contact surface is the
soft biomass material face. Therefore we will use the contact unit CONTA172 and
target unit TARGE169 to simulate the contact surface. And the friction coefficient is
zero point one. To assume that biomass molding process meets equivalent pressure
principle, that is, the built model has equivalent pressure in hole axial direction. So
the small part of model can be extracted for analysis [4] (Fig.5). The overall model for
analysis is shown in Fig.6.
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| Plane-die

Fig. 5. Plane-die area of extraction Fig. 6. Overall analysis model

Use of biomass materials in this article is sawdust. 12Cr1MoV is selected as the
material of plane-die, because the material has high strength and high wear resistance.
Material properties are shown in Tab.1 and Tab.2 [5].

Table 1. Property parameters of sawdust

EI(MPa) u p(kg/m’)
4 4AMPa 0.38 365

Table 2. Property parameters of 12Cr1MoV

EI(MPa) n p(kg/m3 ) os (MPa)

2.1x10°MPa 0.3 7.85x10° 225

Because the analysis model and load are axisymmetric, it is used axisymmetric
methods to analyze. In order to save computing costs and observe the results more
directly in post-treatment, a quarter of the entire model is adopted for modeling
analysis.

Division of the Mesh. According to the information shown in the Tab.1 and Tab.2,
the physical properties of materials are set. Then based on the physical properties of
the material biomass, we respectively make divided grid on biomass and plane-die. In
order to ensure the accuracy and convergence, save computer resources, the
distribution of the unit and the node on the unit are effectively controlled. Because
sawdust in the extrusion process has a greater plastic deformation and displacement,
using the manual meshing generates a mapped grid. The mesh of the plane-die adopts
intelligent meshing combined with manual meshing.

To Establish Contact, Exert Boundary Condition and Load, Solving. Note that set
the same real constant number to match Target element TAGRE169 to contact
element CONTA172. When boundary conditions are exerted, the bottom of plane-die
is applied the fixed constraints along Y-axis direction and the fixed constraints along
the X axis direction, because the plane-die is connected to the machine body. All the
nodes in the left line of biomass model are applied symmetry boundary conditions along
the X axis direction and upper surface of biomass model is applied the displacement
loading along the Y-axis negative direction. Taking into account the nonlinear and
friction factors of the biomass in the extrusion process and combining with
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elastic-plastic mechanics and theoretical knowledge of finite element method, ANSYS
solving set is carried out to ensure the convergence and the accuracy of results.

Finite Element Results and Analysis. Fig.7 and Fig.8 show the deformation of the
biomass materials in the extrusion process when respectively t = 1s, t = 2s. From the
two figures, we can see clearly that the biomass flow is more uniform, and no dead
zone in the extrusion process. In the near exit surface and near the die hole wall, there
is a greater line bending along X-axis direction. This is because between the surface
of plane-die hole and biomass has a greater friction, when biomass materials flow.
The outer layer displacement is behind the middle layer.

Fig. 7. Deformation when t = 1s Fig. 8. Deformation when t = 2s

Fig.9 and Fig.10 show the contours of stress of compression modeling of the
biomass materials along Y-axis when respectively t = 1s and t = 2s. It can be shown
from the figures that along the Y direction, because of the biomass molecular
interactions, intermediate place of the biomass flows faster, compared to both sides,
resulting in uneven stress distribution. In this case, it is easy to make the surface of
biomass fuel cracked, even broken. But it can also be shown from the two figures that
the edge and middle part of the biomass have a little flow rate difference, thus the
modeling characteristics of the fuel is better. This also proves that each parameter of
the plane-die is basically reasonable, which is determined in parametric design of
plane-die in the 2.2 section.

Fig. 9. Stress contours along Y-axis Fig. 10. Stress contours along Y-axis
when t=1s when t=2s
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4 Summaries

In the article, parametrical design module of three-dimensional solid modeling
software Unigraphics NX is used to build plane-die geometric model, which belongs
to the key part in the plane-die pelletizing machine. And analysis model is extracted
correspondingly according to the equivalent principle of pressure. Through ANSYS
finite element analysis software, corresponding finite element model is established
and the compression process of biomass is simulated. Ideas of parameterized
modeling and analysis of simulation results provide important theoretical basis for the
design and improvement of plane-die machine and furnish important reference value
for the optimization of modeling process.
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Abstract. Based on the Siemens PLC S7-300 modified type CASS process as
the main body of the activated sludge level 2 biochemical treatments, and aimed
at medium-sized and small enterprises sewage treatment to realize the good
sewage treatment of automatic control system with high reliability, convenient
and flexible control and scalability.
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1 Introduction

With the development of economy, lives of people have been further improved, but it
also brought with polluting of the environment. Sewage is one of the causes of the
environmental pollution, in the long-term, our country put more and more vigor in
sewage treatment and the control level requirements are increasingly high, after
reusing the wastewater to effectively reduce the environment pollution, and conforms
to our country sustainable development of scientific strategy[l]. Therefore,
establishing stable and reliable sewage treatment system is imperative. Taking the
sewage treatment plant of a county as an example, the author introduces sewage
treatment of automatic control system.

2 Sewage Treatment Process Selection and Process Flow

2.1 Wastewater Treatment Options

CASS process is in sequencing batch type activated sludge (SBR), and on the basis of
the reaction tank for long direction along the pool two parts, front design for
biological choose area (pre reaction district), mainly in the reaction zone, the main
reaction district have installed the elevating draining water device, aeration and
precipitation within in the same pool and tell the cycle of the two conventional
activated sludge pond and return sludge system, COD removal rate above 90%,
BODS5 95%, and removal has very good to nitrogen phosphorus removal.

The characteristics of CASS process are low construction cost, small floor space, low
operating cost, high degree of automation, convenient management, decarburization
phosphorus don't need plus another potion, high the treatment effect, good effluent and
stable and reliable operation.

G. Yang (Ed.): Proceedings of the ICCEAE2012, AISC 181, pp. 45-51]
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2.2 Sewage Treatment Processes

The altered CASS pool of 4 cases within arrangement, according to time by pool
water, precipitation and aeration and idle stage constitute a cycle. Process flow
diagram is shown in fig.1 shows:

Fig. 1. Graph one sewage treatment plant process flow diagram

The sewage treatment plant treats 10,000 tons everyday, sewage treatment of the
altered CASS biochemical pool as the main body of the activated sludge level 2
biochemical treatments, the sludge treatment part is the surplus within the sludge
biochemical pool by sludge concentration after dehydration shipped to landfills. The
processed meets emission standard, and the water in the river through a small amount
to the water has been treated inside the plant after water filters into, one adjusting pool
for flushing green belt, the other part of road watering greening for plant.

3 Automation System

3.1 System Structure

This control system USES adopts structure of “the centralized management,
decentralized control, data sharing”, according with current industrial automation
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Fig. 2. Self-control system diagrams
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detection system development trend and eventually achieve technological parameters
and equipment plant concentrated check and process automatic control. Its control
system graph as shown in fig.2 shows:

3.2 The Basic Composition Automation System

Whole factory automation system consists of four parts:

(1) Production process auto-control system: mainly is the realization of the
production field unattended and computerization management, plant provides a
production control information exchange platform.

(2) On-line measuring instrument: realize real-time monitoring of process
parameters according to the examination, and the parameters of the detected promptly
to control adjustment.

(3) Production management of computer network system: to achieve production
reliable and efficient operation, and realized the paperless office.

(4) Integrated wiring system: plant production, management structures for
information exchange and information processing platform.

3.3 Operating Mode of the Automatic Control System

In sewage treatment plant, the design process for the automatic control system
provides three operating mode:

(1) Dynamic operation mode, the design of wastewater treatment plant by
automatic control process

(2) Computer manual operation mode, PC display system status, the equipment
room does not exist chain relations;

(3) Mechanical manual operation mode, in automatic control system malfunctions
or maintenance period can run this model. In this mode, the operation of equipment
does not suffer PLC control and the switch by the control cabinet control.

4 The Application of Siemens s7-300 in Wastewater Treatment
Plant

Siemens is one of the world's major PLC producers, its product are widely used in
home early and PLC products of S7 - S7-200, 300, 400 s7-300 are has high market
share and has gradually occupy leading position in China. This system is medium S7-
300 modular with PLC, meeting the application of medium performance
requirements, whose main advantage is easy to realize the distribution between each
separate module and can be widely combination and expand and convenient user
master [2]

4.1 Central Control Rooms

Have two configuration of the real time monitoring software as the central control
monitoring server (hot backup), statements printer and print setup accident alarm in
the console and central control monitoring server, industrial Ethernet switches
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interaction interfaces cabinet are installed on the network. The central operation
station computer as the man-machine switches mouth, server through network adapter
and industrial control systems and plant management nets system connection this
system including the user login, real-time process flow diagram and alarm display,
real-time curves and historical curve, parameter setting, events login, statements
processing.

User login: system for different user endowed with different operating privileges,
divided into administrator privileges and operator permissions.

Real-time process flow diagram and alarm display: real-time dynamic reflects the
operation process, including the equipment running status and real-time process
parameters. Alarm show there are four main states of that have not been confirmed
not disappear police has not been confirmed, alarming disappear, alarming not
disappear is confirmed, alarm disappear is confirmed, the system according to the
state police handling.

Real-time curves and historical curve: check process real-time curves and history of
the curve, the larger or smaller, can view any time parameters curve.

Parameter setting and the event log: all the parameters can be adjusted on-line
adjusting, when the operator for parameters adjustment of events will be recorded.
Statements treatment: the system automatically records of the process operation data,
data rolled into statements form, convenient print.

4.2 Pretreatment Control Stations (1 # PLC)

Primary monitor is coarse grille (spiral lose slag machine), improve pump room, fine
grille (spiral lose slag machine), sink the main electric equipment sand pool and on-
line instrument measuring.

(1) Thick grille: mainly enters the sewage after grille filters out some larger floater
and sundry. Mainly uses the level different control and timing control. According to
actual condition, when grille is greater than before, when 50cm level difference after
spiral lose slag machine is running, when grille starting the machine before and after
less than 30cm, level difference coarse grille machine stop running and then spiral
lose slag machine stop. Time control mode has two kinds of cases, one is when liquid
meter fail coarse grille machine adopts time control mode, running time according to
the operation condition of actual wastewater treatment plant set; two is the level
difference and time control manner, while running, when the level difference in a set
period of time, fails to reach the set value, has been monitoring system will
automatically start PLC spiral lose and coarse grille machine slag machine, lest coarse
grille machine is sundry winding and level difference plan fault from sewage jam.

(2) Ascending pump: mainly from coarse grille will flow of water ascending to a
height, and then into fine grille. PLC is mainly acquisition ascending field instruments
and pumps the signals, and through the automatic control program realization of
automatic operation control pumps equipment. Ascending pump room three
submersible sewage pumps, frequency-inverter regulation.

First the well water room set to ultra-low water level is low, medium and above
normal, high, higher. General water level in water to maintain simply start frequency
pumps can. When the water level rises, increasing frequency conversion speed, high
water level and maintain noisy over 10S, then start a fixed pump, if water levels
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continue to rise, and achieve high water level, is in start a water pump, when the water
reaches high water level and maintain 10S, the alarm starts. When the water level
drops to lower levels, the first operation of the first stop running, if pump water
continued to drop, then stop the other a water pump, if water levels continue to
decline of variable frequency pump rotation speed, reduce a little low water level and
maintain 10S to when the police. Three submersible sewage pumps amphibious a
provision, two pumps according to level height and their respective pump total
runtime. Ensuring the basic total runtime is equal and the best running status of the
equipments.

(3) Fine grille: through ascension, still exist some the tiny fiber sewage after pump
removing. In order to reduce the tiny material must use the fine load to treat the
intercept tiny floater. Like the coarse grille, Fine grille control uses the liquid level
different control and timing control.

(4) Sand setting pool: after in fine grille go out after the residue in water sands,
guaranteeing the follow-up processing structures and the equipment running and
prevent the biological treatment structures of interference. Here by using two groups
of eddy current sink sand pool, each group of installing a pump and mixer, blender
analyzed to practice long-term operation. The bottom of the debris is analyzed and
practice pump water separator sends to sand, according to start automatically set
operation cycle every operation, and could pump 10 minutes and 20 minutes setback.

4.3 Variable Power Distribution Control Station (2 # PLC)

Primary monitor are variable power distribution, the main electric fan wind on-line
detection instrument equipment and realizing the function:

(1) According to the detection of biochemical pool of PLC qualitative parameters
(DO value and SS value) control of blower, adjust the frequency, oxygen and examine
the working state of the blower;

(2) Transferring ensemble the power system, direct through industrial field bus and
controlled communication complete data acquisition work to guarantee the
automation system becomes a complete and whole system.

4.4 CASS Pool Control Station (# 3 PLC)

CASS pool is the sewage treatment plant, an important part of the automatic control
system, # 3 PLC primary monitors biochemical pool, off-work water main electric
equipment, on-line measurement instrument and off-work water quality parameters
measurement instrument.

(1) CASS biochemical pool has four groups; each frame biochemical pool is
divided into preprocessing reaction district, oxygen area and the main reaction area.
PLC opens inlet valve and the inlet valve aeration (aeration time according to the field
instruments), according to set parameters DO value, adjust the frequency of the blast
blower, reached the control requirements of the oxygen. After the water aeration into
precipitation phase (precipitation time according to the site condition regulation), the
precipitation phase ended, into right-handed water stage, and finally into idle stage.
Water stage, in abandoned the surface of the water with decreasing speed and slow
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down, on this stage will adjust the drainage, water decanter frequencies that decrease
time for half an hour, so when not in the drainage of the sludge sedimentation
disturbance lower after treatment, will the upper clarify liquid discharge 3. CASS pool
operation control table as shown in Tab.1 shows:

Table 1. CASS pool operation control list

Pool Situation 0O-1 | 1-2 | 23 |34 |45 |56 |67 |78
1#CASS | Inflowing water | +/ N N N N N
aeration N N N N
Sediment N N
Drain water

Unloading mud
2#CASS | Inflowing water \ \
Aeration ~
Sediment \ \
Drain water

222 2]
222 =2

Unloading mud
3#CASS | Inflowing water | -/
Aeration N
Sediment

< | 2212
2|
2|

< | 2212
2|

Drain water

Unloading mud
4#CASS | Inflowing water
Aeration

Sediment \ \
Drain water ~ ~
Unloading mud \ \

< <2

222 |2
<2 |

< <2

222 |2
< |

(2) PLC collection MLSS, liquid level values DO, according to the parameters
such as DO value timely adjust collected the frequency of blower, oxygen to make
changes in the pool to control water quality requirements. Testing backflow sludge
pump, excess sludge pump, mixer, blower, the wind valve adjusting weir door, water
decanter operation state, and the wind valve, water fan door, the water decanter adjust
weir limit switches operating and fault signal.

(3) Detecting the ammonia nitrogen, COD (COD), MLSS (sludge concentration),
PH (PH), a water quality parameters such as water, for timely adjust control
parameters.

(4) Changing with transferring &transforming ensemble with power directly, the
system by computer backstage Ethernet and controlling completed acquisition data
communication.
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5 Summaries

The sewage treatment system is based on Siemens s7-300 PLC control system design
in sewage treatment plant running more than half a year, always in the stable
condition, greatly reducing the operating personnel labor strength and improving
sewage treatment plant. According to the operation efficiency of on-line detection
parameters, and then adjusted control parameters and finally make completely
achievement to the A level standard.
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Effects of Even-Order Nonlinear Terms
and Oversampling Rate on Digital Baseband
Predistortion Linearization
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Abstract. Power amplifier (PA) is widely used in communication systems,
however, it has nonlinear characteristic. Digital baseband predistortion is an
effective approach to compensate for nonlinear distortion of the PA. Accurate
models are of significant importance to study PA nonlinear characteristics and
design predistorters. Polynomials have been used extensively for modeling the
behavior of the PA or the predistorter (PD). For bandpass signals, attention has
been paid mainly to odd-order nonlinear terms. In this paper, we reveal the
performance of introducing even-order nonlinear terms in baseband predistorter
models. Moreover, we analyze the predistorted spectral characteristics of
predistorter models. Theoretical analysis and simulation results show that, when
the oversampling rates of source signals are designed properly, it is beneficial to
include even-order nonlinear terms in baseband predistorter models.

Keywords: Even-order, Power amplifier, Digital baseband predistortion,
Oversampling rate.

1 Introduction

It is well known that a RF power amplifier is inherently nonlinear. Among all
linearization techniques, digital baseband predistortion is a highly cost-effective
approach. A predistorter (PD) is added in the final stage of the baseband processing,
prior to upconverter and Power amplifier (PA). The PD creates a complementary
nonlinearity, which ideally is the exact inverse of the PA nonlinearity. As a result, the
overall PD-PA chain is approximately linear.

Polynomial models have been used extensively for memoryless nonlinear PA and
PD. Only odd-order polynomial terms in the PA nonlinearity impact the bandpass
signals. For this reason, people take it for granted that when constructing a
polynomial-based predistorter, only odd-order nonlinear terms should be considered.
However, in this paper, we will show that it is beneficial to include even-order terms
in baseband predistorter models [2].

Predistortion means that spectrum spread happens to the source signal due to
nonlinear distortion of the PD. Spectrum spread may bring on undersampling and
aliasing of the predistorted signal. A radical solution to the problem is oversampling
the digital baseband signal and increasing indirectly the sampling rate of the
predistorted signal. In this paper, we will show that when the oversampling rate is
chosen properly, it is beneficial to include even-order nonlinear terms in predistorter
models.

G. Yang (Ed.): Proceedings of the ICCEAE2012, AISC 181, pp. 53-59]
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The rest of this paper is organized as follows: Section 2 describes the polynomial-
based predistortion system. Section 3 proposes the theoritical basis of including even-
order terms in PD. The spectrum characteristic of predistorted signal will be studied in
section 4. Section 5 gives and dicusses the results of computer simulation. The last
section is a summary of this paper.

2 The Polynomial-Based Predistortion Method

The characteristic curve of the PA is commonly smooth, and its nonlinearity can be
described by a polynomial with complex coefficients. The intermodulation products
(IMP) of the polynomial even-order terms are far away from the passband, while the
IMP of the odd-order terms may lie in or near the passband. So, normalized baseband
model of the PA can be depicted as the following odd-order polynomial

k-1

a<r>=&<r>k§dﬁk d (1) (1)

where d(r) and @(r) are the input and output signals of PA respectively,
,Bk (k =1, 3,5,~~-) is the complex coefficient of the kth term, and ,Bl =1 on account
of normalization. f, = 3, + BQk is made up of the in-phase (B,k) and quadrature
( ﬁQk ) parts, meaning that the PA has both AM/AM amplitude distortion and AM/PM
phase distortion. Generally speaking, ﬁk decreases quickly with kincreasing. When

k =7, the effect of the nonlinear term corresponding to Bk can be omitted. Equation
(1) is therefore approximated as

k—1

a()=d() Y Alaw) @

k=1 odd
Using the same method, the output of the PD (also input of the PA), d(r) is

expressed in term of the input signal rh(t) as

K k-1

d(t)=m(t) Y al|m(r) )

k=1 odd
where K is the maximum polynomial order, and k& can be even or odd.
Since the nonlinear characteristic of the ideal PD is the inverse of the PA, the PA
output d () and the normalized PD input s (7) must satisfy a(r)=rm(t). It can be

seen from the resulting expression of substituting (3) into (2) that, the joint
characteristic of the PD and the PA is not ideally linear but a polynomial with order
higher than both of them.

(1) " | d () A | a(r)

Fig. 1. The functional block diagram of linearized transmitter
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3 The Impact of Even-Order Terms on Baseband Signals

The basic method has been reviewed in last section. There is no need to consider even-
order nonlinear terms when bandpass signals go through nonlinear systems. Now, what
we want to know is whether it is helpful to consider the effect of even-order terms in
baseband system.

Let rh(t) be a signal whose frequency components lie in the band
-0, <0< o

Suppose that 7i(z) goes through a nonlinear PD to produce d (¢) . Apparently, d (t)
contains certain frequency components that are not present in m (t) . We are interested

in knowing which of those components fall in the band of [-@,,®,], referred to as in-

band.
When (3) is expanded, we get
d(1)=apm(t)+aym (1) +--+am(t) +-+aem(r)" (4)

To facilitate analysis, we simplify 7(7) as a dual-tone signal which has two

t

frequency components ( e’® and e’ ) then investigate their interactions in the

presence of kth-order nonlinearity. Recall that
k NP ki
('j(e'"”’) () 5)

The interesting question is: “Under what condition will the new frequency component
i) +(k—i)®, lie in the band between —@, and @, ?”

Apparently, @ and @ are both in the interval of [~@,, @], that means
0. <0< ,-0<0<0.

It follows easily that —k@, <iy +(k—i)@ <ka,.
Therefore, i@ +(k—i)@, falls in a band between —k@, and k@, , which
contains [-@,,@.], hence, no matter k is odd or even there is possibility that

i® +(k—i)@, falls in band. This explains why it is necessary to include even-order

nonlinear terms in the baseband PD. This conclusion can also be applied to the case in
which () is an OFDM signal.
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4 The Spectrum of the Predistorted Signal

As investigated in last section, predistortion causes spectrum spread. Reference [2]
had proved in detail that when OFDM multi-carrier signal predistorted by
K-odd-order polynomial PD, the output signal becomes K times as wide as the
source signal owing to spectrum spread. It is easy to prove that when K-order PD
polynomial contains even-order terms, the predistorted signal will also extends to K
times of the source signal, but its center frequncy remains unchanged.

The kth order of the predistorter polynomial creates k-order IMP. Since the kth
IMP is proportional to the amplitude of kth sub-carrier, and amplitude of sub-carrier
in normalization model is far less than 1, high-order IMP amplitude is lower than low
one. Furthermore, the farther IMP is away from the center frequency, the smaller the
number and amplitude of IMP will be.

Fig.2 and Fig.3 show the spectrum characteristics of different PD polynomial
orders, where @, is center frequency of carrier and B is bandwidth of source signal.

A PSD (dB)
I-order
----- J-order
——————— 5-order
. =w=-= T-prder
b=
Fe,
. \'-‘"1.
e

B Frequency(Hz)

B2 B2 B2

Fig. 2. The spectrum characteristics of different PD polynomial orders (odd)

A PSD (dB)
— l-order
— — = 2-order
— = 4-order
) — — - G-prder
-
."r-‘f{ '}?“-l.‘\
= N .
= — P Frequencyillz)

i ] el s} B WD ® B B it} E15}

Fig. 3. The spectrum characteristics of different PD polynomial orders (even)

S Simulation Analysis

Taking example of the OFDM signal adopted by China Mobile Multimedia
Broadcasting (CMMB) standard, the spectral characteristics of the output signal of
polynomial PD are analyzed by MATLAB simulation.

We first constructed a PA polynomial model with coefficients

B =1, B,=-03-0.1j, B, =-03-0.1 respectively, and then measured its
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AM/AM and AM/PM characteristics. Next, we fitted PA linear characteristic
according to (3) using three sets of polynomial orders: K, ={13,5} ,

K, ={1, 3,5,7,9} , K, ={1, 2, 3,4,5} . Note that K, and K, have the same maximum

nonlinearity order whereas K, and K, contain the same number of terms. It should

be pointed out that, the PD polynomial coefficients were calculated by the least mean
square (LMS) algorithm.

5.1 3 Times Oversampling

When the source signal is 3x oversampled, the predistortion effectiveness of different
PD polynomial coefficients is shown in Fig.4. Obviously, the performance of PD
polynomial with coefficients K, is better than that with K, and K, . The
performances of 4x and 5x oversampling are close to that of 3x oversampling. Their
good spectrum satisfies the specification of CMMB standard. Note that since PD
polynomials with coefficients K, and K, perform almost the same, the curve of

polynomial with coefficient K, is not displayed in Fig.4.

0 : ‘ . ‘ ‘

: Source signal
A0f : Directly through PA ||

FrequencykHz) wio'

Fig. 4. The effectiveness of different orders (3x)

5.2 2 Times Oversample

When the source signal is 2x oversampled, the predistortion effectiveness of different
PD polynomial coefficients is shown in Fig.5. The serious spectral aliasing of the
predistorted signal results in intolerable linearizetion effectiveness, no matter which
kind of order K is. So, to avoid serious spectral aliasing, the oversampling rate must
be 3x or higher.
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Source signal
Directly through A ||

PSD(dB)

Frequency(kHz) xio

Fig. 5. The effectiveness of different orders (2x)

6 Summaries

We first theoretically analyzed the reason why it is beneficial to introduce even-order
nonlinear terms in predistorter models. Then, by taking an example of the OFDM
signal, we proved the correctness of the hypothesis. By introducing even-order terms,
the accuracy of transmission system could be increased obviously. In addition,
oversampling rate is very important in predistortion system. To avoid spectral aliasing,
the oversampling rate must be designed properly first. Simulation results show that,
when the oversampling rate of the source signals equals to 3x or higher, including
even-order nonlinear terms in predistorter models can enhance predistortion
performance, that is why this method is recommended.
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Abstract. In order In order to test Multi-Rate, timing reference frequency and
switching period error of the multi-function electricity meter, the system of
high-precision multi-function time calibrator is designed and implemented. In
this system, W77E58 is adopted as the center of the control and computation,
Intel 8254 and the multi-channel selector are applied as the measuring kernel,
the high-precision quartz crystal is used as frequency standard, the time
provided by GPS is used as time standard. This system is proved to be stable,
simple high precision, multi-channel measuring.

Keywords: Time Calibrator, Frequency Standard, Intel 8254, GPS.

1 Introduction

As of the increasing popularization of multi-rated and multi-function electric energy
meter in electric power industry, related measuring equipments are also developing
rapidly. Multi-rated electric energy meter tables differentiate sections by time[1], so
a time standard is needed besides an electric power standard when checking multi-
rated and multi-function electric energy meter. The function of time calibrator is
testing multi-rated and multi-function electric energy meter the errors of standard
frequency, switching period signal of multi-function time meter. Therefore, a
calibrator must have high precision of frequency and time standard. This paper
designs and implements a high precision multi-function time calibrator system with
the quality of simple design and cost low, CPU W77ESS8 is acting as the core of
control and calculation, multi-channel switch selector CD4051 and D flip-flop
compose the select network for input signal, counter Intel 8254 and measuring control
circuit constitute the measurement circuit of standard timing frequency, 8 input D
flip-flop. NOR gates CD4078 and flip-latch 74L.S273 consist the measurement
circuit of switching period signal. High precision quartz crystal provides 10MHZ
standard frequency, GPS GSU36 provides time standard and PPS second pulse in this

G. Yang (Ed.): Proceedings of the ICCEAE2012, AISC 181, pp. 61-57]
springerlink.com © Springer-Verlag Berlin Heidelberg 2013
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system. It’s a high-speed measuring, and has good stability, high accuracy and multi-
channel surveys.

2 Measuring Principle

Comparison method is used in this paper in order to have frequent measurement, i.e.,
periodicity of standard frequency signal f is N, frequency of measured signal f
is f /N .Relative error r and Date error d_are used to indicate frequency error, as
shown below in (1) and (2) . f in (1) is frequency nominal value of measured
signal. (3) is switching period error, measured from measurable switching time
recorded by CPU[2].

r=[(f. = f)! f,1x10°  (PPM) ()
d =rx24x60x60 2)
s, =t,—ty 3)

3 Hardware Structure

The system hardware structure is shown in Fig.1, CPU W77ES58 is the core of
calculation and control, Intel 8254 and multi-way selector compose frequency
measurement circuit to measure sampling signal, GPS GSU36 module provides time
standards and PPS second pulse when measuring and constant temperature quartz
crystal provides 10MHZ standard frequency. PC synchronize time to the checked
meter by getting measuring results through communication module. The keyboard
and display receive user operation as man-machine interface, display specific status
information.

| Keyboard || Communication || Sampling |->| Measure |<-| 10M Crysta1|

| Display j CPU W77ES8 l— GSU36 |

Fig. 1. Hardware structure of the system

4 Design and Implement

Input signal sampling is shown in Fig.2.Input switching period signal and standard
frequency of multi-rate and multi-function electric energy meter into the system.
Through 8 8-to-1 switches 4051, the system measures 64 input standard frequency
signals F[1...64]. The 64 signals are divided into 8 groups, each 8-to-1 switches 4051
is one group. DO, D1, and D2 in CPU select one group of signal among the 8 groups
and transmit to U10, which is also an 8-to-1 switch 4051. D4, D5, and D6 in CPU
select one group of signal FXIN among the 8 groups and transmit to automatic
measuring gate-controlled circuit.
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Fig.3 shows gate-controlled circuit used to measure the timing reference frequency.
Signal FXIN gets multiplication through 9014, then with PRE and CLR to CLK of D
trigger 74F74. When U1A is set to 1 and U2A is cleared to O, the system starts to
work. The first rise of FXIN makes the two triggers to set 1 at the same time. Open
gate AND2 and start GATE1 on 8254 counter T1 to order Intel 8254 to count 1I0MHz
standard frequency signal. The second rise of FXIN makes the two triggers to set O at
the same time, and U2A 0. Close gate AND2 and GATE]1 to order Intel 8254 stop
counting; set ULA to 0, W77ES8 pauses, reads the counting results from 8254, and
make out FXIN frequency, frequency error, and date error according to (1) and (2).

T4LE1T4 [t 4051 E 4051 4051

3D 30 i
D 20g
I 10 —
CLE Fill .2
6D 60
5D 50
4D 40

|Z]515 2= ]1=]2
HEEEOEEE

4051 1110

Fig. 2. Input signal sampling

Vo QD4
Bl [EIEA] I
ma & o 24 &
PRE HTO PRE AHD

10 —p g Lo
9014 - _ | U )@4
g 2K CLE § [— Ve CLE 1§ —|
] L__. CLE 10K CLE DA
TAFT4 ?—h.f o TAFT4 Bl

Fig. 3. Gate-controlled circuit used to measure the timing reference frequency

Fig.4 shows the circuit between CPU and Intel 8254, the core of the system. As the
core of the controlling system and functioning as a counter, CPU W77ES58 is a fast
programming microprocessor compatible with MCS51 series monolithic processor[5].
In Fig.4, PO is 8-digit data bus, through 74L.S373, low 8-digit address bus is obtained,
while P2 gets high 8-digit address bus[3]. P1.0 and P1.1 in gate P1 assist D trigger in
Fig.3 to complete frequency test. P1.4,P1.5, and P1.6 make up keyboard matrix. P3.5
is working condition indicator. RXD0 and TXDO serve as RS232 interface and
communication with host computer. RXD1 receives time standard sent by GPS. INTO
frequency test input pauses, INT1 switching period signal input pauses, INT2 receives
standard second pulse PPS sent by GPS. Meanwhile, W77ES58 controls all chip
selecting signals of the system from 741s138. W77E58 operates on the basis of these
chip selecting signals as well as data and address bus.
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Fig. 4. Circuit between CPU and Intel 8254

Intel 8254 is a programming timer/counter with 3 separate 16-digit down counters,
each counter having 6 working modes[4]. Counter O is used to divide 10MHz
frequency by 10 so as to obtain standard 1KHz signal. Under the control of CPU
WT77ES8, Counter 1 and 2 make frequency measurement on input signal FXIN. As is
shown in Fig.4, chip selecting signals obtained by Intel 8254 are all from 741s138.
From Fig.4, we can easily find that address of Intel 8254 is 4000H~4003H, i.e.,
control register port address is 4003H, port address of 3 counters is 4000H, 4001H,
and 4002H respectively. Operations such as initializing and read-write to Intel 8254
are realized through these addresses. Standard timing frequency and error
measurement programming is as bellows:

MOV DPTR, #FS

MOV A #00H
MOV @DPTR,A; measure F1 in Fig 2
SETB GGl

SETB GG2; begin to meaure;

Waiting interrupt INTO, ending of measurement, reading the initial value of
counter 1 and counter 2, calculating standard frequency and error.

MOV A #40H

MOV DPTR,#4003H

MOVX @DPTR,A; Latch count value of counter 1

MOV DPTR,#4001H;

MOVX A,@DPTR

MOV @RO0,A; Read low 8 bits

INC RO

MOVX A,@DPTR

MOV @RO0,A; Read low 8 bits;

Latch and read count value of counter 2

Sampling of switching period signal and frequency signal is similar. But each
measurement of switching period error is 8 lines as a group, as shown in Fig.5. Data
of SD[1...8] is sent to 8 D triggers’ CLK. After SDC clears all 8§ D triggers to 0,
switching pulse signals from any line will make its corresponding D trigger to Q
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SETILLRS] o o

Fig. 5. Chart of measuring Switching period error

setting. 8 input negater CD4078 output low level. This low level is sent to INT1 of
CPU, CPU pauses, reads 74L.S273 data in Fig.5, and counts switching period time and
switching period error. Programming of switching period time and switching period
error is as follows:

MOV  DPTR #SDC

MOVX @DPTR,A

MOV  DPTR #CS7

MOVX @DPTR,A; Produce a low-level pulse which makes the trigger UL A to
US8A zeros in Fig.3;

Waiting interrupt INT1

MOV DPTR #SDS

MOVX A,@DPTR; Read switching period signal to the CPU, calculate the
error of switching period signal

S Software Design

There are four processing programs in this software: key handling processing program,
address display processing program, one second handling processing program, and
communications handler, each with a marker site. Main program searches for these
four marker sites. When the detected marker site is 1, corresponding program works.
counter 1 and counter 2 in series are used in Intel 8254 to achieve measurement
extension. But counter initialization in Intel 8254 is set after one pulse is received, so
there should be at least one pulse output on counter 1 before measurement in order to
make sure that counter 2 can work properly. In this system, Intel 8254 pre works for
more than 10ms. Fig.6 is Intel 8254 Software flow chart.
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Fig. 8. Result of the experiment Fig. 6. Software flow chart

6 Test Results

This system has realized and been used in multi-function electric energy meter
checking device. Frequency measurement range is 0.1Hz~50K Hz; f frequency
measurement accuracy is 0.2 X 10-6; Date error accuracy <20ms; GPS time
setting accuracy is 10-6s; internal crystal oscillator stability <5X10-8/s. After test,
this system is in compliance with the checking requirements of electric energy meter
in JJG596—1999, DL/T614-1997, and JJG307—88[6]. This system is applied in the
checking of multi-rate and multi-function electric energy meter. Fig.7 is the main
menu. Fig.8 is measurement result on line 1. This system is suitable for the checking
of multi-rate and multi-function electric energy meter. But this method is only
suitable for the measurement of low frequency signal ( below S50KHz ) and
measurement speed is slower than FPGA technology because Intel 8254 is under
cycling measurement and is affected by the counting speed of W77ES8. Frequency
input measured value error Day error.
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Abstract. Defect detection is a largely critical step in the production of rubber
rings. This paper presents a algorithm of edge detection based on digital image
processing. Firstly, the target image should be preprocessed to eliminate noise;
secondly, the Sobel operator is used for edge detection, and thirdly these images
are dilated by an algorithm of mathematical morphology, and are emulated by
the MATLAB software. The result indicates that this algorithm functions well
in repairing fissures between fine defects, enhances the brightness of images,
and has a better detection precision.

Keywords: Digital Image Processing, Rubber Ring, Adaptive median filter,
Sobel operator, Dilation.

1 Introduction

The edge of image is a collection of points with disconnected or sharply-various gray
level values of image, the edge detection of rubber rings is to draw the border line of
defects and background. In the course of producing rubber rings on the industrial scale,
various forms of defects will appear inevitably, such as rough cutting, uneven
thickness, rough edges, bubbles, and soon. Taking bubbles---one kind of defects in
rubber rings for example, in this paper we provide a method of defect detection
algorithm based on digital image processing, and then analyses its course and list its
result[1].

2 Algorithm Research

The target image generally includes noises, so the image preprocessing is necessary to
eliminate noises before edge detection is carried out by the Sobel operator. Finally the
mathematical morphology can be used to dilate the disconnected images and link the
breaks between defects, for obtaining continuous edges, i.e. a better detection effect.
The algorithm block diagram is drawn in Fig.1.

target image [ image | Sobel operator [—¥| mathematical morphology
preprocessing

Fig. 1. Algorithm block diagram

G. Yang (Ed.): Proceedings of the ICCEAE2012, AISC 181, pp. 69-74]
springerlink.com © Springer-Verlag Berlin Heidelberg 2013
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The noise pollution produced by shooting, saving, and transmitting images of rubber
rings can result in degraded phenomenon of image, such as image distortion, image
blurring. It can explained by many factors, for example, the motion blur that is
produced by relative movement between cameras and rubber rings in the course of
detection; noise existing in the imaging system; the surrounding effects of the detection
system. Images preprocessing of rubber rings with defects is aimed at removing noise
as much as possible for the convenience of image segmentation.

Mean filter, median filter and adaptive median filter are the three mostly-common
algorithms to handle noise. Each of them has its typical features: mean filter is also
called linear filtering and can effectively handle additive noise by replacing a previous
pixel with the average of several pixels around it. However, it easily produces the
image blurring.

Median filter replaces the value of a pixel by the median of the gray levels in the

neighborhood of that pixel: f (x,y) =n:t¢t;dl'séln{ g(s,1)} It can effectively handle

impulse noise. Adaptive median filter, an upgrading median filter, compared with the
traditional median filter, can handle impulse noise with probabilities even larger, and
preserves details while smoothing non-impulse noise. So the latter is adopted to handle
noise in the paper [2].

Adaptive median filtering algorithm works in two levels, denoted level A and level
B, as follows:

level A : Al=Zmed—Zmin
A2=7Zmed—Zmax

If A1>0 AND A2<0, Go to level B

Else increase the window size of Sxy

If window size <Smax, repeat level A

Else output Zxy
level B : B1=Zxy—Zmin
B2=7Zxy—Zmax

If B1>0 AND B2<0, output Zxy

Else output Zmed

Here, Zmin=minimum gray level value in Sxy
Zmax=maximum gray level value in Sxy
Zmed=median of gray levels in Sxy
Zxy=gray level at coordinates(x, y)
Smax=maximum allowed size of Sxy

We can conclude from the algorithm that the purpose of level A is to determine if the
median filter output, Zmed, is an impulse or not. If not, we go to level B to judge
whether the coordinates (x, y) waiting for being processed is a noise or not. If B1>0 and
B2<0 is true, then the coordinates (X, y) cannot be an impulse, the algorithm outputs the
unchanged pixel value, Zxy. Distortion is reduced in the image. That means the
coordinates isn’t processed at all. If B1>0 and B2<O0 is false, then the coordinates (X, y)
is a noise, and the algorithm outputs Zmed.

If A1>0 and A2<0 is false, then the median value is a noise. The algorithm then
increases the size of the window until a non-impulse is found. If the maximum window
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size is reached, and A1>0 and A2<0 is false, the algorithm returns the value of
coordinates(x, y), Zxy.

The test indicates that adaptive median filtering can effectively eliminate the noise of
rubber rings, and more importantly, it can also protect the image details[3]. Therefor,
this paper uses adaptive median filtering to do the image preprocessing. The result of
tests is indicated in the Fig.2, in which the Fig.2(a) is an image with salt and pepper
noise, Fig.2(b) is the resulting image of adaptive median filtering.

(a) salt and pepper noise (b) adaptive median filtering

Fig. 2. Adaptive median filter

Edge detection is one significant part of digital image processing. The final aim of
defect detection in rubber rings is to separate those edges with defects from all edges
that are boundary lines where targets and background are to be extracted. The operators
of edge detection based on the differential method include Roberts operator, Prewitt
operator, Sobel operator, Candy operator, Laplacian operator, LoG operator and so on.
The first four are operators based on first derivative, while the last two belong to those
based on second derivative. In the process of algorithm, the appropriate threshold value
can be selected to extract the edges through the convolution and operations of the
template and every pixel in the image. What the first derivative differs from the second
derivative is that the former corresponds the place of edge with its maximum, while the
later does it with its zero crossing point.

Among edge detection operators based on differential method, Roberts operator
adopts the difference of two adjacent pixels on the diagonal direction as the
approximate gradient amplitude, to detect edges, with a higher positioning accuracy
and the better detection effects on the vertical and horizontal edges than oblique edges.
However it is sensitive to noise. Prewitt operator and Sobel operator, the two most
popular in practice, both use the gray weighting algorithm of all adjacent points
surrounding the pixel point, and detect edges according to the principle of reaching the
extreme value on the edge point. Prewitt operator work much easier, but is inferior to
Sobel operator in removing noise. Sobel operator can detect edge points more
accurately and smooth noise, but the range of edges it detects is wider. Canny operator
is the best one to detect step edges by relying on the traditional differentiation, with a
higher capacity of de-noising. But it easily smoothes some information of edges away
and has a slow calculation speed [4].

Laplacian operator, a linear second order differential operator, is very sensitive to
noise, and generally not directly used for edge detection. LoG operator is an improved
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Laplacian operator, adopts the Gaussian function to undergo the smoothing filter, and
carries out the Laplacian operation to the smoothed images. The use of Laplacian
operator is to provide a picture that can determine the location of the edge.

Edge detection is one significant part of digital image processing. The final aim of
defect detection in rubber rings is to separate those edges with defects from all edges
that are boundary lines where targets and background are to be extracted.

Sobel operator is a group of directional operator, detects edges from different
directions. The way it works is not to simply calculate the average value and then the
difference, but to enhance weight of the central pixel’s four directional pixels. [4].

Directional operator uses a group of template to do convolution with the same pixel
in the image, and selects the biggest value as the edge intensity, and chooses the
corresponding direction as the edge direction.

Its gradient:

Gx=(z,+2z,+2y)— (23, +22,+2,) .Gy = (2, + 22, + 2y) — (g, + 22, + 2;)

Prewitt operator is the average filtering, while Sobel operator is the weighted average
filtering. In Prewitt operator the pixel neighborhood has the equal effect on the current
image pixels, while in Sobel operator, there are different weights according to the
distance between the current image pixel and the neighborhood pixels, that is to say, the
smaller the distance, the bigger the weight. The weight 2 of Sobel operator achieves
some smoothing effects by increasing the importance of the central point. Due to the
introduction of average factors, it has some certain function of smoothing the random
noise in images. Because Sobel operator is based on the calculus of two rows or two
columns apart, edge elements on the both sides are enhanced, and the edge appears
thick and bright [4]. The experimental result is shown in the Fig.3.

Fig. 3. Sobel operator’s edge detection

Mathematical morphology is a subject established on the mathematical theory, its
mathematical basis is the set theory, putting an image as a set. The fundamental idea is
to use structural elements with certain shape to measure and extract the corresponding
shape in the image, in order to achieve the purpose of digital image processing. The
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basic operations of the mathematical morphology are: dilation, corrosion, open and
close.

Dilation is the most basic morphological transform of mathematical morphology.
Assume A and B is a set of the Z*, then the dilation of A by B can be defined by:

A®B={zI(B).NA=D}

in which B’ is the mapping of the B, with its definition : B'={x|x=-b,be B} . The
dilation of A by B is first to get the mapping B’ of B, and to use z to displace on the
mapping B’. The dilation of A by B is the collection of the displacement z.
Meanwhile, the intersection of B’and A rewarding can not be empty. So it can be
rewritten as: A@®B={zI[(B),NAlc A} , in which B’can also be called as the
structural element of dilation. The schematic diagram is shown in Fig.4.

d di e

I

Fig. 4. Schematic diagram

In the above diagram, A is a collection, B is the structural element, the black spot is
the original point of B. Because B is symmetrical around its original point, the mapping
of B is the same as B. The method of dilation is to compare the original point of B
respectively with the points in A, and if there is one point in B falling in the range of A,
then the corresponding point of B’s original point is the dilated point. Fig.5 is the
resulting picture of the dilation, which includes all ranges of A (dashed part). The
results of dilation vary according to different origin coordinates of structural elements.

As for the binary image, if the pixel point of B is represented by 1, then the dilation is
to change the 0 value of B’s neighboring pixel point as the 1 value of pixel point,
expanding its ranges to all directions.

To repair the fissure is the most commonly-used application of dilation, such as the
defect detection of black rubber rings this topic focuses. Although Sobel operator can
better detect the edges of defects in image, these edges are neither continuous nor
completely integrate, the morphological dilation can amend very well the fissures
between defects.

3 Result

Compared with those before dilation, defects after dilation have apparently greater
brightness, and fissures between fine edges are connected. A better detection is
accomplished. The result is shown in Fig.5.
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Fig. 5. Result

4 Summaries

This paper has discussed the algorithm of defect detection in rubber rings, analyzed
advantages and disadvantages of several common algorithms, and finally presented a
new defect detection algorithm, and carried out experimental emulation with
MATLAB, whose result demonstrates its detection precision is higher than those
traditional edge detection algorithms.
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Abstract. Users can’t feel the true tactile feedback through the virtual keys of
touchscreen, and the feeling will lead to input leakage or wrong input easily. Soft
vibration, which is used to simulate force feedback of mechanical keys, is a
technology of tactile feedback, and this technology can solve the problem
of tactile feedback in touchscreen. Aiming at the touchscreen, several ways of
tactile feedback are analyzed. The soft vibration is proposed, and the process of
soft vibrotactile feedback by some input ways is researched. Compared with
other techniques of tactile feedback, the soft vibratactile feedback has many
advantages, such as higher realistic degree, simple structure, friendly HMI, and
SO on.

Keywords: Soft vibration, Touchscreen, Tactile feedback, Human-machine
interface.

1 Introduction

The rapid development of touch-sensing technology has subverted the traditional
mechanical buttons and potentiometers concept, which greatly improved the friendly
human-machine interface, allowing users to operate electronic device directly without
the help of the buttons and trackball[1][2]. However, we note that the force feedback
of mechanical buttons makes the user feel each input behavior without our vision, and
this is a good feature that touchscreen does not have. Although we can use the screen
buttons trigger the sound or vibration of the way to remind the user's input operation,
there is inadequate to tell the the input is correct or not. In addition, each key sounds a
single form of feedback or vibration feedback, and in some cases, it may cause
problems to the users[3][4].

Based on the analysis above, this paper takes touch screen input as the research
object, identifies the user input with soft vibration in order to enhance the friendly
touch-screen input, and reduces the input leakage and error input.

G. Yang (Ed.): Proceedings of the ICCEAE2012, AISC 181, pp. 75-9]
springerlink.com © Springer-Verlag Berlin Heidelberg 2013
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2 Implementation of Tactile Feedback

Despite the touch screens’ touch capabilities bring a friendly interface to users, it also
creats some new problems: users typically get the result of feedback effects through
sound or variational virtual button icon, rather than the force feedback effects of
mechanical buttons or slider potentiometer. All that would result in actual use
efficiency decreased[5][6][7].

Nowadays, a concrete realization of tactile feedback for the main mode are as
followed: vibration of a single-stage, touch screen with haptic vibration feedback
module integration and soft vibration.

2.1 Vibration of a Single-Stage

Vibration of a single-stage is a basic way.to achieve tactile feedback in vast majority
of touch screen devices. It produces vibration when touch screen's virtual keys are
touched, which hints the act effectively. This approach has the advantage of simple,
low cost, high penetration rate. But the disadvantage is obvious: vibration is felt stiff,
so that frequent vibration could lead to rapid decrease in user satisfaction rate, and it
is only for ordinary compact handheld devices[8]. For small or lager devices,
especially for large equipment, such a partial or whole components of vibration can
cause loose, short circuit, damaged or even other more serious accidents.

2.2 Touchscreen with Haptic Vibration Feedback Module Integration

There is a substantial difference between single-stage vibration effect and the
experience feeling of the physical buttons. The ultimate solution for eliminating this
fundamental difference is integrating touch screen with tactile feedback module
[9][10]. Nokia, for example, recently developed a new technology, which allows a
place on the touch screen vibration region[11]; Apple Inc. also applied a soft touch
screen patent a few years ago, which leads a real touch feeling to users as touching a
true keyboard by planting a transparent touch pad point under the screen[12].

In addition, Microsoft has applied for a patent, and it uses a new material to change
its surface shape according to the wavelength of ultraviolet radiation. In this patent,
Microsoft would make such a shape memory and touch-screen pixel-sized, cover the
surface of the touch screen, and then determine the position of the fingers about to
touch the screen with the camera installed under the screen. The user's fingers feel
like stone, wood, glass and other surfaces touch through to the appropriate location of
injection specific wavelengths of ultraviolet light[13].

These new materials and new technology even though produce a more satisfactory
tactile feedback, but it also has some of its inherent defects. Based on consideration of
cost and versatility, the current philosophy of touch screen with haptic vibration
feedback module integration still remains in the laboratory stage.

2.3  Soft Vibration

Tactile feedback of Single-stage is mechanical, but simple and low cost. The touch
screen with haptic vibration feedback module integration works well, similar to



Research on the Theory and Application of Touchscreen Tactile Feedback 77

physical buttons. However it is not available in the current operability related to new
materials, new technology and high-cost, low- benefits.

Based on the analysis above, this paper presents a flexible way of tactile feedback
named soft vibration: achieves vibration by the function of touch screen's virtual keys
and slider. The soft vibration is characterized by changing the vibration frequency,
waveform, amplitude and period, so that users feel tactile feedback similar to the
physical effects.

3 Implementation of Soft Vibration

The implement of soft vibration is as shown in Fig.1. The module of soft vibration is
composed of a number of micro-vibrator, which distribute in the points below the
touch screen. When the user's finger make a move on the touch screen, such as
clicking or sliding, Touch Screen Controller A analyses user's operation intent, and
sends the command which should be executed to the corresponding MCU applications
mandating the next step, according with the intensity, and direction of touch point. At
the same time, the module achieves tactile feedback with different frequency,
waveform, amplitude and period of vibration by several vibrators on the bottom of the
screen.
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Fig. 1. Process of soft vibrotactile feedback

3.1 Implement of Soft Vibration by Clicks

The touch screen with five micro-vibration sensor, for example, as shown in Fig.2.
Let the vibrator A vibration feedback force define as N when X point of action which
user clicks is on the top of the vibrator A. Then when the user clicks the X point as
shown in Fig.2, the feedback force of vibrator A is /N , the feedback force of
vibrator B is ﬂN , the feedback force of vibrator C is }/N , the feedback force of
vibrator D is ON , and the feedback force of vibrator E is €N . Where
o, ,B, }/,5 and &£ are the feedback coefficients, which behave a non-linear

downward trend according to the distance between the vibrator and the X point: the
greater the distance, the coefficient is smaller. When the X point is infinitely close to
point A, the feedback force of point B, point C, point D and point E is close to zero.
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Fig. 2. Position distribution of vibration sensors

3.2 Implement of Soft Vibration by Sliding

Sliding action shows slightly more complex than the clicks. In general mechanical
slider, the slider from the initial state, is to overcome static friction resistance; once it
starts sliding, dynamic friction decreases as the acceleration; there is a strong force
feedback before the end of the sliding when speed is reduced to zero. Therefore, the
sliding action of the touch feedback needs three stages to reflect actual sliding.

As shown in Fig.2, when the user's finger slides from X point to Y point on the
touch screen, the first step is to determine whether the action is continuous clicks or
continuous sliding. It is bounded by a fixed time 7 . When the time t between two
clicks <7, the action is judged as a sliding. When the time t between two clicks
27T the action is judged as two clicks. As the sliding action, the feedback force from
X point to Y point is &' N, where the ' is a dynamic parameter: it is a larger
number at the beginning of sliding, and then maintains a constant value, and finally
increases again when stops.

3.3 Some Problems of Soft Vibration

The technical solutions of Soft vibration need to introduce multiple micro-vibrator,
and a number of simultaneously working micro-vibrator will produce greater impact
on each judgment of touch action, and then increase the production of false
judgments.

In addition, the touch screen controller itself would produce some internal noises
for other multiple sensors such as accelerometers, gravity sensing sensors, distance
sensors, light sensors and other sensors. The sweat, oil, cream, stains of user fingers’
would disturb the judgment of touch position and touch action.

These aspects are needed to be studied carefully before soft vibration being used
actually.

4 Summaries

Tactile feedback is one of the most hot application researches, and its realizability
directly affects the degree of friendly in HMI of touch screen.
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Compared to the simple single-stage vibration tactile feedback and tactile feedback
touchscreen with tactile feedback module integration ideal, the soft vibration
overcomes inherent deficiencies of the first two, but also takes some advantages from
both into account. In the optimized design, it is the integration of the touch screen
with tactile feedback module, and then uses the bottom of the interactive system
design, simulates to approximate the original entity key operating experience to
improve the HMI friendly.

Although the tactile feedback of soft vibration will lead to increased hardware
costs and increased volume of touch screen devices, but with an increasing number of
variety of hand-held device or fixed device touch panel is increasing steadily,
increasing the proportion of the virtual keyboard application, this problem will
continue to be resolved.

References

[1] Jangwoon, K., Jaewan, P., HyungKwan, K., et al.: HCI (Human computer interaction)
using multi-touch tabletop display. In: PACRIM 2007, pp. 391-394. IEEE (2007)

[2] Jefferson, H.: Low-cost multi-touch sensing through frustrated total internal reflection. In:
Proceedings of the 18th Annual ACM Symposium on User Interface Software and
Technology, Seattle, pp. 315-319 (2005)

[3] Forlines, C., Wigdor, D., Shen, C., et al.: Direct-touch vs. mouse input for tabletop
displays. In: CHI 2007, pp. 647-656. ACM (2007)

[4] Weng, X.-P.: Touch sensing technology and applications, pp. 2-3. Beijing University of
Aeronautics &Astronautics Press, Beijing (2010)

[5] Wilson, A.D.: PlayAnywhere: A compact interactive tabletop projection-vision system.
In: Proc. UIST 2005, pp. 83-92. ACM (2005)

[6] Cheng, Z.-H., Yang, S.-F.: Touchscreen Applications, pp. 1-6. Posts & Telecom Press,
Beijing (2010)

[71 Ankur, A., Shahram, I., Manmohan, C., et al.: High precision multi-touch sensing on sur
faces using overhead cameras. In: Proceedings of The Second IEEE International
Workshop on Horizontal Interactive Human-Computer Systems, Rhode Island, pp.
197-200 (2007)

[8] Ye, Y.-W. Qian, J.-W.: Principles and advantages of Piezoelectric multi-touch
technology. Advanced Display, 47-52 (2009)

[9] Benko, H., Wilson, A.D., Baudisch, P.: Precise selection techniques for multi-touch
screens. In: CHI 2006, pp. 1263-1272. ACM (2006)

[10] Wu, M., Shen, C., Ryall, K., et al.: Gesture registration, relaxation, and reuse for
multi-point direct-touch surfaces. In: Proc. of the 1st IEEE International Conference on
Horizontal International Interactive Human Computer System, pp. 183-190. IEEE
Computer Society, Washington DC (2006)

[11] Application development trends of touch technology—Multi-couch solution diversity
(EB/OL) (2011), http: //www.touco.cn

[12] Dietz, P., Leigh, D.: Diamond touch: a multi-user touch technology. In: Proc. of the 14th
Annual ACM Symposium on User Interface Software and Technology, UIST, pp.
219-226. ACM Press, New York (2001)

[13] Nestler, S., Echtler, Dippon, A.: Collaborative problem solving on mobile hand-held
devices and stationary multi-touch interfaces. In: Proc. of Workshop on Designing
Multi-touch Interaction Techniques for Coupled Public and Private Displays, pp. 36-40
(2008)



Interior Ballistic Research on Gas
and Steam Launch Power System

Chen Qinggui, Qi Qiang, Zhou Yuan, Zhao Ruyan, and Wang Bin

Naval Aeronautical and Astronautical University, China

Abstract. To guarantee the missile leaves launch unit smoothly, launch interior
ballistic computation model based on gas and steam launch power is improved.
One missile is taken for example to compute its interior ballistic. And changing
laws of interior ballistic parameters are obtained. Results indicate that the
modified model can decrease gas pressure in the unit effectively when missile
leaves the launch unit. This is of some reference value for the design of gas and
steam launch power system.

Keywords: gas and steam launch power system, submarine-launched missile,
interior ballistic.

1 Introduction

Gas and steam launch power system is usually adopted to launch Submarine-launched
missile. It is composed of ignition-assurance framework, gas generator, cooling
vehicle and syphon. Mixture of gas and vapor is used to lauch missile. In the missle-
launch process, change of interior ballistic parameters has much to do with the launch
of missile. While the working time of gas generator affects interior ballistic
parameters. To get satisfying interior ballistic parameters, interior ballistic model[1] is
modified and computed.

2 Launch Interior Ballistic Model

Flux of gas and cooling water that enter into the launch unit is expressed as

SA MO
my, :Tf Opcdt+mg0 (1)

m, :aﬂlnls”lZpl/lI;\/P_cdt+m,0 2)

Where 4, is gular area of nozzle; C" is characteristic velocity of powder; o is pressure-
resuming coefficient; u is flux coefficient of nozzle; m,, is mass of ignition powder;
u, is flux coefficient of water-spurting hole; n, is number of water-spurting hole; A

is water-spurting pressure difference coefficient; m,, is previous water mass.
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The motion equation of missile is calculated as

Ma=Q0+x,)p,s, — F

Where F is resisting force; x,is kinetic energy coefficient; P, is pressure in the

launch unit; S, is sectional area of launch unit.
Interior ballistic equations[1-2]of different processes are as follows:
(1) Pyrogenation Process.

Ma=(10+x,)PS, - F

1 2 !
X My C, 1 +m,cltl+macmta—(5MV +J.0Fdl)
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(2) Boiloff Process.

Ma=(1+x,)PS,—-F
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(3) Superheat Process.

Ma=(1+x,)PS,-F

B _Rmg +Rm)T, RT, A+ BT, +Cpe 4P
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Where x,is energy coefficient; x,is pressure coefficient; c,, , c,, , ¢, are specific heat

at constant volume of gas, air and specific heat of water; ¢, is specific heat at

constant pressure; vis specific volume; AH is latent heat; A,,A;,A,,B,,B;, Bs,

C,,C; are coefficients of M-H equation of state[3].
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3 Modification of Launch Interior Ballistic Model

Above equations are concluded in the situation where gas and vapor in the launch unit
change constantly before gas generator stops work[4]. To guarantee the missile leaves
the launch unit smoothly, gas pressure in the launch unit must be reduced when the
missile leaves the launch unit. It is demanded that gas generator stops work before the
missile leaves the launch unit. Gas in the unit don’t change in mass during the time
from gas generator’s stopping work to missile’s leaving unit. Fixed-mass gas does
swelling work. In this process, equations are same to that of variational-mass gas
except in the energy equations. Interior ballistic equations of fixed-mass gas doing
work are as follows [5].

(1) Boiloff Process.
Ma=(1+x,)PS,-F
B, _ (Rym,+R,m,)T, . RT, . A, +B,T, + Cye S15T/T:
x, S, (o +1) v—b _b)
—5.475T, /T,
At AL ACe oty Bl 7
(v=>b) v=b)" (v-b)
1 _
U, +U, +U, —(mgc,, +me +mye,, )i _EM(VI-Z V2V 1)
X = _
m(AH = pv,)

(2) Superheat Process.
Ma=(1+x,)PS, - F
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Where U, , U, ,U, are energy of gas, vapor and air separately at time i—1;

V,,l, and V,,,l,, are velocity and displacement of missile at time i/ and i-1;

F is average resistanting force of time i and i-1.
According to Thaler progressional expanding formula, the displacement and
velocity of missile are

n

I,=1,, +Aw, +%A12an_1 +%Az3 . 9)

1 .
v, =V, +Ata, +5At2 an-i. (10)

n
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4 Examples and Analysis

Interior ballistic models are computed with Matlab language, changing laws of
interior ballistic parameters (/ ~¢,v~t,a~t,P, ~t,T, ~t) are obtained by using
iterative method. For the convenience of comparison, computation conditions are that
mass of missile, velocity of leaving unit and launch depth are same. Changing laws of

interior ballisitc parameters are shown in figure (1)-(5).
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From the simulation results, following conclusions can be drawn.

(1) The missile moves at an even acceleration in the launch unit approximately so
that launch interior ballistic is balanced.

(2) If gas generator stops work before the missile leaves the launch unit, gas
pressure in launch unit can be decreased effectively. Effects of unit meatus pressure
on missile can be diminished greatly.

(3) The changing law of acceleration is similar to that of pressure. The missile
moves slowly in initial motion stage, while acceleration increases rapidly. With the
pick up of missile’s velocity, the increase of launch unit’s cubage exceeds that of
vapor’s supply, which makes the pressure decrease and the acceleration reduce.

5 Summaries

Interior ballistic model based on gas and steam launch power is modified and
computed in this paper. Results show that gas pressure in the launch unit can be
decreased effectively if gas generator stops work before missile leaves the launch
unit. The missile can leave the launch unit smoothly in the situation that targets of
launch interior ballistic are achieved. This is of great importance for the design of
gas and steam launch power system.
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Abstract. Based on fuzzy mathematics gained considerable development in the
theory and application have achieved fruitful results impressive. Applications of
fuzzy mathematics has been related to automatic control, image and text
recognition, artificial intelligence, geology, seismology, medical diagnostics,
weather analysis, aviation, aerospace, ship train car to drive, traffic
management, decision evaluation, business management and socio-economic
many aspects.
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1 Introduction

The application of automation technology is very active and fuzzy as a fruitful field.
The automatic control of well-known authority Austrom once pointed out: fuzzy logic
control, neural network control and analysis of expert control are the three typical
intelligent control methods[1].

1974, British scholar EHMamdani fuzzy set theory the first time successfully
applied in the control of boiler and steam engine, the first in the field of automatic
control of fuzzy control to open applications in practical engineering precedent.

In only 30 years, fuzzy mathematics gained considerable development in the theory
and application have achieved fruitful results impressive. Applications of fuzzy
mathematics has been related to automatic control, image and text recognition,
artificial intelligence, geology, seismology, medical diagnostics, weather analysis,
aviation, aerospace, ship train car to drive, traffic management, decision evaluation,
business management and socio-economic many aspects.

Assuming rigid body motion binocular device for general E, the image is under the
camera from the eyes of the metric calculation of reconstruction of the scene [2]. The
problems with the above sports scene reconstruction problem are equivalent. Because
binocular device for general rigid motion E of the images obtained with the eyes
stationary object device on the scene in a fixed position relative to the rigid body
motion for the resulting image is the same.

The early 90s, fuzzy appliances popular in Japan, to Japanese companies brought
great commercial profits, but also to promote the U.S., Europe and other countries to
further promote the development of fuzzy technology. In 1985 the world's first fuzzy
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logic chips in the United States came the famous Bell Labs, which is fuzzy
technology marks another milestone toward practical. Japan, the United States,
Germany and many other well-known companies[3] are actively engaged in research
in this area, have developed a number of commercial fuzzy logic chips in 1986, Japan
established a fuzzy controller hardware system (fuzzy control specific devices). The
late 80s of last century to the mid-90s has a fuzzy approximate reasoning, fuzzy
adaptive control, fuzzy adaptive neural networks and fuzzy inference systems. The
application of fuzzy technology to inject new vitality opened up very attractive bright
prospects.

Our research in the field of fuzzy theory in the world advanced level, has published
dozens of writings of the fuzzy area. In engineering applications is weak, continuous
monitoring system has been proposed to facilitate engineering design methods and
fuzzy integrated control methods. Since the late 90s of last century there was fuzzy
appliance control[4].

2 The Basic Model of Visual Images

Satisfy the following properties: point corresponding to the spatial point sets and the
difference between sets of points in space an affine transformation, which makes
the existence of affine transformation, denoted Claimed two points correspond[5], for
the corresponding affine point. For example, the vertices of two six-sided composition
of two images corresponding to two points is the affine point correspondence, as
between any two rectangular exists an affine transformation to transform one set of
vertices to another vertex set of knives. Stated in the following series of questions
exist in both the corresponding affine points, so they can apply the method given in
this section to solve.

Wavelet transform is a space (time) and frequency of the local transformation,
which can effectively extract information from the signal as fuzzy mathematics. By
dilation and translation operations functions such as function or signal can multi-scale
refinement analysis, Fourier transform to solve many difficult problems can not be
solved. Contact the application of wavelet mathematics, physics, computer science,
signal and information processing, image processing, seismic exploration, and other
disciplines. Mathematicians believe that wavelet analysis is a new branch of
mathematics, it is the functional analysis, Fourier analysis, like coherence analysis,
numerical analysis of the perfect crystal; signal and information processing experts
believe that wavelet analysis is a time - scale analysis and multirsolution analysis a
new technique, which signal analysis, speech synthesis, image recognition, computer
vision, data compression, seismic exploration, atmospheric and ocean wave analysis
and other aspects of studies have meaning and application of scientific results.

The main purpose of signal analysis is to find a simple and effective method of
signal conversion, the signal contains important information can be revealed. Wavelet
analysis is a kind of signal analysis, before the advent of the wavelet analysis, Fourier
transform is the most widely used signal processing, one of the best means of Fourier
transform is a time domain to frequency domain conversion tool to each other, from
the physical sense, the real Fourier transform is to decompose the waveform into a
superposition of sine waves of different frequencies and. Fourier transform is the
physical meaning of this important decision the Fourier transform in signal analysis
and signal processing in a unique position.
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Fourier transform used in both directions infinitely extended sinusoidal wave as the
orthogonal basis functions, the development of a periodic function into a Fourier
series, the development of non-periodic function into a Fourier integral, Fourier
transform functions for spectrum analysis, reflection time of the signal spectrum,
better reveal the characteristics of a stationary signal. Wavelet analysis is a new
transformation method, which inherited and developed the short time Fourier
transform thinking localized, while the window size does not overcome the
disadvantages with the frequency changes, providing a frequency change with a
frequency window of time is the signal processing time-frequency analysis and the
ideal tool. Its main feature is the prominent problems by changing some aspects of the
full features, therefore, wavelet transform in many areas have been successfully
applied, in particular digital algorithm of discrete wavelet transform has been widely
used in many problems in the change of study. Since then, the introductions of
wavelet transform more and more people's attention, and its applications to more and
more widely.

Coding for the low frequency coefficients as fuzzy mathematics, the DCT-based
dual-CVQ system is used. Because the images of the energy are concentrated in low
frequency, so the encoding properties of low-frequency coefficients will greatly affect
the entire coding system image quality of recovery. A large number of experiments
show that a simple Level CVQ can not get satisfactory results, in the case of high
compression ratio to restore the image quality appears blocking artifacts. In this paper,
two CVQ system, namely the results obtained with a CVQ image and the original
coefficient compared to get worse value image, and then on the difference image
CVQ coding. Since most of the difference between the values of the image values
concentrated near 0, the individual value of the jump occurs, so changes to a lesser
extent the formation of the vector, and then gets better quantified through CVQ effect.

Stratified Reconstruction from affine point of principle is the corresponding
reconstruction method for calculated measures, first of all calculated from the point of
the corresponding projective reconstruction [4’5]; affine points according to a
corresponding projective reconstruction projective transformation, projective
transformation by this Real feature vector to determine the plane at infinity in the
projective reconstruction of space coordinates, which are affine reconstruction;
reconstruction calculated from the affine camera intrinsic parameter matrix, and
ultimately get metric reconstruction.

After the robot visual image recognition and image preprocessing, you can identify
the object and its orientation [6]. Therefore, after processing using the corresponding
algorithm, the robot can make a difference on matters related to reflection. Solving
the robot recognition processing problems, improving the level of awareness of the
robot to reduce the identification error is about a very key issue. Visual robot on
image pre-processing capability advantages and disadvantages requires a reasonable
image quality evaluation algorithm rapidly as the support, but to build a robot model
of the visual image information data base, can improve the robot ability to identify,
solve the image Identification of Error.

Image is decomposed into a series of wavelet sub-image, because each level of
decomposition of the low-frequency part of the coefficient distribution and the
distribution of image pixels, the same as the original, so go through the same low-pass
and high pass filter formed by the phase image convolution in the same direction must
have a similarity. Assuming the image is L-level decomposition, the definition of i-
level decomposed into sub-image resolution level for the 1. Some of the first
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resolution level m-1 m-resolution sub-image and image-level sub- the FFT, and found
that the direction of the sub-image with the same energy distribution in the same
pixel. In order to prove the same directional sub images with different resolution level
similarity, we will be verified in the experimental section. take advantage of this
similarity must will reduce the number of bits needed to encode.

Now discuss the application of the reconstruction resolution level m m-1 sub-
image resolution generated sub-class image classification information. We define the
resolution level m-vector sub-image block size is m x m, choose the firstl resolution
rate-level sub-block size image vector 2 mx 2 m, the same directional sub-level m-
resolution images and the resolution level m-1 the same number of directional sub
image with the same vector. Since the same directional sub-level images with
different resolution similar, we apply the reconstruction of the first-level sub-m
resolution images to classified information vector s m-1 instead of the same sub-
image resolution level corresponding position vector of the classified information,
thus reducing the transmission of bits required for classified information the number
in the entire encoding process to send only the minimum level sub-image resolution
of classified information. In order to verify the reliability of this method, this article
will be classified in the experimental part of the correctness of the test.

3 Reconstructing Surfaces

Reconstructing surfaces is a crucial technology in reverse engineering; the quality of
reconstruction directly affects subsequent design and manufacture [7]. Although
Surfacer software is capable of fitting curve rapidly and easily, curved surface
modeling is less than the other CAD. In general, surface acquired by surfacer need to
be modified farther in other CAD, for example, imageware. Consequently combine
the surfacer with Pro/E and have reconstructed the curve and surface in this paper. It
is too difficult to create a whole car mode once, curved surfaces is separated into
several piece and be fitted and merged and trimmed, finished car body surface is

shown.
T =diag(A,A1)(F,10) (1)

Encoding the high frequency coefficients needs the following strategy with Formula
(1): for each resolution level of each sub-image using classified vector quantization,
vector image vector into the edge of the transition vector, flat vector three categories,
each category with their respective codebook vector quantify the resolution of level
between the use of the similarity of the image the same direction, using the first
transmission-level low-resolution images[8], then transmit high-resolution level
image, high-resolution images of the vector-level classified information from the
previous level sub-image reconstruction production, which re-m resolution level 1
sub-image resolution generated sub-class image classification information. As the
resolution level of the sample sub-image sizes, but at the same resolution level the
image of the sub-image that different information Therefore, the statistical
distribution coefficient is not the same, so if the vector using the same code book to
quantify, it is impossible to obtain good results, and codebook generation is quite
difficult, because it is difficult to find a wide range of, for a variety resolution images
and a variety of levels, a variety of directional sub image of a unified code book. To
solve this problem, we use multi-resolution codebook, that is, different resolution
levels in different types of sub-images with different codebook vector[9].



Hierarchical Image Analysis Based on Fuzzy Control 91

4 Surface CNC Machining

Under normal circumstances, the robot can use the code, and inertial positioning plate
method, but in the classical three-dimensional visual, the need to estimate the
Euclidean coordinate system under visual matrices, be able to complete the stereo
visual system calibration[10]. Chang Yong method is based on some spatial point
coordinate system in Europe under the coordinate Yu Qi correspondence between
image coordinates, Jian Li visual Zhongxinjuzhen the Yueshufangcheng, Conger-
queding visual Zhongxin matrix. In practice, in order to get the Euclidean coordinates,
need to make a calibration reference material, reference material on the calibration
feature points through the accurate measurement of visual as the estimated center of
the space required when matrix point[11].

5 Euclidean Space and the Visual Center of the Space
Transformation

Remember the first i-view camera image absolute conic (IAC) is, by the affine
reconstruction can be one of the constraint equations IAC is the first i-1 with the first
view of the infinite homograph is 1 and the camera viewpoint the IAC. This method
can be used to solve the intrinsic parameters.
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Abstract. This article has been key issues in the automatic transcription of
speech automatic review ways to make a simple introduction. In the letter, the
language of text to speech (text to speech, TTS) and automatic speech
recognition systems (automatic speech recognition, speech recognition) system,
the practical application, due to the emergence of new words and many proper
nouns collection, storage difficulties pronunciation dictionary does not exist is
often encountered, need these words automatic transcription. On this basis,
gives an automated voice system implementation, impact on performance, some
technical details of the analysis system and method are given hand-written on
the comparison of experimental results show that under the rules, significantly
better than the latter.

Keywords: Information processing, Speech processing, Embedded systems,
Automatic speech.

1 Introduction

Automobile industry is one of the mainstays of the global manufacturing. With the
market changing, regeneration velocity of the automobile is becoming more and more
quickly. Automobile manufacturers develop new automobile continuously in order to
occupy market. Model and sample of the car are capital element in the development
of the car body, and traditional car model is made by manufacturing 1:4 or 1:5 oil
sludge model by hand, as show in Fig.1.

In recent years, electronic technology of transcription is real smart move in more
and more widely practical use to more efficiently the urgent needs of the convenience
and small machine, but the traditional touch screen aspects can not be satisfactorily
answered. At the same time, automatic speech recognition (ASR, Automatic Speech
Recognition) technology has been rapid development of some simple speech
recognition system can be used such as telephone voice dialing, smart toys, robot
control and other embedded platforms. As the language itself is the most common
human form of communication, therefore, embedded speech recognition technology
will be the future of intelligent human-computer interaction for mobile devices is an
important choice.

Letter, the language, written language is phonetic text to speech (text to speech,
TTS) and automatic speech recognition (automatic speech recognition, automatic
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speech recognition) system, an essential link. Speech text generated in accordance
with the symbols of the string corresponds to the pronunciation of the phonemes, then
convert the phoneme string acoustic output; in the text speech recognition and voice
dictionary a bridge between the acoustic models. In general, the pronunciation
dictionary to store the pronunciation of words connected, but can not always find the
word in the dictionary is the root cause, not including the letters, and more of the
language, pronunciation is very stable, all of the words forming the word; and letter
writing, may be relatively unstable, on the one hand with the progress of time, often
inventing new in spirit, on the other hand, the letters in other languages will gradually
introduce the same words, in order to increase the number of terms. English, linguists
generally believed that, in addition to proper nouns, vocabulary increased by about 10
billion dollars. In addition, such as name, biological, chemical and other terms of the
number of proper nouns are also significant. All of these make it almost impossible to
cover all of the words in the dictionary pronunciation, especially in the current hand-
held equipment, storage space is limited, and can not store very large dictionary.
Therefore, people need to have a "backup" solution, automatically, without a
dictionary word transcription. In the literature, which of course have a variety of titles,
because of its prime phoneme conversion (shaped to phoneme conversion, G2P),
letter sound conversion (letter to sound conversion), etc. In this paper, the most
commonly used means the G2P.

Automatic spelling words to learn, is based on the language, orthography
(spelling), between the words and pronunciation is a regular.

On the other hand, the law can not cover all of the sounds, there are always
exceptions. G2P is how to identify, express and use of this rule. Degree of complex
legal, as well as in different languages with some exceptions, the situation is very
different relationship; therefore, difficult G2P different languages are very different.
For decades, scholars have proposed many solutions to the problem, in essence, G2P,
can be divided into rule based handwriting (written rules) and machine learning
(machine learning category 2). This paper reviews these two methods, including some
of the more G2P-based machine learning methods typical of the decision tree of the
prototype system, based on analysis of the performance of some technical details, and
gives the methods and methods of Comparing the results of the handwriting on the
rules.

Handwritten G2P rules

G2P is based on the first hand-written rules. Linguists on the basis of language
understanding, artificial voice began to sum rules, these rules are usually expressed as

2 There Are Three Methods of Machine Learning in G2P

2.1 Decision Tree

Decision tree is a widely used classification method, in which cars (classification and
regression tree) approach is widely used G2P. Shopping Cart is a binary decision tree;
each non-leaf node corresponds to a yes, no problem, and all the leaves Node
corresponds to a category. For an example of classification, from the tree's root node,
the node according to its answer questions Figure 1 shows an example.



Automatic Speech Embedded Word Method 95
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Fig. 1. Traditionally making the car model

Second child node 1, and so on [5], until you reach a leaf node, then we get
examples of classification. Specific to the G2P problem, an example of a phonetic
alphabet which includes the letters, the problem usually contains letters and words
such as "whether the correct e" the first letter, "the first phoneme left side is a vowel",
etc.; assigned to the child nodes of non-leaf nodes, and improving the purity of the
highest principles; leaf node corresponds to the arrival of this classification is
assigned to the phoneme nodes for all training data. Shopping cart many show details
of the training, including design issues (including the length of the window), the node
selection.

A= (6 —g,)
i=1
The gram model is the standard speech recognition language model approach. [5]
Proposed N - Gram's method to solve the problem G2P news, theory is playing a
word w, assuming that it is spelled Wei is the first phoneme jag , then the joint
probability can be defined.

Where A is all possible routes, ti=f(nodei),gi=k(nodei) for the realization of any one
route. f(nodei) aligned according to letters and sounds, the joint probability. Reference
language model of the N - gram model, k(nodei) to retain the previous N - 1 had only
historical probability, A reduced to f(nodei), not only can reduce the model, rather than
a serious impact on the scale of the model accuracy. Training model parameters for the
k(nodei) to spell the word, its pronunciation by the equation obtain In addition to this
method can do G2P, using the same set of models, you can also turn to do P2G, just
type k(nodei) was revised to them. To improve the speed, you can enter k(nodei)
remove, just use the Viterbi search method the maximum path.

As not one letter corresponds to a voice, as well as a few letters correspond to
phonemes, a number of phonemes corresponding to more than one letter, the letter is
not pronounced, it is first of all to align letters and phonemes. For a number of letter
sounds and letters corresponding to the situation of non-pronunciation. [1]

Two types of solutions, as an empty phoneme, the corresponding non-
pronunciation of the letters a, b, the definition of the word's first prime number, a key
word by one or several letters correspond to sounds. The former is the more common
approach, which can refer to the text. More similar letter to the appropriate solution
"empty" the letter announced that it will define the location, you can also define a new
phoneme combinations, such as often occurs in English pronunciation x page [Ohio]
and [Shnghai] The new definition can be two phonemes, namely, the two
combinations, which deal easier. Letters and good air, the air the voice of the
definition of general use after several iterations (expectation maximization) algorithm,
the results of the best route.
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2.2 HMM Model

Hidden Markov Model (HMM, HMM) speech recognition is the most commonly
used methods of acoustic modeling. The G2P problem HMM [6] is used in the
proposed solution. The starting point is basically represents a word, the pronunciation
of 564 Li et al: Automatic Speech spelling the word the word is just an outward
manifestation of this performance will be the impact of changes in the existing noise
situation. Thus, HMM modeling, pronunciation is a hidden variable, but the spelling
is the observation output, G2P is hidden in the search process variables known state
HMM observations. Still assume that the spelling and pronunciation of the word w,
respectively, a(W) and m (w), best sound.[6]

Where: node x is the prior probability of pronunciation, you can use the N - gram
model, and HMM models. Since each phoneme, including the four states, HMM
model for each output state observer is a letter, four countries, a phoneme can
correspond to the largest, such as four letters, "country" the "ountry", each country
can skip the rest of the country the end of the model may also arise whether phoneme
letters, including four-letter string, this assumption is appropriate in English.

Although different implementations[2], but G2P machine learning methods based
nature of the contents of the letter is determined by the sound of the letter (to be
described later PBA's slightly different). Is generally believed that only the letters
from the target closer to the letter sound effects, so you can add a word of the sliding
window on each side of the central objective of the letter, retain a certain number of
letters, the letters will not be considered out of the window. Consider the letter "o"
sound, that only "c" left "tag NGR" and right "ntray" can affect the pronunciation.
How to choose the length of the window is a need to consider, too short a skeleton
does not contain sufficient information, the second long skeleton noise during the
training period, reduce the model's generalization ability. In fact, there can be only the
length of the right side of the skeleton, such as the word "Photo" and "photographic"
spelling, but the latter one more letter, in three areas, corresponding to different
vowels pronunciation, the first "o" of the "C "8-bit word pronunciation is the
distance[3], usually not long unilateral window. In general, appropriate skeleton
length needs to be tested and experience to be determined.

2.3 Non-parametric Method

Non-parametric method does not require the training of model parameters, but with
phonetic word dictionary matches all words do, according to results of the
competition and some of the selection criteria, points out the word pronunciation
direct splicing. IB is also known as nearest neighbor (neighbor) method, assuming
that X and Y are strings of letters before the window, to determine their similarity

X = [ ft(y)dy

Where: n is alphanumeric [7], X, and Y is my first letter, nodei is a joy, meaning
similarity, can be defined as the two letters the same as 1, otherwise 0. Each letter
string X skeleton, you can find in the dictionary most similar, the two are the
corresponding letter for the X in the middle of the letter sounds in the pronunciation.
Improve the similarity calculation, the letter of the string sounds of the letters in
different positions similar to the function of the size of.

Where X weight gain known as the information (information gain weight) can
calculate the entropy of the training data. This improved method is called IB1 period,
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about law. Analog voice (pronounced analogy, PBA) Dedina and Nussbaum first to
propose and implement their sound system [8], the pronunciation dictionary system,
matching module, voice grid, decision-making function of Part Y. It is first phonetic
characters, each word in the dictionary to do the maximum matching, matching
method, first two are left-aligned, then record all of the locations and characters are
letters and corresponding sounds the same dictionary string, and then transferred to a
short letter word right, re-match, until the two words so far in the right alignment.
Match results and the corresponding forms of organized sound grid, each grid node, a
letter word that arc connecting these two nodes record of correspondence between
sounds and letters in the dictionary matches the number that matches the string. Each
grid corresponds to the path from start to finish the pronunciation of the word, last
step is to choose a "best" path. Understandably, a small arc of the path number, that
each period of longer the arc, that there are in the dictionary or more consecutive
letters to find a match for the corresponding pronunciation.

The possibility of more correct, therefore, chooses the path of minimal arc, or the
number of shortest paths, the corresponding pronunciation. When the same path
length ratio, we need a decision function to decide which to be chosen. Given the
simplest method to choose the path of the corresponding arc to tie the maximum
number of times, made a strategic investment portfolio options proposed several
methods [9] and better results. Non-parametric method has the advantage of these two
is simple, intuitive; drawback is to use a dictionary to complete, for the current hand-
held device, the dictionary a few megabytes of memory costs too much. But also need
to traverse the dictionary each word several times to do some matching, processing
speed should be slower than other methods. In addition to these methods, neural
networks, finite-state jump.

3  Shopping Cart Based G2P System

This choice Webster's Pocket Dictionary (1974 edition of the test data, Sejnowski and
Rosenberg to their NETtalk system training) [10], will be a manual adjustment of
words and pronunciation, commonly known as NETtalk dictionary. The dictionary
contains 20 008 words, the different positions of the same phonemes, stress removal,
but only to enter, left 19,940 words, more than the number of words to sound more
than one word. This will provide information directly to the line using the dictionary
does not automatically pre-aligned. If not specified, the following results, these words
do 10 cross-validation results. In G2P experiment, the overall performance of the two
systems using numerical calculation, that is the correct conversion rate and accuracy
of text conversion morpheme. This experiment only shows the word correct rate
conversion, which is the total number of words and the right to change the proportion
of the total number of words the results.

3.1 Reference System

Shopping cart G2P-based baseline system, the main two issues need to be considered,
namely, feature selection problems and design issues. Issues have the background and
2 classes, such as the phoneme "L 2 O" means "(the current letter) the right of the first
two letters, 738 letters generated by Tsinghua University (Natural Science) 2008. The
current phoneme is left of the first phoneme among baseline system, all the
questions,” single-issue", that it is a problem to implement the "one" specific letters or
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sounds, rather than whether to the left of the first letter vowel, this classification
problem. The problem of the correspondence, which contains 5 letters and left the
current three-phoneme, sounds current location.

From the tree, two conclusions can be drawn: First, from the target letters and letter
sounds further small current pronunciation, the second largest in the right voice over to
the left of the target letter writing. Shopping Cart generation algorithm is an important
step in how to select a node corresponding to the problem. Split the target node of each
child node contains a sample of training data belonging to the same category as far as
possible, number of samples is as little as possible, paraphrase, “other types of
impurities " low, the better. Training samples belonging to the root of all the beginning,
and then split each node are not in a lower purity of the local optimal solution search
node. Based on the questions asked of the two child nodes of node splitting to answer
tons of T1 and T2, does not reduce the function is defined as the purity.

Location: nodel and node2 with f(nodel) and f(node2), respectively, the sample
proportion in the total sample of Y, f(nodei) is a node, the function is not pure,
generally have two options, they are the Gini coefficient (Gini index) and entropy
(entropy), whose role is expressed as.

Where f(nodei) is the proportion of nodei in the same level. Experimental results
show that the performance of the two systems were not significantly different
functions, the system chosen entropy function.

3.2 Reverse Conversion

Section A pointed out that the English pronunciation of the letters left than the right to
present a great impact, you can guess the correct phoneme phonological effects
should be more on the left. Therefore, you can try from the right letters of a word, turn
left, make full use of that right has been converted phoneme information. Training of
scale is more than section A.

System performance tests are inseparable from the data, G2P system, the so-called
data, one or more of the pronunciation dictionary. The rules-based approach can be
used as a dictionary word test set; and machine learning in general requires the
training set and test set dictionary-based approach is divided into two parts, or cross-
validation method. Cross-validation, each copy of the data set to be the test set,
training set, the rest of the election, so N times cycle test (N-fold cross validation) and
other means to summarize all the results. [4] Two Kinds of data classification method,
which can be more effective use of various data, the results obtained, because the data
is chosen to avoid uncertainty factors. In G2P literature, test data between the
different languages used in different courses, even if there is a language, select the
dictionary and thesaurus of the basic classification method is also different. Test data
Di selection and test suite design is not completely consistent, although there are
kinds of methods of G2P Yi gradually increase, but did not admit the obvious method
advantage.

Through training (or more appropriate), the model over-fitting the training data,
including noise, resulting in the training data is not visible, to promote ability. Specific
to the use of this method of shopping cart, you can solve the following training.

First, the tree nodes split and stop criteria. Until the baseline system can not
continue to divide in order to improve the system, using Chi-square test method, when
the child nodes and parent nodes of the phoneme distribution was no significant
difference, it is no longer split.
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Secondly, according to the first letter and sound conclusions from the target closer
to section a letters influenced current pronunciation. Therefore, this problem can be
sorted according to target letters from the lower value of the same purity, the priority
issues from the past.

Finally, the issue of setting lean in the baseline system, use-related problems as a
candidate[11], the current five letters of the letter, in fact, far more likely to believe
the training set of noise. Through the experiment, each letter of the three is the best
system performance use. Table 1 shows the conversion through the system to improve
results than the baseline word accuracy of about 5% growth.

Table 1. Experimental results

scale origin HMM CDHMM
15 872 27.2% 28.1% 28.6%
17 850 29.1% 29.7% 30.6%
21310 30.4% 30.8% 31.9%

While the initial process of Fourier analysis as the analytical thermal analysis tool,
but it still has the typical way of thinking and analysis of the reduction of the
characteristics of doctrine. "Arbitrary" function by some decomposition can be
expressed as a linear combination of sine function in the form, and the sine function in
physics is relatively simple to fully research the function class, the idea of atomism
with the idea of chemically much alike! What's amazing is that the Fourier transform
of modern mathematics has very good properties, making it so easy to use and useful,
people have lamented the magic of creation: 1. Fourier transform is a linear operator,
if given the appropriate norm, It is unitary operator.

Fourier transform easily find the inverse transform, and change form and are very
similar; 3. sine basis functions are eigenfunctions of differential operation, which
makes the linear differential equation can be transformed into ordinary coefficient of
algebraic equation. linear time-invariant physical system, the nature of the frequency
is unchanged, so the system can respond to incentives for the complex by combining
its response to sinusoidal signals of different frequencies to obtain; 4. the famous
volume product theorem states that: Fourier transform of the complex can be a simple
convolution product operation, which provides a simple means of calculating the
convolution; 5. discrete Fourier transform can be calculated using a fast digital
computer (the algorithm is called Fast Fourier Transform algorithm (FFT)).

It is because of the good nature of the Fourier transform in physics, number theory,
combinatorial mathematics, signal processing, probability, statistics, cryptography,
acoustics, optics and other fields have a wide range of applications . Fourier
Transform on FPGA implementation of digital signal processing, Fourier transform of
the basic operation, widely used in presentation and analysis of discrete time-domain
signal areas. However, due to its computational and transform points is proportional
to the square of N, therefore, N is large, direct application of DFT spectral
transformation algorithm is not realistic. However, the emergence of fast Fourier
transform to make fundamental changes have taken place. This paper describes the
use of FPGA to realize 2k/4k/8k point FFT design approach.
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4 Summaries

This article describes the rules and on the two types of machine learning methods
based on hand-written G2P, and gives the shopping cart using the systematic
approach to implementation. Although in recent years, machine learning methods
based on more and more attention, but some scholars believe that, in the handwritten
rules-based approach can do more than before and no worse. Relatively small, and
therefore inconclusive. Therefore, this paper proposes a simple comparative
experiment. This downloaded code is written using the Elovitz rules because it uses
the phoneme set and NETtalk inconsistent The results generated need to do post-
processing, mapping to NETtalk phoneme set, in the process, and not introduce new
errors. 17 850 word test set, the word accuracy was 27.16%, significantly lower than
this car system. 654 Li, et al: Automatic phonetic alphabet word method, summing
up, a simple review of the methods to hand-written rules and made two categories
based on machine learning methods, and gives a prototype system implementation,
system design analysis showed that some problems do. Comparison of results gives
the two class method. In future work, there are several areas to further improve the
prototype system, including those aimed at addressing the global optimal decision
tree, on the N - gram model phonemes presented detailed questions.
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Abstract. The traditional BPEL language statically describes the binding
relationship of business process and the required web services, and it can’t adapt
to the dynamic operating SOA environment. This paper presents a late binding
and dynamic service based on the selected BPEL process orchestration and
implementation mechanisms. It designs and implements a dynamic service
invoking framework based on this design. In the process of BPEL execution, the
service selection and service call based on QoS operated interactions, so that it
has some self adaptive features to improve the robustness of the system, also the
efficiency of the system is ensured by the static filtering and ranking
mechanisms.

Keywords: Business Process Execution Language (BPEL), Service-oriented
Architecture (SOA), Self Adaptive, Service Selection, Late Binding.

1 Introduction

BPEL (Business process execution language) is a XML-based standardization of a
process description language in SOA (service-oriented architecture) architecture. It is
used to operate the available web service of the current SOA environment in a process of
implementation, in order to complete the needs of specific business logic. The prepared
BPEL processes can be run in any standards-compliant layout engine (orchestration
engine), and the BPEL process is analyzed and implemented by orchestration engine.
The orchestration engine will manage and organize every required operation service
during the visit.

In a traditional BPEL process, designers need to give the details of each service
information (e.g. location, interface descriptions, etc.), that is, the service used in the
process needs to be specified (binding), the relationship of processes and the
corresponding services is fixed in the design. During the operation, the orchestration
engine only calls the determined web service In accordance with the BPEL process
description and definition. However, SOA environment is a dynamic environment.
During the process of web services operation, although the function description is

G. Yang (Ed.): Proceedings of the ICCEAE2012, AISC 181, pp. 101-107]
springerlink.com © Springer-Verlag Berlin Heidelberg 2013



102 Y. Nan et al.

unchanged, the non-functional attributes (QoS properties) is dynamic changed. For
example, some services of BPEL process become unavailable due to a network reasons,
or some services QoS properties no longer meet the requirements process (such as the
workload is too large and the time of implementation is too long). Therefore, BPEL
processes running should also be a dynamic process that requires some kind of adaptive
mechanism to dynamic change the binding relationship between process and the
required services according to environment changes during the operation. And when
needed, it can reselect the useful services in the current available services list in order to
increase the robustness of process execution.

In response to these problems, a new architecture and a control strategy are
proposed. This paper improves the standard service orchestration engine, and adds a
service selection mechanism into the analysis and implementation of the BPEL process
so that the operation of BPEL process can be self-adaptable.

The self-adaptable features are descripted as following:

(1) Through the late binding, the binding of BPEL process and the specific services are
postponed at the runtime, which makes implementation of the adaptive behavior at
runtime become possible.

(2) A service selection mechanism is implemented, the services of BPEL processes is
preselected based on the UDDI server to get a list of available services in smaller
range, to ensure the efficiency of service optimization at runtime.

(3) For providing the basis for service optimization at runtime, dynamic data of QoS
attribute values of each candidate services is collected by QoS monitor broker.

(4) Based on the above mechanism, a self-adaptive service selection engine is realized.
Before the service is called, the local optimized services are selected to bind with
BPEL to ensure the robustness of the implementation process, according to the
current available services list and the services’ dynamic QoS attribute values.

This paper firstly provides an appropriate solution for the problems mentioned above,
and then proposes a general framework and the implementation of the framework; at
last a conclusion is made about the framework.

2 Late Binding and Self Adaptive Process

SOA architecture provides a loosely coupled, distributed operating environment, with
the development of SOA technology, a large number of services appear in the network,
and the services with similar functions are provided in different forms of
implementation by different service. Because of the dynamics and uncertainty of web
services, the available services of network in the runtime dynamic changes.

As a workflow language, BPEL is one of the main application forms of the web
services. But in a traditional BPEL processes, the binding of business processes and
specific services required must be specified and established in the design stage and this
association is not changed in the deployment and operation time. It is clear that the
binding of business processes and specific services required can’t adapt to the dynamic
operating environment provided by SOA. If a specified service becomes unavailable,
then the whole business implementation process will be interrupted (Additional, the



A QoS_Based Self Adaptive Control Strategy and Implementation for BPEL Process 103

network will provides some same or similar services for users). Thus, an adaptive
mechanism is needed that it could make BPEL processes deployed dynamically
binding with the corresponding service at the runtime. On the other hand, there are a
large number of services with the same or similar functions in the network, so it
requires an evaluation and selection mechanism based on the needs of the business
process to select the appropriate service. The evaluation and selection not only refer to
the web service function, but also closely relate to its non-functional attributes (QoS
properties). For specific services, the change of operation status will affect the value of
non-functional properties. For example, if the workload is too large, the running time
will obviously become longer than before. Therefore, it needs to monitor the QoS
services running real-timely at the runtime. Finally, to ensure the efficiency of BPEL
process service selection, the anthology at the runtime should be reduced.

Now, the issues above will be discussed, and the corresponding techniques and
solutions are provided as following.

2.1 Late Binding

Late binding is a very important technology in software systems design. To the code
and the corresponding resources, it makes the system more flexibility and scalability,
also makes it possible to configure the system at the runtime. For example, Dynamic
Link Library (DDL) technology is a typical late binding technique. It can dynamically
change the behavior of the system through the dynamic configure a new DDL file.
Open Database Link (ODBC) is also an implementation of late binding ideology. It
delays the binding time between database application and database services by defining
the common access interface which is abided by both the application side and database
providers, so that it can configure different database resource for same database
application codes. In fact, more broadly, the history of software technology
development is a history of late binding.

Similarly, deferring the time of binding the business processes and services can
provide more flexibility for the execution of the BPEL process so that the dynamic
selection of services can be realized. For BPEL process, the binding time can be
roughly divided into three stages: designing phase, deploying phase and operating
phase. Although the boundaries between the three phases are not clear, and the three
phases may overlap, it is clear that the more close binding is to runtime, the more
flexible the execution of BPEL processes is. In this solution, the binding time is
deferred before the calling of every service. At the same time, the candidate services are
optimized based on the description of BPEL process before the binding time to get the
required services and local optimization services with the non-functional
characteristics. Thus, a dynamical BPEL execution process is constructed. Because of
the dynamically interacting of BPEL process and service selection, the efficiency of
service selection becomes a key factor to be considered.

2.2 Static Screening and Pre-service

To ensure the efficiency of service selection, the candidate sets of the selected service at
runtime need to be minimized. At the same time, the process should be brought forward
that are necessary for the service call and time-consuming at the design period or the
loading process to complete statically. Such as the business process mapping data
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among the various services can present this. Therefore a service and pre-screening
mechanism is needed for the operation of the business process of dynamic service
selection to make full and effective preparations. This mainly includes the following
aspects:

Firstly, a description of web services includes functional features and characteristics
of non-functional. The functional features includes a description of input and output
parameters, the premise of the service call and the result of service calls (WDSL), when
a web service is deployed and it provides services for users, the functional
characteristics often will not be changed. At the side of BPEL, when the process is
deployed and loaded, the implementation of the required services and operations are no
longer changed. In the execution of BPEL process, the set of functionality required for
all stages of the process is relatively stable. Furthermore, the service selection itself is a
time-consuming operation; the service functional selection need to be brought forward
before the period of deployment or load in the BPEL process, because the bottleneck is
caused by computational complexity and network latency.

Secondly, a BPEL process can be seen as a process with numbers of different
functional components. At the runtime, each functional component is implemented by a
specific service. A list of candidate services will be obtained by the selection of the
available services for the required functional. Regardless of the services’ functional are
same or similar, it will meet the functional requirements of the process. Because all the
services list are coming from different service providers, the interface provided by
service selection may not match the interface required by BPEL process. Thus, the data
adaptation is a very important factor. However, the data adaptation is a time-consuming
process so that it must be finished early.

Finally, the process of service selection generals some candidate lists of services.
The dynamic service selection at the runtime is operated in the lists. And the selection is
based on the current QoS attribute values. In order to improve the efficiency of the
selection, the pre-selected list can be ranked and obtain the first K entries of the each
list to general a dynamic candidate list. The deployed BPEL process will dynamically
bind with the first of the new candidates list to complete the process.

2.3 The Detection of QoS Attribute

When the web service is deployed and running, although the characteristics and
description of its function is relatively stable, one of the deployed services’
non-functional characteristics is dynamic changing, such as it is unavailable due to
network reasons or a new service is deployed. Thus, in the BPEL side, the candidate
lists and each service’s QoS attributes need to timely update at the runtime so that the
selected service is the best choice for requirement.

The properties of each service QoS in the candidate list are provided by QoS probe,
the agents provide the BPEL process orchestration engine a series of interfaces defined.
At the runtime, the BPEL process orchestration engine obtains each QoS’s attribute
value through the interface provided by the QoS probe. However, the detection of
QoS’s attribute values is a very time-consuming process, so this paper proposes a
scheme using asynchronous propelling movement mechanism. QoS probe updates the
candidate list according to certain BPEL process. This mechanism ensures that the
dynamic selection at runtime is the latest data.
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2.4 Service Selection and Self Adaptive at Runtime

In support of the above mechanisms, BPEL business process is executed interactively
with the service selection. And the selection of services at runtime based primarily on
two aspects of information, one is demanded for the BPEL process itself, and the other
is demanded for the candidate services” dynamic QoS state. BPEL orchestration engine
maintains a candidate set of services (the set is obtained via static selection) to update
the QoS states of every service by appropriate frequency, and re-rank the different
functions of each candidate service in the list according to the latest set of data values.
Since the quality of each service is described by a number of different QoS attributes
dimensions, such as commonly used execution time, reputation, price and so on. The
composite score weighted sum of the various dimensions is used to describe the utility
of a service, and the weight is given by BPEL process designer. The service in the
candidate list is ranked by the value of utility. In the implementation of BPEL process,
before the relevant service is called, the orchestration engine selects the appropriate list
from candidate set base on the required functional properties, and service with the
highest rank will be called.

Initial service list

Functional selection I

Mon-Functional selection I -
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Data-adaptation |
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Candidate service list
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Fig. 1. BPEL process operating sequence

In the framework described above, the BPEL process flow is shown in Fig.I,
including static state and dynamic state. When the BPEL process is deployed and
loaded, an initial candidates set of services is obtained by static selection. And the
service of the set is adapted to the data according to BPEL process services’
requirement. After configuration QoS monitoring agent, the required service is
dynamic selected and called in the implementation.
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Fig. 2. The framework of BPEL orchestration engine and services invocation

3  The Design and Implementation

According to the description above, this paper proposes and implements an adaptive
dynamic BPEL orchestration engine and services invocation framework, as shown in
Fig.2.

The whole system is developed base on open source BPEL engine Orchestra,
including four parts: BT (BPEL translator), SS (Service selector), SI (Service invoker),
and QM (QoS monitor).

BT translates the abstract BPEL processes deployed in the loading process, and
obtains the description of the services required, then translates it to SAWSDL
description document and submits it to the UDDI server. UDDI server obtains a service
list which meets the functional requirements based on the each function in the BPEL
process. All of the information is contained in the list. The candidate set of services is
processed and maintained by SS. SS preprocesses the candidate list, including data
adapter and QM initialization, ranking the candidate list based on QoS property values
and requirements of BPEL process. Then SS maintains a candidate list for each
processes deployed, and the size of the list (the value of K) is defined according to the
requirements.

QM is implemented on a middleware systems M4ABP (Monitoring for Adaptive
Business Process) for adaptive business processes. After initialing a set of candidate
services, each QoS property values of current service will be collected and stored. SS
accesses QM according the defined frequency and updates the QoS property values,
while the re-rank mechanism is started. The higher the frequency is, the stronger of the
adaptability of BPEL processes is, and more computational resources are required.
Thus, the freshness of the data and system resources are a pair of contradictory factors,
the update frequency setting needs to be weighed. At the runtime, SI is responsible for
the implementation of BPEL processes. SI selects and calls each service in the specified
process. Before an abstract service is called, SI accesses SS to select the highest ranked
service in the candidates list. At the runtime, SS and QM will be implemented
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alternated according to the frequency defined. Thus, under the framework proposed in
this paper, the service calling and selection implement alternated in BPEL process to
adapt to the dynamic changes of SOA environment, and the robustness of the
implementation of BPEL is improved.

4 Summaries

For the dynamic characteristics of SOA environment, this paper presents a BPEL
orchestration and invoking mechanism based on late binding and dynamic service
selection, and based on this mechanism, the dynamic service invocation framework is
proposed aiming to BPEL business processes, the design details and implementation is
also discussed. The future research will focus on how to add a services retrieval
mechanism based on semantic and more efficient service selection algorithm to support
a more comprehensive adaptive behavior.
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Abstract. Workflow is one of the important technologies in enterprise business
process automation. It has many advantages such as raising efficiency of
business operation, improving resource utilization, increasing flexibility and
adaptability of business execution and so on. However, traditional workflow
systems have shortcomings of hard coding and flexibility. Based on the analysis
of these shortcomings, a dynamic workflow system based on rule engine is put
forward to enhance the flexibility of the system. This system has greatly
improved the maintenance and flexibility.

Keywords: Work flow, Rule engine, Clinical pathway.

1 Introduction

For last ten years, many researchers have given different definition for workflow. So
far, there is not completely unified definition for workflow. For example, the
definition of Workflow Management Coalition WFMC[1], IBM Almaden Research
Center[2], Amit Sheth[3] and W.M.P. Van der Aalst [4]. According to these
definitions and myself understanding of workflow, in this paper I give a definition:
Workflow is a computing model of working process, that is saying how the work of
the workflow before and after the organization together in the computer logic and
rules of the appropriate model to represent and calculate its implementation, in short,
business process automation or semi-automated implementation. Workflow mainly
includes the concept of business process, definition of process, activity, workflow
management system and the instance of process [5].

Rules engine is a component that is embedded in the application. Its task is to test
and compare the current submitted to the engine’s data object and the loading
business rules in the engine, activating the business rules which are consistent with
the current data status, according to the execution logic declared in the business rules,
trigger the operation of the corresponding application. The rules engine contains the
functional modules of context, agenda, working memory and rules container [6].

Clinical pathway is a means to establish a standard for a particular disease,
treatment modalities and therapeutic procedures, is a comprehensive model on clinical
treatment. It can promote the treatment organization and the methods of disease
management, which is based on medical evidence and guidelines; finally it can
achieve the purpose to regulate medical practice, reduce variation, reduce costs and
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improve the quality. Relative of the guide, the content of clinic pathway is more
concise, readable, and adapting for multi-disciplinary, multi-section action. It is for
diagnosis and treatment of specific disease process, it focuses on synergy, result and
time during the process of treatment [7].

The existing operating model of workflow system has some flaws and limitations
when it applies for actual application [8]. Firstly, the rules of business process are fixed
in the code by the form of “If-Then-Else”; secondly, most workflow systems lack of
central rules information repository, centralized management mechanism of rules and
strategy; finally, in response to complex business rules and record variations, the
workflow system can’t handle these complex rules and rapidly respond to changes in the
rules. However, the introduction of the rules engine technology can bring great
improvement in this situation. The rules engine technology separates the business logic
code from the application and defines these codes as rules that computers can identify.
Rules engine is charging for rules management, maintenance and computing, providing
rules service for workflow engine and providing operating pages for business operator.
The function of rules service is to reason and compute the rules in the context, and
return the result for the process instance. Workflow engine is particularly charging for
process operation, sometimes calling the rules of business decisions when necessary.
When business rules have changed, there is no need for modifying relative source code;
it only need update the rules repository in the edit pages by business operator. This
system has greatly improved the maintenance and flexibility.

2 Overall Design

2.1 System Framework

Dynamic Workflow of Clinical Pathway System adopts the classic MVC framework,
Struts is used for presentation layer, Spring is used for business layer, Hibernate is used
for persistence layer. The development environment of system is MyEclipse6.5
+Tomcat6.0+JBoss Rule+Oracle9i; The framework of system as show in Fig.1.
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Fig. 1. The framework of clinical pathway system
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The presentation layer is the window of clinical pathway system, it provides the
interface for user to access and operate; the business layer is charging for the business
functions of the whole system, including patient management, management of
clinical pathway execution and so on; management of clinical pathway execution is a
core part of this system, it mainly charges for the judgment of pathway in or out; the
persistent layer is charging for storing or loading verify data in system, like business
data, workflow data, rules engine data and so on. This framework can greatly improve
the development efficiency.

2.2 Design of Work Flow

This system uses Fire Workflow tools to help create system flow models. Fire
Workflow uses XML to define flow files, at the same time it combines with state,
activity diagram and Petri net. This system mainly contains two workflow: Register-
Diagnosis flow; clinical pathway flow.

2.3 Design of Business Logic Rules

In this system, control the circulation of workflow and the execution of activity need
rules. There are two main rules. First rule is fracture of shaft of femur:

If “symptoms contain deformity” and “check contains fracture of shaft of femur”
Then “validation success” and “enter clinical pathway”

Else “Validation failure” and “can’t enter clinical pathway”

Second rule is consultation activity.

If “doctor think need” Then “set flag equals true” and “enter consultation”
Else “Set flag equals false” and “end consultation”

3 Implement of System

3.1 Algorithm of Workflow

The algorithm flow chart of fracture of shaft of femur clinical pathway is shown as
show in Fig.2.

3.2 Key Code of Workflow

The key technology is how to combine with workflow engine and rules engine. As
shown in Fig.3, doctor diagnosis task has applied this key technology.

After the doctor logins on workspace, he or she will find a list of to-do tasks; then
the doctor select one of to-do tasks to deal with. The doctor diagnosis the patient and
enter the relative page for operation, as show in Fig.3.

After entering the diagnosis page, when the symptom is selected as deformity, check
is selected as fracture of shaft of femur, disease is selected as fracture of shaft of femur,
then click the button “validate” to validate, the return result will be success, otherwise
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patient hospital

‘ Register and Assign Doctor ‘

+

‘ Doctor receive task, diagnosis disecase ‘

Enter clinical path. assign

therapists

‘ Therapists receive task. check for patient ‘ 2
/\ ¢
¢ Yes consultation
consultation for not ‘
patient v
‘ surgery, assign nurse for caring ‘
v
‘ nurse receive task, take care ‘
C e e
Fig. 2. Algorithm flow chart
patientID: 1
patientHame: M. Wang
office: Eehabilitation
Doctor: Toctor Li
symptom: [ swell [ deformity
sign: D stiff D tenderness
check: D fracture of shaft of femur D vertebral fractures
disease: fracture of alw
check in validation -
[ enter clinical pathway ] [ enter common path

Fig. 3. Doctor diagnosis

will be failure and end the diagnosis flow. The “validate button” will call JBOSS Rule
Engine to judge whether pass. The key code of validation function is as below:

this.setAccessFlag(false);
testsRulesEngine=new TestsRulesEngine();
testsRulesEngine.assignTests(this);
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When validation is passed, then click the button “enter clinical pathway” and do
clinical pathway diagnosis for the selected patient. First, the diagnosis function will
call Fire Workflow engine to initialize the clinical pathway flow, which is mentioned
in 2.2. the button of “enter clinical pathway” executes code as follow:

pi=(ProcessInstance)wflsession.createProcessInstance(" gugugantest”,account==
null?"":account.getUserID());
pi.setProcessInstanceVariable("sn",Utils.getFormatedDateStringForSn(new
Date()));
pi.setProcessInstanceVariable("patientID" ,patient.getPatientID());
pi.setProcessInstanceVariable("doctor" patient.getDoctor());
pi.setProcessInstanceVariable("disease","");
pi.run();
After the workflow instance is initialized, call JBOSS Rule Engine to judge the
condition, in order to dynamically change the executed direction. Key code as follows:

testsRulesEngine= new TestsRulesEngine();
testsRulesEngine.assignTests(this);
pi.setProcessInstanceVariable("flag", this.huiZhengFlag);
The next step is followed the chart in Fig.2.

4 Summaries

After analyzing the advantages and disadvantages of the workflow engine and rules
engine, I propose the combination of workflow engine and rules engine and use it in
hospital clinical pathway system, and for the sample with femoral shaft fracture
clinical path dynamic workflow system.This paper describes the technology
framework of clinical path of dynamic workflow system and the concrete realization
of each module. The dynamic workflow system of clinical pathway in this paper can
effectively improve hospital's efficiency and improve resource utilization in the
hospital, it has broad application prospect.
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Abstract. An extreme learning machine (ELM) based camera calibration
method is proposed for monocular vision system in this paper. Extreme learning
machine is used to depict the relationship between the image space and the
world space, in which any prior knowledge on camera model or parameters is
not needed, and faster training speed and higher precision are gotten. The
influence of environmental noise to the calibration precision can be effectively
attenuated. The validity of the proposed method is proved by comparison with
camera calibration based on BP algorithm.

Keywords: Extreme learning machine, Camera calibration, Computer vision.

1 Introduction

Camera calibration is a necessary step in computer vision in order to extract
information from 2-D images. The most widely used calibration techniques require
the development of elaborate mathematical models and prior knowledge of many
parameters. It is difficult to construct a suitable model and obtain reasonable values
for unknow calibration parameters. To overcome this problem, neural network is used
in camera calibration. In [1], a non-linear optimization based on feedforward neural
network to camera calibration was proposed and utilized in stereoscopic vision of
industrial robots. Zhao [2] proposed a calibration approach based on BP neural
networks for binocular vision, and used it in robot curve tracking successfully.
Among the aforementioned work, the learning speed of the networks is in general far
slower than required, which is a major bottleneck in their applications. In order to
solve these problems, Huang [3] [4] proposed a new learning algorithm called
extreme learning machine (ELM) for single-hidden layer feedforward neural networks
(SLFNS).

Unlike those traditional implementations, ELM randomly chooses the input
weights and analytically determines the output weights of SLFNs. This algorithm
tends to provide the best generalization performance at extremely fast learning speed,
and is already used in complex nonlinear approximation and pattern classification [5].
However, the application of extreme learning machine in camera calibration is still
seldom reported.

In this paper, extreme learning machine is utilized to calibrate the camera. Compared
with calibration method based on BP neural network, the proposed technique is with
simpler structure, faster training speed and higher precision. Computer simulations are

G. Yang (Ed.): Proceedings of the ICCEAE2012, AISC 181, pp. 115-120]
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provided to test the proposed technique, and good results are obtained. The rest of the
paper is organized as follows. Section 2 describes the basic principle of extreme
learning machine and the calibration procedure. Section 3 provides three simulations to
validate the proposed technique. Summaries are given in Section 4.

2 Camera Calibration Based on Extreme Learning Machine
2.1 Extreme Learning Machine

For N arbitrary distinct samples (x.7) , where x=[x,%,...5] €R' and

(R}

t=[t, 1, -,tl.m]T e R". The output vector is:

i il»

o. =
J

M=

Big(WiT'xj+bi)’ j=1""9N’ (1)

i

where W, =[w,,w,,---,w ]T is the weight vector connecting the ith hidden neuron

and the input neurons, B, =[B,,B,. "B, ]T is the weight vector connecting the ith

hidden neuron and the output neurons, and b, is the threshold of the ith hidden
neuron.

That single-hidden layer feedforward neural networks (SLENs) including N
hidden neurons with activation function g(x) can approximate N samples with

. N . .
zero error, which means E ) 1”07' —t].||=0 , i.e., there exist B,, w,and b, such that
=il T

N
S Bg(w'x,+b)=t,, j=1-N, 2)
i=1

Then, (2) can be rewritten as

Hp =T 3)
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H is called the hidden layer output matrix of the neural network; the column of H
is the hidden neuron’s output vector with respect to inputs X,,X,,--+,X,, .

Huang [4] has given a strict proof that instead of using the iterative algorithm, the
random assignment for values of the network input weight and bias can be utilized
when the activation function of the hidden layer is infinitely differentiable. Thus, the
training of SLFNs can be realized by finding the minimum norm least squares

solution [~3 of the corresponding linear system Hf =T . Thus, [~3 can be obtained by
solving (3) as

p=H'T (6)

where H' is the Moore-Penrose generalized inverse of H .

The orthogonal project method can be used when H'H g nonsingular and
H' =(H'H) H (7)

However, H"H may not always be nonsingular or may tend to be singular in some
applications and thus orthogonal projection method may not perform well. The
singular value decomposition can be generally used to calculate the Moore-Penrose
generalized inverse of H in all cases.

2.2 Design of Camera Calibration Method Based on ELM

Aiming at monocular vision calibration, we construct 2-30-2 type SLFNs. The input
and the output of the networks are image coordinates and world coordinates,
respectively.

The process of camera calibration method based on ELM is summarized as
follows:

1) Randomly generate input weights and hidden nodes bias;

2) From the overall samples, randomly select n groups and m groups of samples
for training and testing, respectively;

3) Calculate the hidden layer output matrix H using n groups of training
samples ~

4) Calculate output weights matrix B by using (6).

For evaluation, we define the root mean square (RMS) error of single sample as:

Ax* +Ay?
E = — ®)
And the RMS error of all the testing samples is defined as:
El rm52 + EZ rm52 +oot Es rmsz
ms = ' ' P : )
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where Ax and Ay are testing errors of X coordinate and Y coordinate,
respectively, and s is the number of testing samples.

3 Simulations

The data provided by Zhang [6] is utilized in our simulations. The image resolution is
640480 and the size of the pattern is 17cmx17cm. 8x8 squares are included in the
model plane means that there are 256 corners. Due to monocular vision calibration,
we assume the model plane is located at Z=0 for simplicity.

To show the superiority of the proposed method based on ELM, BP neural network
is used for comparing, which is 2-12-2 type. We use the hyperbolic tangent function
given by Tan-Sigmoid as the activation function in hidden layer while all neurons in
other layers have linear activation functions. The calibration precision, speed and the
dependence on training sample numbers of the two methods are respectively
discussed in Section III-A and Section ITI-B, and the parameter sensitivity of extreme

leaning machine is discussed in Section ITI-C.

3.1 Comparition of the Calibration Precision and Speed

In the first simulation, 60 and 10 groups of samples are randomly chosen as training
samples and testing samples respectively, the testing results are shown in Table 1,
where T, . is the training time.

train
From table 1, it is obvious that the proposed method can calibrate more accurately
and hundreds of times faster than the solution based on BP neural network.

Table 1. Composition of the two methods on calibration precision and calibration speed (mm)

real coordinates output of BP output of ELM
‘xw yW xw yW Ep,nns xW yW Ep.rms
0 -12.7000 | -0.2003 | -12.2422 | 0.3533 0.0005 -12.5766 | 0.0873
80.4334 | -12.7000 | 80.4299 | -12.7856 | 0.0606 80.4153 | -12.5495 | 0.1072
148.1666 0 148.4074 | -0.4943 0.3888 | 148.1947 | -0.0352 0.0318

22.5778 | -22.5778 | 2277595 | -22.7512 | 0.1776 | 22.5825 | -22.5089 | 0.0488
112.8888 | -35.2778 | 112.8519 | -35.2886 | 0.0271 | 112.8696 | -35.1957 | 0.0597
127000 | -57.8556 | 12.6250 | -57.9218 | 0.0707 12.6601 | -57.7686 | 0.0677
80.4334 | -45.1556 | 80.4036 | -45.2029 | 0.0395 80.4242 | -45.1059 | 0.0358
135.4666 | -45.1556 | 135.4259 | -45.1830 | 0.0347 | 135.4640 | -45.1496 | 0.0047
45.1556 | -80.4334 | 45.2067 | -80.4211 | 0.0372 | 45.1152 | -80.3199 | 0.0852
125.5888 | -80.4334 | 125.4819 | -80.4435 | 0.0759 | 125.5879 | -80.3786 | 0.0388
0.2681 0.0629

rms

2.813s 0.016s

train
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3.2 Comparition of the Dependence on Training Sample Numbers

In order to compare the dependence on parameters of the two methods, 220, 150, 100,
60, 40, 20 groups samples are randomly chosen as training samples for the two
methods, and 20 groups samples are chosen for test. The results are shown in Table 2.

Table 2. Comparison of the dependence on training sample numbers

Sample number E,.
BP solution ELM solution
220 0.0788 0.0583
150 0.0795 0.0564
100 0.0916 0.0581
60 0.2701 0.0625
40 0.3728 0.0695
20 6.9723 0.0986

It can be seen from the Table 2, compared with the method based on BP neural
networks, the calibration precision of the proposed method is less influenced by the
number of training samples, and can reach good performance when the training
sample number is reduced to 20.

3.3 Parameter Sensitivity of Extreme Leaning Machine

For the calibration based on ELM, only the parameter p of activation function needs
to be adjusted in training process of the networks. The influence of p to calibration
precision is shown in Fig.1.

0 0.01 0.02 0.03 0.04 0.05 0.06
n

Fig. 1. The influence of parameter p to calibration precision

From Figure 1, it can be observed that the method based on ELM is insensitive to
the parameter p, when pe (0,0.04).
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4 Summaries

This paper has proposed a camera calibration method based on extreme learning
machine, which is used to project image space to the world space directly. Neither
camera model nor prior knowledge about the parameters is required. The algorithm of
ELM has higher efficiency, and it can effectively simplify the calibration process. The
simulations show that the proposed method based on ELM can provide more accurate
machine vision calibration than BP neural networks.
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Abstract. Modeling of electromagnetism disturbing wireless fuzes logically by
Fault Tree Method firstly in the paper, and then Magnitude of Critical
Concernment(Clg(i)) and Frame Concernment(Ig(i)) to basic faults of this
disturbing has been researched by analyzing every basic fault qualitatively and
quantitatively, so weightiness to every basic fault can be evaluated. This paper
will be of some importance to enhance the ability of resisting to
electromagnetism disturbing for wireless fuzes.

Keywords: Wireless Fuzes, Electromagnetic Disturbing, Fault Tree Method,
Critical Concernment, frame Concernment.

1 Introduction

Wireless fuzes are important electron devices in some control and guided system.
Analysis of the effect of electromagnetism disturbing wireless fuzes by fault tree
method and studying weightiness to every basic fault, will enhance and reform the
ability of resisting to electromagnetism disturbing in a degree.

2 Modeling of Electromagnetism Disturbing Wireless Fuzes
by Fault Tree Method

Traditional fault tree analysis method is an effective method to analyze system
reliability. Accoding to this method, now analyzing those disturbing as follows:
wireless fuzes disturbing by electromagnetism can be divided into two basic forms,
disturbing inside and disturbing outside showing in Fig.1.

Power Supply Disturbing
Disturbing Circuits Disturbing
Inside . .
Electromagnetism Antennae Disturbing

Disturbing

Disturbing Defraud Disturbing
Outside

Suppressant Disturbing

Fig. 1. The wireless fuzes disturbing by electromagnetism
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Disturbing inside generally includes: power supply disturbing, circuits disturbing
and antennae disturbing. power supply disturbing contains power supply abnormity,
high voltage, low voltage, and other power supply disturbing by noises. circuits
disturbing contains design bugs, high frequency impedance dismatching, circuits
disturbing by positive feedbacks themselves, and so on. antennae disturbing contains
antennae setting unsuitable, electromagnetism leakage into fuzes. The errors can be
tested by experiment in disturbing inside and avoided by mends of bettering devise, so
disturbing inside is not dominant in all this disturbings[1][2].

Disturbing outside mostly includes: defraud disturbing and suppressant disturbing.
defraud disturbing is an important method of electronic countermeasure, with a
spurious signal created from simulation of perceptive frequency to a signal of a wireless
fuse, leading to explode ahead of schedule. Suppressant disturbing is another method of
generating mighty electromagnetic impulse to interfere electronic devices of wireless
fuzes, regardless of their frequencies, such as electromagnetism impulse bombs,
nucleus impulse bombs, and high-power microwave weapons. Certainly, thunder
disturbing is a sort of disturbing outside too[3][4]. The fault tree structure of
electromagnetism disturbing wireless fuzes is shown in Fig.2.

the Failure to Anti-jamming of Wireless
Fusees T

Al

A2

Disturbing Inside Disturbing Outside

‘ Electromagnetism

Disturbing Outside ‘ ‘ Thunder Disturbing ‘
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Anti-jamming of
Wireless Fusees
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Disturbing
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Happening
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Disturbing

Transmitter-
Receiver orRadar
Disturbing

Electronic
Equipment
Disturbing

the Failure of

True and False
Signal

Identification

Electronic
jamming station
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Anti-jamming of
Wireless Fusees

Transmitter-
receiver or
Radar Running

Electronic the Failure to
e Perhn ing of

i
Wireless Fusees

Running
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Fig. 2. The fault tree structure of electromagnetism disturbing wireless fuzes
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3 The Fundamental Theory of Qualitative Fault Tree

3.1 The Basic Fault Tree Structural Function

Itis T=A1+A2 =X1+X2+X3+B1+B2=X1+X2+X3+X4’X5+X6'X7+C1+C2
= X1+X2+X3+X4‘X5+X(,‘X7+ X5°X8 +X5°X9.
So, the Least Detached Setting can be deduced as follows.
Ki={X},.Ko={X,},Ks={ X3}, Ks={ X4 X5}, Ks={ X" X7}, Ke={ X5 X3}, Ki={X5:Xo}.

3.2 Analysis of Weightiness to Every Basic Fault

Accordding to the approximate formulation of weightiness to every basic fault:

=3 -

nj—l
X ek, 2

In the algorithm, 7( j) is the approximate calculated value of structural coefficients of
basic faults X;. X ; € K, , every basic fault X; is attributed to the least detached setting

Kg. Here, nj is the sum of every basic fault X; embodied every least detached setting.
calculate approximate calculated values of Structural coefficients as tab. 1.

Table 1. Approximate calculated values of structural coefficients

I 12 13) 14) (6] 1(6) 17 18) 19
1 1 1 1/2 3/2 1/2 1/2 1/2 1/2

As table 1 showing, I(5)> I(1)= 1(2)= I(3)> I(4)= 1(6)= I(7)= 1(8)= 1(9), it is
concluded that I¢ (5 )>I19(1)=1082)=16(@B)>1g@)=1606)=106(7)=
Io@®8)=10(9).

In the structure, the basic fault Xs(the Failure to anti-jamming of wireless fuzes)and
disturbing inside(X;,X,,X3) is in the highest flight, and that disturbing outside
(X4,X6,X5,Xg) is subordinate. In fact, disturbing Inside can be eliminated by
experiment, But disturbing outside is a great probability of occurrences in modern
wars, dominant in all this disturbings.

4 The Electromagnetism Disturbing Analysis Based on Qualitative
Fault Tree

To calculate weightiness to every basic fault more veracious, the quantitative fault tree
analysis follows.
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4.1 Calculation to Probability of Up - Affair Using Algorithm of Independent
Approximator

g=1-TTa- [Ta

x;€k,

the Basic Fault Tree Structural Function above(T= X;+X,+X3+X,* Xs+Xg* X7+X5: X3
+X5:X9), And the data from table 2. (probability of every basic fault is from
References[1])

Taking probability of every basic fault happening qi into Algorithm (3), probability
of up- affair g = 1-(1-q)) (1-q2) (1-q3) (1-qa’qs) (1-q¢*q7) (1-g5°qs) (1-gs5°qo) =
0.017412961 can be obtained. That is to say, probability of electromagnetism
disturbing wireless fuzes is 1.74% around. So the effect of electromagnetism disturbing
must be taked into account in modern wars.

4.2 Calculation to Concernment Coefficient to Probability of Every Basic Fault

Happening
Table 2. BASIC fault probability

code name Basic fault name q; 1-q;
X1 Power Supply Disturbing 10° 0.999999
X2 Circuits Disturbing 10 0.999999
X3 Antennae Disturbing 10° | 0.999999
X4 Thunder Happening 107 0.999
X5 the Failure to Anti-jamming of Wireless Fuzes 1072 0.99
X6 Electronic Jamming Bugs Running 0.5 0.5
X7 the Failure of True and False Signal Identification 10~ 0.99
X8 transmitter-receiver or radar disturbing 0.5 0.5
X9 Electronic Equipments Running 0.75 0.25

According to algorithm of I, (i) _— E)_g , concernment coefficient to probability of

dq,
every basic fault happening has been obtained. (Tab. 3)

Table 3. Concernment coefficient to probability of every basic fault happening

Ig(1) Ig(2) Ig(3) Ig(4) Ig(5)
0.98258802 0.98258802 0.98258802 | 0.009825968 1.23726145
Ig(6) Ig (7) Ig (8) Ig (9)
0.009875246 | 0.493762331 0.00994987 | 0.009900121
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4.3  Analysis of Critical Concernment to Every Basic Fault Happening

Using algorithm of ClIg(i) _ 4 ; ()’ critical concernment to every basic fault happening
8

has been obtained (Tab. 4).

Table 4. Critical concernment to every basic fault happening

125

Clg(1) Clg(2) Clg(3) Clg(4) Clg(5)
5.6428¢ 5.6428¢ 5.6428¢ 5.6429¢ * 0.71054

Clg(6) Clg(7) ClIg(8) CIg(9)

0.28356 0.28356 0.28570 0.42641

As Tab4 showing, critical concernment to every basic fault happening sequenced
as follows.

Clg (5)> Clg (9)> Clg (8)> Clg (6)= Clg (7)> Clg (4)= Clg (3)= Clg (2)>=Clg (1)

5 Summaries

(1) The fault X5 is the greatest value in all critical concernments CIg(7)(the capability to
anti-jamming of wireless fuzes). It is testified that to ameliorate designs to boost
the anti-jamming capability is key to prevent disturbing.

(2) The fault Xg(transmitter-receiver or radar disturbing), the fault X;(the failure of true
and false signal identification), the fault X¢(electronic jamming stations runing)
each accounts for a great proportion in all critical concernments CIg(7). Especially
in modern electronic-counter battlefield, electronic jamming transmitter, radar,
transmitter-receiver would radiate massive electromagnetic waves, and finally
engender a complex electro-magnetic disturbing circumstance. To cut down this
influence in greatest possibility, firepower-destroyed and electromagnetism
suppressant anti-jamming must be applied. At the same time, it is quite urgent to
enhance the ability of resisting to electromagnetism disturbing, to reform target
information identifications and to countercheck defraud disturbing.

(3) The fault X;(power supply disturbing), X,(circuits disturbing) and X3 (antennae
disturbing), among inside disturbing are a little probability of happenings, but this
need to test fuzes repeatedly and select furthest optimized schemes in finalizing the
design of wireless fuzes. If not, inside disturbing would go up to a high degree. Yet
the effect of the fault X,(thunder happening) can be greatly reduced by optimizing
lightning guard design of wireless fuzes.
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Research on Function Block Application
in Process Control System

Zhuang Xia
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Abstract. Present and future digital process control systems need to many
requirements, for example, increase security and safety, reduce time to market,
minimize training costs, support integrated methodology for implementation,
and so on. Process control systems are required to fulfil these requirements in
terms of their architecture and their operation during all the phases of the life
cycle. The accepted basic concept for the design process control system is to
describe all necessary implementation-specific functions with function block.
IEC 61804 defines the function block for process control. In this paper, we
discuss how a consistent function block capability may be provided for all
fieldbus technology utilized in a control system. Examples will be given of how
this standard has been applied in modern control systems to give a consistent
interface to Foundation Fieldbus and PROFIBUS. Some detail will be presented
on the standard means that is defined for manufacturers to describe function
block capability of a field device.

Keywords: Process control system, Function block, Device, Standard.

1 Introduction

A variety of digital fieldbus devices and fieldbus technologies have been introduced
within the process industry. There has been a gradually acceptance of the fact that a
variety of communication technologies are needed to fully address the application
requirements of a manufacturing facility. However, engineers responsible for the
specification, engineer, implement of control system require that a common interface
and functionality be proved in the control system. This capability should be
independent of the underlying fieldbus technology or manufacturer of the fieldbus
device. The draft IEC 61804 standard defines how a control system can be structured
to provide this flexibility in the utilization of fieldbus technology[1].

The draft IEC 61804 standard is an end user driven specification of the
requirements of distributed process control systems based on Function Blocks. This
requirement specification (which is defined as part 1) and its associated function
block standard (part 2) originate from the power plant industrial sector. It is validated
by applications in oil and gas, petrochemicals, pharma ceuticals and fine chemicals,
pulp and paper, food and beverage, waste water treatment plants, steel milling and
others. The specification defines the requirements for function blocks to provide
control, and to facilitate the maintenance and the technical management as
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applications, which interact with actuators and measurement devices[2]. These parts
were prepared by [EC SC65C WGT7 and are available as draft IEC 61804.

2 Fonction Block

IEC 61804 defines a function block model which graphical representation is shown in
Fig.1. It consists of the components FB Head and FB Body. The body carries the data
flow (Data inputs and data outputs, algorithms, internal data and contained data,
which are not involve in the data flow, but adjust the algorithms) and the head of the
event of flow (event inputs, event outputs and execution control).

Event inputs Event outputs

FB Head ‘ Instance identifier

Event flow Control [~ Event flow
Execution

—_— (hidden) — —
| I_

FB Body Type identifier

Algorithms
Data flow Contained Data flow
— | lata [ —

T Internal data T

Data inputs ¢ Data outputs

’IHI

Resource capabilities

Fig. 1. Structure of Function Block

The execution order of function blocks in a centralized program is determined by
the order of the function block call in the program, or by the scheduling of the task
system of one resource[3]. In the distributed environment in terms of IEC 61804 the
execution order of function blocks is determined by the event flow of the FB heads.
Because of the event connection between the execution control head of a function
block and the local operating system which is seen as scheduling function. The head
of the function block is the configurable part of the distributed operation system. In
other words, the distributed operation system is build by the local operating system of
each resource and the connections between function block execution control heads.

3 Function Block Application Components

3.1 From Control System to Function Block

Function Blocks are encapsulations of variables, parameters and their processing
algorithms. The variables, parameters and algorithms are those required by the design
of the process and its control system. They can be derived from the Pipe and
Instrumentation Diagram (P&ID)[4]. These are presented in 2 different clauses. One
deals with “rich” FBs covering complex but common functions suchas control loop
(for example proportional, integral, differential PID) required by the majority of the
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process industries. Another covers a set of elementary FBs (EFB) such as Boolean
functions required to compose very specific and unique functionality.

The application can be distributed among several devices. The devices are
connected via a communication network or a hierarchy of communication networks.
There are different function block types, which encapsulate specific functionality of
devices performing an automation application. The Technology Block represents the
process attachment of a device. It contains the measurement or actuation principles of
a device. The Application Function Block contains application related signal
processing, such as scaling, alarm detection or control and calculation. Elementary
functions and elementary function blocks contains mathematical and logical functions
with specific additional exception handling procedures. The Device Block represent
the resource of the device, which contains information and function about the device
itself, the operation system of the device and the device hardware.

Sensor{Actuator

Device f—%
Technology
Blocks
Device Block eo System
.2
Resistor Temp. Management
%g. . Measurement
evice c.g.
identification — Application
{)/Ievice Status ] time
lessage nc i
e Applif:alion 4 Ré\gl;i pe
}1;‘1]3;1[(1:)“ specification
eg
Analog Input
Analog Output B"m.".“’“.
Control specification
Calculati or all device
— ypes

Not
mandatory

for all device
types

I Network Interface Management e.g. Communication loss ‘

Fig. 2. Device Structure

All devices in the scope of IEC 61804 are expected to have the same logical device
structure. The number and types of blocks, which are instantiated in a device, are
device and manufacturer specific. There is a data flow chain from signal detection
through the Technology Block and Function Blocks and vice versa. The signals
between the parts of the chain can be internal within the blocks or visible as linkages
between blocks. The logical chain of technology and function block is called a
channel.

3.2 IEC 61804 Function Block Overview

The description of an IEC 61804 function block is a list of algorithms that are
encapsulated in the block together with the related input and output variables and
parameters. There are algorithms that are related to the process signal flow and
algorithms that are related to other block specific functions. The parameter table
shows all the needed accessible parameters of the block.
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Type Name

Input [ .. Output
Process —_— utpu
. —
signal —_— f—
flow
Management l
Parameter_1 Description of Parameter_1
Parameter_2 Description of Parameter_2

Fig. 3. IEC 61804 function block overview

The algorithm description is done individual for each algorithm by a device
designer/manufacturer in the appropriate language, e.g. plain English, Harel State
Diagram, IEC 61131 FBD (function block diagram) or IEC 61131 ST (structured
text). The block variables, parameters and algorithms included in a block will be those
that are significant for the algorithm and device. As a minimum, function blocks will
include the variables and parameters defined in the P&ID.

4 Function Block Application

The technology and application blocks built a function chain along with the process
signal flow. Together they built a measurement or actuation channel. Measurement and
actuation channels perform together with control and calculation function blocks in the
application (Fig.4). The technology blocks are technology dependent and the function
blocks are technology independent. There are different implementations of an
application, depending from the used technology of the devices. The application may be
performed by implementing the application in measurement and actuation devices only
(i.e. a complex device may perform measurement, control and actuation.) or in
measurement and actuation devices together with controllers and other components of
the system. A controller may be for instance integrated in the application as one
calculation function block or an actuation device may take parts of programmable
functions from controller devices in terms of calculation function blocks.
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Fig. 4. Application process signal flow
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There are different device characteristics, called device types. The main
characteristic aspect is the execution control methods. Execution control of function
block algorithms is a feature of each device. There are many possible execution
policies within devices and in a distributed system:

*  Free running

* Device internal time schedule (time synchronization)
*  System wide time synchronization

¢ Communication service triggered

* Device internal event triggered

* Distributed execution control

Which execution control is used depends on the capability of the devices. Therefore
the execution control is defined by concrete fieldbus systems[5].

5 Example Application

The function blocks resulting from the design of a process control system are abstract
representations and may be implemented in different ways in different device types
(Fig.5). Function blocks can be implemented e.g. in field devices, PLC, visualization
stations an d device descriptions. Additionally other applications such as system
engineering and the supervisory system have to handle or interact with the function
blocks. Functions defined for a function block in the conceptual model are not
necessarily mapped one-to-one to the device; they can be mapped to the device and a
proxy if the current technology doesn't solve it in the device.

Engineering System
Supervisory System

Visualisation

-|ECE1804-FE Commissioning Tool i

ooz
FB Faceplate

IEC 61804 EDD FB

- L ag.
FunctionBlock Al_FB
Member

i AN ;
. Variable_1
Proxy }
FB (IEG 1131-FB-Litrary
1
[ Y 10
FD 1 D2 FD3
P4 davice FFdevice

Fig. 5. IEC 61804 function blocks can be implemented in different devices

One example of how the IEC 61804 specification may be applied to give a
consistent function block interface to different technologies is the DeltaV Control
system from Fisher-Rosemount Systems, Inc. The system architecture is based on
Foundation Fieldbus function block specification and thus allows control strategies to
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be defined independent of whether the function block executes in the fieldbus device
or in the DeltaV controller. Fieldbus devices that do not support function block such
as those based on AS-Interface, Profibus DP, and DeviceNet are brought into the
system using the concept of a proxy in the controller to add function block capability
to the measurement or actuator value provided by the device.

To the end user, these proxy function blocks may be configured for monitoring and
calculation application in the same manner as Foundation Fieldbus function blocks.
The advanced signal processing and alarming that would normally be done by
function blocks in the fieldbus device are done instead in the controller. Though the
same functionality is provided through the proxy, there are differences in the dynamic
associated with the signal processing. In many cases, these timing differences will
have not impact on the application. An example configuration application that utilizes
inputs and output from Foundation Fieldbus, AS-Interface, and Profibus DP is shown
in Fig.6.

- M3 [ AE AME TP SEW
=1 ¥a. - e WA

_Foundation Fieldbus

Fig. 6. Function block example for Foundation Fieldbus, AS-Interface, and Profibus DP

6 Summaries

Process control systems that use fieldbus, function blocks and device descriptive
languages already exist in the market. It is clear that the majority of these systems will
continue to use function blocks into the foreseeable future, as they are modular and
re-usable. However control system manufacturers, implementers and users are faced
with:

- Multiple technology platforms that are changing rapidly.
- Multiple communication standards.

The approaches are similar, but the technologies are different.

As for the mapping on the several technologies, an important role is played by the
proxy approach. It is expected that process plants users use the standard as a point of
reference in specifying their control system requirements and in evaluating
technology to meet these requirements in formal manner. Provided that some function
blocks are not completely solved in the existing devices, the proxy approach allows
the system integrator to complement these devices by solving the missing
functionalities with some additional software installed in the controller. System
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integrators are able to define the proxies needed for the different applications and for
the different industrial sectors. Thus IEC 61804 allows the users to carry a top-level
view of their control systems forward into the future and the manufacturers to answer
with evolving solutions.
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Uniform Quasi-synchronization of Fractional-Order
Chaotic Systems in the Presence of Parameter
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Ying Shi, Jinde Cao, and Shun Chen

Department of Mathematics, Southeast University, Nanjing 210096, China

Abstract. This paper investigates the uniform quasi-synchronization of a class
of fractional-order chaotic systems in the presence of parameter mismatches by
utilizing the active control. In practical situations, parameter mismatches
exactly exist. Based on the Laplace transform theory and Gronwall-Bellman
lemma, a suitable condition for uniform quasi-synchronization with a bound on
the synchronization error is derived. Finally, numerical simulations are given to
show the effectiveness of the theoretical result.

Keywords: Fractional-order systems, Uniform quasi-synchronization, Parameter
mismatches, Active control.

1 Introduction

In recent years, fractional-order systems attract more and more physicists and
engineers’ attention [1], which is mainly due to the fact that many real world physical
systems are well characterized by fractional-order systems. Meanwhile,
synchronization of fractional-order systems is also receiving increasing attention [2],
some good results of which are derived.

In order to achieve the synchronization, many control techniques including
continuous feedback and discontinuous feedback have been developed, such as
nonlinear feed-back control [3], adaptive control [4], back-stepping control [5],
impulsive control [6], active control [7], etc. In this paper, active control is used to
guarantee the synchronization of fractional-order systems basted on the Laplace
transform theory. In fact, it is an effective method to synchronize two different
chaotic systems.

In many papers, synchronization schemes assume that the drive-response systems
are identical [8] However, there are always some mismatches between drive system
and response system in practical applications. In certain cases, parameter mismatches
are detrimental to the synchronization quality. Mismatches robustness and its effects
on synchronization are studied in [9]. Despite their importance for practical
applications, studies on the effect of parameter mismatches in chaotic synchronization
are still quite scarce in the literature. Particularly in fractional-order system, few
people had investigated the parameter mismatches problem.

In this paper, uniform quasi-synchronization of fractional-order systems in the
presence of parameter mismatches is investigated. By means of the Laplace transform
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theory and Gronwall-Bellman lemma, a suitable condition for the uniform quasi-
synchronization is given. We show that the parameter mismatches influence the
synchronization of fractional-order systems, that is, fluctuations of drive system can
affect the synchronization of fractional-order systems. Via using the active control,
the synchronization error bound is derived under suitable conditions.

The rest of this paper is organized as follows. In Sec.2, the definitions of fractional-
order Caputo derivative and the Mittag-Leffler function are presented. In Sec.3, a
sufficient condition for the fractional-order non-identical systems in the presence of
parameter mismatches is obtained. In Sec.4, numerical examples are given to show
the effectiveness of the result, and in Sec.5, conclusions are finally drawn.

2  Preliminaries

This section gives some necessary preliminaries to derive the main results of this
paper.

2.1 Notations

Through the paper, R"and R"™"denote n— dimensional real space and the set of
all nXn Real matrices, respectively. The superscript 7 denotes matrix

transposition. I, isthe nXn identity matrix. ”” is the Euclidean norm in R" . If

1S a matrix

||A||—sup{||Ax|| ”x”—l} \/ﬂmax(AT where A_ () is the largest

eigenvalue of A

2.2 Some Supporting Definitions and Lemmas

There are many definitions of fractional derivatives, such as the Riemann-Liouville
and the Caputo fractional derivatives. Fractional differential equations in terms of the
Riemann-Liouville derivatives require initial conditions expressed in terms of initial
values of fractional derivatives of the unknown function, but initial conditions for the
Caputo derivatives are expressed in terms of initial values of integer-order derivatives.
Furthermore, the Caputo derivative of a constant is 0. From the physical point of
view, the Caputo definition is better than the Riemann-Liouville definition. So we
choose the Caputo derivative and not the Riemann-Liouville derivative.

Definition 1 [10]. The Caputo fractional-order derivative is

1 I’ )
(N —a) 0 (t—7)*"V

Df(1)= (1)



Uniform Quasi-synchronization of Fractional-Order Chaotic Systems 137
Where D“ is generally called the Caputo differential operator of order ¢ >0, and
N = ]_a —l ,i.e.,
N is the first integer which is not less than @, I'() is the Gamma function.

Definition 2 [11]. A function frequently used in the solution of fractional-order
system is the Mittag-Laffler function, defined as

E,;(2)= zl‘( o 'B)a>0,,B>O. )
The Laplace transform of Mittag-Leffler function with two parameters is
k1s*?
[ et PES (Yt = ——, 3)
0 (s“—a)”

where Re(s) > |a|1/a

Lemma 1 [12]. If A€ C"™" and @ <2, [ is an arbitrary real number, 7}is a
constant such that a7z /2 <1 <min{z,7c¢} and C > (is a real constant, then

HEH ﬁ(A)H = ’77 < |arg(/1 (A))| <mi=12,- 4)

Where A4 (A) (i=1,2,---,n) denote the eigenvalues of matrix A .

Lemma 2 (Gronwall-Bellman Lemma) [13]. Assume that: 1) u(?) and f(f)
are real-valued piecewise-continuous functions defined on the real interval [a,b] ;
2) K(t) is also real-valued and K(t)€ L(a,b); 3) u(t) and K(t) are
nonnegative  on  this interval. If for all f€[a,b] such that

u(t) < f(t) +j K(0u(z)d7,Vt e [a,b], then

)< f@0)+] F@K@expl I:K(r)dr}dr,Vte [a,b].

3 Problem Formulation

Consider the fractional-order drive system

Dx(t) = Ax(t)+ f (x(1)),t 20, 5)
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where x(f)€ R" is the state vector, A is nXn constant matrix,

f(x(®)):R" = R" is nonlinear continuous vector-value function and satisfying

the Lipschiz condition: there exists constant K such that
£ 0= f sl s Klsi =
The corresponding response system is designed as

Dy(0) = A,y@)+ f(y(0))+U(1),1 20, ©

where y(f)€ R™" denotes the state vector of system (6), A, is nXn constant
matrix, U () is active control of system ( 6 ). The purpose is to design a suitable

U(t) to synchronize the state of drive system ( 5 ) and response system ( 6 ).

Remark 1. The paper assumes that there exist parameter mismatches between the
drive system and response system, that is, A, # A, . Let AA=A, — A, denotes
the parameter mismatches error.

Let e(t) = y(t)— x(t) be the synchronization error between the states of drive

system ( 5 ) and response system ( 6 ). The active control function is constructed as
follows

U@®)=Q2A -A)x@)—Ay®)+U(y(@)—x()) ,

where U € R™ is gain matrix. So the error system can be expressed as

D%(1) = (AA+U)e(n) + f(y(®) — f (x(2)). @)

Remark 2. Evidently, the synchronization error () can never converge to zero, i.e.,

the complete synchronization is impossible. Yet we can find an error bound and make
the error small as possible by choosing a suitable control. Uniform quasi-
synchronization with error bound is adopted to the non-identical chaotic systems (8)
and (10).

Definition 3 [14]. Let €2 denotes a region of interest in the phase space that
contains the chaotic attractor of system ( 5 ). The synchronization schemes ( 5 ) and

( 6 ) are said to be uniformly quasi-synchronized with error bound &€ >0 if there
exist a 7 >0 such that ” y(t)—x(t)” < &for all t2>T starting from any initial
values x(0)e Q and y(0)e Q.

The quasi-synchronization concept given in Definition 1 is global since it dose not
depend on the initial values. In this paper, synchronization results are in terms of
uniform quasi-synchronization.
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4 Main Results

Theorem 1. Suppose that ¥ ={xe R":

|x|| < @} is the phase range of interested
chaotic systems, fractional-order drive system ( 5 ) and response ( 6 ) are uniformly
quasi-synchronization, if AA+U satisfies /2 < |a.rg(/ll. (AMA+U ))| <7 and

CK
the parameter mismatches satisfy ”AA + U” >— (O<a<l).
o .

Proof: The Laplace transform of fractional-order differential equation ( 7 ) with the
order 0 < <lis

E(s)=L{e(t);s} = (5"« AM+U ) {s"e(0)+ L{f (y@) = f (x(0)); s} }, ®)

where L{g(t);s} denotes the Laplace transform of g ().

Then taking Laplace inverse transform for Eq. ( 8 ) by using the Laplace transform
formula of Mittag-Leffler function in two parameters Eq. ( 3 ) yields that

e(t) = E, (A +U)1")e(0) + jo (t-0)""E, ,(AM+U)(t 1))
{f(®) - f(x(®)}dz.

Taking the norm on both sides of the above equation by inequality ( 4 ), one has

Cle©] i CK(1—1)""

<
LS vy P I e e ©
In Lemma 3, set
~ _ Cle)] _ CK(i-17)"!
uO=le®) 1O = o KO S s oo
Then by the inequality in Lemma 2, one has
Cle(0 t Cle(0 K@ —1)""
s e[ Ol oK
1+|AA+U |t o 1+]|AA+U 1" 1+|AA+U | (t —7)
a-1
exp([’ CK@=r) drldt

1+|AA+U |t —r)*
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__ @] +C?K e (0)|
1+|aA+ U]t
‘ 1 (t—1)""
I dt
01+ |AA+U | z” - R
+|| + ”T (1+||AA+U||(Z,_T)D!)1 o|AA+U |
__ Cle)] ) : !
= T +2C°K [e(0)| [ —e dr
(+|aa+ulz)
__CleO@] ek le@|ra+|aa+U]| Ly AT
1+|AA+ U]t 2

Let  — oo, we have

2C°K ||e(0)|
a|AA+U|-CK

le®)]| < (10)

Remark 2. From Eq. ( 10 ), we know that parameter mismatches error AA, the

control gain matrix U and the order ¢ are important factors which determine the
synchronization error bound and thus influence the effect of synchronization.

5 Summaries

In this paper, we investigate uniform quasi-synchronization of chaotic fractional-order
systems by active control. In drive-response systems, parameter mismatch are
assumed to be existent. Since the Lyapunov method has some restrictions in dealing
with fractional-order system, the Laplace transform theory is utilized instead of the
Lyapunov method. The rigorous theoretical analysis show that the parameter
mismatches and the order can affect the error bound and thus affect the effect of
synchronization. In proof, Gronwall-Bellman inequality plays a vital important role.
For the past decade, this inequality has generated a lot of different forms, which have
been applied to analysis existence, uniqueness and stability of differential equations.
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Abstract. For the 110kV and above high-voltage overhead lines combined with
underground power cables, a set of adaptive reclosure technology is developed
based on travelling wave principle. Firstly, the fault section is determined on
line by comparing the time difference between the arrival time of the fault
induced initial travelling wave detected at two ends of the combined line with a
setting value. Then, according to the different fault section, the corresponding
reclosure blocking logic is determined, i.e. the reclosure blocking logic is
activated if and only if the fault occurs inside the underground cable section of
the combined line. In order to test the validity of the presented adaptive
reclosure technology, an adaptive reclosure control system is developed based
on double-ended travelling wave principle for an actual combined line. In the
system, one reclosure control unit is installed at each terminal of the combined
line and synchronized by a GPS based power system synchronous clock. The
two reclosure control units can communicate with each other through 2M
multiplexing optical-fiber channel. At each terminal of the combined line, the
reclosure control unit has a reclosure blocking contact signal output (open
normally) which is parallel connected to the two ends of the blocking
autorecloser hard strap on the protective relaying cabinet for the combined line.
Simulation test and actual operation experience show that the adaptive reclosure
control technique for HV combined lines based on double-ended travelling
wave principle is feasible.

Keywords: autorecloser, data acquisition, fault location, Global Positioning
System, HV combined lines, propagation, protective relaying, signal analysis,
surges, synchronization, transducers.

1 Introduction

The high-voltage underground power cables are becoming more and more common
with the development of urban power grid. As a result, a large amount of HV
overhead lines combined with underground power cables will appear in HV power
grid with 110 kV and above voltage level.

G. Yang (Ed.): Proceedings of the ICCEAE2012, AISC 181, pp. 143-150]
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In most cases, the underground cable fault is permanent, so the reclosure function
of the protective relays had to be out of service for pure cables. For the HV combined
lines, because the existing protective relays don’t have the ability to identify cable
fault, so their reclosure functions are also disabled. This will obviously affect the
power supply reliability of the HV combined lines.

The key problem of combined line autorecloser is how to identify the fault
location. If the fault is located at the overhead line section, then the autorecloser
operation is permitted. Otherwise, the autorecloser must be blocked. In this sense,
accurate fault location technology is the basis to realize combined line autorecloser.

The traveling wave fault location technology used for transmission lines has been
the concern of relay protection professionals [1], owing to its advantages of high
location precision and wide application range, etc. Since 1990s, with the
developments of modern micro-electronics, communication and digital signal
processing techniques, the traveling wave based fault location techniques have been
endowed with new vitality [2], and get more and more on-line applications on
overhead transmission lines [3]-[7]. The practical operation experiences show that the
location error of modern traveling wave based fault location systems for AC
transmission lines could be within £200 m [8]-[9].

In this paper, a set of adaptive reclosure technology for HV overhead lines
combined with underground power cables based on travelling wave principle is
developed and applied to an actual 110kV combined line.

2 Basic Principle of Adaptive Reclosure for HV Combined Lines
Using Traveling Waves

A combined line is composed of a series of overhead line sections and cable sections.
The fault section can be determined on line by comparing the time difference between
the arrival time of the fault induced initial travelling wave detected at both ends of the
combined line with a setting value.

A fault on a combined line generates voltage and current surges traveling towards
two terminals of the line at a speed close to the light, as shown in Fig. 1.

Define ATP and AtMN as follows:
ar, - ke Lo

Ve Vo

AIMN =1, — Iy

Where L. and V. are the cable section length and the velocity of traveling waves
in the cable respectively, L, and V, are the overhead line section length and the

velocity of traveling waves in the overhead line, f,, and fy are the absolute arrival
times of the fault induced initial surges measured at terminal M and N respectively.
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Fig. 1. Lattice diagram for propagation of fault induced traveling waves in a simple combined
line

The adaptive reclosure logic for combined line MN can be designed as follows:

1) If AtMN = ATP, then it is derived that the fault is just the connnetion point P, and
the reclosure logic needs to be blocked;

2) If AtMN < ATP , then it is derived that the fault is inside the underground cable
section MP, and the reclosure logic needs to be blocked;

3) If AtMN > ATP, then it is derived that the fault is inside the overhead line section
PN, and the reclosure logic needs to be permitted.

3 Key Techniques for Realization of Adaptive Reclosure for HV
Combined Lines

3.1 Inductiong of Traveling Wave Signals

For a long time people assumed that conventional voltage and current transformers
which are designed for measuring power frequency components could not reproduce
high frequency travelling waves effectively. A specially designed voltage coupler was
employed in previously available travelling wave system. It requires modification of
tune circuit of power line carrier (PLC), and is inconvenient and expensive. Some
designs proposed application of optical transformers. It is not technically and
economically practical to install additional optical transformers to existing primary
systems.

Extensive simulation and test results show that capacitor voltage transformer
(CVT) can not transform transient signal effectively, while TA can reproduce current
transient with surprisingly fast risetime. It has been proved by large amount of fault
recordings that better than 300 meters fault location accuracy can be achieved based
on secondary output of TA.

Using conventional TA’s output, the adaptive reclosure system for HV combined
lines can be easily wired into secondary circuit like conventional protection
equipments. This scheme is more cost effective and acceptable to field application.
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3.2 High Speed Data Acquisiton

Surges from fault are detected by a simple triggering circuit in previously available
fault locators based on traveling wave principles. There usually exists significant
detection delay to its actual arrival time since it may takes many microseconds for an
actual surge to rise to a preset threshold. Being subject to influence of noise signals,
such as lightings, this detection method is not reliable.

Using modern microelectronic techniques transient travelling waves can be
digitally recorded at very high sampling rate. The recorded transients then can be
processed using sophisticated digital signal processing techniques, such as correlation,
wavelet transform. This makes surge detection more accurate and reliable.

To get better than 500 meters distance calculation resolution, data acquisition
sampling frequency should not be less than 500 kHz. Such high speed data acquisition
could not be accomplished by normal data acquisition technique, which control signal
sampling, converting, reading and storing processes using a microprocessor. A special
data acquisition circuit in which all control signals are generated by a hard logical
circuit is designed. It continuously monitors and samples input signal, and stores data
in a preset time interval when triggered by a transient. The recorded transient data are
then transferred to central processing unit (CPU) for further storing and processing.

3.3 Precise Time Synchronization

The adaptive reclosure method for HV combined lines is based on double-ended
travelling wave principle, so it requires equipments at both ends have better than 3
microseconds time synchronization accuracy to get better than 500 meters fault
location accuracy. For a long time, there was no public source providing such high
time synchronization accuracy. It is obviously expensive and impractical to set up a
dedicated synchronization system in power network.

The Global Positioning System (GPS) can provide better than 1 microsecond time
synchronization accuracy, and is open to public uses. Availability of GPS technique
promoted development of modern travelling wave system. Time synchronization of
the field equipments are obtained by combining the serial time of day message and 1
pulse per second (1pps) strobe from a GPS based power system synchronous clock.

3.4 Remote Communication

The adaptive reclosure method for HV combined lines needs a means to exchange the
two terminals’ measurements. It must be “on line” and therefore can use dedicated or
multiplexing optical-fiber (2M) channel.

4 Adaptive Reclosure System for HV Combined Lines

The structure of the developed adaptive reclosure system for a HV combined line is
shown in Fig. 2.
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Fig. 2. Structure of the presented adaptive reclosure system for a HV combined line

At each terminal of the combined line, there are three devices including a GPS
based power system synchronous clock, a reclosure control unit based on double-
ended travelling wave principle and a conventional microprocessor based protective
relaying unit.

Each reclosure control unit has a reclosure blocking contact signal output (open
normally) which is parallel connected to the two ends of the blocking autorecloser
hard strap on the protective relaying cabinet.

The reclosure control unit should send reclosure block signal to the corresponding
protective relay unit only when the fault point is inside the cable section or the dead
band near the connection point of cable and overhead line section.

5 Operation Experiences of the Adaptive Reclosure System

In March 2010, a developed adaptive reclosure control system for combined lines was
installed in Yantai Power Supply Company, Shandong, China, monitoring the
combined line between Fushan substaion and Songjiang substaion. The primary
connection diagram is shown in Fig. 3.

The two reclosure control unit communicates with each other through 2M
multiplexing optical-fiber channel.

Fushan-Songjiang combined line is a 110kV single power supply line, so only the
protective relay unit for the combined line is equipped only at Fushan side.

The combined line is composed of one overhead line section whose length is 8.975
km, and one underground cable section whose length is 1.695 km.
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Fig. 3. Primary connection diagram for the combined line between Fushan and Songjiang

At 14:57:23, May 13th, 2010, a fault occurred in Fushan-Songjiang combined line,
and the reclosure action was successful.

Table 1 gives the travelling wave triggering time recorded by the reclosure control
units.

Table 1. Travelling wave triggering time recorded by the reclosure control units

Fushan substation—M Songjiang substation—N
(overhead line terminal) (underground cable terminal)
2010-05-13/14:57:23 2010-05-13/14:57:23
356555us 356570us

The time difference was AtMN =12 us, and the setting value was
ATP =20.6 us. Obviously, the fault was inside the overhead line section

( AtMN < ATP ). So, the reclosure control units of both substation couldn’t send a

reclosure block signal. Consequentially, the protective relay unit at Fushan side would
send a reclosure order.

According to the above analysis, it can be concluded that the action of the reclosure
control units based on double-ended travelling waves principle is correct.

The fault generated transient waveforms recorded by the two reclosure control
units at both ends of Fushan-Songjiang combined line are shown in Fig. 4 and Fig. 5.
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Fig. 4. The fault generated transient waveforms recorded at Fushan substation

Fig. 5. The fault generated transient waveforms recorded at Songjiang substation

6 Summaries

For high-voltage overhead lines combined with underground power cables, the fault
section can be identified on line based on double-ended travelling wave principle.

An Adaptive reclosure control scheme for HV combined lines using double-ended
travelling wave based fault sectioning principle is presented, and the corresponding
reclosure control system is also developed. The system can identify the fault section
of combined lines on line, and send a reclosure block signal to local protective ralay
unit if and only if a unferground cable fault occurs.

Actual operation experience shows that the adaptive reclosure control technology
for HV combined lines based on double-ended travelling wave principle is feasible
and it has a wide application perspective with the rapid development of urban power
grid.
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Abstract. According to the requirements of self-repair and reconfiguration to
weapon system, and the characters of distribute systems, the distribute weapon
system has lots of function nodes and complex inner structure. Study on
advanced method of fault detection of distribute weapon system becomes the
focus of weapon maintain and logistic. The paper use the complex networks
theory to model the distribute system; use the community structure of complex
networks to analyze the structure of system, the method of granular delaminating
reasoning has been used to predigest the question space. At last use the distribute
test system as an example to test the method, which shows new trains of thought
for distribute weapon system fault detection.

Keywords: complex networks theory, community structure, granular
delaminating. fault detection.

1 Introduction

According to the requirements of self-repair and reconfiguration for weapon system,
and the characters of distribute systems, the distribute weapon system has lots of
function nodes and complex inner interaction relation. The method of fault detection of
distribute weapon system becomes the focus of weapon maintain and logistic. The main
methods of fault detection are based on fault spread graph [1, 2] and qualitative model.
According to the distribute system always working in the unstable environment, the
working period and system status always changing, the traditional fault detection
method cannot fit the requirement. In this paper, the system structure was analyzed
according to the complex networks theory. The topological model of system is built.
And detected the fault use the method of granular delaminating. The method can
predigest the complexity of system analyze and promoted a new view on complex
system fault detection.

2 System Model Based on Complex Networks Theory

Use the complex networks theory to construct the system model. Use the node to
express the component, equipment or module, and use the edge to express the
communication between these components in the system or the module and

G. Yang (Ed.): Proceedings of the ICCEAE2012, AISC 181, pp. 151-157]
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arrangement structure. When use the complex networks theory to construct the fault
detection model, node express the atom node of system and the edge express the data
field or the function communication, the community structure express the module or
the arrangement structure.

Definition 1. The system model S ={V,E}
Nodes set V ={v, | v, is the atom component of system}
Edge set E ={e, ; | the edge from S, to S}

Definition 2. The adjacency matrix is defined P={P}

{1 has direct edge from v, to v,
i,j =

0 no direct edge from v, to v,

Distribute system constructed by atom components which actualize the system’s
function, and the atom component is drive by the input information from outside or
other atom component, the dispose result of this atom component will transmit to other
atom component. All the atom components in system dispose according to this method
in turn. The input may contain multi-input such as the AND or OR logic etc.
Harmonized these atom components can achieve the function of the whole system [3].

A distribute system constructed by atom components (V;,V,,...,Vy) . Let each V,
has the function f; , the input is #, , and use Y, formulate the output:

Vi = finyn Yy yy) s i=12,- N .

Take a distribute system which contains 4 atom components as an example, the
model as figure 1(a) shows, the drive communication between atom components shows
as the edge in graph according to the input or output, figure 1(b) shows the adjacency
matrix of model.

oS O O =
—_ o = O
S O = O

a. system structure model  b. adjacency matrix of model

Fig. 1. System model

If there is fault atom component in system, the system reconfigurated, and the
topological structure changed. The system structure S turn to S’, and the subsystem
turnto (S, Sy, Sir, ..., Sw) , the function of system also reconfigurated, as

figure 2 shows, when lost the atom component 9, ,the system model shows in figure
3(a), and the adjacency matrix shows in figure 3(b).
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a. system structure model b. adjacency matrix of model

Fig. 3. Reconfigrated model

3  Granular Delaminating Based on Community Digging

Granular transform use the method of granular to predigest the complex question,
which make people can analyze, disposal and get knowledge. Granular is a method
which disposed the complex question, form a higher level granule and keep the certain
analyze function. The method predigests the complexity of question, get some basic
character of question and make a primary answer to the question. This primary
knowledge can direct the farther study on the complex question [4]. Quotient space
theory also predigests the complexity by granular transform. The complexity predigests
through the process of granular transform mainly depend on the fidelity principle, the
disloyalty principle and quotient space chain, which means description of structure is
helpful for understanding the principle. The structure question can be solved during the
process of quotient topological structure transform between different levels of granular
degree according to the topological structure. Research the answer for question in
different levels of granular according to the principles, and combine these answers to
get the answer of the complex question.[5]

Community structure is a classification of nodes in graph according to the graph
theory. Character of this kind of classification is the communication among nodes in
the community is tight but is sparsity among communities. Mapping to the real system,
communities can show the module or layer structure of system, and these kind of
structure character just can combine with the granular delaminating to find the answer
of complex question and analyze the structure and function of real system when
mapping to the real system.
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4  Hierarchical Fault Reasoning Based on Quotient Space

Hierarchical quotient space chain method can simply described as: Face to the complex
and cosmically question, mapping the maturity information of original to different
levels of granular spaces according to the topological relation of elements. All the
granular question we get are higher level than the original space, and only contain the
information about certain target; analyze the structure and character of original
question on these granular spaces which build the different granular levels of quotient
space; according to the level sequence put these quotient spaces in line is definite as the
hierarchical quotient space chain. Get the certain information of question from the
higher level quotient space according to the fidelity principle and use these information
to guide the certain target information analyze in the lower level quotient space. This
process operation starts at the highest quotient space and finished in the lowest quotient
space to get the answer of question.[6]

Use the community detect algorithm to get the community structure of network in
lower hierarchical is predigest the question once. If still cannot find answer when
question is predigested, make the community as a node, and take the connection among
the community as the edge, this make a new network and use the detect algorithm on
the new network can get the community structure in higher granularity. According to
the process above, make the network recursive predigest of network and can output the
multi-granularity network view, and find the predigest network structure which meet
the demands.

The multi-granularity predigests algorithm of network structure is as follow:

Step 1: Use community detection algorithm gets the network community structure
information;

Step 2: Make the community as node, and the relationship among communities as
edge, constructed the new network topological graph;

Step 3: Check the network topological structure, if the granularity meet the demands of
question solve, turn to step 4, else turn to Step 1;

Step 4: Break, the capable predigest community network structure view has been find.

S Experiment Validation

Take the distribute test system as an example to test the fault reasoning method. In the
distribute test system, atom components are test equipments, the datum field is test
network. Atom components communicated with each other with communication link
and construct the test network. TUA contains TUA controller, power source, signal
conditioning module, interface and so on, they constructed by the configurable unit
(CU), the configurable units cooperated with each other to collect and dispose the UUT
signal.

The output of complex network model is the distribute system’s network topological
view, show in figure 4. The nodes means the atom components, because of the
complexity of distribute system; the figure 4 is not show the lowest granular topological
structure. The nodes and function parts of distribute system in this hierarchical show in
blank 1.
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Blank 1. The atom components of distribute test system

NO. Name NO. Name NO. Name

1 Data signals interface 7 Buck-boost gas path 13 Stress test control gas path
2 Analog signals interface 8 Currency DC monitor 14 Currency AC monitor

3 Normal signal level interface 9 Human-computer interaction interface | 15 Signal conditioning card 1
4 Air operated chuck gas path 10 Test control computer power source 16 Signal conditioning card 2
5 Wireless RF interface 11 Programmable AC power source 17 Signal conditioning card 3
6 Programmable DC electrical source | 12 Refrigeration gas path 18 Datum backup storage

According to the community detection algorithm to detect the network and predigest
the structure. Construct the network structure according the function relationship of
system. And predigest the network structure according to the multi-granularity
predigests Algorithm, record the result in the network hierarchical tree which is show in
figure 5.

Make the fault recall Hierarchical fault reasoning according to the hierarchical tree,
and find the fault source parts in the hierarchical quotient space step by step. The
process of reasoning shows in figure 6.

The gray communities and nodes is the space which needn’t search. The reasoning
process shows that the reasoning space is obviously reduced and reasoning time is
shorten. When reasoning process finished, the fault source can be orientated in nodes 3,
7 and 13. And then, make the possibility sequence according to the fault probability.
The fault rate of atom components are (0.02,0.06,0.04,0.03,0.09,0.08,0.07,0.10,
0.05,0.08,0.07,0.05,0.06,0.04,0.07,0.04,0.02,0.03).

Fig. 4. Network topological structure of system
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Fig. 6. Hierarchical fault reasoning process

I
B

The fault possibility of node 3,7,13 are: P, =0.04x3=0.12> P, =0.07x4=0.28
P, =0.06x4=0.24.

6

Concluding Remarks

The complex network theory has been used in the distribute system structure analyze,
and combine the quotient space granularity transform with community detect method,
promoted the distribute system fault detect method. And applied the method in the
distribute test system, the result of experiment shows, the method can orientated the
fault source, and give the fault possibility sequence when there have the experience
knowledge.
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Abstract. An array signal processing method TLS-ESPRIT (total least squares-
estimation of signal parameters via rotational invariance technique) is applied in
parameter identification of synchronous machine in this paper. This method
decomposes original signal into signal subspace in sigulai value decomposition
and noise subspace and is processed by TLS(total least square), so it is a high
precision method and improve the capacity of anti-noise. It can extract the
transient and sub-transient parameters of synchronous machine accurately. The
simulation example demonstrate that this method is capable of higher precision,
stronger anti-noise capacity and easier than other identification methods. The
dynamic simulation test proves that method is available and feasible.

Keywords: Synchronous machine, Parameter identification, Total least
squares-estimation, signal parameters, rotational invariance technique, Subspac.

1 Introduction

Synchronous machine is the important equiment in power system, it’s parameters
determines its action, and the accurate parameters of synchronous machine make
important effect on researching and analysing some projects about power system
working and controlling system design[1]. Many scholars concentrate their attention
on how to measure the parameters of synchronous machine exactly[2].

Suddenly three-phase short-circuit test is a good way to measure the parameters of
synchronous machine, which also is the way Chinese standard GB/T-1029 and
GB577-89 recommending[3]. Usually, parameter in short circuit test may be test after
overhauling stator winding or in the acceptance test[4]. The traditional way of
calculating the parameters of synchronous machine is to extract aperiodic component
and periodic component by means of calculating fluctuation envelope to add and
subtract aiming at short-circuit current, then a method based on least-squares curve
fitting is used to calculating transient parameters. While this algorithm has low
precision and big errors. In reference 5 Prony method is used to identify synchrounous
machine parameters, however, this method has big errors under the influence of noise.
Paper 6 used Meryer wavelet basis to extract component of the short-circuit correctly
and reduce influence of noise, so the accuracy was enhanced. Using Prony algorithm
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springerlink.com © Springer-Verlag Berlin Heidelberg 2013



160 J. Jiang, W.-Z. An, and H. Liu

on the basis of extracting wavelet is limited because the wavelet basis exactly
matching the signal can’t be found.

ESPRIT is a method about array signal processing, with which to solve the DOA
estimation[7], the signal is divided into signal subspace and noise subspace in order to
reduce the noise effect. When the signal parameter is calculating, it will improve the
precision of the unknown parameters that the TLS(total least squares) is introduced-it
equivalents to another removing noise and processing disturb. Now some research
scholars use this method in the electrical power system and this method meets the
expectation[8]. In this paper TLS —ESPRIT was used to identificate the Transient and
Super transient parameters, the simulation examples and dynamic model test proof
that this method is practicable and effective.

2  TLS-ESPRIT Arithmetic and Deviding Subspace

2.1 ESPRIT Arithmetic Thought

ESPRIT was firstly advanced by ROY and others in 1989[9], which has been an
important method for moden signal processing and applied widely.

Suppose oscillating signal x(n) can be expressed as acombination of a series of sine
signals changing by the insex rule and white noise, the expression at sampling time n
is:

)4
x(n)= ch z," +w(n) (1)
k=1

(0

In which, 7, is called signal apex. ¢, :cg(ejek,zk = A T, is sampling cycle.
a,, Hk , @), ,0, stands for respectively amplitude , initialization phasic, angular
frequency, degradation factor of the Kth attenuation component, of which fk is the

frequency, f, = @, /(2*);and w is white noise whose average value is 0.As
sampling signal usually is real ones, model rank p doubles the number of signal’s
actual sine real component. define Q snapshot data vectors:
X =[x(n) ,x(n+1),---x(n+Q—-1]", thereinto Q > p, so defining
X=T,p'c+W=S+W ()

in the formula:
c=lc.cp e, I p=diag(z, z,,2,1.%(2) =L, 7,72 T
T, =[7,(2), 7, (2)s Ty (2, )W = [w(m), wn+1), - -w(n+ Q- DI
@ is also called spin operator, obtained which, the frequency and damp coefficient of

every signal component will be found. In order to express expediently, S, .S, is

stipulated to represent the new matrix comes from S deleting the first and last row
respectively, so:
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S, = FQ_1¢’”IC =Jc 3)
S,=T, #'c=Jyc 4)
J =10 (5)

In the formula, J, is considered to be changed into J, as a result of being

circumrotated. Working-out ¢ will make for all the parameters of the signal.

2.2  TLS-ESPRIT Arithmetic

At present there are many different ways to implement TLS-ESPRIT, for example, in
the 9 reference, the matrix bundle is formed by the autocorrelation matrix and cross-
correlation matrix of data sequence, and then the signal parameters will be obtained
by using generalized eigenvalue decomposition. Correlative matixes should be
calculated heavy if this way was used. So in this paper the TLS-ESPRIT in the 10
reference  will be adopted. The collected snapshot data  series

x(()),x(l),~--x(Q—1) will compose X,.,, HANKEL matrix, in which,
N>p,M >p We perform SVD(singular value decomposition) on matrix
X . X=Uxv" | The diagonal elements of > s
& 252---2517 >§p+l z---«fnﬂn(N’M) =~(). At this time V may be devided into signal
subspace V| and noise subspace V, according to the order of singular value. Let
V =[V, V,]. The right singular vectors associated with & ,¢&, ---fp correspond
to the column-vectors of signal subspace V,. Let V. and V, represent the new

matrices that come from V| deleting the first row and the last row respectively. As

the noise and other disturbance for the signal are considered, the following expression
is given:

Vi+e)=(V, +e,)¢ 6)
Extract the solution of equation (6), namely get the minimum and optimal ¢ from
Frobenius norm of perturbation matrix D =[—e,,¢,], thus TLS[11](total least squares)

will be introduced, and then we perform SVD on [V, V,],

[V, V,]=RAP" (7)
Deviding P  into Pszzp:{P“ b, , after calculating the eigenvalue
LTI

A (k=12,..p) of P 11P21_1 , we will find the frequency and attenuation factor of

each component in the original signal. The formula for calculation is as follows:
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_ arg(4,) (8)
27T,

s

Ji

€))

For Q sampling signals, X = AS,

0-1 7 0-1 7 01
AR A,

Base on least squars technique, there is S = (ﬂTﬂ)flﬂTY , thereby the amplitude
and the phase of each component can be estimated in the signal:

a, =2|s| (10)

6, = angle(S) (11)
2.3  Signal Subspace Vv, and Noise Subspace V,

It is very important to the veracity of estimating signal’s parameters that the signal
subspace V| should be partitioned accurately. The partitioning into signal and noise

subspace is equaled with that how to calculate the effective rank p of HANKEL.
Towards the signals whose components are unknown, the partition can be carried
though according to the AIC[12], MDL rule and judging the eigenvalue[7] while if
the signal’s components are known artificial effective rank can be available. At the
time of stator three phase short circuit the current of synchronous machine (salient
pole generator and non salient pole generator) can be expressed by the following
formula:

i) ==L e (L + ) cosgy + (—r - ) cos(2at +4,)]
2 x, ox, X, X,
T = S B = (12)
+[(—-—)e" +(——-—)e" +—]Ecos(at+d,)+e(t)
X, X, x, M Y

=iy +1i,, +i, +e(t)

So the fault current is considered to contain aperiodic component, fundamental
frequency component, double frequency component and gaussian white noise,
therefore we may take the value of 9 as the effective rank of HANKEL. Only the
current data of the DC component and fundamental frequency component need to be
analysed.



Parameter Identification of Synchronous Machine Based on TLS-ESPRIT 163

3 Simulation Example

An simulated analysis will be performed as a perfect synchronous machine serves as
an illustration 7, =0.4348s, T, =0.8350s, Td” =0.017s, (per unit value)

”

xd' =0.2290, x, =0.1830, xq” =0.1855 , the short circuit epoch angle
¢, = 7, E =1. When the gauss white noise is injected into the perfect current of this

machine with sudden three phase short circuit, the waveform of the current is
illustrated in Fig.1.

Fig. 1. The waveform of fault current in noise

3.1 TLS-ESPRIT Extracting Current Componet

The fault current will be extracted respectively using TLS-ESPRIT, Wavelet and
traditional method as follows. Using TLS-ESPRIT method we get the HANKEL
matrix by means of gathering 3000 points of fault current, which will be calculated.
Wavelet method uses Meryer wavelet basis mentioned in the 6 reference, while
traditional method uses linear interpolation to get the upper and lower envelopes of
the short currents. Fig 2 shows the waveforms of DC component and perfect DC
without noise extracted respectively by the three ways, in which the real line stands
for perfect DC waveform while the broken line stands for extracted DC waveform.
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(a) DC component extracted by TLS-ESPRIT
(b) DC component extracted by wavelet
(c) DC component extracted by Traditional method

Fig. 2. Compare of actual and obtained DC current component

From Fig 2, it is obvious that the DC component extracted by wavelet or traditional
method fluctuates a little, while the DC component extracted by TLS-ESPRIT
approximates to the real signal, and the parameters(amplitude. attenuation factor) of
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DC component can be obtained directly. Fig 3 shows the contrast between the
waveform of fundamental component obtained by TLS-ESPRIT and wavelet with the
waveform of actual fundamental component.

iu

4471;3&%{ —— R
| R i T /l——ﬁmwm

s o6 07 os os 1 ¥s oe o7 os os 1
/= s

- S S )
I I - B ')

(a) Fundamental component extracted by TLS-ESPRIT (b)> Fundamental component extracted by wavelet

Fig. 3. Contrat of actual and obtained fundamental component

In order to eliminate the fluctuating of the signal extracted by wavelet on both
sides and embody the advantages of wavelet, the data of DC component I, and
fundamental component iw both obtained using each method at the time slice from

0.55t02.5s compares the root mean square deviation with the actual fundamental
component data, the comparison result is as shown in Tab 1.

Table 1. The comparison of root mean squarecurrent component

I, l,
Traditional method 19.03 *
Meryer wavelet 0.77 5.24
TLS-ESPRIT 0.03 0.09

Tab 1 shows that the mean square of each current component obtained by TLS-

ESPRIT is of the order of magnitude of 10° , as the effect is much better than the
wavelet and traditional method does.

3.2 TLS-ESPRIT Parameters Extraction

The method analyzing the exponential form transformed from the signal by TLS-
ESPRIT is similar to the prony algorithm, so the frequency f . attenuation factor O ,

amplitude a, initial phase @ of the signal will be worked out according to fomula

(13), (14),(15),(16), and then we can calculate the transient and subtransient
parameters of synchronous machine. Parameters of fault current various component

extracted by TLS-ESPRIT (DC component i, and fundamental component i » only

need) are as shown in Tab 2:
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Table 2. The parameters of current component extracting by TLS-ESPRIT

Current component Component parameters
f a (o) 2]
i 50.0006 3.8754 -1.2056 1.0500
¢ 50.0377 1.0972 -57.9430 1.0518
50.0011 0.4917 -0.0242 1.0251
i 0 5.4310 -2.2993 3.1416

When the parameters of synchronous machine are being calculated using Tab.2, the
following three points should be pay attention to:

(1) Synchronous reactance X, is considered to be known quantity because it can be
measured accurately by no-load and short-circuit characteristic rules.

(2) The generator’s parameters associated with each component can be estimated
according to the various parameters of machine, for example, the time constant
corresponding to the maximal attenuation factor of fundamental component
-57.9430 should be subtransient decay time constant.

According to the two above point, we can calculate the transient and subtransient

parameters of synchronous machine.
1

Tab.3 shows identification result of Ta s X g T 40 7+7 and comparison
d q
1

"
Xy

. . . 1
of relative error, in which * = ——+
d

Table 3. Part of identification result of machine parameters and comparison of relative error

Il;f:’,rti traditional relative rror wavelet relative error TLS- rt;l::é\r]e
method w02 ) ESPRIT iy
rs 10—y
T, 0. 5843 34. 36 0. 4377 0. 6700 0. 4349 0. 0230
Xq 0.2120 7.42 0.232 1. 31 0. 2306 0.70
Td' 0.7248 13.2 0. 811 2.874 0. 8295 0. 66
X 9. 262 14. 68 10. 773 0.76 10. 862 0.0617

Tab.4 shows the identification result of machine subtransient parameters, in
analysis result, we can find out that precision of general algorithm is low because of
not considering noise effect. It’s relative ideal for analysing with combination of
prony and wavelet with selection problem of wavelet base and poor self-adaptive. The
proposed identification method with high identifical accuracy and strong anti-noise
ability in this paper overcomes shortcomings of wavelet.
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Table 4. Identified results of sub-transient parameters comparison of relative error

param traditional relative rror wavelet relative rror TLS-ESPRIT relative rror

eters method a 0_2) + a 0_2) a 0_2)
PRONY

T, 0.0274 59.41 0.0174 2.3530 0.0173 1.7341

x4 0.2204 20.44 0.2115 15.57 0.184 0.55

X, 0.2117 14.12 0.1654 10.835 0.1843 0.65

q

4 Dynamic Former Examination Analysis

In order to validate the availability of analysing actual problem by the method put
forward in this paper, sudden 3-phase short circuit test is done to a stimulant
synchronous generator in dynamic former lab. Dealing with the collected fault current
obtained obtained by the method in this paper, we are capable of getting the
generator’s parameters as following:

T, =0.43785,T, =0.15615, T, =0.0370s, x, =0.1041x, =0.0546,x, =0.0586

with these parameters we will work out the waveform of fault current further,
shown as figure 4

HEm
5 8

Fig. 4. The waveform of identification and experiment

After comparing waveform of identification current and test waveform (filterd), we
can calculate out that the root mean square deviation of the two waveforms is 0.37%,
so the result shows a good agreement, as shows that the measured parameters are
comparatively accurate and verifies validity and feasibility of this method.

5 Summaries

(1) TLS-ESPRIT is a method for extracting signal parameters with high precision,
which has strong robustness. Firstly we devide HANKEL matrix formed from
gathering current signals into signal subspace and noise subspace for reducing
the influence of noise, secondly, we reduce the noise and other disturbance
usig TLS(total least squares).

(2) Here the fault current signal is converted into exponential form for the
calculation and this method used in this paper may be applied to extract the
parameters in the current signal directly without use in combination with
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other methods. The suggested method has the merits such as simple
algorithm, high precision, easy realization.

(3) The suggested method can be used not only in parameters identification on the

salient-pole synchronous generator, but also in parameters identification on
the non-salient pole machine.
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An Investigation about the Threshold of AEV Stopping
Criterion in BICM-ID System

Xiao Ying, Li Jianping, and Cai Chaoshi

Communication University of China

Abstract. Stopping criterion is proposed to overcome the disadvantages of
decoding delay and complex iteration computation caused by iterative decoding
in bit-interleaved coded modulation (BICM-ID) system with fixed iteration
number. Average-Entropy-Value (AEV) scheme is one of the efficient stopping
criterions with variable iteration numbers in BICM-ID system. When the
average entropy value is smaller than the predetermined threshold, which is a
sufficiently small positive number, the iterative process can be stopped. But
how small the threshold should be? Is the threshold that previously used in the
AEV scheme suitable? Whether there exists a more appropriate value? This
paper is to find the answers according to the questions raised above and give a
suitable range about the threshold of the AEV stopping criterion.

Keywords: BICM-ID, SISO decoder, Demapper, Stopping criterion, AEV,
Threshold.

1 Introduction

Bit-interleaved coded modulation with iterative decoding (BICM-ID) is a smart
scheme for its excellent performances both in AWGN channel and in Rayleigh fading
channel [1]. The iterative decoding algorithm is proposed to overcome the
disadvantages caused by bit-interleaving in AWGN channel through increasing the
free Euclidean distance by the knowledge of other bit values [2] [3]. The iterative
decoding algorithm is to achieve the global optimum through a step-by-step local
search. Unlike the structure of turbo decoder, there is only one soft-input soft-output
(SISO) decoder in the BICM-ID receiver. Thus, the iterative process is between the
SISO decoder and the demapper. As the iteration number increases, the BER
performance improves. However, it’s not always so. Since the conventional iterative
decoding algorithm in BICM-ID is a scheme with fixed iteration number, it gets very
little performance improvement with any further iteration. Considering the
unnecessary decoding delay and the complex iteration computation, to solve this
problem caused by the fixed iteration, various stopping criterions are proposed [4-10].
However, almost all the schemes are proposed for turbo decoder, not for BICM-ID
receiver. Reference [11] proposed a novel scheme for BICM-ID system named
Average-Entropy-Value (AEV) stopping criterion, which can take a better trade off
between the average iteration numbers and the performance degradation at high SNRs
for BICM-ID system. Furthermore, it doesn’t need any extra storage units. This
stopping criterion is stopped when the AEV is smaller than a predetermined small

G. Yang (Ed.): Proceedings of the ICCEAE2012, AISC 181, pp. 169-174]
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positive number, which is called the threshold. But how small the threshold should
be? Whether there exists a more appropriate value to be the threshold of the AEV
scheme? This paper has investigated many probable values with an extensive amount
of simulations to find the answers and devises that the suitable range of the threshold
of AEV stopping criterion is about 0.5%10*~0.5%10".

The paper is organized as follows: Section 2 gives a general review about the
model of the BICM-ID receiver. Section 3 introduces the AEV stopping criterion.
Section 4 shows the investigation process about the threshold. Last, section 5 draws
the conclusion of the paper.

Received DD:tcaongds Detected

Symbols - Le(e(i)) LLRs ’—‘Daxa Bits

FS— SISO Detection
— | Decoder \—1
Dixil?ns Decoded All
S Bits LLRs
Extrinsic

Interleaver Information
Calculation

La(e,(i))

Fig. 1. The model of BICM-ID receiver

2 The BICM-ID Receiver

Fig.1 shows the receiver block of the BICM-ID system. The decoding process is
between the demapper and the SISO decoder. The extrinsic information Le(c,(i)) is
deinterleaved before being applied to the SISO decoder

P(c,()=0Ir,L (c,))
P(c()=1lr,L(c))

L(c,() =10g{ }La(c, @) (1

The a prior information La(c,(i)), which is the output of the SISO decoder is then fed
back to the demapper

(2)

L, (c, (i) =log {w}

P(c,()=1)

We should note that La(c(i)) is set to be zero during the first iterative cycle. At the
last iterative cycle, the hard decision, which is getting from the SISO decoder, is
obtained based on the extrinsic bit information. The iterative process stops only when
the AEV is smaller than the predetermined threshold.

3 The AEV Sopping Criterion

In the BICM-ID receiver that using stopping criterions, the iteration process is
stopped when the uncertainty of the decoding is small enough. We all known that in
information theory, entropy is a measure of uncertainty. Thus, reference [11]
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proposed a novel stopping criterion named Average Entropy Value (AEV) criterion
for BICM-ID system. The equation below is the entropy of the decoded bit u;

H(u;)=—-F,log, P, —(1-F,)log,(1-F,) 3)
where P,; is the a posteriori bit error probability of u;,
1
Pei = p(ul | y) :m Pei S (0,05] (€]

So, the AEV of all the decoded bits can be expressed as
_ 1 N
H=—Y H(u,) )
NS

We should note that when P,; belongs to (0, 0.5], H (u;) is a monotone increasing
function of P,;. Therefore, in the AEV scheme we use H’ (;) instead of using H (u,),
where

H'(w,)=-P,log, P, (6)

Above all, the AEV stopping criterion can be stated as:

— 1 &
H=—Y H'(u)<Th ™)
NS
where Th is the predetermined threshold, which should be a sufficiently small positive
number.

4 The Threshold Investigation Process

T T — — T T r
i : ; —6-Th=0502
; i e meas103

-&-The0s02| -

e~ The0s103

Fig. 2. BER comparison of 0.5%10% and Fig. 3. Iteration number comparison of
0.5%10° 0.5%10”and 0.5*10”
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Reference [11] sets the threshold of AEV stopping criterion to be 0.5%107. Is it the
most appropriate value? Is there exists a more optional value to be the threshold?
Below, we will make a lot of investigations about the threshold via a large amount of
simulations.

The parameters of all our simulations are as follows: rate 1/2 convolutional code,
8PSK modulation with SP mapping, Rayleigh fading channel, frame size 5114,
maximum iteration number 10.

Compared with 0.5%107, we may want to know if there exists a loosened threshold
which can largely reduce the iteration number without obvious performance
degradation. So, our first try is 0.5%107.

From Fig.3 we can see that, the 0.5%107 scheme shows a great advantage over the
0.5%107 scheme considering about the iteration numbers. When SNR is 5dB, the
iteration number can be reduced from 8.6 down to 3.8. However, the corresponding
BER performance is extremely bad as shown in Fig.2.

Is the value between 0.5%107 and 0.5%10 optional? We then choose 2.75%107 as
our second try. Fig.4 and Fig.5 makes a joint display that there isn’t any distinct
improvement using 2.75%107 as the threshold. The BER performance is still very bad.
Thus, we turn to find a smaller threshold than the 0.5%10 scheme.

We choose 0.5%10™ as the third try. Although the iteration number has a increase
as Fig.7 shows, there exists a BER improvement. Fig.6 exhibits that when BER is
below 107, the 0.5%10™ threshold scheme can get a more than 0.2dB coding gain
compared with the 0.5%10 scheme. Therefore, the 0.5%10™* scheme is optional when
high-accuracy system is required.

How about the intermediate value that between 0.5%10° and 0.5%10" as the
threshold? We choose 2.75%10™ as the fourth try. Fig.8 shows that the 2.75%10™
scheme performs almost the same as the 0.5%10~ scheme in terms of BER properties.
However, there is an obvious increase in iteration numbers as shown in Fig.9.

What’s the performance that applying a threshold smaller than 0.5%10™? Then,
0.5%10” is our next try. The 0.5%10” scheme conducts almost the same as 0.5%10™*
scheme in terms of BER performance as Fig.10 exhibits. Yet, the iterative number is
greatly increased. Fig.11 shows that at the point of SNR 6.5dB, the iteration number
has increased from 5.5 to 8.4. So, we can clearly know that a threshold that smaller
than 0.5%10 isn’t worth choosing at all.

5 Summaries

This paper has made a large amount of investigations about the threshold of AEV
stopping criterion in BICM-ID system with extensive simulations as validation. It has
verified that, in general, the value 0.5%107 is the most appropriate threshold. Yet,
when high-accuracy system is required, the 0.5%10™ scheme is more appropriate. The
thresholds that either smaller than 0.5%10™ or larger than 0.5%10 aren’t suitable for
the AEV stopping criterion. Therefore, the approximate range of the threshold for
AEYV stopping criterion in BICM-ID system is about 0.5%10~0.5%107.
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An Impoved Symbol Mappings on 16QAM
Constellation for BICM-ID

Liu Na, Li Jianping, and Che Qing
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Abstract. Bit-interleaved coded modulation with iterative decoding (BICM-ID)
is a spectral efficient coding technique. The technique is therefore very
attractive for next generation of wireless communication. It has been shown that
when interleaver and error-control code are fixed, symbol mapping which
defined by the signal constellation and the bit labeling has a critical influence
on the error performance of BICM-ID. This paper presents an improved symbol
mapping which combines two M-PSK with different radius and phases called
(4,12). Through comparison with the conventional symbol mappings in terms of
BER performance over Rayleigh channel, numerical results show that the new
symbol mapping can improve the performance of BICM-ID system more than
0.1dB at low-to-medium SNR regions.

Keywords: Bit-interleaved coded modulation with Iterative Decoding
(BICM-ID), QAM, symbol mapping, Rayleigh fading channel.

1 Introduction

Trellis coded modulation (TCM), proposed by Ungerboeck in [1], is based on
maximizing the Hamming distance between codewords, which can provide good
performances for the AWGN channel but for fading channel. A different strategy that
increases the time diversity of the coded modulation which is referred as BICM, was
suggested by Zehavi in [2]. The improved time diversity at expense of reducing the
free squared Euclidean distance, leading to a degradation over AWGN channels [3].
With a careful design of signal mapping, iterative decoded BICM (BICM-ID)
overcomes the drawback of conventional BICM over AWGN by increasing the free
Euclidean distance with the knowledge of other bit values [4].

According to Chi-Hsiao Yih’s results [5], symbol mapping was recognized as the
crucial design parameter to achieve an excellent performance for BICM-ID. In
general, a symbol mapping is defined by the signal constellation and the bit labeling
[6]. Several mappings on QAM constellation were introduced in [7] [8]. Modified set-
partitioning labeling (MSP) proposed in [7], optimized under the harmonic mean
criterion, showing the performance relatively close to that of turbo coded modulation
with less complexity. The optimal Maximum squared Euclidean weight (MSEW)
mapping proposed in [8] has the minimum number of symbol pairs which have the
minimum squared Euclidean distances with Hamming distance-1. There is no one
mapping having the best performance over all SNR regions. Many studies mentioned
previously have concentrated on finding symbol mappings lowering bit error rates
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(BER) at high SNR. In this paper, an improved symbol mapping called (4,12) is
proposed, which can achieve better performance than other conventional mappings at
low-to-medium SNR more than 0.1dB.

This paper is organized as follows. In section 2, we briefly review the model of
BICM-ID. In section 3, the conventional symbol labelings and an improved symbol
mapping are shown. Then, Section 4 shows the simulation results of BICM-ID
performance with different mappings. Section Sconcludes the paper.

2 System Model

The conventional BICM can be modeled as a serial concatenation of a convolutional
encoder followed by a bit-by-bit interleaver and a memoryless modulator as shown in
Fig.1. At the transmitter, the information sequence {«,} is encoded by a convolutional
encoder. The coded binary sequence {c,} is then fed into a bit interleaver which not
only break the sequential fading correlation but also increase diversity order to the
minimum Hamming distance of a code.

Interleaver

SISO -t Deinterleaver |-
- Decoder

Fig. 1. BICM system model

After interleaving, the consecutive bits of the interleaved coded sequence are
grouped to form V, = [v,/, v, v,’], which are mapped onto signal set y of size lyl = M
=2" through the one to one mapping u:{0,1}— y , x =u(f) and the corresponding
8PSK signal at time t by x;,

X, = p(x,). %, € ¥ M

Where the 8PSK signal setis ) = {,/Esejz””/8 ,n=0,...,7} and E; is the symbol

energy. For a frequency nonselective Rayleigh fading channel with coherent detection,
the received discrete-time signal can be expressed as

Yo =px 2

Where x; is a transmitted symbol in M complex-valued. p, is the Rayleigh random
variable with E(p,) = 1 presenting the fading amplitude of the received signal and nt is
a complex AWGN with one-sided spectral density N,. For the AWGN channel, p, is
setto 1.

The receiver of BICM-ID in Fig.2 uses demodulation and convolutional decoding
as a su boptimal iterative method. The demapper processes the received complex
symbols y, and the corresponding priori loglikelihood ratios (LLR) of the coded bits.
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Fig. 2. BICM-ID system model

3 Signal Labeling

Different signal constellation labels are critical for optimazing different decoding
methods. The comparison of five labels for 16QAM is shown in Fig.3. The influence
of signal labeling to BICM-ID can be quantified by the two Euclidean distances [5]
[9]. Unlike AWGN channels, there is no dominating term in the performance bound
for the Rayleigh channel.

The asymptotic performance of BICM over Rayleigh fading [3] can be
approximated by

log,, P, = —2=—[(Rd; (1)) 5 + ( by —) 1+ const 5)

—d,(C)
10 Ny

Where P, is the probability of bit error, d>(C) is the minimum Hamming distance of the

code, R is the information rate and dhz is the harmonic mean of the minimum squared

Euclidean distance. For any M-ary constellation with a labeling map x, d,’ can be

calculated by

m

Gw=c 3y

E e ||x g

(6)
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Where m=log,(M), z = Z(x)€ Xli; denote the nearest neighbor of x .Specifically,
d,(C) controls the slope of the probability of bit error P, curve while d 5 provide the

horizontal offset. Given ideal feedback for each x € )(ll,, X;; contains only one term

Z =7Z(x) whose label has the same binary bit values as those of x except at the i’th
bit position.

From (6), the general rule is to design a labeling map p that ||x - Z” is larger than
||x— 2” for all x (if possible) in order to achieve the iterative decoding gain. It is
preferable to have a labeling map that maximizes 67 h2 while having sufficiently large

original d i to make the first iteration work well.

For BICM-ID with convolutional code, numerical results from calculating the
harmonic mean of the minimum Euclidean distance are shown in Table 1. This gives
a quick comparison between various labeling schemes. It is shown that Gray yields
the best first round performance, however, the performance gain with feedback is very
small. MSP and MSEW yield great iterative decoding performance after feedback, but
they both have the poor d,’, which leading to a degradation at low SNR. The weaker
performance improvement of d,’ obtained by SP labeling is also shown for
comparison.

Table 1. Harmonic mean of the minimum squared Euclidean distance d,? before and after
feedback and the d,” asymptotic gain over six labelings

Labeling d,? (before) d,2 (after) Gain(dB)

Gray 0.492 0.514 0.19
Sp 0.441 1.119 3.56
MSP 0.420 2.279 6.65
MSEW 0.400 2.364 1.77
Antigray 0.320 0.992 1.49
(4,12) 0.739 2.118 1.46

In this paper, we propose an improved type of symbol labeling scheme, which is
composed of two M-PSK with different radius and phases called (4,12). The ratio
between the radius of the outer and inner circles is approximate to 2.6, which is
larger than the ratio in [10]. The new signal constellation depicts in Fig.3. Via
computer simulations, it is vertified that the new mapping could provide the better
performance than Gray, SP, MSP and MSEW at low-to-medium SNR regions, due to
largest d,’.
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Fig. 3. Six labeling methods for 16QAM
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In our simulations, a rate-1/2, systematic convolutional (RSC) code with polynomials
(131, 171) is assumed. The pseudorandom bit interleaver with a length of 5114 bits is
used. Linear MAP algorithm is used for the decoding of each RSC code. Fig.4 and
Fig.5 compare the BER performance with 10 iterations employing various mappings
mentioned previously over Rayleigh channel.

The effect of signal labeling is shown in Fig.4. It can be observed that without
iterative decoding, Gray yields the best performance. MSP and MSEW desperately
achieve the worst performance at low SNR, although they have lower error floor.
Furthermore, when the BER is close to 10, Antigray mapping achieves at least more
than 0.5dB than the conventional symbol mappings. And then, the (4,12) can yield
0.1dB code gains over Rayleigh fading channel compared with Antigray mapping in

Fig.5.

BER
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—E— Rayleigh BICM-ID SP
Rayleigh BICM-ID MSEW
Rayleigh BICM-ID MSP
—6—Rayleigh BICM-ID Antigray

45 5
Eb/MNo in dB

Fig. 4. Performance comparison of conventional mappings
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Fig. 5. Performance comparison of conventional and (4,12) mappings

5 Summaries

In this paper, an new symbol mapping (4,12) is proposed. We have analyzed it
in terms of BER performance via theoretical analysis and computer simulation. To
compare its performance with some previously mentioned signal labeling maps, such
as Gray, MSEW, Antigray, SP, and MSP, some computer simulations were
completed. Simulation results show that the newly proposed signal mapping can
obtain more than 0.1dB code gains compared with the conventional mappings at low-
to-medium SNR regions over Rayleigh channel.
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Abstract. For the reason of more complex ventilation system and more
ventilation parameters needed in the coal mine, the standard mathematical model
of ventilation system is hard to be set up. At the same time, the common practice
cannot obtain the satisfactory effect. This paper put forward a remote monitoring
system of coal mine ventilation based on a fuzzy control to realize the real-time
monitoring of mine ventilation systems. The remote automatic control program
of ventilator will be realized by Siemens modules and configuration softwares.
The results show that the fuzzy automatic control system is useful, with the
characteristic of safe, reliable and easy-operating. It provides a reliable guarantee
for safe production of coal mines and the efficient operations of the fan.

Keywords: Ventilator, Fuzzy control, Remote monitoring.

1 Introduction

The ventilation plays a very important role in the process of coal mining. Mine
ventilator undertakes the task of safeguarding the whole underground coal mine safe
production. Because of the relatively poor working conditions, more level and depth,
complex roadway distribution and high rate of fans accident, these are giving a great
threat to the safety of underground workers. Therefore, the safety, reliability and
economic operation of ventilator remote monitoring are of vital significance in mine
production. To make the ventilator operate safely and efficiently, we must adopt remote
automatic control system. The system structure goes through the transformation from
the industrial control computer as the core of the centralized control model to the PLC
as the core of a distributed control model. The conventional control method for
automatic adjustment of the ventilator is difficult to achieve the expected effect. The
remote monitoring system of coal mine ventilation system can overcome the various
drawbacks in theory. The fuzzy control method has features of rapid response, simple
control, without modeling, so the ventilation system based on fuzzy control has been
got practical application.

G. Yang (Ed.): Proceedings of the ICCEAE2012, AISC 181, pp. 181-[186]
springerlink.com © Springer-Verlag Berlin Heidelberg 2013
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2 System Working Principle

The basic idea of fuzzy control is to use computer to replace human experience control,
and these experience with the fuzzy control rules is mostly expressed by language.
Considering the nonlinear and multi-interference of this system, the fuzzy control
method is able to avoid the difficult problem of modeling, and has better control
performance, so adopting the program that fuzzy control technique adjusts remote
automatically of Ventilator. This system collects all ventilator operation parameters to
industrial PC, and then through the software for the fuzzy algorithm controls the
start-stop of the ventilator, thus achieving unattended and intelligent target. The results
show that the fuzzy control automatic adjustment system control has good effect. This
proves that making full use the advantage of classical control method and fuzzy control
method to control the air volume of fans is practical and feasible. And along with the
manufacturers have introduced the fuzzy reasoning module, which makes the system
more mature and stable[2].

3 Fuzzy Control Theory

3.1 Fuzzy Control Overview

Fuzzy Logic Control was short for Fuzzy Control. It is a computer numerical control
technology based on fuzzy set theory, the fuzzy language variables and fuzzy logic
reasoning. Fuzzy Control is essentially a kind of nonlinear control, belonging to the
category of intelligent control. A major feature of fuzzy Control not only has systematic
theories, but also has a large number of the application background[5].

3.2 Fuzzy Control System Element and Basic Principles

The fuzzy control system structure is similar with regular feedback control systems,
including fuzzy controller, the input and output interfaces, executive body, controlled
object and measuring devices. The difference is that fuzzy control system is based on
fuzzy mathematics, fuzzy linguistic form of knowledge representation and fuzzy logic
rules reasoning, using computer control technology to form a channel digital control
system with feedback channel closed-loop structure. The structure of fuzzy control
system, as show in Fig.1.

Input T Output
Py AID \ Fuzzy con&ollerM D/A }—>{Exective body}—ﬁ Controlled objecl#%p

Test equipment

Fig. 1. The structure of fuzzy control system
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Fuzzy control system can be divided into the following four parts[3]:

(1) Fuzzy controller: Actually, it is a micro-computer, the fuzzy controller is the core
of the fuzzy control system, and it is mainly achieved by software on the
computer in practice.

(2) Input /output interface device: Fuzzy controller through an input/output interface
gets digital signal quantity from controlled objects, makes output digital signal of
fuzzy controller decision through D/A transformation, then converts it into analog
signals, and gives actuators to control the controlled object.

(3) Controlled objects and the implementing agencies: Controlled objects can be
linear or nonlinear, constant or time-varying, also it can be single or more
variables, delay or without delay and have a variety of strong interference.
Controlled objects lack of accurate mathematical model suitable to select fuzzy
control.

(4) Sensor: Sensor is a device which converts controlled objects or controlled
variables of various processes to electrical signals. Controlled variables are often
non-power, and sensors play a very important position in the control system,
whose precision directly affects the precision of the whole control system.

Fuzzy control is a computer intelligent control based on fuzzy set theory, the fuzzy
linguistic variables and fuzzy logic reasoning, and its core part is the fuzzy controller.
Its basic principle, as show in Fig.2.

Fuzzy controller

Input * Count Count Fuzzy Fuzzy Non-fuzzy
X A/D j——contorl — contorl quantification [~ inference processing
- variables variables decision

Sensor }4—‘ Controlled object

Exective body

Fig. 2. Fuzzy control basic principle

4 Design Ventilator Fuzzy Controller

There are many kind of fuzzy controller structures, we use two-dimensional fuzzy
controller according to the actual situation of the controlled object in this system[4].

4.1 Fuzzy

Ts is sample period of this system, obtaining its input response r and y in every
sampling time, and getting error e and deviation rate train Ae, e and Ae as fuzzy
controller input.
e(n)=r(n)—y(n)
e(n)—e(n—-1) (1)
TS

12 _ath
b-a 2 @

Ae(n) =

Y =
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The actual deviation and deviation changes between a and b. Using the 2nd formula
change them between -6 and +6. The exact amount will be converted into a blur.
Interval discretization of the domain will be divided into n files, and each file
corresponds to a fuzzy set, such as NL, NM, NS,O, PS, PM, PL.

4.2 Rule Base

Controlled objects are deeply understood, and the corresponding control rules are
given:

if E= NL and AE=PL then U=PL
if EENM and AE=PL then U=PM

if E=PM and AE=NL then U=NM
if E=PL and AE=NL then U=NL

4.3 The Fuzzy Relationship Matrix and Fuzzy Decisions

All the control rules will be tabulated, which constitute the rule base in Table 1.

Table 1. Control rule base

E

AE NL NM NS O PS PM PL
PL PL PM NL NL NL NL NL

PM PL PM PL NS NS NS NS

PS PL PM NS NS NS NS NL

ZE PL PM PS O NS NS NL

NS PL PM PS PS PS PM NL

NM PL PL PL PM PM NM NL

NL PL PL PL PL PM PM NL

4.4 Fuzzy Decision

This system uses the gravity center method for fuzzy decision-making. Fuzzy
reasoning process is based on fuzzy control rules to get fuzzy relationship matrix R,
then according to the synthesis of fuzzy reasoning rules to control the amount of output
fuzzy sets Uij.

R, =(E,XEC,)xU, 3)

In the formulas: Rij is the fuzzy relation between various rules. Ei is the fuzzy vector of
error e. Ecj is the fuzzy vector of ec. Uij is output vector of fuzzy controller.

5 System Design

System software mainly consists of sensor intelligent identification, data collection and
processing, algorithm, mechanical status, fault analysis and diagnosis, alarm and print
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out to complete their corresponding function. Software system adopts configuration
compilation. At the same time, signals are analyzed in time domain and frequency
domain.It analyzes and judges the final data processing, outputting in the form of
digital or graph etc.

The system uses high-performance sensors, selects the Siemens S7-300PLC, adopts
Advantech industrial computer, and takes on-line UPS, to ensure that the system can
operate regularly when the system power is switched. And through the switches, pass
the system to office automation network and group company nets in the mine. System
structure diagram, as show in Fig.3.

/ Group net
Mine office
automation net

Exchanger\

—> Provide on-line UPS

egative Gas
pressure oncentratie

Fig. 3. System structure diagram

Motor
arameter:

The system has mainly functions: 1. real-time monitoring ventilator system
operation parameters, and touring display. 2. Analyzing the acceleration time domain
and frequency domain. 3. Fuzzy control. Software controls real-time data parameters
and the set reference. 4. The intelligent diagnosis. Use the intelligent fuzzy system
inside of industrial PC, and then position accurately the common mechanical
breakdowns in the ventilator. 5. Alarm print.

6 Summaries

Using fuzzy control method can well realize remote automatic monitoring of the whole
mine ventilator, with unattended. Choosing appropriate pace can accelerate the
operation speed. Real-time monitoring system organically combines ventilator
information monitoring and office automation network together, which has provided
protection for every relevant units in mine and grasping the information timely and
accurately. It can guarantee the ventilator’s data acquisition and fault alarm in the harsh
environment, still can find position and type of the failure timely and accurately, which
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has laid a good foundation for the next step to eliminate the failure, and has provided
reliable guarantee for the safety production and high effective production. This
situation has played an active role in improving the security situation in coal mining.
But fuzzy control system theory has some important theoretical issues to be unresolved.
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Abstract. The application of digital image processing has been widely used in
industrial detection. In coal mine production, the conveyor belt easily tearing.
This will take advantage of computer on terms of quick and accurate. This uses
the method of mixed programming with C++ & Matlab to process image signal,
and designs the hardware and software of the detection system. This system will
improve the reliability of detection of the belt tearing, the detection with
intuitive, fasting and accurate.

Keywords: Belt conveyor, Tearing, Digital image processing, Matlab.

1 Introduction

The belt conveyor is the main equipment in the coal mine production process. In the
five protections of the belt, the belt tearing is a very common failure. The reliable
operation of the belt conveyor is very important in the economic benefits of the entire
coal mine. Steel cord is widely used in the long-distance belt conveyor to increase the
tensile strength. But because of the complex working conditions in mining
areas,coupled with the belt itself is rubber, which is likely to result belt longitudinal
tear.

With the development of computer application technology, which has been widely
used in various fields. For the detection of underground belt conveyor, the application
of traditional methods can no longer meet the modern mine safety management of
high demand. Must be studied more visual inspection methods and techniques based
on machine vision.

In recent years, Matlab as a mathematical has been greater progress in the
data processing, numerical computing, systems analysis, graphic display, graphics
processing etc. In image processing, many algorithms have emerged. So in
biomedicine, signal analysis, image and graphics processing has been widely used. By
studying the various aspects of digital image processing in the application of
technology, the reliability of the computer's high-speed and digital image processing
technology. This paper proposes the coal mine conveyor belt tearing based on digital
image processing and designs this system.

G. Yang (Ed.): Proceedings of the ICCEAE2012, AISC 181, pp. 187-191]
springerlink.com © Springer-Verlag Berlin Heidelberg 2013
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2 Research of the Coal Mine Conveyor Belt Tearing

Belt conveyor as a major coal mine production facilities is sub-stratified designed in
the underground. With continuous delivery capability, high efficiency, easy control,
etc. Using the steel cord belt inside the belt tension in order to strengthen capacity.
But between the steel cord and steel cord ,the conveyor belt is composed entirely of
rubber which low intensity. During operation, the belt often tear by metal, coal stone
and other sharp objects. If it is failure to detect and stop conveyor, will cause belt
greater damage and great economic losses.

There many reasons cause conveyor belt tear in long working distance. For
example: foreign body through tear, materials compression tear, conveyor belt
deviation tear, conveyor component failure tear, etc[1]. Conveyor belt tear occurred
arbitrary and complicated underground conditions. In the event of tearing failure,
requiring rapid and accurate detection more difficult.

Tear fault for the belt, the current detection methods can be divided into the main
contact detection method and non-contact detection method. Contact detection
methods are: linear detection, bar-type detection, oscillating roller detection, vibration
detection, pressure detection, bandwidth detection[2]. Non-contact detection methods
are: embedded detection, ultrasonic detection, X-ray detection, conductive coil
detection, conductive rubber detection, image processing detection method.

3 System Theory and Composition

The underground belt conveyor detection method based on digital image processing is
in the research stage. The main principle includes direct detection, diffuse reflectance
method and blanking detection. The image signals are processed by DSP unit or
industrial computer. Development of algorithms for image processing, mainly based
on C #, C + +, Matlab, LabView, etc.

When the image signal acquisition, below the belt, through the bright light, will
round exposure to the belt at the spot, adjust the lighting distance, to ensure that
circular spot diameter slightly smaller than the belt width. In order to prevent the belt
torn by blanking pollution source, especially let the light outer the belt at the place.
Which will lead to spot not the standard round, but that does not affect the test results.
When the belt tear, phenomenon in the spot will appear within a crack, crack at the
spot light will be reduced. Collected image signal will clearly reflect this phenomenon,
through image processing software to detect the degree tear.

The principle of the method is based on the use of high-brightness light source,
collecting spot image signal. Not only alarms quickly and accurately in the belt tear,
but can detect the fine cracks during working. It also can advanced protect the
conveyor.

Through research of the belt conveyor, belt tear phenomenon more likely to occur
in the nose and tail. So set two signal acquisition devices in the nose and tail. In order
to ensure the accuracy of detection, it put other two devices uniform in the working
distance. Fig.1 shows the structure of the belt detection system.
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Fig. 1. Structure of the belt detection system

4 Image Preprocessing

In the whole belt detection system, image acquisition and preprocessing of signals play
a crucial role. Because of at the mine working place, it is wet, high temperature, dusty
and low visibility. With the impact of adverse environmental factors, making the image
acquisition from the CCD low clarity, distortion and with lots of noise. Due to the
impact of the external environment, in order to enhance the authenticity of the image,
the image must be preprocessing. We can adjust brightness and contrast of the
original image. Crack characteristics will be more obvious, and easy identification.
Fig.2 shows the process of image preprocessing.

Light Tmage Tmage
8 o ee ] 6
source filtering enhancement
Image grabbing Image Edge
card segmentation detection
Image Acquisition Image preprocessing

Fig. 2. Process of image preprocessing

Image preprocessing is divided into four parts: image filtering, image enhance-
ment, image segmentation and edge detection and morphological processing.

Image Filtering. Image noise according to their causes, is divided into external noise
and internal noise. Because of the complexity and low visibility, the noise in the
system mainly for external noise[3]. System uses the median filter to filt out image
noise. In the poor environment, median filter can improve the clarity of the processed
image better than mean filter, and lay the foundation for subsequent processing.
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Image Enhancement. In the belt tearing place, image will be more obvious difference.
In order to display the crack more clearly in the image, the system sues the Laplacian
operator to increase the cracks, expand the differences between light and dark and
increase the brightness in the crack internal. Prepare for the image segmentation.

Image Segmentation and Edge Detection. System sues threshold method to separate
tearing part and normal part in the image, detect the discontinuity in the local features
of the image, then put them together into the boundary, the image is divided into
different areas between these boundaries. Cracks in the image will be reacted more
clearly. Edge detection is important part of the system. The common algorithm are as
follows: Roberts algorithm, Sobel algorithm, Prewitt algorithm, Kirsch algorithm,
Laplacian algorithm and LOG algorithm. In order to light the cracks in the belt, Roberts
algorithm can accurately locate edge, the width of the boundary is unlike the other
wide. So the system chooses the Roberts algorithm.

Morphological Processing. Although the image enhancement processing makes some
noise suppressed, it must smooth binary images in order to remove the noise
completely[4]. Mathematical morphology dilation and erosion methods remove the
image interference point, when the belt further processing, the interference of other
factors will not arise miscarriage of justice.

S Belt Tearing Detection System Design

Hardware Design. To obtain a clear and accurate belt image signal, the system uses 30
million-pixel CCD area array camera, designs hardware driver circuit, get the belt
image of SHz frequency. System chooses high-brightness and single color LED. It can
get high quality and high contrast image signals. To be collected quickly and accurately
convert analog signals into digital signals, it uses multi-channel high-speed image
acquisition card, installed in the computer PCI expansion slot.

Software Design. System Software primarily process the collected image signal
through the C++ and Matlab mixing programming method. Functions of Matlab image
processing toolbox provide powerful tool for digital filtering and digital image
processing. Making the digital image processing become easy and intuitive. In order to
call Matlab library function in C++, first put m files into a C program, then generate C
files to exe files by Matlab's mex batch file, finally through the C++ external functions
called shellexec() implementation calls.

After image preprocessing, it needs further processing belt crack. Calculate wide of
crack means calculate the share of the crack within the pixel. During calculating the
width, process the image in two graphics by selecting gray threshold value[5].
Compare the calculated width with the pre-set width, when over the threshold, system
will putout alarm and stop the conveyor. Fig.3 shows the process of system software
design.
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Fig. 3. Process of system software design

6 Summaries

Application of digital image processing technology in the biomedical, industrial
production, military and office automation increase widespread and more mature. In
the field of mine belt conveyor detection, the research is still initial stage. The method
in this paper, based on computer processing technology, can greatly improve accuracy
and avoid false positives. It can be detected in ground control center through the cable.
Meanwhile, the system has good portability, can be applied to other industrial
production testing of the belt. Of course, due to the complexity of the underground
working environment, the system also need to be perfected according to the different
working conditions.
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Abstract. This paper presents a method of gathering and processing the spatial
information for the variable sprayer in precision agriculture. A S3C44B0X
microprocessor of ARM7 series was took a signal gathering and processing
core for the variable sprayer. The outline of the farm was drawn by using the
GPS (Global Positioning System) and the GIS (Geographical Information
System). After the states of weed, plant diseases or insect pests in the farm were
investigated by the manual or the sensor, the prescription for automatic variable
spraying was provided by the plant protect expert system. When the variable
sprayer worked in the field, the real-time signals of the position and the ground
speed of the variable sprayer, the pressure and the flux in the sprayer pipeline,
were gathered and processed. At the same time, the prescription were referred
to the position of variable sprayer , the flux was controlled by opening size of
nozzle of the electric control valve in the sprayer pipeline according to the
prescription and working speed of the variable sprayer. The results of the field
test shown that the method of data gathering and processing could be competent
for the automatic variable spraying in precision agriculture.

Keywords: Data gathering and processing, Variable spraying, precision
agriculture, S3C44B0X microprocessor, Prescription.

1 Introduction

When a variable sprayer is working in the field, the GPS or DGPS is used to supply the
real-time spatial positional information for the variable sprayer [1,2]. The states of
weed, plant diseases and insect pests in the farm were investigated by the manual or the
sensor with the DGPS. The management information database about the weed, plant
diseases and insect pests in the farm was built by GIS, and a prescription of applying
herbicide or pesticide was worked out by the plant protection expert system. According
to the prescription and the sprayer’s working speed, the automatic variable sprayer
accomplishes automatic variable spraying by controlling flux which was controlled by
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opening size of nozzle of the electric control valve in the sprayer pipeline [3-9]. The
automatic variable spraying based on the prescription needs two steps to fulfill: The
first step is to work out a prescription for automatic variable spraying. The electronic
map of the farm is got by GPS. Then the farm is divided into many plots ,each of them
is coded and named. The management information database of this farm is built and a
prescription is presented by the plant protection expert system. The second step is to
fulfill automatic variable spraying in the field. The first procedure has been solved by
the re-development language MapBasic of the MaplInfo Professional 7.5. This article
researches the data gathering and processing of the variable sprayer when it is working
in the field. The real-time gathering signals of the position, the speed, the pressure and
the flux in the pipeline are the article’s research keys.

2 Signal Gathering System

Implementation process of the automatic variable spraying is: after the signal
gathering system collects the involved signals, the automatic variable spraying
controller reads data in the prescription and outputs the corresponding voltage value
to control opening size of nozzle of the electric control valve in the sprayer pipeline to
realize automatic variable spraying[9].

The hardware of the signal gathering system of the automatic variable spraying
consistes of a variable spraying controller, a speed signal collection unit, a pressure
signal detector unit, a flux detector unit, and a set of DGPS receiver. The block
diagram of the data gathering system was showed in Fig 1.

Gathering and
—>| processing unit of >

pressure signal

valve

speed signal ;}
- 2 Prescripti

Gathering and i
—>| processing unit of the —*| E
flux signal ]
2
Gathering and E
. o p (5

pr unit of the |—> 2 Electric control

=2
2
2
]

| Posi_tioning unit |
with DGPS

Fig. 1. Block diagram of the data gathering system

2.1 Variable Spraying Controller

The CPU of the variable spraying controller is S3C44B0X, a 32-bit ARM
microprocessor which was produced by SAMSUNG Company. The S3C44B0X has
six 16-bit timers, each timer works in interrupt mode or direct memory access model.
The integrated UART module provides two independent asynchronous serial
interfaces which are port PC and port PE. The S3C44B0X microprocessor undertook
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two functions: one is to gather signals of the position and the ground speed of the
variable sprayer and signals of the pressure and flux in the spraying pipeline; the other
is to process these signals and output corresponding voltage value to control opening
size of nozzle of the electric control valve in the sprayer pipeline to realize automatic
variable spraying.

2.2 Gathering and Processing Unit of the Ground Speed Signal

The signals of the ground speed are gathered by means of a LM18-300NA-type
magnetic induction sensor, the working voltage of which is 6 ~ 36VDC, output is a
serial of 10V pulse signal (digital signal). The unit of gathering the ground speed
signal is shown in Fig 2.

1 Pulse inductor 2 Magnetic induction sensor

Fig. 2. The unit of gathering the ground speed signal

In order to reduce the noise and interference, a TLP521 chip was used as filter to
shape signals and transform signals from 10V level to 3.3V level to adapt to the
S3C44B0X microprocessor. In addition, 74HC14 chip was used for obtaining a series
of stable pulse signals which were directly input to the external interrupt port 2
(EINT2) on the S3C44B0X microprocessor after being shaped.

2.3 Gathering and Processing Unit of the Flux Signal

The gathering and processing unit was made of a LWGY-type flow sensor and a
signal shaping circuit.

The key features of the LWGY-type flow sensor, shown as Fig 3, are as follows:
15mm nominal diameter,

0.6 ~ 6.0 m*/h in 0.5% accuracy,

Powered by 24VDC,

12V pulses output.

The flow sensor’s outputs digital signals. In order to reduce external interference, the
TLP521 chip is used to anti-interference processing and The 12v level signal output
from the flow sensor was transformed into 3.3V level which is required by the
S3C44B0X microprocessor I/O port. The transformed signals are inputted to the
external interruption on the EINT3S3C44B0X microprocessor.
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Fig. 3. The LWGY-type flow sensor Fig. 4. The HX-L61-type pressure sensor

2.4 Gathering and Processing Unit of the Pressure Signal

The pressure signal gathering and processing unit in the spraying pipeline consistes of
a HX-L61-type pressure sensor and an analog signal processing circuit. The HX-L61-
type pressure sensor was used for detecting the pressure level in the spraying pipeline.
The HX-L61 pressure sensor, shown in Fig.4, is selected considering fixing and liquid
characteristic (pesticides or herbicide) in the pipeline. The key features of the HX-
L61-type pressure sensor are:

1.6Mpa maximum pressure,
0.5% measurement accuracy,
24VDC power voltage,

4 ~ 20mA current output.

The analog signal processing circuit is used to amplify and convert analog signals into
digital signals. The pressure signals are input the S3C44B0X microprocessor through
the analog signal processing circuit and feedback to the spraying control system to
build up a closed-loop control system.

As the pressure sensor outputtes a 4 ~ 20mA analog signal, and the S3C44B0X
microprocessor only received maximum input voltage of 3.3V, an analog signal
processing circuit have to use, which is made up of a operational amplifier OP07 chip
and a TLA431 chip after the conversion resistance. The signal of the pressure is input
into the AIN [7] pin on the S3C44B0X microprocessor after the analog signal
processing circuit.

2.5 Positioning Unit with DGPS

Two AgGPS132 receivers, produced by Trimble Ltd., were used to make of DGPS.
The DGPS includes the following key features:

1 meter accuracy after differential correction,
NMEA output and RTCM input.

The positioning unit gets signals from the DGPS and recognizes which plot the
automatic variable sprayer work in. The automatic variable sprayer read NMEA -
0183 format of SGPRMC statements [10].
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3 Gathering and Processing

3.1 Reading the Prescription for the Automatic Variable Spraying

After the prescription for the automatic variable spraying is given by the plant
protection expert system, these prescription data are memorized in the NAND flash
memory in a “*.txt format” file. In the control program of the automatic variable
spraying, uses ‘pfile = OpenOSFile (TextFilename, FILEMODE_READ)’ sentence to
open the prescription file in read-only way. After the prescription file is opened, the
program uses ‘while (LineReadOSFile (pfile, str) >2)’ sentence to read the longitude
and the latitude of the variable sprayer, prescription data and the shape parameters of
the field in a row and then in a column respectively. After acquiring all the data above,
the program used CloseOSFile (pfile) to close the prescription file.

3.2 Gathering and Processing Signals of Velocity and Flux

The velocity sensor and the flow sensor output the digit signals. These signals are input
to the EINT2 pin and the EINT3 pin of I/O port on the S3C44B0X microprocessor's
after the signal processing circuit. The signals of velocity and flux are got by
programming the timer and the interrupt counter of the S3C44B0X microprocessor.

3.3 Gathering and Processing the Pressure Signal

The pressure sensor outputtes an analog signal within 4-20mA, so the A/D converter
what is embedded in the S3C44B0X microprocessor is used to convert the analog
signal to the digital signal. In order to improve accuracy and reliability of the signals
obtained, the control program reades A/D converter 100 times and calculate an
average, then inputtes the mean value to the variable spraying controller.

3.4 Gathering and Processing GPS Signals

Under the automatic variable spraying with the DGPS, the automatic variable
spraying controller receives the GPRMC sentence to gather positional and velocity
information of the automatic variable sprayer.

The GPRMC sentence’s format is as follows:
$GPRMC, 013946.00, A, 4351.101496, N, 12519.821271, E, 0.05, 218.30, 111105,
4.5, W, A*20.

The $GPRMC sentence is a string which contains 77 characters. The position of the
each data segment in the sentence is fixed. The time information is at the 8th to 16th
byte of the string, and the latitude information was at the 20th to 30th byte, the
longitude information is at the 34th to 45th byte, the speed information is located at
49th to 52nd byte. The time, the position and the speed could be read at the
corresponding place through the SGPRMC sentence.

3.5 Driving the Electric Control Valve

The automatic variable spraying controller outputtes a voltage to drive the electric
control valve to control flux after getting these input signals above. The relationship
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among the flux, the pressure in the pipeline, the control voltage of the electric control
valve was as following [9]:

q=10000eQeved (1)

V =0.0139g —-3.226 2)

P=0.2766V -1.4756 3)
Here, g-- Flux, kg/s

Q-- Prescription, kg/hm’

v-- Velocity, m/s

d-- Working breadth, m

V-- Drive voltage of the electric control valve, V
P-- Pressure, MPa

The electric control valve is driven by a 0~10V voltage. The I/O port on the
S3C44B0X microprocessor only outputtes digit signal, therefore a D/A conversion
chip—DACO0832 is used to convert the digital signals into the analog signals. In order
to keep the driving signals within the range of 0~10V, a signal amplifying circuit was
designed by using a pA741 and a 50K resistance after the DACO0832 chip. When the
variable sprayer worked at speed of 4.2km/h, the automatic variable spraying
controller gathered the spatial information of position and velocity form the GPRMC
sentence and recognized the plot which the automatic variable sprayer worked in, read
prescription data which were saved in NAND flash, gathered signals of the flux and
the pressure of the pipeline. And then output control voltage to control the opening
size of the electric control valve according to formula (1), (2) and (3). The
examination data of the flux and the pressure were saved in a *.txt file in the NAND
flash. The data gathered were shown on the screen in time while the automatic
variable sprayer was working in the field as Fig.5.

Fig. 5. The display window

4 Results and Conclusion

1) Field experiments of the automatic variable spraying herbicide were carried out,
which applied the method of data gathering and processing for the automatic variable
spraying in 2009 and 2010. The sum of working area was coved 10hm”. The results of
field experiment showed that the maximum of relative error of the automatic variable
sprayer, equipped with the system and method of data gathering and processing, was
less than 5% when the dosage was 275kg/hm*~600kg/hm?.
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2) The advantages of the method of data gathering and processing are as follows:

convenient operation, simple structure and precision, and good for protecting environ-
ment at present.

3) The system is composed of 5 independent signal gathering and processing

units. So it has the high reliability and stability.
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Abstract. This paper presents the design and implementation of wireless sensor
network system based on three-dimensional acceleration which is used for
real-time, accurate detection of the status of dangerous cargo in railway transport,
and the feedback of test results to the train relevant personnel, so as to help the
relevant personnel grasp of cargo status in transit real-time. When it comes to
some danger, such as cargo dumping or hit, the relevant personnel can take
appropriate measures to prevent the risk of further occurrence on time.

Keywords: Dangerous cargo, monitoring, three-dimensional acceleration,
wireless sensor networks.

1 Introduction

Wireless sensor networks[1] system is the frontier hot research field in international,
involving highly cross-multidisciplinary and integrated knowledge, which combines a
sensor technology, embedded computing technology, modern networks and wireless
communication technology, distributed information processing technology, etc[2-3].

Rail transport is the main channel of dangerous cargo. This approach produces
great vulnerability about monitoring dangerous cargo, and inevitable security
accidents caused by human error. The technical effect of this paper is as follows: The
acceleration sensor we used can measure the acceleration of three-dimensional
orientation, but also monitor the bumping and hitting of cargo effectively; Using the
CTP protocol to form Ad hoc network, combined with GPRS networks and networks
based on RS-485 protocol, the data collected are uploaded to the second-level
monitoring centers, in order to achieve effective monitoring of the status of dangerous
cargo on the train.

2 Overall System Design

Wireless sensor monitoring network transmits data within internal nodes using the
ZigBee protocol, and uses CTP protocol Ad hoc to build sensor network. A transport
carriage can form a separate monitoring network, and all the monitoring network
measurement data connect the external data transmission network through gateway.

G. Yang (Ed.): Proceedings of the ICCEAE2012, AISC 181, pp. 201-206]
springerlink.com © Springer-Verlag Berlin Heidelberg 2013
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First-level monitoring center makes connection with the aggregation node using the
approach based on RS-485 bus, and the secondary control center connects the
wireless sensor monitoring network using external data transmission network through
gateway. System figure is shown in Fig.1.
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Fig. 1. The design of the whole monitoring system structure

Wireless sensor monitoring network, which is the core of the whole monitoring
system, is responsible for cargo status data detection and status change detection, and
report test results to the monitoring center real-time. Some sensor nodes are
responsible for collecting three-dimensional speed data, and some are responsible for
the sense of vibration and free fall. In the top and side of the box, at least three
three-dimensional acceleration wireless sensor nodes need to be deployed and started,
and in the compartment at the top, a sink node need to be deployed and started; The
nodes which belong to the same box are divided into a group, and are assigned a
specific group number, each group identified a node as the head node. All
three-dimensional acceleration sensor nodes go into the initialization cycle after
starting, each node obtains the initial sensing data of three-dimensional acceleration.
If a single node is in stable status, the detection status will be initialized as the initial
state. At the same time, the node will establish hierarchy tree wireless network
through CTP protocol[3].

3 Introduction to Acceleration Sensor Network

3.1 Hardware Design

Wireless sensor nodes are used for collection and storage of cargo status data and
inspection of cargo status, and send the status data and test results to sink node by
wireless transmission. Its hardware structure is shown in Fig.2, the wireless sensor
node includes a local storage module M25P80, three-dimensional acceleration sensor
module MMA7455L, processor module MSP430F1611, wireless communication
module CC2420 and the energy supply module [4].
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Fig. 2. The hardware structure of wireless acceleration sensor node

3.2 The Acceleration Sensor Chip MMA7455L

MMA7455L has four modes: the standard mode, measurement mode, the level
monitoring mode and pulse monitoring mode, which can be selected by setting the
mode control register’s MODEO and MODEI1.

In order to better monitor the railway cargo status, we need to use the measurement
mode of acceleration sensor MMA7455L. We can get rich acceleration data of X, Y,
Z axis through this mode, which can be done data processing through the processor of
sensor nodes or computer. As a result, we can calculate the object’s current status, and
even reasoning the cause of the accident. Some of the cargo transported on the train is
fear of bumps, such as glass products, ceramic products, and explosive materials and
so on. MMA7455L acceleration sensor’s pulse monitoring mode can monitor the
vibration of an object in a good way. As long as setting a reasonable time window and
acceleration data thresholds, the vibration of the object can be sensed, and the
processor can be informed by the form of break.

3.3 CTP Protocol Analysis

CTP (the Collection Tree Protocol) [5] is a tree-based sink protocol. Some nodes of the
network are set to root, and the other nodes form the route of the root according to route
gradient, through which the sink network to the root is formed. CTP has no address, and
its nodes don’t send data packets to fixed node, but by selecting parent node as the next
hop, the root is selected implicitly, and the node form the root route according to route
gradient. CTP provides the best multi-hop data transmission to the root. It has route
choose mechanism for ensuring transmission reliability. But it does not makel00%
reliable, it do its best, and sometimes may not make it even try its best.

4 Design and Implementation of Gateway

The gateway module adopts the hardware architecture frameworks shown in Fig.3,
mainly including processor module MSP430F1611, wireless communication module
CC2420, power supply module, GPRS module SIM300 and RS-485 communication
module. The wireless communication module CC2420 is mainly used for aggregating
the sensing data of wireless sensor network. The GPRS module SIM300 is
responsible for the data transmission of GPRS network, and is also responsible for the
TCP/IP packets of the transferring data. The RS-485 module is used for achieving
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wired communications with first-level monitoring center. The processor module
MSP430F1611 is used for data protocol conversion and the control of other modules,
So as to achieve transmission connection between two different networks.

Fig. 3. The gateway module structure

5 Analysis of Three-Dimensional Acceleration Data

Firstly, we place 10 containers in the compartment, secondly, put three three-
dimensional acceleration sensor node at the top and side of each container, then place
a sink node at the top of the compartment , at last, deploy a wireless sensor networks
consisting of 31 node equipment. Single sensor node communication range is less
than 10 m, and need to go through multi-hop to transmit the data to the sink node. The
node at the top of the container is the head node of the container.

5.1 Acceleration Analysis in Normal Status

We only analyze the collected data of nodes on the top of the container, because it is
broadly representative, the collected data of nodes in other parts is only different in all
directions. Acceleration sensors, has 4-G selected range, 8-bit data collection. As a
result, when the acceleration is 1G, the number of collected data is 31. In container
normal status, the collected data of a sample cycle in X, Y, Z axis are shown as Fig. 4.
It can be seen from the figure, with train under uniform, the data of X-axis and Y-axis
data in the table tend to zero at the top of the cargo, indicating that there is no
acceleration in this direction; The data of the Z-axis in the table tend to 31, indicating
that the acceleration of the Z-axis direction is 1G, so the container is in a stable and
normal state and the bottom of the container is in the Z axis.
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Fig. 4. The 3d acceleration distribution as cargo is stable
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5.2 Acceleration Analysis of Container Overturned

We still only analyze the collected data of nodes on the top of the container. When the
container overturns, before and after container overturned status the collected data of
a sample cycle in X,Y,Z axis are shown as Fig. 5. As can be seen from the graph, the
Z axis direction is 1G at first, and the two others are 0G, which means that cargo still
in stable normal status. Then the acceleration of Y axis direction rising gradually, the
acceleration of Z axis falling gradually, while the acceleration of X axis is still 0, it
means cargo is overturning in Y axis. At about 121ms in the sample cycle, the cargo’
acceleration in 3d begin to fluctuate acutely. At the moment into volatility, the
acceleration of Y axis is approaching to 1G. Obviously it is a vibration, which results
from the cargo turn to landing at 90 degree in Y axis. During the vibration, the
acceleration of 3d direction has had a tremendous change, with the Y direction by the
largest amount, maximum achieving "4G". After the vibration, the acceleration of X
axis and Y axis turn to 0, while the acceleration of Y axis turns to 1G, it shows cargo
have already completed its turnover. From stationary status to turn to touchdown
moment, the acceleration of Y axis and Z axis change slowly and that means the
turnover process isn’t violent.

acceleration data
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Fig. 5. The 3d acceleration distribution as goods is overturned

5.3 Acceleration Analysis from Shaking to Overturn

We still only analysis data collected on the top of the container. The status data before
and after the container overturned, is sampled in a cycle in X, Y, Z axis shown as
Fig.6. We can see from the figure, the status after overturned and the overturning
moment of the ground, three-dimensional data curves distribution are basically the

Z-axis-acceleration-data

acceleration data

Fig. 6. The 3d acceleration distribution as cargo is hitted
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same with the previous section. The overturned process of the previous section is
relatively relaxed, but in this section the three-dimensional acceleration data changes
drasticly, acceleration in Z axis and Y axis even more than 4G range, indicating that
the container shakes violent in the Y axis direction and finally lead to the overturned
container.

6 Summaries

It can be seen from this paper, cargo status monitoring system collects acceleration
data in three directions of cargo accurately. By analyzing acceleration data sampled
from a single node, the current status of cargo can be better detected, which play a
role in sensing the cargo status. As acceleration is a vector, if three-dimensional
acceleration data of the other two nodes is used, we can monitor the cargo status
further through the vector synthesis.
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Abstract. Ontology is a key technology of the realization of semantic web. This
paper adding a feedback mechanism of form background of concept lattice to
existing ontology building based on FCA, domain experts could according to
the similarity of individuals to evaluate the a undetermined form background
could be utilized or not. At the same time it has solve the problem of how to
mix the logic components owl: same As and owl: different From of OWL and
FCA. The purpose of paper is to solve the problem of increase the recall level
and the recall precision of ontology which is built based on FCA.
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1 Introduction

Ontology is a key link of the realization of semantic web,and is the turning point from
the description to reasoning of knowledgement[1]. So the building of ontology
occupies a basic and important position. Although computer experts and domain
experts has built many ontology also has many difficulties.

Althology the development level of the tools of ontology engineering has been
impoved at certain degree, the building of ontology is also a trival and arduous task, it
could cause the bottleneck os knowledgement acquisition, and it seriously influenced
the development of semantic web. There has not been a mature and complete theory
as a guidance for the methology of ontology-building, and the current ontology-
building methods are always for concrete projects. It is difficult to stay the same
standsrd of ontology-building for different ones, and it is not favour for the scale and
standardized building of ontology, because of the lack of unified theory. The methods
of ontology-building should be researched in-depth.

At present the international recognition of the methods of ontology building. Some
of them are Skeletal Method, Enterprise Modeling Method, Methontology, KACTUS,
Circlation Access Method, IDEF-5, Seven-feet Method|[2].

This paper will use seven-feet method for ontology-building as the core
connotation, and the purpose of it is the ontology-building by introducing FCA, and
creating the feedback mechanism of form backgroud of concept lattice for solving the
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problem of the mixing together os concept lattice and the logic components of
ontology, the building of experimental ontology about medicinal plants.

2  From FCA to OWL

2.1 The Introduction of FCA

Firstly FCA is put forward by Wille, a German professor[3], and it is used for the
discovery, displaying and squencing of concepts.In FCA the extendion of concept is
considered the set of all objects of it and the connotation is the set of all attributes for
such objects. So it could ralize the formalization of the concept, all the concepts and
their eneralization and instantiated relationships constitute a concept lattice.

2.2 The Introduction of OWL

OWL (Web Ontology Language) is the standard of ontology description language
which is recommended by W3C(World Wide Web Consortium). OWL is designed for
all aspects of need, it is not only compatiblewith previous ontology has more powerful
ability of semantic expression, and could ensure the decideable standards of DL
(Description Logics), etc. The fundamental elements of OWL are Class, Property and
individual:

(1) Class:Class defines a set of individuals which are sharing some attributes,
rdfs:subClass could be uesd for making different classes as specific hierarchical
structure.

(2) Property: Property could be used for stating the relationship of individuals or
a individual and its property value. The Property could have its subProperty. The
rdfs:domain of Property restricts the classes of individuals which has such properties.
The rdfs:range restricts the value of the individuals.

(3) Individual:Individual is the example of class. It could use properties to
connect a individual to another one.

2.3 The Extension of OWL Logic Components

The literature[13] defined the corresponding relation of concept lattice and the logic
components of OWL (rdfs:subClass,rdfs:domain and rdfs:type), it preliminarily
solves the problem of form concept lattice to the preliminary logic component of
OWL.But there are many logic relations in practical application have been beyond the
range of [13], such as the owl:sameAs and owl:differentFrom, which are very
important for the later reasoning.So how to mix the two logic components and
concept lattice together is the problem that this paper want to solve. The problrm of
such two logic components is:

(1) owl:sameAs:Because of the vast regions in China, a object has different names
in different regions in China,a object has different names indiffernt regions, for
example the 7% £ // (Radix Cynanchi Paniculati, Dicotyledoneae Gentlanales
Asclepladaceae) also is called —#¢ 7 in China, if only distinguish such two names
by string, they are irrenlent, but they are representative the same thing actually.
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(2)owl:differentFrom:If the 7% K/ and 74 £/ are differentiate only by
properties A/ FL X4 and & ZFEFF7E, it shows that such two objects are
representative the same thing, but they are not actually.

It could create a mechanism of form background to solve the problem. The purpose
of this mechanism is to compute the correct number of properties to differentiate
concepts (we could not infinitely increase the number of property, because of our
finite compute resource).

It could use the known relations of concepts to reverse form backgrounds. We
could use examples which is mentioned above to create a form background K,
which is shown as Tab.1.

Table 1. Form background K 1

R A 1R HEIAE

SR X X X

R X X X
Vg X X X

If we add two properties /X ji7and £F#K# 7, the new form background K 518
shown as Tab.2.

Table 2. Form background K,

R RS X4 HFIE R LT
B X X X X
I X X X X

Wz X X X X

Based on [13], we could add the mechanism of form background for the
classification and clustering of objects. The mentioned plants in above example have
a big disparity in utility layer. So it could be effectively differentiate by adding a
couple of attributes. It should add many properties, if you want to differentiate plants
in subspecies layer. And if the objects always have the same properties, so we could
ensure that they are representative the same thing.

In addition the ontology which is for different domains, the object in that would be
classificated in different classes. For example, the research of phytology has many
application aspects, such as phyyoecology and phytogeography. A kind of plants
could be classified in different classes of different utility of ontologies, because of its
utility of properties. So one otology should be discussed by computer experts and
domain expert about its utility first of all.

2.4 The Calculation of Similarity of Concepts Based on the Mechanism of
Form Background

In the process of actual search by computer, how to ensure the logic components
owl:sameAs and owl:differentFrom is the key problem. So it is necessary import the
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calculation of similarity of concepts in the process of building the otology. Actually
the calculation of similarity of concepts is throughout the building and application of
ontology. The search result is acquired by the similarity of concepts which is
measured by a threshold. When the literature[5] computing the similarity of
properties, it not only considers the similarity of the same property, but also some
degree of similarity of different properties, and it is not correct assumption in a
unified knowledgement background. It is improved by literature[6] and has gotten a
formula of similarity of concept which is decided by individuals and properties
corporately. But the formula which is given by literature[6] is only applicable for
static formal background, this paper will create formulas of the similarity of
individuals and the similarity of concepts with the dynamic formal background based
on literature[6].

(1)The formula of similarity of individuals
This creation of formula is the key step in the feedback mechanism of form
background. The paper refers literature[6] to create such a formula:

Definition 1. In such a form background (0, A,R), the similarity of two individuals
e, and e, of that form background is defined as:

ZX‘IlﬁIZ‘ (1)

sim(e,,e,) = ‘I ‘+‘1 ‘
1 2

The 7,and I, is the set of relative properties for individual e, and e, .If there are

m individuals in this form background, we could create a m X m matrix of similarity
of individuals by this formula. Domain experts could judge the superior and inferior
of form background by the matrix, to wit domain experts will judge individuals is the
same or not by their domain knowledge.

(2) The formula of similarity of concepts

If a form background is accepted by domain experts, it could construct a concept
lattice by some algorithms[8]. And the similarity of concept could be computed by
formula of similarity of individuals, it will be used for the description and reasoning
of the concepts in domain ontology.

Definition 2. Two concept nodes (E,,I,) and (E,,I,) of concept lattice, and
E ={e, e, €, } s E, ={e,.e0,+.¢,,} » the formula of similarity of concept is

defined as:

aniﬁm(ewez,) (2)

. 1 T3
E. I1).(E, 1,)=—————F—.(¢;
Sim((E,,1)),(E,, 1,)) Z‘EIH‘EZ‘_‘EIQEZ‘,(E.,#ez,)

By this formula, we would have a quantization standard for the owl:sameAs and

owl:differentFrom.

3  The Construction of Ontology Based on FCA

This paper provides a improved system of ontology building based on FCA.This
system is semi-automatic.It needs the attend of domain experts in the first stage of this
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system.The second stage could be automatic by some algorithms.And the system is as
shown in Fig.1.

(1)The first stage of this system

The process of the first stage shows below:

1 Ensuring the scope of application of ontology;

2 Ensuring relative individuals and properties, creating the set of individuals and
properties;

3 Choosing a part of properties in the set of properties and the set of individuals to
construct a quarantine form background.

4 Acquiring the matrix of similaity of individuals from this form background by
the formula(1).

5 The matrix will be evaluated by domain experts, if domain experts do not
reply,return to 2 and adding some properties to construct a new form bavkground;in
contrast it will go to the next step.

(2) The second stage of the system

1 From the form backgroun to concept lattice

The building of congcept lattice is the permise of the application of FCA,so the
problem of the generation of concept lattice is a focal point in the application of
FCA.After domestic and foreign scholars’ research about that,there are some effective
algorithms for generating the concept lattice.These algorithms fall into two categories:
the Batch Algorithm and Incremental Algorithm. The Batch Algorithm includes
Ganter Algorithm[9], Chein Algorithm[10], Bordat Algorithm[11]. The type of
Incremental Algorithm is Godin Algorithm[12].It is usual algorithm for the
application of generation of concept lattice. This paper’focal point is the building of
ontology, so it will not be talk more.

2 From concept lattice to OWL

The literature[13] provides a algorithm of the transform from concept to OWLand
it do not involve the similarity of classes(concepts),so it is necessary to add the value
to evaluate the relationship of classes is owl:sameAs or owl:differentFrom.

Choosing
domain

Adding
properties Matrix of
similarity of
individuals

Choosen set of
individuals and
properties

Ontology

Imprting to protege and
solving in MYSQL

Concept
Godin lattice OWL
Algorithm |

Fig. 1. The system of building of ontology which is adding the feedback mechanism of form
lattice

Form background
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4 The Experimentation and Simulation

Based on the simple example previously,we could construct a ontology of the
medicinal of Asclepiadaceae, the final concept lattice shows in Fig.2. Because of
the special requirement of nomination in Protégé software,so this paper creates a
regulation to show the concept node:

(1) Using 1-12 for 12 individuals ,and 1-11 for 11properties in the talking domain.
(2)If the number is continuous,it will be representative by sign -,for example,the
mumbers 2,3,4 could be representative with 2-4; If the numbers are not continuous,
we use x to separate numbers,for example the numbers 4,7,9 could be representative
4x7x9.

(3)Using _ to separate the set of individuals and properties,for example,a concept
node{E,I}={{1,2,3,6},{4,5}} could be representative as class_1-3x6_4x5.

(o ) [t )

—.

i 1ok (e

{rm 73 1ok ) {-\.m,z,ww‘ ‘,’:M}jt—ﬂ,‘ i) 4K e
Fig. 2. The primitive Hasse figure of lattice Fig. 3. The modified Hasse figure concept lattice

After the tagging of the concept nodes, the ontology has been constructed
preliminarily, as shown in Fig.3. The result shows that the similarity of two concept
nodes 2 K/Hfand 5271 is 0.667, if the threshold is 0.5, those concept nodes could

be considered as the same.
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Abstract. This architecture uses the construction which C/S and B/S unity.
Using the connection pond visit technology, enhancing the database fully the
visit efficiency, which improves the Web application, thus the reduced system
expenses, raise the entire Web application system's operating efficiency. This
architecture unifies the adult education administration management practical
work and the systems engineering and the software engineering thought which
based on this pattern under function module design. Optimizes and integrates
the educational administration managerial data, maximum limit realizes data
sharing. Make modern adult education administration work more scientific,
networking and information-based construction.

Keywords: Connection pond, distributional buffer, business processing, data
transmission, C/S pattern, B/S pattern.

1 Background

Nowadays technique of science is being developed and applied widely, the level of
the talents people required by all kinds of vocation becomes higher and higher. As an
important part of the higher education, adult education makes contribution to
improving the culture level of the civil, setting up the life time education system and
promoting the development of economy.

2 Structure

2.1 Structure Analysis

The present adult education system is merely divided into two kinds. One is C/S
pattern, it consists of one or more clients, one or more servers, a under operating
system and network. It is a distributive computing and compounding system which is
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the main pattern of the traditional information administration. The other one is the B/S
pattern. It bases on the web technique, thus makes it the main structure of current
system. server turns the results into the instructions which can be identified by the
client browser and returns it to the client.

2.1.1 B/S and C/S Mixed Pattern

Based on the case study in reality, the Adult Education Administration System is
design in the B/S and C/S mix pattern. It gathers the advantages of both patterns. N-
Tier Mode, open system, interconnection across different net and fast update of B/S.
High interactivity, reliability and transaction handle ability of C/S. The mixed pattern
includes all the advantage points of the two patterns to achieve a better system.

3 Main Technique

3.1 Database Connection Pond

The technique of database is becoming more and more important in the realm of
information. Especially for the application of network and electronic commerce, the
dynamic websites of them are all supported by the database technique. Database
connection pond in JDBC is included to improve the system performance, big cost of
the system since frequent database construction and destruction.

3.1.1 Theory of the Database Connection Pond

Set up a buffer pond for database. Store limited connections in the pong beforehand.
When there need to make up a connection, take out one from the pond and return it
after it is done. In order to meet the need of convenient application, the database
connection is encapsulated which separate the handle logic and access logic.

The problem is what is the number of the connections in the pong will achieve the
optimal performance. Thus the max and min connections are definited. The amount of
min connections is that of connections when the pond is set up. If it is larger, the start
of system will become slower but the respond time will decrease after startup. It is
opposite if the amount is smaller. In reality, the speed lows down because there is not
enough connections.

3.1.2 Techniques of the Database Connection Pond

3.1.2.1 Transaction Handle. Transaction Handle demands the operation of database
satisfy the principle of “All-All-Nothing”. Each transaction occupies a connection.
The complexity of transaction handle falls down. A registry is generated when
connection management announces that a transaction starts or ends. It separates the
connections management and transaction handle. The registry is generated based on
the actual condition. It can not be reused. Transaction users are distinguished by
threads. Then the access of the database is through the query of the transaction
registries. When the transaction is handled, the registry will be deleted from the list.
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3.1.2.2  Encapsulation. Database handling is different from transaction handling. In
order to gain a better application, operating interfaces are used to encapsulate the
links. The ordinary links and transaction handling links use the polymorph of the
oriented objects. They all implement interfaces according to their own characteristics.

3.1.2.3 Concurrency. Under the condition of multithreading, the connection
management data must agree with connection inside data. Since Java provides
functions to manage concurrency, key word synchronized can ensure the threads are
synchronized and it is safe.

3.2 Technique of Cache

3.2.1 Distributive Cache Mechanism

Multithreading model is applied in distributive cache. Three kinds of threads service,
main thread is in charge of the starting and maintenance of cache server, thread of
service is in charge of receiving the requirements and accomplish them according to
their types, cache management thread is in charge of the management of the local
caches, are applied. The collaboration of the all the servers makes up the distributive
mechanism.

3.2.2 Optimization

The core of the architecture, management of Java expends the function of the server
to implement the data management. It consists of collection of the data, control of the
alarm, data analysis, data access and interface configuration. These functions are
encapsulated in the Mbean Module. It can be initialized through Agent inside the
program or through web pages. Client applications run on the clients providing
friendly interface. Data gained from JMX is presented on the web pages. Thus
implement the corporation of the server and client.

In order to avoid the time-delay problems when clients collect the data, data is
stored in the cache until it will be not used any more. Distributive cache is applied to
manage the memory dynamically to promote the performance and stability of the
architecture.

3.3 Technique of Data Transmission

The technique of the data transmission is applied to promote the running efficiency,
reliability and safety. The data organization and data transmission are based on the
Web Service.

3.3.1 Data Organization

Web Service is service oriented. The applications on the distributive servers on the
Internet are integrated. Thus computers on different districts can work in collaboration
to ensure the user all kinds of services.

First, WSDL interface is defined including the interface file and implementation
file. Then register on UDDI Register Center. Data is organized according the format
definite by the service interface file and the matching proposal. Users search for the
services they require through the browser or client, position on the relevant WSDL
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files, generate the interface on the client according to the description of the WSDL
files and then accomplish the web data requirements through the interface. Web
Service receives the requirements from the client, and then sends the data to client in
XML through SOAP. At last clients complete the presentation.

3.3.2 Design of Data Transmission

Winsock helps to realize data transmission in C/S pattern. Client proposes
requirements to server. After server receives the requirements, it provides the relevant
services for the clients according to the TCP/IP protocol.

4 Design of Function Module

The departments of the administration are made up of educational administration,
school rolls administration, teaching material administration and so on. Transaction
Flow is divided into four parts.

Plan Establishment. Establish the enrollment and teaching plan according to
possible enrollment student amount, the requirements from each district and education
condition. Correspondence School Department can be set up in fit districts.

Data Collection. After the enrollment, the information of the new students, such as
candidate number, name, sex, date of birth, ID, telephone, zip code and address, will
be input into the system.

Data Handle. Set up students’ files. Distribute students’ number for the new
students. Establish classes. Hand in the information of the new students. According to
the teaching plan and schedule of each specialty, the courses are decided. Students
select the fit courses. Teachers hand in the grades of the students in the limited time.

Data Summarization. Students get all the credits in the limited time. After
certificated by all the departments, the students are allowed to graduate. Attach
description should be added to record the paper and awards.

Most Education Administration Systems are based on C/S pattern which are
beneath the firewall. But if the students want to query the grades, the remote access
must across the firewall. Thus the B/S pattern is useful.
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Abstract. This paper advances that the sailing control system based on data bus
can be used in UUV, and the characteristics between 1553B bus and CAN bus
are analyzed. Through the comparison of the two data bus we can get the
conclusion that the CAN data bus is more appropriate in UUV. Their
performance is simulated, and the result shows that CAN bus is a very well bus
technology.
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1 Introduction

The advanced sailing control system is heading for the open, the use of COTS products
takes the exchange of information as the centre, highly integrated and modular. It has
gone through the mechanical hydraulic control modal, full-limit digital electrical
control mode and based on data bus control mode. Based on data bus has been applied
to other instances of large aircraft successfully, so the sailing system based on data bus
control mode can be applied to UUV, the system structure shown in Fig.1.

The basic principles of the sailing control system that based on data bus UUV is
the use of data bus to connect the intelligent measuring and control equipment of
control sites at all UUV as a network integration, in order to achieve data transmission
and sharing, and format various forms of automatic control subsystems to adapt to
the actual needs, and improve the level of the intelligent, modularization and
informatization of the UUV sailing management, in order to achieve reliable UUV
sailing control.

The data bus is the link of field bus control system, the specific choice of what kind
of data bus according to system’s needs and the performance of the data bus. At
present the more application of aviation are ARINC429 and MIL-STD-1553B.The
former is widely used by civil aviation, it has two transmission rate, 12kbps and
100kbps, the bandwidth is limited, also a single source / multi-receiver traditional
system, and its work is half-duplex, when the system is large-scale, its large data links
will be very large and it is not conducive to saving space, are being replaced by
ARINC629. While the MIL-STD-1553B is the military standard bus, it is a bus-type
connection, additional equipment is relatively simple and very suitable for centralized

G. Yang (Ed.): Proceedings of the ICCEAE2012, AISC 181, pp. 219-226]
springerlink.com © Springer-Verlag Berlin Heidelberg 2013



220 W. Lin, B. Yuan, and P. Wu

management of distributed processing systems. CAN bus is first applied to the
automotive industry, its good performance is also applied by some aircraft. In this
paper, the choice of data bus in UUV sailing control systems is mainly a choice
between the MIL-STD-1553B and CAN bus.

2 Background

2.1 1553B Bus Communication Technology

MIL-STD-1553B is a bus that was developed in the late 70s the U.S. by American
Army, and also the DAIS (Digital Avionics Information System) referred to the data
bus. It is used widely in the aviation field. It also has been recognized by many
countries and industries and formats the international standards, So it is widely used,
not only in aircraft, but also tanks, ships, missiles, satellites and others have applied. It
is a special bus, and has high price.

1553B bus communication systems are generally composed of several subsystems
by the embedded bus interface and interconnected via the bus from the media, the
various systems operate independently, resources and capabilities can be shared
through the network [1-3].

1553B has 3 terminals, which’s structure is shown in Fig.1:

RT BC RM

| | DATA

DATA

1553B BUS

RT RT

Fig. 1. The composition of the 1553B bus communication system

(1) Bus controller (BC): for scheduling management information transmission on
the bus, there is only one bus controller on the bus at any time, however, it is the
backup bus controller.

(2) Remote terminal (RT): the 1553B bus allows up 31 terminals to attached, each
RT terminal is assigned a unique bus address, do not have the bus control function,
but can be used as a backup bus controller.

(3) Bus Monitor (BM): the 1553B bus can have a bus monitor, it does not respond
to any command of bus controller, but it can be used for monitoring and extracting the
bus data for data analysis later.

The communication process is as follows: If a remote terminal send data to the bus
controller , first, BC send a transfer command to RT, after a Short time interval, RT in
response to it by the status word which receives the command, then send one or more
(up to 32) data words to BC. In this case, it takes about 70 microseconds to send a
data word from RT to BC. While the sequence of the data’s transmission between RT
is: first, BC sends a receive command to the receive RT, then sends a transfer
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command to the send RT again. Send RT sending a status word first, that is ,transmit
one or more (up to 32 data) data words to receive RT, when RT receives the data, BC
will send a status word, thus ending the long-range data transfer between RT. Sending
a data word from a RT to another RT takes about 120 microseconds, and therefore its
cost higher. Of course, if the continuous transmission of 32 data words, the same as
the system’s overhead, so the bus will lower the percentage of time of information
transmission [2].

2.2 CAN Bus Communication Technology

Late 70s, the use of data bus technology for distributed control field devices become a
trend. CAN bus is one of the more extensive application of a field bus, which was
designed originally by the German company Bosch for its automotive control system.
The design is based on a simplified network communication to achieve high-speed
signal transmission, and focus on reducing the wirings of the hardware circuit,
improving the cost-effective and ensuring the reliability of the data’s transmission in
adverse electromagnetic conditions. Practice has proved that it has high reliability,
strong anti-interference ability. Its flexible expansion capability, faster transmission
speeds and more compact connection have been applied in many fields, and become
the international standard [3].

In order to achieve openness, CAN bus system also refer to the ISO / OSI seven-
layer communications model in the communication model, but only the data link
layer, physical layer and application layer are used. Communication model shown in
Fig. 2.

Node A Node B
Data link layer ([« -—---—--- - Data link layer
Physical layer [« -—-—---- - Physical layer

Application layer <« —--—---—-— - Application layer
| |
CAN bus

Fig. 2. CAN bus communication model

According to the CAN protocol ISO11898, it only regulates the data link layer
protocols and physical layer. The hierarchical structure is shown in Fig.3 [4].

(1) Data link layer. Data link layer also subdivided into Logical Link Control
sublayer (LLC) and media access control sublayer (MAC).

(2) Physical layer. Physical layer defines mode by which signals are transmitted.
It’s mainly about connect media, circuit electrical characteristics, data encoding /
decoding, bit timing and synchronization of the description. CAN criterion does not
define the drive / receiver characteristics of the physical layer, thus allowing to
optimize the transmission medium and signal level’s implementation depend on the
specific applications.
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(3) Application layer. The criteria in the CAN does not provide the relevant
information about the application layer in real applications, such as the identifiers’
allocation, network node status and other application layer protocols require the actual
system customization. The appropriate application layer protocol for system reliability,
real-time has great help. CAN bus in the application process, producing a lot of
application layer protocols such as CANopen, iCAN, Devicenet, SDS and so on.

Data link layer .
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Resume manage
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Error find
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Bit timing < manage
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Fig. 3. The hierarchical structure of CAN-bus data link layer and physical layer

3 The Communication Capability Analysis between 1553B Bus
and CAN Bus

By analysis between MIL-STD-1553B bus’s and CAN bus’s theories, 1553B bus and
CAN bus system both can realize distributed processing, centralized control and real-
time response; and have high reliability, maintainability, anti-jamming capability; The
differences is mainly in the following points:

(1) Station address code was abolished on CAN bus, which adopt encoding blocks
of communications data. So CAN bus can be linked to numerous end-node. In fact,
due to electrical effects, it can be linked to 110 nodes. The 1553B network can attach
32 terminals;
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(2) Communication mechanism is different. 1553B bus uses the master-slave
asynchronous communication by command / response, all information’s transmission
on the bus are all controlled by commands issued from BC; and CAN bus’s
communication is more flexible and can be master-slave and multi-master type
communications that does not require a node to schedule.

If the system’s scheduling policy is not proper, the system’s real time and reliability
will be poor in Master-slave communication, and it is easy to impede the normal and
effective communication. Multi-master communication type haven’t scheduling, but
need to avoid bus conflicts. CAN bus, which uses arbitration with a non-destructive
technique (CSMA / CA), is similar to the Ethernet CSMA / CD’ s solutions, but not
all the same. If a conflict is detected in Ethernet nodes, all nodes are back to
"monitoring" State. The CAN bus is based on the priority of the packet’s identifiers
for non-destructive arbitration. When faced with conflict, high priority packets can
continue to send. Packets are not all need to stop transmitting.

CSMA / CD (Ethernet) and CSMA / CA (CAN bus) media access control protocol
channel throughput expression on the MATLAB simulation results shown in Fig.4
and Fig.5.
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In the expression (1) and (2), a is the transmission delay, G is the channel traffic.
According to the simulation, we can see, when the transmission delay and traffic
gradually increases, CSMA / CD to control the effects of conflict visibly decreasing,
while the CAN bus, CSMA / CA’s non-destructive arbitration is able to maintain high
channel utilization Rate. Visibly, CAN bus will play a very good effect in multi-
master communications.

Under certain conditions, the 1553B bus and CAN bus system is equivalent to the
M / D /I system (fixed line service time Poisson distribution system), the use of
queuing theory simulation of the 1553B bus and CAN bus system response time
changes, the conclusion is: the 1553B bus make a longer response time because of
the Master-slave communication, and with the increase in the number of nodes ,the
time increased significantly; while CAN uses CSMA/CA can solve the bus conflict
better, its response time in the same Stations can be smaller [5].

(3) 1553B bus is special and expensive, but the CAN bus products are cheaper and
easier to obtain. Although 1553B’s rate has reached 50M/s or more, while the CAN
bus is only IM / s, but the CAN bus’s communication is more efficient, Moreover,
control information is generally small., the system’s communication rate can be met
as long as the number of nodes of the system is reasonable. What’s more, the
continuous development with the application, the rate of CAN bus will be the same as
the 1553B from 1M /s to high rate.
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Fig. 4. The S-G simulation graph of CSMA/CD and CSMA when a=0.02
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Fig. 5. The S-G simulation graph of CSMA/CD and CSMA when a=0.05

In addition, compared with the MIL-STD-1553B bus, CAN bus has a better
performance in real-time characteristic and reliability. Sum up the analysis, CAN as
the system’s data bus has certain advantages. Therefore, in the study UUV sailing
control system, we can consider the CAN bus as the data bus.

4 The Design of Sailing Control System for UUV Based on CAN
Bus

Modular integrated electronic technology is used in the new UUV sailing control
system, which will be open, standardized, comprehensive, electrification. It will
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adopts a number of integrated modules and electronic control means to achieve the
UUYV sailing safety. These modules will be integrated with micro-processing chips,
memory, power, signal processing, and some management sensors or some interface
of other equipment, you can perform the appropriate tasks. By CAN data bus
technology, you can connect them as a whole in order to achieve a integrative sailing
control system which center is exchange of information.

The system does not stop working, each module can be directly attached to the bus
which is named hot-swappable by means of CAN bus. System can work in multi-
master or master-slave type communication. On the one hand each module sent the
information to the UUV various parameters of the display and control units, on the
other hand it can easily constitute the required virtual closed-loop controllable system.
For example, Sailing subsystem, which uses CAN bus, first gather its own range of
information, such as the Doppler sonar, Inertial navigation, GPS navigation
information and so on, into a navigation computer, then the fusion data is upload to
the integrative display and control units. The workload can be greatly reduced in the
central controller.

CAN bus based control system for UUV navigation structure shown in Fig.6.

Temperature Hydraulic Tachometer Dopplor | | Speedway
sensor sensor sonar 2yro
CAN CAN CAN CAN CAN
interface interface interface interface interface
CAN-H
CAN-L
CAN CAN CAN
interface interface interface
Electeical Empennage|
ol \ elevator, gt
° rudder 1Splay
drice-motor|
UUV shape control UUV sailing/track control

Fig. 6. Distributed UUV sailing control system structure based on CAN bus

CAN bus system is a multi-master system, host computers can copy each other,
any node failure will not result in paralysis of the entire system. Because of a variety
of fault monitoring and fault location methods which are adopted, reliability and
timeliness are strong, and failure rate is reduced to 10,



226 W. Lin, B. Yuan, and P. Wu

5 Conclusions

In this paper, according to the sailing control system’s development trend, we have
advanced the UUV sailing control system based on date bus, at the same time the
paper mainly introduced MIL-STD-1553B bus and CAN bus and conducted a detailed
analysis and comparison from various aspects. The result shows that CAN bus is a
very well bus technology and can be used well in UUV sailing control system. In
addition, according to some recent English literature [6], many light aircraft, or the
larger aircraft, have made use of the CAN bus. It can be seen that the CAN bus data
bus will become mainstream of the control bus mode probably.
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Abstract. This paper investigates the importance of automated control
in Sequencing Batch Reactor (SBR) wastewater treatment. A multi-stage
computer monitoring control system for wastewater treatment, including
sensing, control and management, was designed. The system construct and
control-management functions are provided. A time-constant and sequence
control of SBR tank (fundamental control) is demonstrated, and a technology
parameters for stochastic injection during the automatic control process (high-
level control). The proposed system has been used in a wastewater treatment
plant at a selected city in Jiangsu Province and gained success in its operations.

Keywords: SBR wastewater treatment, Real-time control/management,
Computer control system.

1 Overview of a Sequencing Batch Reactor—SBR Method

SBR method is the abbreviation of Sequencing Batch Reactor Activated Sludge
Process, has developed rapidly in recent years a new wastewater treatment
technology, new processes, but also internationally recognized as more advanced the
production process.

In fact, SBR technology to be available in 1914, but the operation of the process
more complicated, more variable parameters required for control, accuracy and
reliability of the instrument has high requirements, limiting the development and the
SBR process Promotion. With the computer control technology standards, automation
equipment and on-line monitoring instrument of development, on the wastewater
treatment process fully automated management and monitoring as possible, so the
SBR method has spread rapidly in recent years [1].

SBR method is characterized by dividing wastewater treatment process into five
main stages, such as fill, react, settle, draw and idle, and all of the stages in a single
reaction tank, as shown in Figure 1. For continuous treatment of wastewater, the
wastewater treatment plant may have several SBR tank, each SBR tank in space in
descending order; the operation of each SBR tank is sequential in time, intermittent
carried out. This in space and time are the characteristics of intermittent operation in
sequence rather cumbersome to operate.

Treatment effect of SBR technology depends on its operating parameters, process
parameters for better control; reaction process requires real-time monitoring, such
as monitoring operation parameters DO (Dissolved Oxygen), PH (Potential Of
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Hydrogen); requirements directly involved in the process logical and mathematical
operations; according to the different nature to determine the optimal water flow and
so on. The SBR method require automatic control system must be flexible application
of the variable parameters, analog line testing, real-time display and call a variety of
analog curve, SBR method for improved decision-making process of the database.
Therefore, the need to adopt a process computer as the core of the automatic
monitoring system, real-time control of the response phase of the time and blowers,
pumps, electric valves and other equipment, transportation stops, to make the water
meet the national emission standards, which became the SBR method can the key to
any successful application.

Infhient FQ-F

:L e .

5 4 i '
vl |||D Effuent
N [amiatie i

Fill React Setfle | Draw Idle

Fig. 1. Five stages in an SBR tank process period

2 Design of Computer Monitoring System

This design of SBR wastewater treatment test - control - management of computer
monitoring system shown in Figure 2. From the bottom up, including: on-site control
level - in the control room monitor level - director of Enquiry / management level.
The system is successfully applied in a development zone, Jiangsu Province, the
wastewater treatment plant.

From the network structure, is divided into two networks: the composition of the
upper management of the computer, the director room of wastewater treatment plant
and technology department; the lower layer for industrial monitoring, wastewater
treatment plants by the central control room located in the industrial control Computer
(IPC) and at the production site constitutes Programmable Logic Controller (PLC)
components. These computers together into industrial Ethernet LAN 1 # ~ 3 # PLC
access to the central monitoring computer Profile Bus local bus network.

Director of query / management-level system is mainly to achieve the following
functions.

(1) Query the current value of the process parameters, settings, upper and lower
limits, when the gauge is displayed when flashing.

(2) Query shows the current running status of process equipment, including:
manual / automatic, work / stop, normal / failure.

(3) Query the current fault alarm and alarm information, including: the point of
failure, fault type and nature of the fault start time, end time.

(4) Check the process parameters in real time curves.

(5) Query the historical data in the production process.

(6) Check the history of trend parameters.
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In the main control room monitoring level to achieve the following functions: (1)
Monitoring - the monitoring of process parameters: detection and display its value in
the control room; on the monitoring of process equipment: In the control room to
detect and display the operation status. (2) Remote control - the control room in
the mouse and keyboard on the process equipment start / stop control, set the value of
the process parameters set, changes. (3) Self-control - according to one or some of the
conditions of process equipment for automatic start / stop control or closed-loop
automatic control. In director query / management level and between the control room
monitoring level, the use of the browser/server (B/S) structure, B/S structure in SBR
Wastewater Treatment Management - monitoring and control system available as a
direct Effect:

(1) B/S structure can easily access more than one browser, without having to add
any additional browser application. Therefore, work can change the browser into
operation at the wastewater treatment plant after the operation and management
personnel from the factory independently. For example, if there is a need, you can
also access the computer lab Industrial Ethernet LAN, and set into a browser function,
so in the laboratory to the production process can also browse the data. This no doubt
is quite easy to expand system functionality useful.

(2) Access through the Internet web browser on a remote (such as upper
management) to observe the required data and information.

(3) The director room of the wastewater treatment plant, Technical Bureau and
other departments of the wastewater treatment is required to navigate the production
process, not the burden of information processing and computing tasks, the best to
play this form of B / S's strengths, the most suitable for B / S architecture.

The SBR wastewater treatment system consists of multiple automatic control system.
Due to space limitations, only the SBR tank timing control system following a brief
introduction:

Dirsctor room Teckmology
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| | Wb Sarver industrial Ethernet LAN

Controlled monitoring

Controllad monitoring |

Computar [PC-2 Printer
UPs
| PROFISUB network
3#PLC
Thick erills and pumping Surgs shaft

________________________________________

Spoil disposal pump i Sludgz DewateringHouss

_________________ ' Chang= opsrations

Fig. 2. Computer monitoring/management system framework for SBR wastewater treatment
plant
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3 SBR Tank Timing Control and Technological Parameters of
the Random Cut

The wastewater treatment plant has 4 sequencing of the SBR reactor arrangement,
each reactor in chronological order for fill, react, settle, draw and idle five stages (for
a cycle) of operation, and the cycle for Shown in Figure 3.

In the time control, SBR reactor's basic cycle T is 4 hours, including fill TO = 1
hour, react T1 = 2 hours, settle T2 = 1 hour, draw T3 = 0.5 hours, idle T4 = 0.5 Hours.
The time can be set on the host computer or adjustment.

Taking into account the four SBR reactor relationship between the timing of work,
1 # SBR tank (1PLC control) and 3# SBR tank (2#PLC control) the timing difference
AT =1 hour, AT can be carried out in the host computer to re-set or adjusted.

1# SBR tank in a working cycle of each phase, the equipment and the relationship
between the valve action described in Table 1 (2 # ~ 4 # SBR tank similar), PLC
automatic control system should be interlocked to achieve timing Table 1 Control.

timing (0.5h) l l ‘ ‘ |
sequence
\osB react 2h 1k draw | idle
# SBR 1k Fill 1h 0.5k | 0.5h
draw | idle react Th
26SB etile Th
SBRtank s 05h [0.5h | Fillik
s react 2h ettle 1h draw | idle
“es EEE 5 e
BRiank Fill 1k 05h | 0.5h
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4#SBREmk | - seteth || :
BRI oshfose | Fmm [ ]

Fig. 3. A working period of an SBR tank

Table 1. Various equipment operations in 1#SBR tank working period

Warious equipment Working state
1£ air 1= spoil 1= 1= 1= 15, 2% 1242

12,221l

stages inflow disposal | swplus | backflow | backflow .
Electric Electric Electric sludge Flectric shidge water submersitle
valve decanter mixer
valve valve pump valve pump
fill, on on off off on on off on

settle off off off off off off off off
draw off off off off off off on off
idle off off on on off off off off

The time to complete the SBR tank interlock controls the basic control
requirements. In this control algorithm, the fill, react, settle, draw and idle time set by
hand, SBR reactor process each segment and its implementation at all times be in
strict accordance with the timing set, once the automatic state cut After entering the
set timing, cannot change the set time parameters, to change these settings need to
wait until the next operating cycle. This is clearly a fixed control reduces the
operating efficiency and increase energy consumption.

The design and implementation of process control process parameters on the SBR
random cut. Reactor under the fill or changes in concentration of organic matter, the
flexibility to change the reaction time (especially in the react stage), in a timely
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manner will cut the response time after the change control process without the need to
wait until the next run cycle. Many of the concentration of organic matter in industrial
wastewater vary greatly over time, sometimes several times or ten times the
difference, while the energy consumption of SBR method mainly concentrated in the
react stage. The system can be for different influent organic concentration, the right to
change the reaction time, so that the processing of water quality while minimizing
operating costs, reduces energy consumption, to prevent sludge bulking, SBR method
to achieve a higher level of computer control.

4 Industrial Practice

This design has obtained the successful application in a wastewater treatment plant in
Jiangsu Province a development zone. It is a project to the first phase of the project
for the plant having 40,000 tons / d, two for the 80,000 tons / d, the forward for the 12
million tons / d, and the main process for the wastewater treatment plant based on
SBR process.

5 Summaries

This design of SBR wastewater treatment test - control - management of computer
monitoring system can satisfy the requirements of SBR wastewater treatment. In the
wastewater treatment plant design proved successful application of the rationality and
reliability. The main technical characteristics of the system are:

(1) Real-time control / management system using browser / server architecture. It
will be better achieved at all levels of management and control of process parameters
on the process of browsing queries.

(2) Basic control in the SBR tank (regular interlocking control), based on the
complete control of the process parameters on the random intercept and the SBR
method to achieve a higher level of computer control.

(3) The number of accused jointly coordinated control of equipment, a reasonable
allocation of the equipment, loads, optimize utilization, and reduce energy consumption.
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Abstract. Many statisticians would agree that, had it not been for link-level
acknowledgements, the robust unification of replication and public-private key
pairs might never have occurred. Given the current status of psychoacoustic
information, security experts obviously desire the development of the Turing
machine. In our research, we use linear-time modalities to verify that semaphores
can be made cacheable, pervasive, and ubiquitous.

Keywords: Visualization, Byzantine fault, Tolerance.

1 Introduction

Recent advances in client-server archetypes and permutable symmetries do not
necessarily obviate the need for sensor networks. It should be noted that Malmag
controls the appropriate unification of IPv4 and simulated annealing. To put this in
perspective, consider the fact that seminal electrical engineers generally use
randomized algorithms to solve this obstacle. However, replication alone can fulfill
the need for the development of reinforcement learning.

We question the need for the UNIVAC computer. Certainly, the basic tenet of this
method is the visualization of hierarchical databases. Two properties make this
approach optimal: Malmag is impossible, and also our algorithm locates multicast
methodologies [1-4]. However, this approach is mostly well-received. Combined with
voice-over-IP, this finding develops an analysis of sensor networks.

To our knowledge, our work in this paper marks the first system studied specifically
for the study of 16 bit architectures. The disadvantage of this type of approach,
however, is that e-commerce can be made multimodal, decentralized, and psycho-
acoustic. Contrarily, this method is continuously well-received. Without a doubt, the
usual methods for the refinement of rasterization do not apply in this area. In the
opinions of many, for example, many algorithms allow cooperative configurations.
Thus, we see no reason not to use lambda calculus [5-8] to synthesize concurrent
methodologies.

We describe an introspective tool for investigating link-level acknowledgements,
which we call Malmag. Existing large-scale and interposable heuristics use
collaborative symmetries to emulate RAID [9]. Indeed, lambda calculus and multi-
processors have a long history of interfering in this manner. The basic tenet of this
approach is the development of the location-identity split.
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The rest of this paper is organized as follows. For starters, we motivate the need for
RAID. Next, to solve this challenge, we validate not only that online algorithms can
be made introspective, reliable, and cacheable, but that the same is true for cache
coherence. To address this obstacle, we prove that even though XML and Smalltalk
are continuously incompatible, redundancy can be made psychoacoustic, stochastic,
and cacheable [1]. Continuing with this rationale, to overcome this problem, we verify
not only that agents and cache coherence [10] are rarely incompatible, but that the
same is true for flip-flop gates. As a result, we conclude.

2 Principles

Reality aside, we would like to measure a design for how Malmag might behave in
theory. Despite the results by Moore, we can demonstrate that multi-processors can be
made extensible, large-scale, and empathic. Continuing with this rationale, any
confirmed construction of classical symmetries will clearly require that Smalltalk can
be made cooperative, Bayesian, and "fuzzy"; our application is no different.

Our approach relies on the extensive architecture outlined in the recent infamous
work by O. Li et al. in the field of e-voting technology. Malmag does not require such
a theoretical emulation to run correctly, but it doesn't hurt. This is a private property
of Malmag. Despite the results by Wilson et al., we can disprove that online
algorithms and von Neumann machines are entirely incompatible. This may or may
not actually hold in reality. Next, we hypothesize that DHCP and Lamport clocks are
never incompatible. This seems to hold in most cases. Consider the early architecture
by Wang and Martin; our methodology is similar, but will actually accomplish this
goal. this may or may not actually hold in reality. Rather than deploying suffix trees,
our framework chooses to improve forward-error correction.

Reality aside, we would like to simulate a methodology for how Malmag might
behave in theory. This seems to hold in most cases. We scripted a month-long trace
disproving that our framework is feasible. Despite the results by Leonard Adleman,
we can argue that the Turing machine can be made amphibious, electronic, and
highly-available. We use our previously refined results as a basis for all of these
assumptions. Although engineers largely assume the exact opposite, Malmag depends
on this property for correct behavior.

3 Implementation

We have not yet implemented the virtual machine monitor, as this is the least typical
component of Malmag. Information theorists have complete control over the codebase
of 30 x86 assembly files, which of course is necessary so that the much-touted
semantic algorithm for the deployment of IPv7 by B. Takahashi runs in O( n ) time.
Despite the fact that we have not yet optimized for performance, this should be simple
once we finish programming the code base of 34 Smalltalk files. Next, while we
have not yet optimized for complexity, this should be simple once we finish
implementing the hacked operating system. One cannot imagine other methods to the
implementation that would have made designing it much simpler.
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4 Results

As we will soon see, the goals of this section are manifold. Our overall evaluation
method seeks to prove three hypotheses: (1) that model checking no longer influences
performance; (2) that the PDP 11 of yesteryear actually exhibits better time since
1995 than today's hardware; and finally (3) that we can do much to affect a heuristic's
self-learning code complexity. An astute reader would now infer that for obvious
reasons, we have intentionally neglected to deploy an application's historical ABI.
Along these same lines, we are grateful for parallel thin clients; without them, we
could not optimize for complexity simultaneously with response time. Furthermore,
the reason for this is that studies have shown that response time is roughly 35% higher
than we might expect [28]. Our evaluation strives to make these points clear.

Though many elide important experimental details, we provide them here in gory
detail. We performed an ad-hoc prototype on CERN's mobile telephones to measure
Richard Stallman's understanding of the World Wide Web in 1995. For starters, we
removed 10 CISC processors from our trainable tested to disprove trainable
information's lack of influence on John Kubiatowicz's improvement of the Internet in
1999. We removed some 25MHz Athlon XPs from our underwater cluster. Third, we
removed 3MB/s of Ethernet access from the NSA's 10-node cluster. On a similar note,
we tripled the floppy disk space of DARPA's Internet tested to probe archetypes.

When X. Robinson reprogrammed LeOS Version 2.9, Service Pack 8's traditional
user-kernel boundary in 1967, he could not have anticipated the impact; our work here
inherits from this previous work. All software components were compiled using
Microsoft developer's studio built on the Swedish toolkit for provably analyzing LISP
machines. All software components were hand assembled using Microsoft developer's
studio with the help of V. Mahalingam's libraries for lazily emulating e-business. We
note that other researchers have tried and failed to enable this functionality.

Our hardware and software modifications prove that deploying Malmag is one
thing, but emulating it in courseware is a completely different story. That being said,
we ran four novel experiments: (1) we measured instant messenger and Web server
latency on our pervasive cluster; (2) we ran 30 trials with a simulated E-mail
workload, and compared results to our hardware simulation; (3) we measured Web
server and DHCP latency on our system; and (4) we ran 18 trials with a simulated
DHCP workload, and compared results to our courseware emulation. All of these
experiments completed without WAN congestion or access-link congestion.

It is now for the climactic analysis of the second half of our experiments. Note that
massive multiplayer online role-playing games have smoother response time curves
than do refactored semaphores. Along these same lines, of course, all sensitive data
was anonymized during our software simulation. Continuing with this rationale, note
the heavy tail on the CDF, exhibiting improved median block size.

Shown in [12], experiments (1) and (4) enumerated above call attention to our
solution's expected interrupt rate. Error bars have been elided, since most of our data
points fell outside of 21 standard deviations from observed means. Similarly, operator
error alone cannot account for these results. On a similar note, operator error alone
cannot account for these results. Despite the fact that such a claim might seem
unexpected, it has ample historical precedence.
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Lastly, we discuss experiments (1) and (3) enumerated above. Note the heavy tail
on the CDF, exhibiting muted bandwidth. Next, error bars have been elided, since
most of our data points fell outside of 39 standard deviations from observed means.
Furthermore, of course, all sensitive data was anonymized during our middleware
deployment [14].

5 Related Work

While we know of no other studies on the refinement of consistent hashing, several
efforts have been made to emulate the look aside buffer [6]. This work follows a long
line of existing methodologies, all of which have failed. Martinez et al. [5] developed
a similar framework; contrarily we showed that Malmag is optimal [4]. Thusly,
despite substantial work in this area, our approach is apparently the application of
choice among physicists.

Recent work [8-12] suggests a solution for improving unstable archetypes, but does
not offer an implementation. On the other hand, the complexity of their method grows
quadratically as the analysis of RAID grows. Next, Davis and Nehru suggested a
scheme for controlling model checking, but did not fully realize the implications of
the construction of multicast methodologies at the time [11]. Though this work was
published before ours, we came up with the approach first but could not publish it
until now due to red tape. Mark Gayson et al. [3] developed a similar application;
unfortunately we showed that Malmag follows a Zipf-like distribution. Malmag also
is maximally efficient, but without all the unnecssary complexity. Similarly, some
developed a similar system, on the other hand we disproved that our methodology is
impossible [2]. On a similar note, some [12] developed a similar methodology;
however we demonstrated that Malmag runs in a (n) time [15]. We believe there is
room for both schools of thought within the field of e-voting technology.
Unfortunately, these approaches are entirely orthogonal to our efforts.

The concept of stochastic algorithms has been evaluated before in the literature
[13-16]. Malmag is broadly related to work in the field of theory by Suzuki et al., but
we view it from a new perspective: pervasive configurations. We plan to adopt many
of the ideas from this existing work in future versions of Malmag.

6 Summaries

Our experiences with our framework and collaborative algorithms validate that sensor
networks and web browsers are usually incompatible. We showed that simplicity in
our approach is not a question. To achieve this mission for highly-available
epistemologies, we proposed a linear-time tool for improving checksums. Similarly,
we considered how B-trees can be applied to the study of link-level acknowledge-
ments. We validated that even though forward-error correction and Scheme are often
incompatible, RAID and congestion control are often incompatible. We plan to
explore more problems related to these issues in future work.
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Malmag will surmount many of the issues faced by today's system administrators.
To fix this quagmire for real-time models, we proposed a novel application for the
improvement of the location-identity split. Therefore, our vision for the future of
algorithms certainly includes Malmag.
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Abstract. Fire is one of the most serious catastrophic disasters in the coalmine.
The early fire detection can help to avoid a disastrous fire. The existing
temperature-sensed and smoke-sensed method may respond slowly to early fire,
if it is far away from the sensors, or the setting values of sensor are unsuitable.
Therefore, the detection method based on image and video processing is
adopted to overcome the drawbacks of traditional fire detection method for
coalmine. The paper analyses the status in the fire detection technology, and
designs a structure to detect the early fire in coalmine. Firstly, image which
comprises the potential fire region the potential fire region is detected by using
frame differencing of monitor video, and denoised by median filter. Secondly,
flame region is extracted by color information. Finally, Bayes classifier is
employed to recognize fire combined with the dynamic features. The method
can greatly improve accuracy of early fire prediction in coalmine, comparing
with the traditional detection method.

Keywords: Video processing, Image processing, Fire detection, Coalmine,
Flame recognition.

1 Introduction

Fire is one of the most serious catastrophic disasters in coalmine and it usually
influences the safety production severely. It not only results in huge economy loss, but
also threatens on miner security. If the fire can be warned by alarm early and be
eliminated in time, the harm should be reduced greatly. Therefore, real-time fire
detection is significant, especially in coalmine. There are some fire detection methods,
such as the temperature induction, the smoke induction, the light induction and the
complex pattern. In practice, these traditional methods may make leak forecast or
wrong forecast in abominable condition for environmental disturbance, also cannot
respond to the early fire timely. It is generally known that the environment of coalmine
is very complex; thus, need to find new method to detect the early fire in coalmine.

The flame has abundant vision information, such as geometry parameters,
luminance parameters, and flicker frequency. To overcome the previous problems
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mentioned above, the image-based fire detection technology has been proposed based
on the advantages of the image processing in recent years. Healey [1] use a model
based on color information of fire while Phillips [2] further adds the time-varying
property of the flame color in the detection process thus to reduce affection of
background illumination. In [3], boundaries of flames are represented in wavelet
domain and high frequency character of the fire region’ boundaries is used as the fire
detection feature. Other researchers use multiple features of flame to perform better.
Liu et al. [4] detect the top point across the frame edge by using the FFT algorithm.
Chen et al. [5] develop a set of rules over the RGB color space to detect the fire
pixels. Marbach et al. [6] exploit a YUV-based color model to represent the fire in
video data. Motion detection on the Y channel is used to detect the candidate fire
pixels. The detected pixels are then verified based on their chrominance information
U and V to determine whether the candidate pixels are the fire pixels or not. Horng et
al. [7] develop an HSI-based color model to segment the fire-like regions for brighter
and darker environments. Their fixed threshold method achieves 96.94% detection
rate. It is expected that a large amount illumination variations is quite likely incurred
during the incidence of fire. In [8], an alternative approach in color-based detection is
to analyze the YCbCr color space instead of the RGB space, a fuzzy logic approach,
which uses luminance and chrominance information, is used to replace the existing
heuristic rules used to generate the potential fire region.

Although some problems and drawbacks still exist in the above systems, image-
based technology has many advantages comparing with traditional technologies. It
has a very good detection rate, can provide intuitionistic fire image information, and
can be used in large space and abominable environment, so it is suit to early fire
detection in coalmine. The method proposed in paper adopts [8] to detect the early
fire in monitor videos of coalmine. It has many important military and commercial
applications and has significant advantages over traditional fire detection methods. To
avoid leading to a fire disaster, the fire alarm should be given as soon as detecting a
burning fire early.

The rest of paper is organized as follows. In section 2, characteristics of fire used in
paper are described. The proposed detection method is given in section 3. Finally, the
conclusion is given in section 4.

2 Characteristics of Fire Used in Proposed Method

Unique visual signatures of fire are all essential for recognition. A region that
corresponds to fire can be captured by spectral characteristics of the pixels and the
spatial structure defined by their spectral variation within the region. The shape of a
fire region usually keeps changing and exhibits a stochastic motion, which depends on
surrounding environmental factors, such as the type of burning materials and airflow.
To validate a real burning fire, color and dynamic features are used to distinguish
other fire aliases [9].

2.1 Color

According to most previous fire detection methods and our experiments, we notice
that color characteristics of fire are very distinct. The flames of general fire display
reddish colors; the color of the flame will change with the different temperature. The
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color shows range from red to yellow when the fire temperature is low, and it may
become white when the temperature is higher. It may be the most powerful feature for
detecting fire in video sequences. For a given general fire pixel, it is noticed that the
value of the green channel is greater than the value of blue channel, and the value of
red channel is greater than the green channel.

This color detection metric can be used to generate the potential fire region,
further, which will be analyzed with the other non-color fire features described in
follow.

2.2 Dynamic Features of Flame

Airflow usually makes flame oscillate or move suddenly, it demonstrates the
changeable shapes of fire. This can reflect the corresponding effect especially on a
variable flame area in an image. The size of a fire's area in an image cannot maintain
to be constant for the shape of flames is changeable anytime owing to airflow.
Besides, the flame always has a growth feature. The disorder of fires can be measured
with the pixel quantity of flame difference between two consecutive images. These
fire dynamic features include sudden movements of flames, changeable shapes,
growing rate, and oscillation (or vibrations), etc. Based on the above analysis of fire,
dynamic features will be used to identify a real fire for improving the reliability of
detection. We utilize both the disorder characteristic (randomness of area size) of
flames and the growth of fire pixels (boundary roughness) to check if it is a real fire
[10]. They are given separated by follow formulas:

|‘Aﬁ _Ai—1|
—A >

i

AA, = ey

Where AA, is the normalized area change for the ith frame image, A, corresponds to

the area of the fire blobs representing the potential fire regions. Fire is assumed if
AA > A, , where A, is a decision threshold.

BR=RS/PCHS’ 2)
Where S is the convex hull of a set of pixels, P is the perimeter of Sand F, is the

perimeter of the convex hull of S. Fire is assumed if B, >4, , where 4, is a

decision threshold.

3  The Proposed Method

The framework of proposed method is shown in Fig.1.

3.1 Potential Fire Region Detection

When fire occurs, the pixels of the two continuous images of video may change. After
acquiring video data, we can use the frame differencing method to get the change
region. Firstly, two continuous frame images are compared. If there is no evident
change, then the two images are abandoned, and the system goes on detecting.
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Conversely, if there is some pixels difference between them, then image should be
collected, and the continuous frame image should be compared. If there is some
change each time, then fire may occur, and the early fire detection may start.
Described by formula as below:

0,Af, (x, ) <T

Aﬁ(x,y)=fl-(x’y)‘fp(x’y):{1 A (x, ) >T ”

Where, Af(x,y)is the difference between the two continuous frame images of the
monitor video; f;(x, y) is the current image; f, (x,y) is the previous image, T is the
threshold. When the gray difference between the current image and the previous

image is less than the threshold 7', we believe that there is no fire for the current
image may simply change slightly because of the environmental effect.

i Video Data ;

A
Potential Fire Region Detection by Frame
Differencing

v

Pre-processing by Median Filter

v

Extract Suspected Flame Regions by Color
Information

o y

Is it a real fire? (by checking
dynamic feature)

Yes

< Give a Fire-alarm >

Fig. 1. The proposed early fire-detection algorithm

3.2 Median Filtering

As a typical non-linear filtering method, median filtering algorithm can remove noise
at the same time retain a good image of the details of information. The basic principle
of median filtering algorithm is to use the median value of all the pixel values in the
filtering neighborhood of a certain point in part of an image, which is the value of the
midpoint position item of all the pixel values sorted ascending or descending, to
replace the value of the particular point. Medium value of the sequence of terms is
defined as:



Early Fire Detection in Coalmine Based on Video Processing 243

Assume a group of sequences X;,X,,X;,-:-,X,, after sorted in ascending it
becomes:

X

WS X, Sx,<--<x,((=123,---,n), 4)

Then its median value is:

X, as1)> 1 is odd number
y=Med{x,x,,x,,x,} =11 5)

E(xi(%) + X

i)

),n 1s even number

In this paper, median filter is used to smooth image. Median filtering not only can
eliminate random noise in image mostly, but also can get a good distribution in the
image and fuzzy image edge.

3.3 Suspected Flame Region Extracted by Color Information

We can easily extract the frame region by its color information. Suspected flame
regions are selected from those potential fire regions according to the color
information in the RGB and YCbCr color space. It is found that the power of
R (red) component will increase and the power of Cr component is always greater
than Cb when the flame appears. So, suspected flame region can be determined when
it satisfies the following formulas [11]:

{me > Pb,, & Pf,, > Pb,,, ©

Pf., > Pb,, & R > 100,

Where Pf, and Pb, denote the L band power of foreground (current frame image)

and background (previous frame image) region respectively, and the subscript
R,Cr,and Cb denote the R,Cr,and Cb color channel. To avoid the false flame
detection due to the interference of background illumination or other environmental
disturbance, the time varying property of flame geometry is taken into account. For
the time varying geometry feature, angles of the four major corners (top, bottom,
right, and left) of the flame region are calculated first. Calculating the angle by the
formula:

—(A*+B*-C?)
cos(Angle) = ————— =, 7
(Angle) S4B (7N
After that, the variation of the angle is estimated as follows:
Angle, — Angle,| > Th, ®)

Where the subscript i, and p denote the angle of the current and previous frame image

respectively. If the variation of the angle is less than the threshold Th,, ,, , the flame

ngle®
region is marked as the false result and is eliminated. Similarly, real flame region can
be examined by analyzing the variation of flame center intensity in R channel. If its
variance is less than a given threshold, it is removed from the flame set.
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3.4 Fire Recognition

Bayes classifier is employed to combine the features discussed in the previous
section. In order to classify the class fire from the class non-fire, and needs to estimate
the mean and the variance of each class. Therefore For each frame image f;(x,y),

naive set of potential fire regions is initially created based on the set of rules for color.
For each potential fire region, a vector d of features is obtained as:

d—AA 9
_BR’ ()

The Bayes classifier decision function in the fire class is described by:

In|C| d-m) ¢'d-m)

fid)=InF (b=~ >

(10)

Where In represents the natural logarithm operation, b indicate a flag that represents
one of the two possible classes, pis the Gaussian density of the vector in the fire

class. Correspondingly, for the non-fire class, the decision function is:

|G| (d=m) C;'(d—my)

d)y=InP.(b=0)— , 11
Jo(d) (b =0) 2 > Y
Finally, the decision surface separating the two classes is:
Jio = hi(d) = fo(d) =0. (12)

4 Conclusions

In this paper, an eraly fire detection method based on image and video processing
technology is presented in order to avoid or eliminate the fire disasters in coalmine
timely. Both color and dynamic features are used to extract a real flame that is
adopted for helping to validate the fire. Further, a fire alarm is given immediately
when the fire alarm raising condition is met.
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Abstract. The heat energy recycling technology in mine return air is a technology
which is used to absorb and reuse the heat energy carried by coal mine return air.
In this paper, according to the actual situation of some coal mine's return air well,
the extracting method of heat energy in return air is put forward, the heat recycling
system is designed and the heat energy is recycled through the use of the spray
heat transfer technology. Finally through water source heat pump units, the heat
energy is transformed to satisfy the needs of heating worker's bath water and
winter heating for mine wellhead and workplaces, and thus the recycling of heat
energy in mine return air can be realized.

Keywords: Mine, Return air, Heat energy, Recycling.

1 Introduction

Energy plays a crucial role in the development of our society. With the increasing
demand for energy, the applications of renewable energy get more and more attention.
Coal is the important foundation energy and raw materials in our country, and it has an
important strategic position in the national economy. In the process of underground
coal mining, there are a lot of harmful gases erupting out in coal seams, such as CHy,
CO, H,S, CO,, etc., and with the easily explosive coal dust they threaten the safety of
underground workers. So in order to ensure the safety production of mine, mine must
be ventilated. The fresh air in the ground is sent to the underground through the
ventilator continuously to ensure the good working conditions. But mine is a huge
regenerator and has rich geothermal resources. The air sent to the mine exchanges heat
energy with the mine continuously, and eventually the temperature of the air reaches a
balance with the geotemperature of the mine. Because mine's geotemperature is
invariable basically, the temperature of mine return air remains stable basically
annually. According to the incomplete investigations and statistics, the perennial
temperature of mine return air is 18~28°C or so, and its humidity is more than 90%. It is
a kind of waste heat resources, which are stable and high-class. Under normal
circumstances, mine's ventilation system only considers the safety of mine ventilation,
so the mine return air all is discharged into the atmosphere. Along with it, the heat
energy all is diffused into the atmosphere, causing a waste of energy. In view of this,
this paper proposes a kind of technology about recycling the heat energy in mine return
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air, which uses spray device to do it to replace the traditional coal-fired boiler for
heating. Thereby the energy consumption and pollution of the coal mine enterprises are
reduced, which further realizes energy conservation and emission reduction.

2 Determination of the Recycling Scheme of Heat Energy in
Return Air

The main methods of extracting and converting heat energy from mine return air have
the direct and indirect use of air source heat. The key to use air source heat directly is to
choose air source heat pumps. The method of using air source heat indirectly is to use
liquid mediums (such as water) to absorb the heat energy in gases, and then use the
water source heat pump to extract heat energy from liquid again. The analysis of the
scheme of recycling the heat energy in return air is as follows:

Considering the narrow space of the return air shaft, the big air quantity and a great
deal of coal dust, if we choose the recycling scheme of air source heat pumps, as a result
of using the surface heat exchanger, it is easy to be pasted by coal dust. At the same
time, owing to the heat transfer of big air quantity, if we choose the surface heat
exchanger, it needs a very large installation site and space, the system is complex, and
the return air resistance is bigger, which affects the operation condition of mine main
fan. And also R&D and application of large low-temperature air source heat pumps are
difficult in our country. So the method of choosing air source heat pumps to recycle the
heat energy from mine return air is not feasible.

If we choose the technology of using air source heat indirectly, which recycles heat
energy from return air through the spray heat exchanger, it can control air resistance
under the pressure of 200Pa, the project cycle is short, and the running resistance is
small, which do not affect the normal work of the main fan. So in conclusion, this paper
decides to use the spray heat exchanger to extract heat energy from mine return air.

3 Design of the Recycling System of Heat Energy in Return Air

Combined with the actual situation of some coal mine's return air shaft, the designed
recycling system of heat energy in mine return air in this paper is shown in Fig.1.

The system mainly consists of water pump, wind wells diffusion tower, water spray
device, recycling pool, water purifier and pool. Pool is parted in the middle, and the two
parts are set respectively to low and high temperature areas. Water spray device is
installed in wind wells diffusion tower. Recycling pool is connected to wind wells
diffusion tower, and is connected to water purifier through pipes. Water purifier is
connected to the high temperature area of pool, which is connected to the entrance of
water source heat pump units. Water spray device is connected to water pump through
pipes, which is connected to the low temperature area of pool through pipes. The low
temperature area of pool is connected to the exit of water source heat pump units.
Therefore the system structure is simple, it fully recycles the heat energy carried in
return air, the utilization ratio is high, and it reduces the noise and pollution caused by
return air. Its features are that water spray device has many groups of exhaust pipes and
there are nozzles on exhaust pipes.
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1. Water pump, 2. Wind wells diffusion tower, 3. Water spray device, 4. Recycling pool, 5. Water purifier, 6.
Pool (61: the low temperature area, 62: the high temperature area)

Fig. 1. Recycling system of heat energy in mine return air

Its technological process is shown as follows: the low temperature water in the pool
is pressurized to water spray device through water pump, and then is ejected to become
vaporific through nozzles. After the low temperature water exchanges heat energy with
the high temperature return air in wind wells diffusion tower to become the high
temperature water, it is collected in the recycling pool. In order to prevent the high
temperature water from being blown away and reduce water loss, there is a manger
being installed in the upper portion of spray device. After the high temperature water is
purified by water purifier, it is collected in the high temperature area of pool. After the
water in the high temperature area exchanges heat energy with the outside world
through water source heat pump units, it becomes the low temperature water, and then
is collected into the low temperature area of pool for cyclic use.

4 Calculation about Recycling Quantity of Heat in Return Air

4.1 Recyclable Quantity of Heat

In the view of the actual situation of some coal mine, this mine's winter return air takes
temperature: 22°C, relative humidity: 95%, air volume: 158m’/s as basic parameters.
After the heat energy conversion, these parameters of the return air become that
temperature: 12°C, relative humidity: 100%, air volume: 158m’/s. And then the
available theoretical quantity of heat is:

Q=(, —1i,)pp =(62.32-34.1)x1.2x158 = 5350kw

In the above equation: i; is the enthalpy in return air when its temperature is 22°C and its
relative humidity is 95%, kJ/kg;i, is enthalpy in return air when its temperature is 12°C
and its relative humidity is 100%, klJ/kg; 0 is the average air density of the return air,

kg/m3; L is the volume of return air, m’/s.
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It is observed that the theoretical quantity of heat extracted from the return air is
greater than 3000kw, which is the heat needed by water source heat pump units, so it
can solve the problem effectively that the heat source of water source heat pump units is
insufficient.

4.2 Calculation about Exchanging Heat Energy through Spray Device

(1) Quantity of cyclic water

When the return air are under the conditions that the quality of converted heat is
3000kw, the volume of return air is 15 8m3/s, the temperature of return air is 22°C and
the relative humidity is 95%, considering the actual situation of the mine, the inlet

water temperature is f,; = 5°C, which is the initial temperature of water, and we
assume that the outlet water temperature is f,, =12°C , which is the terminal

temperature of water. So the quantity of needed cyclic water is:

~ Qp,, 3000103
1.163(t ,, —t,,;) 1.163x(12~5)

~3.69x105kg/h

Therefore, when the temperature difference between inlet and outlet water is 7°C, the
basic parameters of the designing spray heat exchanger is that the quantity of cyclic
water is 4x10°kg/h.

(2) Calculation of parameters

From the structure of the chosen single stage spray chamber, it can be known that the
type of centrifugal nozzle is selected as Y-1, dg=4mm, n =13pieces/ (m?2 -row),
and spray chamber is two rows opposing spray patterns. When the mass velocity of the
return air is vp =3.1kg/(m?2 - s), the sectional wind velocity of the spray chamber is

V=£z2.6m/s.
1.2

Coefficient of the spray chamber is:

w W 4%x105
nw=-—

G 3600p6 3600x1.2x158

In the above equation, G is the volume of return air, kg/h.
The heat exchange rate coefficient of the spray chamber is 1, , and according to its
experimental formula, we can list the following equation:

n=1- ttsz :iwz — 0.745(1},0)0.07 luo.265
sl

wl

Taking the known conditions into the above equation:

=1 —% = 0.745%3.17 %0.59"% = 0.70
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It can be gotten that:
tsZ _tw2 = 492 (1)

The thermal equilibrium equation is that i, —i, = e (t wa 1 wl) . In the equation, C is

the specific heat capacity of water and equals to 4.19J/(g-°C) . According to it, it can
be gotten that:

62.32—-34.1=0.59x4.19%(t,, —5) @)
Combining (1) and (2) equations, it can be gotten that:
t,=1642°C, t,=21.34"C

The total number of two rows of nozzles is:

N=2nA=2x13x61=1586 pieces

G
In the equation, A is the cross-sectional area of spray chamber, A =————=61m?2.
3600vp
And then the quantity of spray water through each nozzle is:
W 4x105
=—= = 253kg/h
N 1586

When the quantity of spray water through each nozzle is 253kg/h and the nozzle
diameter is dy= 4mm, by checking the relationship chart about the quantity of spray
water of Y-1 nozzle and the pressure of spray water and the nozzle diameter, it can be
gotten that the water pressure needed before nozzles is 1.3atm, which is the working
pressure.

(3) Calculation about the resistance of spray chamber
The resistance of front and behind mangers is AH d-

v, 3.122
AHd=Z§dTp=2O>< 5 x12=11681Pa

In the above equation: z ; 4 1s the sum of the local resistance coefficients of front and
behind mangers, and it depends on the structure of mangers. Generally we choose
Z é/ 4= 20; v , 1s the face velocity when air is blown to the fault surface of mangers.
Because the frontal area of mangers is that the cross-sectional area of spray chamber
deducts the borders of mangers. Generally we choose Vv, = (1.1~1.3)v m/s, and then

v, =12%x2.6=3.12m/s.

The resistance of nozzles exhaust pipes is AH =

2 2

14 .
AH, =0.1z=p=0.1x2x

x1.2=0.81Pa
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In the above equation, z is the number of exhaust pipes and equals to 2 because of the
two rows opposing spray patterns.

The resistance of water seedlings is AH W

AH  =118buP =118%x0.075%x0.59%1.3 = 6.79Pa

In the above equation: P is the water pressure before nozzles, atm; b is the coefficient
depended on water-jet direction and air moving direction. When it is the downstream
spray pattern of single row, it is thought that b= -0.22. When it is the upstream spray
pattern of single row, it is thought that b= +0.13. When it is the two rows opposing
spray patterns, it is thought that b= +0.075.

The resistances of the spray chamber is AH :

Because the resistances of the spray chamber consists of the resistance of front and
behind mangers, the resistance of nozzles exhaust pipes and the resistance of water
seedlings, therefore from the above calculations we can get that the resistances of the
spray chamber is:

AH =AH,+AH ,+AH  =116.81+0.81+6.79 = 125Pa

4.3 Equipment Selection

According to the above design calculation and combining the specific characteristics of
this project, we choose the Y-1 type of centrifugal nozzles with the number of 2000 and
the YX-2(ABS) type of mangers. All pipelines use spiral steel pipes, and its system of
laying uses direct burial. Heat preservation of pipelines use cyano-polyester-plastics
heat insulation pipes, which is that pipe outside wall is brushed by a layer of rustproof
and antiseptic cyanogen coagulation, the thickness of foaming polyurethane hydration
layer is 50mm, and the strata externum uses FRP cap layer whose thickness is 1.5mm.

5 Applied Conclusion

The waste heat resources contained in mine return air are very considerable. The
technology uses spray heat transfer device to realize recycling heat energy of mine
return air, and solve the problem that the heat source of water source heat pump units is
insufficient. Thus it can replace the traditional coal-fired boiler for mine wellhead and
workplaces heating to reduce environmental pollution and personnel settings, so it
gains good economic and social benefits. At the same time, it can remove coal dust
and dirt in return air to reduce the return air pollution to the environment, so it has very
good environmental protection benefits. This technology is also suitable to popularize
and applied in the non-coal enterprises, and it can provide a very good reference value
for them.
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Abstract. Infrequent itemsets become very important when we study positive
and negative association rules simultaneously because we can mine many
valued negative association rules from them. In our previous work, we have
proposed a 2LMS_inFS_FS model by assigning 2-level different minimum
supports to every item to constrain frequent and infrequent itemsets
respectively. But 2LMS_inFS_FS used basic Apriori algorithm to discover the
defined itemsets, which is not efficient. This paper proposes an efficient model,
2L-XMMS (2-level XMMS) model, which is based on MMS (Multiple
Minimum Supports) model, to improve the efficiency. The comparisons and the
experimental results show that 2L-XMMS model are efficient to discover both
infrequent and frequent itemsets simultaneously.

Keywords: Infrequent itemset, Frequent itemset, Negative association rule,
Multiple minimum supports, Prune.

1 Introduction

Infrequent itemsets (inFIS) has been gradually attracted attention because they have
many potential applications and can be used to mine negative association rules
[1,2,3,4,5,6,7,8,9]. Theoretically, infrequent itemsets are those itemsets whose
supports are less than a minimum support ms, and they are the complement of
frequent itemsets. Because the number of infrequent itemsets is too large to be mined
completely, in real application, some constraints are often given so as to control their
number in a moderate degree. The constraints are different in different papers and the
details see section 2.

In [8], XMMS (eXtended MMS) model was proposed to mine infrequent and
frequent itemsets. XMMS model is got by giving a minimum support to constrain
infrequent itemsets to MMS (multiple minimum supports) model in [10]. MMS model
assigns every item a different minimum support to solve the problem caused by a
single minimum support. The problem is a dilemmatic situation of how to set the single
minimum support ms: if ms is too high, less frequent itemsets would be discovered and
hence some valued association rules would be lost; if ms is too low, more frequent
itemsets would be discovered and hence more rules would be generated, which would
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G. Yang (Ed.): Proceedings of the ICCEAE2012, AISC 181, pp. 255-260]
springerlink.com © Springer-Verlag Berlin Heidelberg 2013



256 X.-Q. Han et al.

increase the difficulties for users to choose right rules. The MMS model, however, did
not concern about infrequent itemsets.

Because of only using a single minimum support to constrain infrequent itemsets in
XMMS model, XMMS model is faced with the same problem to discover infrequent
itemsets as that using a single minimum support to constrain frequent itemsets
mentioned above. In order to solve this problem, ref [9] proposed a model
2LMS_inFS_FS by assigning 2-level minimum supports to every item to constrain
frequent and infrequent itemsets respectively. But 2LMS_inFS_FS uses basic Apriori
algorithm to mine the defined itemset, which is not efficient. This paper proposes an
efficient model based on MMS model, named 2L-XMMS (2-level XMMS) model for
difference. The differences between this paper and [9] are in two aspects: 1) the
algorithm in [9] is based on basic Apriori, while the algorithm proposed in this paper is
based on MMS model, which is more efficient, and 2) we rewrite almost all sections in
this paper. The experimental results show that 2L-XMMS is efficient and effective.

The rest of the paper is organized as follows: Section 2 is related work. Section 3 is
2L-XMMS model. Experimental results are in section 4 and section 5 is conclusions.

2 Related Work

The constraints to infrequent itemsets in [1] used single minimum support ms to
divide frequent itemsets and infrequent itemsets, and the constraints are as follows:
for any itemsets A and B, A,Bcl , AN B=®, s(A)>ms, s(B)>ms, if s(AB)>ms, then AB
is a frequent itemset; if s(AB)<ms, then AB is an infrequent itemset.

In [2], an algorithm for minimal infrequent itemset mining was presented. An
itemset A is called a minimal ms_infrequent if s(A)<ms and the supports of all of A’s
proper subsets are not less than ms.

In [3], an algorithm for mining infrequent itemsets from weighted incremental
updating database was proposed to deal with the incremental updating problem when
anew database is inserted in the original database and the minimum support is not
changed to mine frequent and infrequent itemsets.

Ref. [4] proposed a MLMS (Multiple Level Minimum Supports) model to discover
infrequent and frequent itemsets. MLMS model assigns different minimum supports for
itemsets with different length. Let ms(k) be the minimum support of k-itemsets
(k=1,2,...,n), ms(1)2ms(2)2,..., 2ms(n) =2 ms> 0, the constraints are as follows. For any k-
itemset A, if s(A) >ms(k), then A is a frequent itemset; and if s(A) < ms(k) and s(A) > ms,
then A is an infrequent itemset. Ref. [6] used the pruning strategy in [1] to prune the
uninteresting itemsets in MLMS model. Ref. [5] mined positive and negative association
rules from those infrequent and frequent itemsets discovered by MLMS model.

Ref [7] proposed a 2LS (2-Level Supports) model to discover infrequent itemsets
and frequent itemsets. 2LS model uses two level supports ms_FIS and ms_inFIS
(ms_FIS > ms_inFIS >0) to constrain the frequent itemsets and infrequent itemsets
respectively. For any itemset A, if s(A) >ms_FIS, then A is a frequent itemset; and if
S(A) < ms_FIS and s(A) >ms_inFIS, then A is an infrequent itemset.

Ref [8] proposed a method called XMMS model to mine infrequent and frequent
itemsets, which will discuss in details later. Ref [9] proposed a model 2LMS_inFS_FS
based on basic Apriori. Ref [10] only discussed how to mine frequent itemsets based
on multiple minimum supports.
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3 2L-XMMS Model

3.1 Problem Statements

Let I={i,, i5..., i,} be a set of n distinct literals called items, and 7D a transaction
database of variable-length transactions over I, and the number of transactions in 7D is
denoted as ITDI. Each transaction contains a set of item i, iy...,i,€l and each
transaction is associated with a unique identifier TID. A set of distinct items from 7 is
called an itemset. The number of items in an itemset is the length of the itemset. An
itemset of length k are referred to as k-itemset. Each itemset has an associated statistical
measure called support, denoted by s. For an itemset ACI, s(A)=A.count/ITD|, where
A.count is the number of transactions containing itemsets A in 7D.

Let k-itemset A < I , (A={aja,....a;}) <I. MISg;s(a;) and MISyps(a;) are two
minimum support threshold to constrain frequent and infrequent itemsets of item
i respectively, MISFls(al)SMISFls(Clz) <.. .SMISFls(Clk), MISFls(al)SMISFls(az)
<...=MISps(ar), MISpis(a;) ZMISiys(a;) 20 (1<i<k).

The definition of infrequent and frequent itemsets in XMMS model is described as
follows.

Definition 1. Let ms be a minimum support for infrequent itemsets and
ms<MISgis(ay). If s(A)>MISg;s(a;), then A is a frequent itemset; and if s(A) <
MISgs(ay) and s(A) > ms, then A is an infrequent itemset.

In order to solve the proplem discussed in first settion, we replace the single ms
with MIS;ygs(i). The definition of infrequent and frequent itemsets in 2L-XMMS
model is as follows.

Definition 2. If s(A) >MISg;5(a,), then A is a frequent itemset; and if s(A) < MISgs (ar)
and s(A) >MISyris (a,), then A is an infrequent itemset.

Definition 2 allows users to control the number of frequent and infrequent itemsets
easily by setting MISg;5(a;) and MIS;yg5(a;) at a suitable value.

3.2 Algorithm

Now we discuss the algorithm to discover both infrequent itemsets and frequent based
on definition 2. The following algorithm Apriori 2L-XMMS is designed by
modifying MMS model (the algorithm MSapriori in [10]). The main difference
between them exists in three aspects: 1) sorting I according to MIS;yps(i) (not
MISris(i)); 2) using tempy to store those itemsets that satisfy MIS;ygs(c;) in each loop
and then getting corresponding FIS, and inFISy; 3) in function level2-candidate-gen()
and candidate-gen(), using MIS;yg;s as the threshold. Algorithm Apriori_ 2L-XMMS is
more efficient than algorithm 2LMS_inFS_FS in [9] because algorithm MSapriori in
[10] is more efficient than basic Apriori. We omit the explanations about Apriori_2L-
XMMS here because of the limited space. Reader can refer to ref. [10] for more
detailed explanations.
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Algorithm Apriori_2L-XMMS

Input: 7D: Transaction Database; MISgs(i), MISiygs(i): minimum support
threshold;
Output: FIS: frequent itemsets; inFIS: infrequent itemsets;

1 Miygs = sort(l, MSyrs(i)); /* sort I according to MIS yps(i) */
2 F =init-pass(Mygs, TD); /* make the first pass over TD */
3 temp, = {<f> |f€ F,f.COlll'lt/lTDl > MIS]NF]S(f)};

4  FIS\={<f>1fe F, f.count/ITDI = MISg;5(f) };

5 inFIS|={<f>1fe F, MIS;yps(f) < f.count/ITDI<MISgis(f) };
6 for (k =2; temp;.1# D; k++) do

7 if k = 2 then C, = level2-candidate-gen(F)

8 else C; = candidate-gen(tempy.)

9 end

10 for each transaction r € T do

11 C, = subset(Cy, 1);

12 for each candidate ¢ € C, do c.count++;

13 end

14 temp, = {c € C|c.count/ITD| = MIS;yris(c1)};
15 FIS;={c € Cy|c.count/ITD| = MISg;5(cy) };

16 inFIS, = { c € Cy | MIS;ypis(cq) <c.count/ITDI| < MISg5(cy) },
17 end

18  FIS = UFIS;; inFIS = VinFIS,.
19 return FIS and inFIS;

Function level2-candidate-gen() is as follows:

for each item fin F in the same order do
if f.count > MIS;yr;s(f) then
for each item £ in F that is after f do
if h.count 2MIS;yzs (f) then
insert <f, h> into C,

Function candidate-gen() contains two steps: join

Table 1. Transaction database
step and prune step.

The join step is as follows: 1D ltemsets
T, A,B,C,E
insert into C; T, B.D.E
select p.itemy, p.item,, ..., p.itemy_;, g.itemy_ T, B.C
from temp,., p, temp;| q T, ABDF
where p.item; = g.tem,, ..., p.item, = g.itemy.,, —
. . T; A,CF
patemy < g.1temy.
The prune step is as follows: Ts ACD
for each itemset ¢ € C; do T; A, DE
for each (k-1)-subset s of ¢ do Ty A,B,E
if (c1€ s) or (MISNpis(cy) = MISinpis(cr)) then Ty A,C,D.E

if (s ¢ temp,.,) then delete ¢ from Cy; Tho B.C,D
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4 Experimental Results and Comparisons

The transaction database is shown in Table 1. Let MISgs(A)=0.4, MISr;(B)=0.4,
MISF[S(C)=O.3, MISF[S(D)=O.3, MISFls(F)=O.3, MISFls(E)=0.2 and MISINFIS(A)=O'35
MISinps(B)=0.3, MISinpis(C)=0.2, MISngs(D)=0.2, MISyeis(F)=0.2, MISpps(E)=0.1,
the results generated by algorithm Apriori 2L-XMMS are shown in Table 2, where the
itemsets with gray background are frequent itemsets and the itemsets with non
background are infrequent itemsets.

Now we compare the results of 2L-XMMS model with XMMS model. Given the
same MISp;s(*) and ms=0.1, the results generated by XMMS model are shown in Table
3. Because MIS)yps(F)=0.2, the itemsets whose supports are less than 0.2 are not
infrequent itemsets in Apriori_2L-XMMS. We leave the corresponding position of
these itemsets blank in table 2 to show the differences.

Table 2. fis and infis generated by 2L- Table 3. fis and infis generated by
XMMS model XMMS model
1-itemsets 2-itemsets 1-itemsets 2-itemsets
s(*) s(*) () s(*) s(*) s(*)
A 07 AB 03 BE 0.3 A 07 AB 03 BE 0.3
B 06 AC 04 B 06 AC 04 BF 0.1
C 06 AD 04 CD 0.3 C 06 AD 04 CD 03
D 06 AE 04 CE 0.2 D 06 AE 04 CE 0.2
E 05 AF 0.2 E 05 AF 02 CF 0.1
F 02 BC 03 DE 0.3 F 02 BC 03 DE 0.3
BD 0.3 BD 0.3 DF 0.1
3-itemsets 4-itemsets 3-itemsets 4-itemsets
ADENRDP8 ABCE 01 ABC 0.1 ADE_02 ABCE 0.
ABD 0.1 ADF 0.1 ABDF 0.1
ABE 0.2 ACDE_ 01 ABE 02 BCD 0.1 ACDE 0.1
BCE 0.1 ABF 0.1 BCE 0.1
ACD 0.2 BDE 0.1 ACD 0.2 BDE 0.1
ACE 0.2 ACE 0.2 BDF 0.1
CDE 0.1 ACF 0.1 CDE 0.1

5 Conclusions

Infrequent itemsets are important because there are many negative association rules in
them. Theoretically, infrequent itemsets are the complement of frequent itemsets and
the number of infrequent itemsets is too large to be mined completely. So in real
application, some constraints must be given so as to control the number of infrequent
itemsets in a moderate degree. In this paper, we have proposed an efficient 2L-
XMMS model by assigning 2-level minimum supports to every item to constrain
frequent and infrequent itemsets respectively and designed an efficient algorithm
Apriori_2L-XMMS to discover simultaneously both frequent itemsets and infrequent
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itemsets based on MMS model. The comparisons and the experimental results show
the validity of the algorithm.
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Research and Design on Supervision System of Coal Mine
Safety Based on Fieldbus

Zhu Li-Wang, Xu Jian-Bo, and Zhu Geng-Ming

School of Computer Science and Engineering, Hunan University of Science and Technology

Abstract. This paper researched the coal mine safety surveillance / monitoring
technology systematically, and proposed an overall structure of the distributed
safety supervision system which includes environment monitoring and person /
vehicle location management. Then, it intensively analyzed the technical
requirements of the system hardcore - supervision substation; and designed and
developed the HW&SW of the substation, including circuits and relevant
control programs of CAN bus interface and various function modules. Finally,
this paper set up a simulation system in the laboratory, validated the feasibility
of system framework and functions of the substation equipment.

Keywords: Mine safety, Fieldbus, CAN bus, Supervision substation, RFID.

1 Introduction

To protect the personal safety of the staff is the eternal theme of the coal industry.
Those supervision systems of coal mine safety that have been put into operations
played an important role to ensure the safe production of coal mining enterprises
in china, but there are also some aspects to be improved which summarized as
follows:

(1) The underground supervision substation (SST) is mainly used for methane
monitoring, but a number of important environmental parameters and operation status
of production equipments have not been included in the monitoring range [1].

(2) The backbone network (Host - SST) of some systems is based on RS-485 bus,
so transmission distance and transmission speed are limited. The new industry
standard for mine safety monitoring demands that transmission distance should not be
less than 10km between the SST and transmission interface of the host computer
without repeaters, therefore the traditional RS-485 technology have been unable to
meet the relevant requirements [2].

(3) Most of the SSTs only monitor the environmental parameters and operating
conditions, but person / vehicle locating and management system which could put
forward instructions about the best routes for rescue and evacuation of persons after
the incident needs to be re-built. Moreover, because of lacking information exchange,
the effective coordination can not be ensured.

G. Yang (Ed.): Proceedings of the ICCEAE2012, AISC 181, pp. 261-67]
springerlink.com © Springer-Verlag Berlin Heidelberg 2013
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2 The General Framework of the Supervision System

2.1 Fieldbus Overview

For the entire supervision system of coal mine safety, data communication is the
key to intelligentization , automation and networking, also an important tache for
resources safety exploitation and informationization of mine safety management.

Accordance with the definition given by the IEC61158 Standard, fieldbus refers
data bus installed among the field devices, as well as between field devices and
automatic control devices in manufacturing or process area by means of digital, two-
way, serial, and multi-point communications. Fieldbus has the following main
technical characteristics:

(1) Openness system([3];

(2) Favorable mutual maneuverability and interoperability;
(3) A high degree of dispersion system architecture;

(4) Strong adaptability in field environment ;

(5) High ratio of performance to price [4].

At present, the more influential fieldbuses are FF, Profibus, HART, CAN, LonWorks
and so on. Tab.1 shows the main technical characteristics of them.

Table 1. The main technical characteristics of several field buses

Features FF Profibus HART CAN LonWorks
Typical .
scope of Instrument PLC Intelhgent Automobile  Automation
L transmitter
application
OSI
. 1424348 1+2+7 14+2+7 14+2+7 1-7
hierarchy
TWISt.ed Twisted Twisted . .
. pair wire, L . Twisted pair
Communica- pair wire, Power pair wire, .
; . Cable, . . . . wire, Power
tion medium . Optical signal line Optical .
Optical a line, etc.
fiber fiber
fiber
Token Token Token
Medium Ring, Ring, . Bit-
access mode Master- Master- hljmi’ arbitration P-P CSMA
Slave Slave quiry
Error CRC CRC CRC CRC CRC
correction
Baud rate 2.5Mbps 1.2Mbps 1.2 Mbps 1 Mbps 1.25 Mbps
Maximum 32 128 15 110 248
nodes
Priority Embodied Embodied Embodied Embodied Embodied
Secrecy - - - - Identification
Intrinsically Yes Yes Yes Yes Yes
safety
Transmitting 95, 1200m 14247 10000m 2700m

range
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2.2 The General Framework of the Supervision System

According to AQ6201-2006 (General-technical requirements of coal mine safety)
issued by the State Administration of Work Safety and the relevant technical
standards, in order to better solve the existing problems of previous supervision
systems and provide a comprehensive monitoring platform that includes environment
monitoring and person/vehicle location management, this article established an
overall framework of supervision system for coal mine safety by integrating
computer, digital communication and electronics technology, adopting three-layer
distributed network architecture[5,6], as shown in Fig. 1.

CAN hus

Power breakerl—lSupervision substationl— EEE |F‘ower breakerl—lSupenrision substation I_

R3-455

RE-485

Crstribution hox Crstribution hosx

Inteligent card) Reader Intelligent card)

[ [
p— > ro— > >
CRAD ey CRoD tag

[Notes] LAMN: Local area network; CM : Coal machinery; EQ: Eguipment; RFID: Radio frequency identification

rEw = = n| Reader

Fig. 1. The overall structure of the supervision system

The system consists of the ground supervision host (SHT), substation (SST),
intelligent card, transducer, RFID tag &reader, and etc. SHT communicates with SST's
by field bus. Because CAN bus can reach 10km transmission distance and 1Mbps baud
rate, therefore it is very suitable for communication between SHT and SST, so as to
constitute the backbone network of the distributed control system. Most of the existing
intelligent transducer products are equipped with RS-485 bus interface but CAN bus
interface. RS-485 can reach 1200m transmission distance without repeaters, so it can
covers a laneway or a mining face / heading face. Considering the technical feasibility
and economic suitability, communication between substation and intelligent transducer
may apply RS-485 bus. Types of transducer include methane concentration, CO
concentration, water pressure, water level, and the tunnel wall surface displacement
and stress, temperature, humidity, wind speed, air pressure, etc [7].

3 Hardware Design of the Supervision Substation

3.1 Structure of the Supervision Substation

The supervision substation is the hardcore of the supervision system[7]. According to
the system framework and functional requirements of the substation, it can be divided
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into the main control module, I/ O module, human-computer dialogue and some other
function parts, as shown in Fig.2.

3.2 CAN Bus Communication Interface

Supervision host communicates with substations by CAN bus interface. Adopting
microprocessor AT89S55, CAN controller SJTA1000, CAN transceiver PCA82C250,
optocoupler 6N137, the CAN bus interface circuit structure can be shown in Fig.3.
AT89S55 controls STA1000 for initial setup and message transmitting and receiving,
PCA82C250 is used to establish the physical layer of CAN protocol in order to
achieve conversion between electrical levels and data.

1 H i
CAN buslyyJontical | SRAM |
<$: - I I S '
™Interface iz olation
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i D :

Power

supply
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[Notes] RTC:Realtime clock; WD:Watchdog; Freg.: Frequency, SWW: Switch
Fig. 2. The configuration of the supervision substation
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89555 L —— STA1000 6N137 82¢250

Fig. 3. CAN bus interface circuit structure

4 Software Design of the Supervision Substation

4.1 CAN Interface Communication Program

(1) Transmitting of message packets

MCU(ATS89S55) first checks whether messages in the transmit buffer has been
transmitted, if so, information collected by substation will be written to the transmit
buffer of SJA1000, if success then set command register of SJA1000 and send
messages, as shown in Fig.4.
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ransmit buffer
vacancy?

|Writing message tothe huﬁer|

Yes

| Launching sending command|

| Set up success flag | |Set up failure flag
T

End

Fig. 4. Message-transmitting program flow chart

(2) Receiving of message packets

SJA1000 will move messages into the receive FIFO buffer via the acceptance
filter, then generate a receive interrupt and set up a status flag for the receiver buffer.
MCU processes interrupt, then read messages form the receive buffer of SJTA1000,
finally set the release flag in the command register of STA1000 to release the buffer.
The interrupt handler process is as shown in Fig.5.

Receive buffer
vacancy?

| Reading message from the huffer|

| Releasing the receive buffer |

|Hand|ing message from the huffer|
&

End

Fig. 5. CAN-Protocol message receiving process flow chart

4.2 The Main Program of the Supervision Substation

Tasks of the main program are as follows: system initialization, measurement data
collection, person/vehicle location information uploading, implementing commands,
and etc. Program functions to be performed include:
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(1) Sending commands to intelligent card (or intelligent transducer);
(2) Collecting data form intelligent card (or intelligent transducer);
(3) Uploading data to the supervision host;

(4) Implementing commands sent by the supervision host.

4.3 Person/ Vehicle Locating Function

Person / vehicle locating function is implemented by the radio frequency
identification (RFID) tag & reader. RFID card reader fulfills the identification of
person / vehicle and transfer the relevant messages to the supervision substation by
RS-485 interface, then the substation upload the information to the supervision host
through the CAN bus, finally personnel / vehicle location management function
completed by the host software.

S  System Operation and Testing

After ten months of work, development for circuit board of the supervision substation
was finished. In order to verify the feasibility of system framework and the main
functions of the substation equipment, we set up a simulating mine safety supervision
system in the laboratory, as shown in Fig.6, following equipments and parts are used:
PC (as supervision host), USBCAN-II interface card (as USB-CAN converter),
supervision substation, intelligent methane transducer, mine-specific RFID tag &
reader, and so on.

| RS - 4095]
I I I I ]
= RFID Read Supervision Intelligent
> (> eaner Substation Methane Transduce
( RFID tag )
Superdsion | USE interface | USB-CAN
Host Corverter CAN Bus 0
= RFID Read Supervision Intelligent
(—=> (<> eaner Substation Methane Transduce
C RFID tag)
| I | | |
I RS- 485 ]

Fig. 6. Construction of the laboratory verification system

After testing and validation, the following functions have been implemented
according to the relevant technical requirements.

(1) CAN bus communication between supervision host and substation;

(2) Data transmitting and receiving between supervision substation and intelligent
methane transducer, Data transmitting and receiving between supervision substation
and RFID reader;

(3) Necessary monitoring functions for coal machinery and equipments.
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6

Summaries

This paper proposed a kind of the overall framework of coal mine safety supervision
system by adopting reasonable structure and practical technology, then finished
HW&SW design and development of the supervision substation. Finally, the
feasibility of the system structure and functions of the substation equipment were
validated. The developed substation equipment characterizes in fully functioning,
reliable performance, convenient operation, and etc, so it can be suitable for mine
safety supervision in coal industry.
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Abstract. The advanced method of design and the increasing time-to-market
of new products have place emphasis on the collaborative design to react to
the global market. A product lifecycle management (PLM) methodology is
proposed in the paper for the requirement. The methodology is to establish a
structure for collaborative design of the project, design, process, proceed and
product. Project represents the parts that relates to the equipment of product.
Product is the key part of system, which all the other parts work for it. Firstly,
the conceptions of collaborative design and the PLM are introduced. Secondly,
the knowledge management and integration for system is applied for it. The
methodology of collaborative design for PLM is introduced in detail. At last, an
example of agricultural machinery is applied

Keywords: Collaborative design, PLM, agricultural machinery, knowledge
management.

1 Introduction

With the development of the global market, enterprise meets the challenge of
competition around world. The traditional mechanical manufacture style can not suit
for global market, which needs a new method to meet the requirement. How to
enhance the ability of enterprise’s competition is a more important problem for
enterprise. Computer support cooperative design (CSCD) is to apply computer
technology to assist designer working in the engineering design field, which supports
designer of different places work at the same time to complete the same task. King [1]
considers that the fundamental issue of CSCD focuses on the computerization to
establish a concept-sharing and seamless coordination among engineering design
participants for concept formation. Collaborative design is a new method to meet the
needs, which is a main method for networked manufacture. Product lifecycle
management (PLM) links the different steps of the product design, which is computer
aided engineering (CAD), computer aided engineering (CAE), and computer aided
manufacture (CAM), product data management (PDM), and enterprise resources
planning (ERP). Knowledge management (KM) system is present for collaborative
design to heighten the speed of design.

Collaborative design works for PLM which integrate the enterprise and the
associated knowledge efficiently. Design process is a knowledge-intensive and

G. Yang (Ed.): Proceedings of the ICCEAE2012, AISC 181, pp. 269-278]
springerlink.com © Springer-Verlag Berlin Heidelberg 2013



270 J. Hou and D. Yang

collaborative task, which is the knowledge management process of the intensive
process. The knowledge-intensive support is critical in the design process and is a
key solution for future advantages in product development. Designers can share
knowledge among the designers, manufacture process designers, quality management
people and the assembly designer to achieve the best goal.

The product lifecycle is a methodology for product development. It is the goal that
networks of participants exchanging services forms a concurrent model for integrated
design. Contemporary design problems embody significant levels of complexity,
which make it unlikely that a single designer can work alone on a design problem.
The continuing growth of knowledge and supporting information and the ever-
increasing complexity of design problems have led to the increasing specialization.
There are many researchers on the PLM about the collaborative design.

2 Literature Review

Knowledge management is an advanced concept for collaborative design. A
successful knowledge management system[2] enhances the way people work together,
enables knowledge workers and partners to share information easily, so they can build
on each other’s ideas and work more effectively. The goal of knowledge management
is to gather company proprietary knowledge in order to come up with the best
decision-making, or to quickly seize the initiative with innovative ideas.

McGregor and Schiefer [3] introduced an approach to reclaiming and improving
knowledge for an organization by establishing a framework that enables the definition
of web services from a performance measurement perspective, together with
the logging and analysis of web services. Kuo and Soflarsky [4] dealt with the
development of an automated procedure for selecting motor carriers to minimize the
transportation cost prepaid by a shipper. The aim of this paper is to present a
methodology to design and integrate ‘Collaborative Engineering Environments’
supported by tools that enable cooperative work and intellectual capital sharing[5]. The
project presented in this paper concerns the implementation in the Dutch construction
industry of a methodology for sharing product information through a distributed object
model [6].Hilary Cheng [7] presents an ontology-based approach for business
intelligence (BI) applications, specifically in statistical analysis and data mining. The
resulting knowledge from each experiment defined as a knowledge set consisting of
strings of data, model, parameters, and reports are stored, shared, disseminated, and
thus helpful to support decision making. Aeronautic industry and various auto
manufactures have experienced substantial improvements and reduce design rework,
reporting cost savings and reduction in development time as a result of the use of
virtual environment technologies and digital models [8].Knowledge management
(KM) [9] is a scientific discipline that stems from management theory and concentrates
on the systematic creation, leverage, sharing and reuse of knowledge resources in a
company. Knowledge can be generated by capturing existing (shared) knowledge
through filtering, storing, retrieving and disseminating explicit knowledge and by
creating and testing new knowledge [10].
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3 Basic Concepts

3.1 Collaborative Design

Collaborative design is a complex process for modern design of enterprise, which
assist designer to complete a task in a cooperative style. Collaboration is viewed as
the next big wave faster e-Commerce, digital commerce and several other variants
that emerged in the last few years [12-13]. There are seven steps to manage the
collaborative design.

Collaborative design is defined as the following: Collaborative design is a process
that the designers take part in the same task, which they are in different team.
Designers complete the task in a contracting and parallel style, which they are in
charge of their jobs. Finally, the task is complete in according to the requirement.

The collaborative design for the machine is a complex process. The characteristics
of collaborative are the following:

1) The design is the cooperative. The design for mechanical production needs
designers to work at the same time. Many designers take part in the same design.
They are CAD designers, CAE analysing people, technological design people, and
sale service people. The correlation of machine and the multi-subject make the
process of design is collaborative. The information communication and feedback can
be realized to achieve the final object.

2) The sharing and interaction of design information is realized. The serial and
parallel relations all need the exchanging data and the sharing data. The amount of
data is large. The accurate information is required in the collaborative design. So the
data should be exchanged in a right way.

3) The complexity of design process is its characteristic. It is a complex process to
develop a machine. The process can be divided into a few sub-processes. The parallel
and serial relations are all exist. The layers and complexity of the activities make the
design more complex.

Fig.1 shows the process of collaborative design.

‘ collaborative design sysytem ‘
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Fig. 1. Process of collaborative design
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3.2 PLM Concepts

How to increase the ability of the collaborative design is a point problem. The
collaborative design can support the product lifecycle management (PLM) to increase
the efficiency of product development. PLM refers to the management of the product
lifecycle from birth to obsolescence of a product [4]. During this lifecycle
management process, the entities involved can be managed internal and external with
internal and external collaboration facilitating the overall process. PLM is concerned
with the product design, evaluation, market assessment, product strategy, manufacture
process, product processing and the final lunch to mass production or customization
depending on the industry. PLM is also related to CAD, CAM, CAPP, CAE, PDM
and ERP.

(1) CAD is the main point for collaborative design, which includes the basic design
tools (UG, CATIA, AutoCAD and Pro/E).

(2) CAM is the computer aided manufacture, which is the main object of PLM.

(3) CAPP is the computer aided process planning, which manage the manufacture
process of product

(4) CAE is the computer aided analysis, which is to analysis the character of parts
for machine.

(5) PDM is the product data management, which manage the data of design and
manufacture process.

(6) ERP is the enterprise resource planning, which can manage the data of the
enterprise of the whole data.

PLM is a concept that aims to integrate the various processes and phases involved
during a product lifecycle, the basic process of design for PLM is the following:
there is no single tool or package that can be termed as a PLM package.
Organizations adopting PLM need to follow that is process driven. With such a
framework, organizations that are embracing PLM will be able to successfully
collaborate since the partnering enterprises will work as a seamless extended
enterprise. All following a single unified process and not disjointed and fragmented
processes are only integrated through data bridges. PLM is a concept that based on
horizontal business processes as compared to vertical business units in organization.
These business units are linked based on product life stages and processes. Teams
and unit formation needs to be studied with an aim to provide an effective structure
that can utilize the benefits of PLM and technology. PLM is a whole conception of
the knowledge management system. All the distributed system is related to the PLM.
In order to create a scalable PLM or collaborative strategy, studies on organization
structure for PLM are operated.

3.3 Knowledge Management

Knowledge-based techniques can be applied effectively to achieve goals by
leveraging multiple facets on a concurrent basis. These facets are the following [14].
Fig.3 is the knowledge technique for management.
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Fig. 3. Knowledge management structure

Knowledge acquisition, which characterizes the process of capturing information
from various modalities, including people’s minds and hand written documents into
computer accessible media. Multi-agent system is applied in the collaborative design.
Knowledge management, which deals with mitigating issues related to heterogeneities
in underlying contexts of information coming from disparate sources such as multiple
stakeholders, multiple projects and multiple stages of the process. Knowledge
discovery, which involves using emerging techniques to analyze huge amounts of
information and to automatically capture underlying knowledge that can provide better
insights into the relevant information. Knowledge dissemination, which provides the
automated extraction of the most relevant pieces of information from a huge computer
based information infrastructure, with such extraction being tailored to the needs of
different constituencies of users in each of the relevant set of organizations.

The integration of requirement and the reuse is the important part of the system.
Fig.4 shows a diagram of the framework components. The arrows indicate general
process flow: relationships can be created between all of the constituent elements. The
remainder of this section discusses the constituent elements of the framework. The
process for applying the framework begins with requirements capture. In the second
stage, the requirements are analysed and selected and used to create a technical
specification and product function structure. This specification is applied to a
parameterised product specification and a product structure. The process-based
knowledge reuse method is applied to the process and data transactions throughout the
application of the framework.
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4 Knowledge Integration

4.1 Methodology for Collaborative Design

The integration of PLM is to make projects, products, processes, proceeds and
products into the same system, which assist designers and manager to enhance
efficiency. The methodology is oriented to product, which is the critical part of PLM.
The methodology is also to construct an approach to define the integration of system.
The following is the definition of the projects, products, processes, proceeds and
products. Project module represents all the entities relating to the organization, the
resources (human and equipment). Project module is defined in the application
environment.

Product represents all information which characterizes product contents in a
systematic way. A product has different representations according to the predefined
abstraction levels. For example, a connecting rode is a product in a physical way in a
high abstraction level but it has a cylinder as the topological and geometrical
representation in a low abstraction level.

Proceed represents abstracted definitions related to a sequence of physical steps
which lead to the modifications of the product. For example, a manufacturing proceed
can be represented in the Trade Environment by a set of manufacturing rules which
can be refined into features in the Common Environment.

Fig.5 is the architecture of system. Process represents a succession of tasks whose
implementation contributes to the modification of the product. Process representations
are different according to the corresponding environments. In the application
environment, a process is a workflow which defines the collaborative process between
all the partners while a process in the Trade Environment is a set of logic rules for
the trade.
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4.2 Methods of Knowledge Management in Collaborative Design

Fig.6 is a case diagram for collaborative design. The designer, designer manager and
the computer leader are the main role of the system. They complete the design task
and operate the database on different layer. The diagram expresses the relations of the

roles for PLM.

designer
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search in database
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decompose the project

read database

write database

computer leader

Fig. 6. Case diagram of collaborative design

There are seven steps for knowledge management in collaborative design. The
following is the detail steps.

(1) The step takes records of all the equipment of the partners: CAD software and
CAE software. The step can exchange the data and the communication among the
partners.
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(2) The step records the resources who are implicated in the development of the
product. Different workspace is defined too. A workspace is a localisation on a portal
where the actors exchange document between them. The designer can be used if the
actor is allocated.

(3) The step records constraints, trade rules and scenarios. Each partner records
their information in a private way. In this step, a vocabulary of each domain —
ontology — is also defined if it is not already done or not complete if it already exists.

(4) In the step, system can record the information. These pages are launched when
the partners want to resolve problems.

(5) The step records the global workflows. This step allows to record proceeds of
co-design. At each stage, the beginning and end dates, resources allocated, as well as
the responsible person who is supposed to validate the stage. The workflow is a suite
of tasks, which calling to scenarios. The results in proceeds achieve modifications of
the product.

(6) Collaborative step: the step is the last step, the designer go the work.

4.3 Example of Knowledge Management

(1) A shaft of agricultural machinery is designed with the methodology. As shown in
the before, the methodology is present, the shaft is an important part of the machinery.
The software is the Pro/E and UG. The partners work with the same task in the same
time. The designer exchanges the data and communicates with others. The designer in
different group takes the information and acknowledges the software of the partners.
The designer collects the general information on human resources and material.

(2) In the beginning of the step, partners define their ontology in the trade
environment. For example, one designer defines all his trade vocabulary in order to
manipulate their parameters-clearance,gear parameter, etc. Then the designers apply
their own information to during the production development. The main parameter and
the relation information are all used for development. When one designer completes
the task, the other designer receives the information. All the designers complete the
work. Designers define the parameters in the form of agricultural machinery.

Fig. 7. Design for shaft of agricultural machinery

(3) The collaborative designers are launched when a problem occurs during the
development of the product and requires the participation of other partners to resolve
it. The collaborative design environment is established for the designers. When the
task is modified, the other designer can see the modification. Then they complete the
design task at the same time.
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(4) An appointment is automatically inserted in sharing schedule in order to resolve
the problem by videoconferencing if it is possible with the model available on the
portal to annotate it. Collaborative information has been defined to optimise the
product.

(5) All partners meet together in order to define the global workflow of the project.
This workflow is then stored and shared on the portal. Each partner defines the task to
bring its know-how in the early stage of the development. The actions that need a
validation between different actors are defined as a collaborative task. At any moment
of the development some tasks can be added to the workflow. Once these different
steps are totally defined, the project starts.

(6) The prime manufacturer begins the design of the shaft. To assure a correct
design of the part, the designer executes a design scenario by setting up graph
numerical parameters and his constraints rules. Once the design task of the workflow is
finished, the prime manufacturer, the analysis engineering and the subcontractor start a
collaborative session like video-conferencing in order to set up the simplification
parameters.

5 Conclusions

With the development of the increasing global market, collaborative design has been
an important design style for manufacture. A PLM methodology of collaborative
design for agricultural machinery is present in the paper. There are six steps for the
PLM of collaborative design. The Case diagram is applied for the system. Knowledge
management system is applied for the integration of PLM. The methodology for
collaborative design is applied. At last, an example of agricultural machinery is
showed to explain the methodology, which can assist to realize the collaborative
design for PLM.
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Abstract. In this paper, we propose a new adaptive denoising method based on
nonsubsampled Contourlet transform(NSCT). Traditional Wavelet provides
only three directional components so that its geometrical property is not well,
and Contourlet transform lacks translation invariance, therefore NSCT is
developed. The proposed algorithm can adapt different thresholds on different
scales and different directions. Further more, we use different thresholds in a
directional subband according to local energy of NSCT coefficients to
overcome the disadvantages of the unified threshold de-noising method and
other fixed thresholds, which cause the image fuzzy distortion because of
“over-killed”. The experimental results prove that the algorithm outperforms
existing schemes in both peak-signal-to-noise-ratio (PSNR) and visual quality.

Keywords: Nonsubsampled Contourlet transform, Adaptive threshold, Image
de-noising, Translation invariance, Local energy.

1 Introduction

Images are inevitable to be corrupted by additive noise during acquisition and
transmission.In order to get anticipant result, the image usually should be
preprocessed before depth processed. That is to say, the additive noise should be
removed while the important signal features being retained as much as possible.There
are mainly two general classes of image de-noising methods, one is the space
domain image de-noising ,and the other is the frequency domain image de-noising. As
one of frequency domain de-noising methods, Wavelet Transform was once the main
algorithm because of the characteristic of multiresolution, low entropy, multidirection,
and the better approaching ability of singularity than Fourier transform[1].

Traditional Wavelet transform used in image processing is generated by tensor
product of two independent one-dimensional Wavelet functions, then it can only
provide three directions: horizontal, vertical and oblique. Wavelet transform can not
capture linear singularities well for its limited directions. For this reason E.J.Cades[2]
prososed Redgelet transform and some scholars pioneered Curvelet transform. In
2002, a mutiscale, local, mutidirectional image representation method named
Contourlet transform was put forward by M.N.Do and Martin Vetterli[3]. Contourlet
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transform is a real 2-D image representation, which is constructed by Laplacian
pyramid(LP) and directional filter banks(DFB), the former captures discontinous
pointers, and the latter links them into linear strutures[4]. Image de-noising with the
method of Contourlet transform introduces Gibbs-like phenomena around sigularities
because of the lack of shift invariance. Due to the above reasons, Cunha, Zhou and Do
proposed a more flexible and translation invariant method named nonsubsampled
Contourlet transform(NSCT)[5], which is used in this paper.

Such frequency domain image de-noising metholds mainly have three developed
aspects: 1) development of transform tools.2) more optimized choice of thresholds 3)
improvement of the threshold function. The author introduces an adaptive threshold
method, and divides the directional subband coefficients into three types according to
the local energy: noise coefficients, image coefficients and neutral cofficients. Then
they will be dealt with differently.

2 Nonsubsampled Contourlet Transform

NSCT is on the basis of Contourlet transform and it is divided into two shift invariant
parts: nonsubsampled pyramid(NSP) and nonsubsampled directional filter bank
(NSDFB). The former ensures the mutiscale property and the latter directionality.
However, NSCT eliminate downsampling operation and upsamping operation during
the decomposition and reconstruction of the image. Figure 1 shows the non
subsampled filter bank(NSFB including NSP and NSDFB) structure and idealized
frequency partitioning obtained with them.

NSP is constructed by interating two-channel nonsumsampled filter bank to
achieve the multiscale decomposition. In each interation, we will get a bandpass
subband and a lowpass subband which is the input of the next level.

NSDEFB is also a two-channel nonsubsampled filter bank. All filter banks in the
nonsubsampled directional filter bank tree structure are obtained from a single NSFB
with fan filters[5]. An L-level tree structure decomposition leads to 2" subbands
with wedge-shaped frequency partition[6]. Fig.2 shows the process of NSCT:
nonsubsampled pyramid decomposition (left) and nonsubsampled directional
decomposition(right).

Lowpass subband

Bandpass

directional

subbands
Bandpass

-7
directional ( )

(b) Idealized frequency
partitioning obtained
with NSFB

(a)NSFB structure subbands

o

Fig. 1. NSCT structure Fig. 2. Process of NSCT

3 Image Denoising Based on NSCT

3.1 Image Denoising Theory

Suppose that the size of the original image is M x N ,then the image with noise to be
disposed can be expressed as:
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{8, )= f. )+, jri=12-M,j=12-N)

Where, {f(,))] is the original image signal and {n(, j)} is the noise signal. There are
additive noise and multiplicative noise, and we choose the most common white
Gaussian noise as the noise model in this paper. NSCT is linear transformation, so the
coefficients aftter NSCT are divided into two independent parts: coefficients of
original image and coefficients of noise. What’s more, NSCT coefficients of original
image is large and concentrated while NSCT coefficients of noise is small and
dispersive. Therefore, a proper threshold methold can be set to deal with them. The
image signal can be recovered after reconstuction with the new NSCT coefficients.

3.2 Adapitive Threshold

According to the analysis of image de-noising theory, we know that how to select the
best threshold is the key. Denoho and some others give an universal threshold named

VisuShrink[7] :
T =02IgN 1)

Where, o is noise standard deviation, N is the length of signal length, which is
number of pixels in a image. Later, BayesShrink threshold, SureShrink threshold and
many other methods are proposed.

Coefficients decrease along the decomposition levels after 2-D discrete Wavelet
transform, and VisuShrink threshold becomes the following equation:

T =0j\2lgn 2)

Where, ojand njare the noise standard deviation and coefficients amount in the
j" level. The algorithm in this paper is an improved scheme from VisuShrink
threshold. Considering that NSCT coefficients attenuate exponentially along the
levels[8] and the primary function has its characteristic, We apply the method in

NSCT domain. A new formula is given:

T, =0swur21gN /4 %207 3

Where, srepresents the s” layer, d represents the 4" direction, o,, represents
noise standard deviation of the 4" directional subband in the s" layer. o, can be

estimated by the robust extimator

th

s = Median(| Csa l) “4)

Where, C.«  denotes high-frenquency coefficients of the 4" directional subband in
the s™ layer.

Equation (3) cosidered the levels and the directions, but it didn’t considered the
relativity inside the subband. Like traditional Wavelet, NSCT coefficients and energy
concentrated. That is to say, probability of large coefficients emerge in the
neighhood of large coefficient is bigger[9]. NSCT coefficients of original image is
large and concentrated while NSCT coefficients of noise is small and dispersive. For
these reasons, we amend Equation (3). Threshold at (i,j) in the 4" directional
subband of the s” layer is:

T, j)=kT, (@)
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k changes with the local energy. Coefficients can be divided in to three types
according to the relations between local energy and T : noise coefficients, image

sd *

coefficients, neutral coefficients. The first boundary is the coefficient whose average

local energy equals T, and the second boundary is the coefficient whose total local
energy equals 7. Local energy with (i, ) as the center is calculated by

1
E(i,j)=——)> Y . 6)
J WXW,;B @i.J) (
Where, wxw is the window size with (i, j) as its center, Y. is the coefficient at
(i.j)of d" direcitonal subband in the s"layer. Y, iskeptif E(,j)>T;, while it
is set to 0 when w’E(, j)<T. . Otherwise, it is shrinked. Then we get a formula as
follows:

N i
1 EG. ) <%
T2 T2
k= 1—(E<i,j>—v;>/’ai W%sE<i,j><T$ @)
0 E@i, )=T2

Window size is usually 3x3, from Equation (7) and (5), we know that threshold can
be adjusted adaptively.

We introduce a new adaptive threshold method, and the concrete steps are shown
below:

1. Perform multiscale and multidirectional decomposition of the image corrupted
by additive white Gaussian noise with NSCT, and determine the number of levels and
directions in each level.

2. Estimate the noise standard deviation o.w , and calculate T, .

3. Compute average local energy with Equation (6) at the position (i,j)in each
subband, and get k using Equation (7) and T, .

4. Calculate adaptive threshold T, (i, j) through Equation (5).

5. Use hard threshold function to deal with the NSCT coefficients of the image
with noise.

6. Reconstruct the denoised image with new coefficients.

4 Experimental Results

In this section, we dispose images with different noise levels. The experiment can
prove the superiority of the threshold method and the algorithm in this paper by
comparing the results with other schemes such as Wavelet, Contourlet, and other
threshold methods. We evaluate the denoising results subjectively and objectively.
Subjective way means visual quality. And the objective evaluation criteria mainly has
three method: peak-signal-to-noise-ratio (PSNR), mean square error (MSE) and
signal-noise-ratio (SNR). In this paper, we choose PSNR. Suppose image is M xN ,
then
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255 255
PSNR =10log,, WSE =10log,,

LYY

Jj=1

MxN4S

where, { fa, j)} is the de-noised image.

¢)VisuShrink method
based on Wavelet

d) VisuShrink method e) threshold in this paper ) VisualShrink method
based on Contourlet based on Contourlet based on NSCT

g) 30" based on NSCT h) threshold in this paper
based on NSCT

Fig. 3. Results of different algorithms
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Table 1. PSNR of different denoised images with different algorithm

Nois Wavelet contourlet NSCT
image o ima z Vis ghrink Visu-  Threshold  Visu- 3o Threshold
£ g b Shrink in this Shrink in this

(dB) (dB) (dB)  paper (dB) (dB) (dB) paper (dB)
15 2433 25.80 26.24 27.51 26.24  28.06 29.57
20  21.86 24.57 25.65 26.37 25.12  26.81 27.76
25  20.00 23.79 24.94 25.30 24.08 25.86 26.44

barbara 35 g 23.19 2434 2435 2340 25.09 2536
35 17.24 2273 2376 2348 2293 2444 2452

40 16.17 2231 2340 2265 2260 2389  23.93

15 2417 30.39 2869 3023 2953  31.06  32.50

20 2177 29.12 28.18  28.75 2828 2975  31.07

ona. 25 1990 27.99 2743 2745 2747 2880 2991

30 1835 27.00 26.83 26.20 2684 2795 28.73
35 17.08 26.17 26.33 25.18 2634  27.35 27.96
40  16.01 25.42 25.86 24.12 2591  26.68 27.03

Fig3 shows the denoised images with different algorithms and the noise standard
deviation is o=25. Fig 3 and Table 1 shows that the proposed algorithm achieves
better performance. It can get both higher PSNR and Better visual quality. We can see
block effects of Wavelet transform in Fig.3(a). Our threshold method based on
Contourlet transform and 30" threshold based on NSCT can also get good texture
through Fig.3(e) and Fig.3(g). However, Contourlet transform has Gibbs-like
phenomenon and we can see obvious oscillation points, while 30{5] method makes
denoised image fuzzy distortion and worsen the weak edge because of “over-killed”.

5 Summaries

This paper presents an adaptive threshold algorithm based on the local energy of
NSCT coefficients. NSCT is shift-invariant and it has good geometrical property. The
appropriate threshold can be chosen according to the local energy inside a subband
while considering different decomposition scales and different directions. The
experimental results show that our method is superior to other algorithms both in
PSNR and visul quality.
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A New Depth Extraction Method Based on Fusion
of Motion Information and Geometry Information

Lijuan Wen, Zhiyi Qu, and Lei Shi
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Abstract. In order to extract the accurate depth map which accords with human
vision, a new depth extraction method based on fusion of motion information
and geometry information was proposed in the paper. First, to extract the
stationary background image from the video sequence with stationary
background and moving foreground, the gaussian mixture model algorithm was
adopted, then the paper adopted background difference method with adaptive
threshold to extract complete moving objects area. Furthermore, the depth map
of background image was computed based on geometry information, similarly,
the depth map of moving foreground was computed based on motion
information. Finally, the complete and precise depth map was obtained using
the method based on fusion of the depth map of background image and the
depth map of moving foreground.

Keywords: Background model, Moving objects extraction, Extracting the
depth map by geometry information, Extracting the depth map by motion
information, Linear perspective method.

1 Introduction

As improved quality of people life, the clarity of images and video is also higher and
higher. At the same time, along with the everchanging development of hardware
calculation, the transition (the transition is a new development direction in the images
and video) from the planar display to the three-dimensional display is gaining
attention from the academic circles. However, the key technology in the transition
from the planar display to the three-dimensional display is to obtain the precise depth
map.

At present extracting the depth map of image has two methods approximately:
First, the depth map of image is computed based on geometry information, the
method requires some geometry information such as baseline, evanishment line and
so on. Second, the depth map of image is computed based on motion information,
namely the depth map of image is obtained according to the motion information of
adjacent images. The paper presents a new depth extraction method based on fusion
of motion information and geometry information, the method improves the accuracy
of depth map greatly and conforms to human vision.

G. Yang (Ed.): Proceedings of the ICCEAE2012, AISC 181, pp. 287-292]
springerlink.com © Springer-Verlag Berlin Heidelberg 2013
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2 Background Model Establishment and Moving Objects
Extraction

2.1 Background Model Establishment

In the algorithm of using background difference method to obtain moving objects, the
background structure is the key step. To reduce the influence to motion segmentation
caused by the dynamic scene change, the majority of researchers devoted themselves
to the research of different background model. Haritaoglu etc carried on statistical
modelling for each pixel with the minimum strength value, maximum strength value
and the greatest time difference value[2], and updated the background periodically.
Karmann, Brand and so on adopted adaptive background model based on kalman
filtering. It is quite complex to realize these methods, because background changes
are not very complex in motion tracking, this paper adopted the method based on
gaussian mixture background model mentioned in [1] to construct the background
image.

2.2 Moving Objects Extraction

Although people's movement and light and other environmental factors change will
have certain influence to the background, the change is small, it can be generally
neglected, therefore this paper adopted background difference method. Background
difference method is a technology which uses the difference of the current image and
the background image to detect moving regions. Generally, It can provide the most
complete characteristic data, and it is also far lower than optical flow method in
computation[3].

The paper adopted the background difference method with adaptive threshold
mentioned in [3] to extract moving objects image, because of the expansion operation
in the method, the moving objects image obtained is not very precise. In order to
overcome the defects, this paper also presented the algorithm proposed in [4] based on
fusion of the mean-shift color image segmentation algorithm and moving objects
image to extract the complete and precise moving objects.

3 Extracting the Depth Map of Background Image by Geometry
Information

We had obtained the satisfactory background image, then the depth information of the
background image was computed according to its geometry information.

First, extracting the evanishment line or baseline of background image(not all
images have the evanishment line or baseline),then the geometry depth map was
computed according to the evanishment line or baseline. This paper is aimed at the
table tennis match video, therefore we need to obtain the evanishment line or baseline
of background image. The baseline which is the horizontal line presented in [5] of the
background image was extracted after the related operation. Generally speaking, due
to the influence of gravity, the depth information of the object increases gradually
from up to down, that is to say, the depth of the image below is greater than those
above, or the characteristic of the nature makes the objects in the image below looks
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closer to the human eyes than those above proposed in [8]. According to the theory
above, we assumed the depth information is smallest in the position of the
baseline(namely the baseline position is farthest to the human eyes), it is nearer to
the human eyes from the baseline to down, and it is nearer to the human eyes from the
baseline to up.

Suppose the line number that the baseline locates is m, then the following formula
of computing depth information is obtained according to the deduction above.

ﬂ*255+m:*255 i<m

d = h 2%h )
L0255 i>m
h

In the formula, m is the line number that the baseline locates, h is the number of the
image lines (namely the image height), i is the current line number in the image, d is
the calculated depth value of the current line number.

The depth map of the background image obtained by the formula above(see Fig.
1(a)), we can see that the depth map of the background image can not accord with
human vision very well and also cannot response the depth information of the
background image precisely. Therefore this paper adopted the linear perspective
method proposed in [8] to optimize background depth map, namely, to obtain the
optimized background depth map(see Fig. 1(c)),using the following formula to
combine the figure 1(a) and the depth map obtained by the linear perspective method.

d.=(d +dL)*% @)

In the formula above, d is the depth value computed by the linear perspective
method, d; is the depth value optimized by the linear perspective method.

The linear perspective method is mainly to process the brightness values of the
image. Using the brightness values of the image in the image processing can
distinguish different objects, construct the outline of the objects and give the person
the vertical deeply feels from far to near. The depth map obtained by the linear
perspective method is shown in Fig 1(b).

Fig. 1. (a) Fig. 1. (b) Fig. 1. (c)
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4 Extracting the Depth Map of Moving Foreground by Motion
Information

Calculating the motion vector for the moving foreground objects can eliminate
background mismatch points and reduce the computation [9].

The paper adopted adaptive diamond search algorithm proposed in [6] for motion
estimation, and then used the method proposed in [7] to compute the depth value
according to the depth information.

Adaptive diamond search algorithm for motion estimation, namely: proposes a new
algorithm which according to space-time correlation of video sequence motion vector
and center-biased character on the basis of DS search algorithm. First of all, the
algorithm classifies the macro-block types and establishes qualificatory numerical
value, then presents the prediction of initial searching point. The experiments proves
that the algorithm improves greately searching speed on the condition of guaranteeing
video quality. The formula of depth value calculated by depth information proposed
in [7] is:

D) =C MV, j) MV, j). 3)

In the paper in [7], it treated motion as a sole depth cue, namely, it calculated the
depth solely on the values of the X and Y motion vector values. The depth was
estimated by the formula above. where D(i,j) is the depth value for pixel (i,j) and
MV(i,j)x, MV(i,j)y are the X and Y motion vectors values for that pixel, respectively,
and c is a custom defined scale parameter.

Because the difference value between the adjacent pixels in the extracted depth
map is too big, it may cause distortion for the later computed stereo image and affect
the effect of the stereo image. Therefore we proposed to carry on image segmentation
for the moving foreground image, the paper presented the mean-shift image
segmentation algorithm mentioned in [4] to segment the moving foreground image.
After that we averaged the depth values in each division region to obtain the averaged
depth map of moving foreground(see Fig. 2(a)).

Because the moving foreground depth map was computed only using the motion
information, there may be some errors, and we could not make sure that the depth
value in the image below somewhere was certainly bigger than that above. In order to
overcome the defects, it needed to add the depth map of moving foreground and the
depth map which depth value increases progressively from top to bottom and is
irrelevant to the content together to optimize the depth map of moving foreground.

d((x):%xzss 4)

In the formula, y is the current line number in the image, h is the number of the image
lines (namely the image height). The depth map(see Fig. 2(b)) was obtained by the
formula above .

The adding processing results needed to be zoomed according to the formula
below:

255

d;:(df(x)_*'d((x)))(% (5)
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In the formula, d(x) is the depth value of moving foreground region in the depth map
of moving foreground. Note: only the moving foreground region needs the
optimization processiong, the background region does not need the optimization
processiong.

From the Fig 2(c), we can see that the optimized depth map of moving foreground
is quite satisfied through the optimization processiong.

Fig. 2. (a) Fig. 2. (b) Fig. 2. (c)

5 Extracting the Ultimate Depth Map Based on Fusion the Depth
Map of Background Image and the Depth Map of Moving
Foreground

Fusing the depth map of background image G(x,y) and the depth map of moving
foreground F(x,y) to obtain the fusion depth map D(x,y) proposed in [9],the fusion
procedure needs the mask image of moving foreground A(x,y)(the mask image of
moving foreground is that the pixel value of the moving foreground region is 255 and
the pixel value of the background region is 0),the fusion formula is defined as
follows:

I~ {F(x, y)  A(x,y) =255 ©

G(x,y) A(x,y)=0

To obtain the ultimate depth map(see Fig. 3(a)), gaussian filter was applied to the
fusion image. The depth map obtained in [9]( (see Fig. 3(b))).By comparison, we can
see that the depth map extracted by the method presented in the paper is more
accurate and conforms to the human vision.

i\

Fig. 3. (a) Fig. 3. (b)
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6 Experimental Results

The research used the video sequence of stationary background and moving
foreground (130 frames) which is extracted from the video of World Pro-Tour Finals
as the test video sequence. The paper made some improvement to the algorithm in
[9].it presented the linear perspective algorithm to optimize the depth map, and to
overcome the drawback which is the possible caused distortion for the later computed
stereo image, the paper adopted the image segmentation algorithm to segment the
moving foreground image, After that averaged the depth values in each division
region to obtain the averaged depth map of moving foreground. The experimental
results (see Fig. 3(a) and (b)) show the depth map extracted by the algorithm in the
paper has better quality and improve that the algorithm in the paper is feasible.

7  Summaries

The algorithm in the paper made some improvement on the basis of the ideas in [9], it
can improve the quality of depth map greatly and avoid the possible image distortion
effectively for the later computed stereo image in the algorithm mentioned in [9], it
can also conform to the human vision. The shortcoming is that the algorithm in the
paper cannot realize the real-time extraction depth map. In the future, we may make
some improvement to the existing algorithm, at the same time, enhance the real-time
of the algorithm and quality of the depth map.
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Frame of a New Video Monitoring System
for Home Safety
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Abstract. The paper is intended to propose a practical solution for home video
monitoring system, and focus on describing the structure of the system frame-
work. It set out the present situation of domestic related products in the field of
home safety, analyzed the lacks of some current video monitoring systems and
products. The author thinks at present it is necessary to develop a video moni-
toring system for home safety in the type of short-range wireless communica-
tion +3G. The author built the framework of a home video monitoring system in
the pattern of 3G mobile phone+3G network+Wi-Fi+NVS+IP Camera, pro-
posed the developing idea of the system, described the development tasks of
the system and made some important technical choices, selected Wi-Fi for short
range wireless communication, h.264 for video compression. This innovative
and unique feature is its simple and practical system structure, is ideal for resi-
dents use.

Keywords: Home Safety, Video Monitoring, Short-Range Wireless
Communication, 3G, Wi-Fi.

1 Introduction

With the development of commodity economy in our country, people have expanded
the scope of their activities. The time family members stay at home has been reduced,
the residential risks of theft and fire have been increased. When leave home to engage
in social activities, many residents want to know the home security circumstance
urgently. At the same time, some traditional and unwieldy security means has
gradually faded out of view of people; intelligent security has become the core of the
intelligent home. The new home security system under the concept of Iot, i.e. wireless
remote real-time monitoring ones, could become ideal home security means because
of their ease of making, minimal impact to home environment, con-venience to
implement monitor by mobile phone.

Domestic security monitoring passed simulation monitoring, digital monitoring and
IPVS. Now with the 3G network gradually mature, mobile video monitoring
technology gradually go to the front, with intelligence, wireless network, HD and
other features. At present, video monitoring business has been recognized by the
industry, more and more customers choose video monitoring system for promoting
the enterprises’ informationization cons-truction, video monitoring system is also
widely used in the safe city, transit management, the typical application of 3G video
monitoring for home security is mainly as following:

G. Yang (Ed.): Proceedings of the ICCEAE2012, AISC 181, pp. 293-298]
springerlink.com © Springer-Verlag Berlin Heidelberg 2013
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1.1 Mobile-Video-Telecom

This is the typical application case that 3G-mobile-phone-video-monitoring-system is
used in the home security fields. Its operating is based on Internet and GPRS
networks. It needs indoor wired connection, requires routers and WLAN, the mobile
phone need install Shou-shi-tong software. Because it doesn’t directly receive video
information from the home Security facilities, and it works still by visiting a web site,
this is indirect monitoring.

1.2 China Telecom’s Global Eye

China Telecom’s global eye is based on CDMA mobile communication network and
mobile Internet. By CDMA, 3G mobile phone and computer terminal realizing real-
time video monitoring and value-added services, it is a system in the model of
MSP/CMS+VAU+ M_PU +M_CU+PSS+WAV-GW [1]. Usually there should be
cable broadband installed in the family, and computer, router, door sensor, camera,
and still an anti-theft & alarm machine. The mobile phone need install the client
global eye software [2]. If there is no wired broadband at home, you need still connect
the wireless platform of global eye services via the 3G of China Telecom EVDO
network. For that the user need to buy Internet EVDO card. Actually the user gets
video information from the camera via global eye platform on the fixed network, and
the video information deliveries to the platform of the mobile global eye via wired
broadband or wireless network. The User uses a mobile phone to browse the WAP
pages and gets the video information. It is clear there is wired connection in the home
facilities of the system. The user must bear the restrictions from the communication
vendors and Internet, the initial investment is huge, and the charge will be higher.

1.3 Gateway of G3 Video Monitoring TDHOME

G3 is a service brand produced by China Mobile and based on the 3G technology TD-
SCDMA standard. It is an LOGO and it is a branch of 3G too. G3 netbooks and G3
telephone provided a scope for G3 in video surveillance. The gateway of G3 video
monitoring TDHOME can achieve high-speed wireless Internet, and with the function
of video monitoring for home safety. TDHOME is consisted by G3 video monitoring
gateway, ZigBee digital wireless door sensor, wireless network cameras, and other
components. The mobile phone needs GPRS service. when a host for G3 video
monitoring gateway is in the state of deployment, if the door is opened, ZigBee door
sensor will be triggered. The trigger signal will be immediately passed on to the G3
video monitoring gateway host. It can quickly transfer the alert information by a piece
of message to user's mobile phone. When a user's mobile phone receives the alert
message, as long as the user click address link on the alarm message, he will be able
to directly watch living video through the mobile phone in real time. The shortage of
this gateway is that it cannot implement living video monitoring from multiple
safetyty places all a day, and it is limited to mobile phone users. The lack of security
means itself greatly limits its popularization and application.

All the technologies mentioned above depend on 3G to realize remote video
monitoring, and their lacks are they depend on Internet, WAP and GPRS too much,
they don’t realize the true system-wide wireless transmission, and have ‘four high’
shortages apparently — high investment, high starting point, high power, high fees.
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And GPRS is not 3G! Clearly these are neither worthy of the wireless 3G remote
video monitoring system, nor the ideal means for home security.

2 Framework of the System

This system will be civilian, be easy to setup, with few fees, and seek to make no use
of Internet and GPRS. With a simple circuit, direct designing, to develop a system
worthy of short-range wireless communication and video monitoring, with high
efficiency and low power. Remote mobile wireless video transmissions must now rely
on 3G technology, the core devices must be based on 3G; the main equipment in the
system must connect wirelessly and form a WLAN. The system must have the
characteristics and the corresponding functions. The framework of the system is as
shown in Figure 1.

1. Camera 2. Sensor 3. Node for Video’s transmitting

4. 3G video server 5. 3G Terminal (mobile phone)
Fig. 1. The framework of the system

In the figure, 3G Terminal means 3G mobile phone generally, PAD can also be
considered. It is used to receive and browse the real-time video information from
home monitoring point and give control instructions to the system, set the parameters
of the system, control the work status of the system if necessary. Need develop
embedded software based on the original mobile system

Camera is the devices for capturing video information. It can be set at the top of
perimeter doors, windows, or in study, bedroom, living room need to be monitored, or
other appropriate locations. To capture high quality video information at night, the
infrared camera can be used. Wireless camera is easier to be hidden obviously.

Sensor here means a sensor for smoke, or for temperature, for humidity, for light
intensity, etc. It is mainly used to measure environmental parameters of home and
alarm in time. The system will do video monitoring, and the compatible interfaces are
also provided for varieties of sensors in order to upgrade and expand to IoT.

3G Video Server is installed indoors and it is the core component of the system,
built-in 3G network communications control protocol and TCP/IP protocol. To save
money, several households in the same unit above or below floor can share one server.
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Obviously, it should have interface circuits, not only for 3G, but also for short-range
wireless communication. To save video information as evidence for detection, it should
have hard disks, to set up and modify user’s permission or password easily at home, it
should also have a keyboard and LCD monitor.

In the simplest case, when there is only one point to be monitored, and retaining
video information is not necessary, the system will require only an IP camera
supported Wi-Fi and a 3G mobile phone. But generally the points to be monitored are
not unique. Even if from the perspective of video information storage only, the
amount of data that an IP camera stores local video stream is only for a few hours,
can’t meet the needs of monitoring at any time and getting the evidence. So a 3G
video server is essential.

When there are too many floors, too much walls blocking or in the case of more
signal interference, the range of the wireless communication will be greatly reduced.
Adding a video transporting node in the system can be considered. It is a wireless
video transceiver, can avoid the interference from the crowded radio signal on the
special band or various types of EDM or the household appliances. At the same time,
it can also avoid the interference from transmitting frequency of it itself to other
receivers. This is the key to keep the stability of video transmission and EMC,
particularly it is also useful to the case of multiple points monitored, multiple 3G
receiving terminal.

3 Key Technical Options of the System

Realizing short-range wireless communication for major facilities, and realizing the
remote video trans-mission of 3G are the main aim of this system. Choosing the type
of short-range wireless communication, the video compression standard, the
embedded operating systems and developing the embedded software, controlling
system’s security are the core of this project.

3.1 Choosing the Type of Short-Range Wireless Communication

There are many kinds of the short-range wireless communication technology. For
example, Bluetooth, Wi-Fi, IrDA, UWB, ZigBee, etc.. Because the effective
transmission distance of Bluetooth, IrDA, ZigBee is less than 10 meters, they can’t
meet the need of wireless communication of a home with large area. The effective
transmission distance of ZigBee may reach hundreds of meters (up to 134 meters), but
its basic transmission rate is only 250kb/s, cannot meet the requirement of video
transmission[3]. In a word, Wi-Fi can be selected here only.

At present, because of Wi-Fi with wide coverage (the radius can be up to hundreds
of meters), high transfer rate (the maximum rate of generalized Wi-Fi is 54Mb/s) and
less restriction to use, it is widely used in the industry. In the room-impaired case, the
transmitting distance of Wi-Fi is up to 100 meters. For this system, this is the most
important advantage. Generally while set the place where is centered on the video
server and within a radius of 100 meters, a camera with Wi-Fi interface can
wirelessly transmitting video signals easily. This is enough to a home often with area
less than 200 square meters. Even to the thermocline-Villa with 2-3 floors, it can also
meet the need. If the network of cameras formed of ‘few cameras peer to peer’
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could meet the demand, the cost is significantly reduced. But this system is designed
to transmit video information, information’s hysteresis and stability is very important,
so the challenge is to provide sufficient guarantee of QoS.

The advantages of Wi-Fi was enhanced especially after broadband was used, as
long as the user connected the broadband network in residential quarter and set AP,
and the user place a PDA or others supported by WLAN in the area where there is the
hot spots’ radio wave, Internet could be connected with high speed. After a
community was connected to a cable broadband network, it is no problem that a
resident logins the broadband network with a computer at home, still login Internet
wirelessly by AP and wireless network card. If necessary, a complete WLAN can be
built, and one AP is set in the room. Currently an indoor AP’s price with the coverage
of radius from dozens to 100 meters is only hundreds of Yuan RMB, an AP was
enough. So it is suitable for a home. The popularization and promotion of the products
such as wireless Wi-Fi webcam laid the foundation for Wi-Fi’s further application of
the system.

3.2 Choosing the Video Compression Standard

In this system, the remote video monitoring by 3G mobile phone is real-time, the
camera’s collecting and transmitting video information, the 3G video server’s
receiving and processing the data should be controlled by the user’s instructions at
any time. Because the amount of information is very large, to keep the quality of the
video, the data must be compressed during transmission. Reasonably choosing the
video compression standard is essential.

There are two main series of compression standard currently, those are the ITU-T
series of ones - h.261, and h.263, and h.264, and the ISO’s MPEG series - MPEG-1,
MPEG-2, MPEG-4. Every high version is the improving and upgrading of the low
versions. And h.264 is the new digital video compressing standard co-sponsored by
ISO and ITU after MPEG4. It retains the benefits of the past compression technology
and has many new advantages, such as the lower bit rate, the superior fault tolerance
and the good adaptability for network. Obviously, here h.264 should be chosen, and
the ‘adaptability for network’ is the most critical.

Currently, a high definition camera for h.264, or a wireless webcam for h.264, is a
very common, The wireless Wi-Fi webcams above are also supported by h.264; DVR
and NVR supporting 2 routes wireless digital camera and h.264 are produced by many
companies in our county. These are conducive to successfully finish this system.

3.3 Choosing the Embedded Operating System

First, choose the OS for 3G video terminal (mobile phone). We select Google's
Android. The reason is as following:

The OS for 3G video terminal must support 3G. Android 2.2 Froyo published in
May, 2010 has the functions for 3G network sharing. And Android 2.4 Gingerbread
published in Dec, 2010 runs faster.

The data on the market research [4] showed that since the second half of 2010, its
market share has been rising in a high speed. It had become the market share leader in
early 2011 (29%) of the OS. The similar mobile phone manufacturers are HTC,
Motorola, Samsung, and LG, Sony Ericsson, Dell, Huawei, etc. These are the more
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popular brands of 3G mobile phone. Although the market share of Iphone and
BlackBerry is high (both 27%, Microsoft's Windows Mobile’s share is only 7%), but
they belong to Apple’s and RIM’s mobile phones respectively. For the wider
application of this system, it must be made for more manufacturers of mobile phones
and not tied to one brand.

The Open Handset Alliance constituted by Google and many enterprises, involves
dozens of companies - the manufacturers of mobile phones and other terminals,
mobile operators, the companies in semiconductor, software companies, etc. Its
product line and industrial chain are consolidated and increasingly expanded. This
benefits promoting the system in the future.

In the same light of the above reasons, the video server of 3G also uses Android
system.

The cameras in the system need not 3G technology, supporting Wi-Fi only is
enough. So the cameras can adopt Linux systems. Android and it are both open source
systems. Since Android system is based on the kernel of Linux, the communication of
the cameras and 3G video server, in another word, controlling the transmission of 3G
video, is easy to achieve. A wired IP Camera may publish video information over the
network while it is connected with Ethernet cable and the power. It will have Wi-Fi
function as expected. An IP camera generally uses embedded Linux operating system.
The system complies with the tradition so that more software resources can be
referenced.

4 Summaries

The system will complete designing a wireless network, the algorithm of intelligent
early warning, 3G video server, the front-end devices for video capturing, a group of
software for mobile terminal, etc. Developing the core board with the functions of 3G
communication and short-range wireless video transmission, developing a
photographing small-plate with the capacity of wireless video information
transmission, develop a set of embedded software... Building a video monitoring
system of 3G mobile + 3G Network + NVS + Wi-Fi + IP camera for home security, is
the ultimate goal of the system.
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Abstract. Low Hybrid Current Drive (LHCD) system is an important auxiliary
heating system for Experimental Advanced Superconducting Tokamak (EAST).
When EAST is discharging, LHCD outputs the microwave into the tokamak. In
order to get and analyze the power of the microwave, a new real time data
acquisition system was designed and materialized, and it can satisfy the
requirement of the experiment after practical test.
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1 Introduction

EAST is the first full-superconducting tokamak in the world, which started the
assembly in 2003 and began to discharge in 2006. LHCD is an important auxiliary
heating system for EAST, and when required in discharge it outputs microwave form
20 klystrons into the tokamak. EAST has successfully fulfilled the goal of H-MOD
discharge in the end of 2010 with the assistance of LHCD. In order to get the status of
the couple condition of the low hybrid wave with the plasma, the waveform of the
microwave must be displayed during discharge. For later analysis, more accurate
waveform has to be presented after discharge. So far, two systems, Real Time Display
System and Interrupt Acquisition System, are working for this [1]. These two systems
are acquiring the same signal; therefore there are great needless hardware and
software redundancy in them. With the limitation of the bus technology and hardware,
the current two systems are also obsolete and cannot satisfy some new requirements
such as higher sampling rate for the experiment. All drive us to upgrade the two
systems, and with the development of the hardware we bring up our new solution
which is able to perform both functions.

2  New Solution

Fig.1 is the architecture of the new solution, which is a maser/slave structure. The
slave computer equipped with the high speed data acquisition board and reflect
memory board is in the lab field and used to acquire the microwave power. The maser
computer with the reflect memory board is in the control room. Two computers are
connected together through the reflect memory net and the Ethernet. The system
works as follows. When the LHCD is outputting energy, the slave computer acquires
the power data from the sensors and save the data form memory buffer into a file on
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local disk. And at the beginning, the master computer will start a timer. Every time
the timer expires, the master computer would ask slave computer for the power data
of the 20 klystrons in LHCD. Receiving the request, the slave computer will send the
current data in buffer to the master computer through the reflect memory net. If the
cycle of the timer is short enough, for example 30 milliseconds, the master computer
will paint waveforms which are moving forward during the discharge. Once the
discharge is over, the slave computer sends the local power data file to the master
computer through the reflect memory net and the master computer is able to present
the waveform in more details.

Master
Computer

Reflect Memory Net @ .
Switch

Ethernet
Slave ‘\
Computer l/
Data Acquisition
Board

Fig. 1. Architecture of the new real time data acquisition system

3  Data Acquisition

The originally used data acquisition board, 16 channels IMHz AC1820A with 128KB
FIFO buffer on board, are scanning boards. With the development of the bus
technology, the products based on PXI have much better performance. The ADLINK
DAQ 2000 series are PXI-based high performance acquisition boards, which can
satisfy the new requirement and provide some useful functions besides the high
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Fig. 2. Double buffer mode
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Fig. 3. Control flow of the double buffer

sampling rate. ADLINK not only provides programming libraries such as DLL for
most Windows based systems, but also provide drivers for other software packages
such as Lab VIEW. The ADLINK also provides the driver and the API which can be
ported to many popular operating systems. After comparison, DAQ 2010 with four
simultaneous channels and 1M FIFO on board is adopted to deal with the task of
acquisition.

The DAQ 2010’s software library, D2K-DASK, is able to use double-buffering
technology for continuous data input, which is an especially efficient way solving the
problem of long duration of discharge [2]. As Fig.2 shows, the data buffer for the
double-buffering is a logical circular buffer, which is made up of two equal buffers.
The board first writes data into the first buffer until it is full. When the board begins to
write data into the second buffer, an event will be emitted to notice that the data in the
first buffer can be processed according to the application need. After the board has
filled the second buffer, the board returns to the first buffer and overwrite the old data.
At the same time, an event will be emitted too to notice the data in the second buffer
is available. This process in Fig.3 can be repeated endlessly and provides an efficient
way for continuous data transmission.

4  Reflect Memory Net

The reflect memory net (RMN) is a communication net of high speed, real time and
certainty, which is formed by Reflect Memory Board (RMB) connected with each
other through optical fiber, and the computer or other device equipped with the RMB
is one node in the RMN. The local memory on the RMB could be mapped into the
user memory space in node, so operation such as read and write on the board memory
is as easy as on the node memory. If one node’s processor writes data into the
memory on board, the new data will be broadcasted to all other nodes through the
optical fiber in high speed at the same address and other nodes can read the new data
from its local board in very short time. Thus, the memory on all boards can be
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mapped into a global memory through the RMN, and the RMN actually is a
distributed shared memory [3].

VMIC 5565 is selected as the reflect memory board, whose highest transmission
rate and bandwidth can be up to 1.4Gbs/s and 2.12Gbaud [4]. And there are two kinds
of topologies of the RMN: star topology and ring topology. Considering the amount
of the RMB in use, the ring topology as shown in Fig.4 is chosen.

NODE 1
UNI5565
[Rx | [T |
[ |
% R% % R
UHIS565 UHIS565
NODE 2 NODE 3

Fig. 4. Ring topology RMN

5 Software

Qt is a cross-platform application and UI framework [5]. It includes a cross-platform
class library, integrated development tools and a cross-platform IDE. Using Qt,
programmers can write applications once and deploy them across many desktop and
embedded operating systems without rewriting the source code. The most important
feature of the Qt is the signal/slot mechanism, which is different from the common
callback mechanism and can provide great convenience for programming despite at
cost of slight efficiency. The software on the master computer is developed with Qt
on Linux. It is able to display the outline of the waveform in discharge and show the
waveform in details after discharge. The software on the slave computer is developed
on Linux without the Ul Besides the RMN, the master computer and the slave
computer are also connected through the Ethernet. Using some easily obtained
services based on TCP/IP such as telnet, some useful functions, for example, remote
reboot and remote control can be easily realized and is helpful for the recover form
the software failure.

6 Summaries

Considering the new requirement and the limitation of the current working system, we
give our new solution. Choices about the hardware such as the RMN and software are
made and both prove available. After practical test in lab filed, the new system is
feasible and robust.
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Abstract. In this paper, the feasibility of application of data mining in electronic
business has been analyzed, and the research on the application that data mining
is used in web design and client relation manage of electronic business in detail.
Finally, a model of data mining system based on electronic business has been
given.
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1 Introduction

Concept of data mining was originally evolved from the "knowledge discovery from
database" (KDD). But the word KDD first appeared in the Eleventh International
Joint Conference on Artificial Intelligence which was held in 1989. After more than
10 years of development, data mining, whether in academia or industry, has received
more and more extensive attention and obtained considerable development[1]. In
academia, the data mining has integrated and promoted the development of the
following computer science: machine learning, pattern recognition, statistical, soft
computing, data visualization, intelligent databases, knowledge acquisition, expert
systems, data visualization and high- performance computers and so on. In the field of
retail, telecommunications, banking, securities, insurance, pharmaceutical and genetic
research, it has obtained practical application[2].

With the rapid expansion of Internet in the world, and gradually penetrated into all
areas of society, people can easily use her to e-mail, Web browsing, chat, download
software, purchase of goods and so on. In view of the emergence of these
opportunities on the Internet, many companies have put their operations to the
Internet, establish their own websites. Through these websites, customers can interact
anytime and anywhere with the enterprise conveniently, and implement traditional
business activities, this is the electronic business. A complete commercial trade
process contains the understanding of market condition before transaction, the
inquiry, the quotation, sending orders, signing orders, sending and receiving delivery
notifications, picking up vouchers, paying the exchange process and so on, in
addition, it also involves in the behavior of certification of the administrative process ,
in the capital flow, the logistics, the information flow flowing, and only the process
above has achieved paperless trade, that is, all non-human intervention, and uses the
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electronic tools to complete, can be called a complete electronic commerce
processes[2]. Electronic commerce has efficient, convenient, integrated, scalable,
secure and coordinated merit. The enchanting charming of the electronic commerce
has attracted all walks of life, the retail trade, the financial industry, the education
industry, etc, all have started to follow this trend and develop their own electronic
commerce system. Now, the government departments also have joined the ranks and
began to advance government affairs' computerization, its fundamental mode and the
concrete technology are the same with the electronic commerce.

2 Data Mining in the Electronic Commerce Application
Feasibility Analysis

Electronic business enterprise to face the customer base is massive and complex, the
market become bigger and more complex and changeable. This time, the enterprise is
expected to more than ever to understand customer and market. Electronic business
enterprise of market and customers are often very lack of knowledge. But, on the
other hand, electronic commerce in the process of the functioning of the accumulated
the massive related users’ business behavior and the users themselves data. Electronic
business is also facing a data rich but little knowledge embarrassment.

From the current development situation, the electronic business affairs will become
a very important data mining application occasion. This was mainly due to the rapid
development of one hand the Internet for data mining provides a new wider stage; On
the other hand, the development of related technologies and gradually mature also
make the application becomes possible.

A successful application of the data mining must have the following five
conditions:

(1) Rich content of data. Such as customers’ buying records, because it has a lot
of potential useful fields can be applied to mining algorithms, so it can be seen as
"rich content" data;

(2) Large amount of data. A reliable data model requires a lot of training data;

(3) Controllable and reliable data sets. Manual input data and historical data
integration for many problems, usually think completely automated data gathering
that much better, will reduce a lot of data "noise";

(4) The results can be assessed. Real and visible investment income is the most
convincing;

(5) And the existing processing easy integration. Have a computer application
experience knows that a successful software projects should not only consider
technological factors, also dealing with a lot of "non-technical" factors, such as a
person's habits, laws and regulations and even some political considerations[3].

Electronic business affairs will become a very important data mining application field,
mainly because it has the above five parts. Let us make a concrete analysis:

(1) The electronic business data is automatic recording, but not manual handling
for example manual input and so on), therefore “the noise” are very few;
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(2) The electronic business data is volume and rich content, electronic business
contained the rich customer to trade the behavioral data and the website visit diary
data greatly, these data have the rich content available for mining ;

(3) Electronic business has also recorded the data which in other business dealing
is very difficult to record, for instance the customer has read the commodity record
but not bought, such data provide the very good application place to use the electronic
commerce to analyze customer's consumer behavior;

(4) Electronic business’s data mining application effect is very easy to appraise.
Such characteristics have decided the application data mining technology is not only
feasible but also has the good prospects for development in the electronic business

Apply the data mining technology in the electronic business, Carry on the excavation
to these data, may discover these “knowledge” valuably. The enterprise users may act
according to these “knowledge”, grasp the customers’ tendency, trace the market
shift, make the correct pointed decision, for instance improve the website, promote
personalized pages to each kind of customer, or provide the preferential policy to the
high outflow client base to carry on detains and so on. Establishment customer
relations management system which take the data mining as the core for the electronic
business, excavate the mass data which the electronic business system accumulates,
will enable the enterprise to deal with the market shift promptly, seize the market
commanding point [4].

3 The Application of Data Mining Technology in Electronic
Business

3.1 The Application of Data Mining Technology in Electronic Business Website
Design

The electronic business website is established to realize the electronic business goal
on Internet, therefore electronic business website stand for enterprise's image on
Internet. But for on-line consumer, if they are unsatisfied to enterprise's website, then
they can’t be possible to do shopping in this enterprise. The website design must
make the website become consumer's core website, make the consumer visit the
website repeatedly .To become consumer's core stand, you must be able to provide the
personalized service, but to provide the personalized service, you need to depend
upon the data mining technology. Through the data mining technology, provide the
basis of design electronic business website to the website designer.

Using data mining in electronic business web design is mainly to mine the Web
record, through mining the corresponding log file and data to find the visitors and
customers of this site, and then adjust the Web site structure, in order to improve the
service quality of the Web site. As for Web log, sequence mode analysis is the most
important method, because Web log data record is according to the clients' visit time.
Finding sequence mode can facilitate predicting customers' visit mode for electronic
organizers, provide customers personalized service; Website administrator can
classify visitors according to the sequence mode and only show the link of the
sequence with the visitors often visit in on page , but direct the content that has not
been displayed with a "more content". When visitor is browsing one page, it'll check
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the sequential patterns which is fit for his browsing, and suggests "other pages that the
customers often visit also" on the conspicuous position. Next, the correlation analysis
method is also can be used to find out the relations of customers on the website access
the various documents. For example: using correlation analysis may find, if the a
customer visits page A, he will generally also visit page B, to build the correlation
model of data mining on website, so that we can organize sites better, reduce the
burden of filter information for customers.

Policymakers need to analyze and manage the visiting situation from various
angles and levels, they need to know: what kind of customers visit the site, the
methods that the clients like to obtain information through, how many times the site is
visited, the frequency that the same customer visit the site, what buying behavior the
customers often repeat, etc.[5] Data mining can find out the information above, to
understand and increase the” appeal” of this website, to improve the visit times of it.

3.2 The Application of Data Mining in Electronic Business Client Relation
Management

In the electronic commerce mode, the enterprise market management, sales
management, customer management, etc., will change a lot, the competition between
the enterprises brought by information network of advanced technology become more
intense. But no matter how the business form develops, the enterprise should improve
customer satisfaction in order to maintain and develop their own competitive
advantages. Establish customer's trust to product and allegiance to the enterprise.
Only by this way to get customers can realize enterprise profit. Moreover, under the
electronic business environment, the stagger that enterprise on customer relation
management appears more important.

Customer information is the foundation of commerce and customer relations
management. If there are no detailed data of customers, we have no way to know
about them, just don’t have any superiority. Thus, according from the mass data,
people need make use of the data mining to analyze customer’s characteristic. They
also need analyze enterprise and its operation law corresponding with market to raise
enterprise’s economic benefits constantly. If the enterprise takes the profits as its own
goal, CRM is the most useful tool to achieve this goal, and DM is the best engine
of this tool. You can use several following methods in the customer relations
management:

3.2.1 Connection Analysis

Such as “80 percents of customers purchase commodity A and commodity B at the
same time in his shopping” and so on For instance, Classic story of “diaper and beer’
just uses this method. At first, we find they have high related coefficient which causes
our attention, and then after deep analysis, we find out essential reason. If there is the
relevance rule “A—B”, when customers purchase commodity A on line, we can
recommend commodity B to them immediately, namely  adjust the interlinking of
B to a conspicuous position in order to give convenience to customers on their
purchasing.
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3.2.2 Sequence Pattern Analysis

In the e-commerce, the sequence pattern analysis may be used for discovering the
following knowledge such as “after online purchasing a commodity, and in period
of time customer purchases commodity B on line, then purchases commodity C” thus
form a behavior of customers “the pattern of A>~B—C".

What may BE inferred is that after having bought a computer, he is likely to buy
marking machines, scanner and so on. So when a customer links to an e-commerce
website, we can look the customer’s related record in order to analyze which pattern
he or she supports. If it contains “A-B” sequence pattern, then we can adjust the
e-commerce website dynamically, and put the related link in a striking position and
give customers recommendation.

3.2.3 Classification Analysis

Classification analysis make an accurate description or establish model or dig out
the classification rules for each category through in analysis electronic business
sample customer data in the database , then use this classification rules to classify the
records of other customers. For example, the credit card company based on customer's
credit history, the cardholder is divided into different levels, and mark the level of the
database assigned to each record. For each level, find their common ground, such as:
"Above the yearly income 100,000 Yuan , foreign white-collar workers between the
ages of 40-60, " the highest overall credit record. With this data mining results, the
customer service departments have known that a potential value of new customers and
have confident in the customer service investment.

3.2.4 Cluster Analysis

Cluster analysis Divides unclassified records into several categories, according to data
of intrinsic different size and determine the category for each record, in doing not
know that should divide into several categories of situations. The cluster analysis may
discover the different client base from the customer basic storehouse, and describe the
characteristics of different customer groups with the purchase pattern. In electronic
business data mining, the customer is not willing to give own background information
sometimes, therefore, can only come the cluster according to the customer browsing
pattern, and extrapolates the customer hobbies and so on.

4  The Electronic Business of Data Mining System's Construction

As with other data mining systems, the facing data mining system for electronic
business and electronic business platform are independent. Between the two parts
interact through users. The system structure shown in Fig.1.

The whole system is divided into three parts: the electronic business part, the
user, the design mining section. The data mining section is independent that is divided
into three layers. The bottom is the data layer, namely, databases and other data
sources. The data source is a relational database system of electronic business
systems, expertise or other data sources; they are the most primitive data. The second
layer is the mining level, including excavation of the database (usually a
multi-dimensional database) and the mining engine. The data from the data layer can
be carried out in their dug through data preprocessing. Database design and model by
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loading the excavation database can be excavated. The top layer is the user interface
and it can communicate with the user.[6] Guide the mining process; mining returned
the result of mining to the user through the interface, the decision is usually visual.

Mining results Modify the website structure

propose the commercial strate

Constraints
C = >
[r—
Mining OLAP
MDDB | %‘\
etadata)
Data integration Data filtration
zer informati User wisit diary

Fig. 1. Data mining system for electronic business model

In addition to mining section, also includes two parts of the user and electronic
business systems. Electronic business system is a system that provides services for
customers in the process of running it will produce a lot of information, which is the
basis work for mining system. Users in the whole system are essential. Users in the
mining process to interact with the data mining system, from the guide. In addition,
after the outcome of the mining system, the user on in the data mining system as
follows: put forward new or modified business strategy for electronic business site.

5 Summaries

In this paper, the actual situation of electronic business, data mining techniques on
how electronic business website design and customer relationship management
conducted a detailed study of the application, and gives a data mining system for
electronic business model. But what kind of electronic business application specific
data mining algorithms, to be more in-depth study further.
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Abstract. A novel method of ancient coins feature extraction and image
retrieve by wavelet transform and the relative moments is proposed, which
firstly utilized the multi-scale wavelet feature template to achieve the polish
output of color filter component and to realize gradient vector extended.
Through multi-scale Wavelet transform, the boundary images at different scales
of the color images of ancient coins were reaped; secondly, through the
extracting of regional characteristics of each scale image based on the ten
relative moments which were transformed from seven invariant moments,
feature vectors of the image were formed; finally, feature vectors were
normalized and its similarity was measured and then an image retrieval system
was built. Experimental results show that the method has good versatility and
robustness.

Keywords: Wavelet transform, Relative moments, Ancient-coin images, Multi-
scale edge.

1 Introduction

With the increasing number of ancient coins unearthed, the study on how to achieve
accurate and efficient image retrieval system of ancient coins has become a pressing
research subject. Given that the unearthed ancient coins covered different historical
periods and various kinds; for image retrieval, the image features to be retrieved are
also very rich, it becomes essential to find an universal method of feature extraction
and retrieval.

To Combine study status on the current computer-based image retrieval technology
with the practical features images of ancient coins, on which this paper is based to
propose a method of ancient coins feature extraction and image retrieve by wavelet
transform and the relative moments. Having made full use of the effectiveness of
wavelet transform for digital image edge detection and the consistency of relative
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moments for the structure and the region of the image [1] [2], the method solved the
issue of the inconsistency structure and region of complex digital images and
improved the retrieval accuracy and versatility of image retrieval system.

2 Multi-scale Edge Detection

2.1 Multi-scale Wavelet Transform

A multi-scale version of this edge detector is implemented by smoothing the surface
with a dilated convolution kernel 8(x) . Suppose two-dimensional image is

fxye L&) V)
Where the kernel function (namely, the Gaussian function) is
0=G(x,y) 2)

This is computed with two wavelets that are the partial derivatives of 8(x) :

00
plny) =——=

ox

90 3)
V/2 ()C, )’) ==
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The scale varies along the dyadic sequence {21 }je 7> We thus derive that the wavelet

transform components are proportional to the coordinates of the gradient vector of f

smoothed by 02 :
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Where * is Convolution, and Vr is the gradient vector of f . We can see that the two
modulus of this gradient vector is proportional to the wavelet transform modulus.

The algorithm in which the details were captured by smoothing the three color
channels (R, G, B) respectively through multi-scale wavelet, utilizing different scales
features to witness the detailed local changes in the true color images, provides more
useful information than the method that processes the true color images directly, and
it also provides more information for the signal local processing. The algorithm
facilitates the accurate understanding of object perception.

In this algorithm, the Kernel function is the Gaussian function, that is

2 2

1 +

G(x,y,0)= 3 expy— al zy (5)
2o 20
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the parameter of the Gaussian function o = 0.8, template by 3x3. It is

1121
—|2 4 2 6
. (6)
121

When the scale was 2/, the wavelet multi-scale transform inserted 2/ —1 zero(es)
between the adjacent filter coefficients, which continued to decompose and formed a
series of scales.

2.2 Extract the Edge Image

In the RGB system, each color point can be interpreted as a vector extending from the
origin to that point in the RGB coordinate system. True color images have at least
three components, pixels are vectors[3].

We take into account the fact that the color components are a function of
coordinates (x,y) by using the notation:

CR R
c=leg|=c )
B B

Let r, g and b be unit vectors along the R, G andBaxis of RGB color space, and
define the vextors:

JR  dG JB

u=—r+—g+—>
ox ox ox (8)
JR  JG oB

v=—r+—g+—>b
dy dy dy

Let the quantities 8xx, 8yv and $x be defined in terms of the dot product of these
vectors, as follows:
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It can be shown[4] that the direction of maximum rate of change of C(x,y) is given by
the angle:

0= %arctan{ﬂ} (12)

gxx_gyy
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Along with the process, the gradients of the three components (R, G, B) were
respectively calculated for each scale C(x,y) , and the image edge were formed through
synthesizing the corresponding three components with each coordinates points (x,y) .

3 Feature Extraction Using the Relative Moment

3.1 The Relative Moment

In the process of image retrieval, the mathematical characteristics with the scale,
translation and rotation invariance should be chosen to achieve the purpose of image
retrieval identification. MK Hu had firstly proposed the continuous function and also
justified the scale invariance, translation invariance and rotation invariance.

For the discrete digital image f(x,y), its p+q order moment is defined as

Mpg= D Y KPVIf) (14)
x oy

its p+¢g centre moment is defined as

tpg= D D =D (=N f(x.y) (15)
x oy

Where ¥=210 y =201 i the regional center of gravity.
Mmoo moo

In order to obtain the independent nature of image scaling, we can normalize the
center of operations and the standardized the center distance could be expressed as:

_Hprg y:p;qﬂ, Prq=23- (16)

seven invariant moments exported are as follows:
@1 =120+ 702
P2 = (Mo —102)* + 40
@3 = (130 = 3m2)” + 31121 —7103)°
P4 = (130 +M2)” + (a1 +1103)°
@5 = (1130 = 3M2) (121 + Uo3)l('730 +112)% =307, + 7703)2J
+ (3121 = 1703)(121 + '703)[3('730 +1112)7 = (11 + 7703)2J
@ = (T — ﬂoz)l(fko +111)° = (7 + 7703)2J+ 41 (o +1730) (1 + 1703)
@7 = G121 =103) (2 + 7730)l(ﬂ30 +1112)* =30y + 7703)2J
+Gm2 =1130)0121 +ﬂo3)b(ﬂ30 +112)% = (1 +7703)2J (17)
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However, digital images which are digitized and discrete do not have scale invariance.
Though Hu's invariant moments has the advantages of rotational invariance and
uniqueness of describing the graphics, etc, the problem of large amount of calculation
can be seen from the expression of @5, @5, 7.

This paper took the relative moments to describe the shape features of objects,
made them only relevant to the shape of the object and irrelevant to the structure of
the scaling. According to Reference[5], the relative moments are defined as follows:

\/_ y (o - Hop)? + 4 Ry = ¢’l+\/_ «/_ Ry = \/E Rs =
Hoo + Hop - \/_ \/_
|¢76| Ry = |¢76| |(/’6| R = |¢76| R = |¢’5| (18)
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The ten relative moments which are extended from the moment invariants unified the
calculation of regional and structural features, having the proportion of translation and
rotation invariance.

7

3.2 Normalization

The relative moment obtained by each scale of Images are totally 7x10 , together to
form a feature vector, that is:

Ej=Afiy fiofij o fin | i=1-7:N =12,10 (19)

Since each component of feature vector has a different physical meaning and the
variance, as well the range differ greatly, normalization must be performed rather than
directly measuring the similarity lest great deviation will be caused.

Here we took the Gaussian normalization method, suppose the feature column

vector £, j:{f,-’l, fizsfijfi N}T is a Gaussian series. Firstly we calculated the mean

and standard deviation of the series to and then took the following formula for feature

normalization.

Fj=— i (20)
O, i,j

68% of the normalized result value fell on [-1,1]; while took 3c;, j for normalization,

that is, to replace the denominator with 3g; s 99% of its value fell on [-1,1]. In

practice, we set the value outside the range -1 or 1 to ensure that all the
eigenvalues F;,; fell within the range.

3.3 Similarity Measurement

Ancient-coin-image-retrieving mainly takes the method of similarity. Namely, to sort
the image database based on discriminant rules and query requirements of the
similarity and provide a number of images that are the most similar to the requirement.
This article took the Euclidean distance to perform similarity measurement. Suppose
the query image Q and the input image I, the distance between the two images is:
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D(Q,1)=D(F(Q),F(I))= 21
The similarity of the two could be defined as:
Sim(Q,1) = (1-D(Q,1))x100% (22)

The closer the distance between the two, the higher the similarity, that is, the more
similar the two images.

4 Experimental Results and Analysis

To verify the feasibility and rationality of the method, this paper builds a database
with the image of 256 ancient coins, which covers the main ancient coin types from
the Spring and Autumn Period to the Qing dynasty.

In Fig. 1, the first image in the upper-left corner was a query image (sample image)
and search results returned the top 8 images that are the most similar to the query
image. According to Figure 1, even if the shapes are translating, rotating, scaling, they
could still be good matches and the similarity was shown in Table 1. Though there are
also knife-like ancient-coins and many other shapes of ancient coins in the image
library, this time the retrieved images are all circular coins and the retrieval accuracy
are of 100%.

the similarity: 100% the similarity: 82 T3% the similarity: 80.97% the similarity: 0. 39%

the zimilarity: T TTH the similaritwx: TT.75% the similarity: TT.06% the zsimilarity: TA. 4%
Fig. 1. Query Results

Table 1. Search results for Euclidean distance and similarity

image Q1 Q Q3 o2 Q5 Q6 Q7 Q8

Euclidean
distance 0.0

0.1722 0.1903 0.1961 0.2023 0.2225 0.2294 0.2359

similarity 100% 82.78%  80.97%  80.39%  79.77%  17.15% 17.06%  76.4%
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5 Summaries

This paper synthesized the analysis methods of the image outer edge and the image
area, proposed a method of ancient coins feature extraction and image retrieve by
wavelet transform and the relative moments, constructed ancient-coin- image retrieval
system that integrated the large-scale contour information and the small-scale detail
information in the wavelet transform to recognize ancient-coin images. Experimental
results show that the method has good versatility, as well as robustness.
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Abstract. With the rapid development of computational biology and
e-commerce applications, high-dimensional data becomes more and more
powerful. Thus, it is an urgent problem of great importance when mining
high-dimensional data. However, there are some challenges for mining data of
high dimensions, the first one is the curse of dimensionality and the second one is
the meaningfulness of the similarity measure in the high dimension space. In this
paper, we present several state-of-art techniques for constructing three data
mining models with analyzing high-dimensional data, these models include
frequent pattern mining, clustering, and classification. And we discuss how these
methods deal with the challenges of high dimensionality.

Keywords: High-dimensional data mining, Frequent pattern mining, Clustering,
Classification.

1 Introduction

Data mining is focused by many fields, which including frequent pattern mining,
clustering, classification and other models. These models can be used to represent,
analyze and summarize large data set using potential models. And frequent pattern
mining, clustering and classification are the most widely used data mining models.
These existing frequent pattern mining algorithm, clustering algorithms and
classification algorithms can have a good performance by analyzing not very high
dimensional data.

The development of various new application domains, such as bioinformatics and
e-commerce, underscores the need for analyzing high dimensional data [1], [2]. For
example, in a gene expression micro array data set, there could be tens or hundreds of
dimensions, each of which corresponds to an experimental condition and in a customer
purchase behavior data set, there may be up to hundreds of thousands of merchandizes,
each of which is mapped to a dimension. However, there are two challenges of data
mining of high dimensions: (1) The curse of dimensionality and (2) The specificity of
similarities between points in a high dimensional space diminish.

Many mining algorithms computational complexity will increase the dimension
exponentially. As the dimension increases, generating more and more data, the
traditional measure of similarity in high-dimensional space has become meaningless,
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which makes the similarity measure based on the traditional mining algorithms, such as
clustering, in high dimensional space can not be achieved.

This paper focuses on the state-of-art techniques for constructing these three data
mining models. Section 2 describes frequent patter mining. Section 3 gives clustering
methods. Section 4 gets classification approaches and Section 5 make a conclusion
about these three data mining models.

2  Frequent Pattern

Frequent pattern mining is the most crucial step of association analysis. The association
rules and frequent patterns first proposed by Agrawal in 1993, and put forward the
concept of the Apriori algorithm for mining association rules [1], [2], [3]. Most
algorithms for mining frequent patterns utilize the Apriori property stated as follows.
First the frequent k-itemsets Ly, and two frequent k-itemsets have k +1- items that
connect candidate sets Cy +1, the candidate set by computing the test of whether
support for the frequent k +1- itemsets Ly + 1, until the frequent item sets can not be far
[3]. The disadvantage is the Apriori algorithm will produce a large number of candidate
sets and the need to repeatedly scan the database for the support of candidate itemsets
calculation. To enhance the efficiency of the algorithm, the researchers made a lot of
improved algorithms, such as Apriori-based algorithm AprioriTid, DIC, Partition, DHP
[4] and based on frequent pattern tree FP-growth method [5].

The problem that the full set of frequent patterns contains significant redundant
information and consequently the number of frequent patterns is often too large. To
address this issue, Pasquier [6] proposed to mine a selective subset of frequent patterns,
called closed frequent patterns. If the number of occurrences of a pattern is the same to all
its immediate sub patterns, then the pattern is considered as a closed pattern. The
CLOSET algorithm [7] is proposed to expedite the mining of closed frequent patterns.
CLOSET uses a novel frequent pattern tree (FP structure) as a compact representation to
organize the data set. It performs a depth-first search, that is, after discovering a frequent
itemset A, it searches for super patterns of A before checking A's siblings [1], [2].

An algorithm for mining frequent closed pattern is CHARM [8]. The similar with
CLOSET, CHARM algorithm also uses depth-first search strategy, The difference
between CHARM and CLOSET is that CHARM stores the data set in a vertical format
and using tidset for itemsets with the support set, and the introduction of diffset records
correspond set of candidate nodes and its parent nodes with tidset. This can
significantly reduce the huge memory. Through the IT tree (Itemset-Tidset Tree) space
and services to achieve key double space search, the search space more efficient
cutting. CLOSET and CLOSET+ [10] algorithm are based on the algorithm introduced
a number of improvement strategies, such as bottom-up physical projection and
top-down mix of the virtual projection strategy of combining a variety of pruning
strategies such as project merged superset pruning, Item ignored (item skipping) and
other space technology to improve the efficiency of the algorithm and the algorithm
scalability [6].

These algorithms can find frequent closed patterns when the dimensionality is low to
moderate. When the number of dimensions is very high, e.g., greater than 100, the
efficiency of these algorithms could be significantly impacted [1], [2]. CARPENTER
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[9] is therefore proposed to solve this problem. It first transposes the matrix
representing the data set. Next, CARPENTER performs a depth-first row-wise
enumeration on the transposed matrix. Rather than the conventional methods listed
items, and much more effective pruning strategies to make the algorithm for high
dimensional data sets of biological information showing a higher efficiency.

3  Clustering

Clustering is widely adopted data mining model and the purpose of cluster analysis is to
divide the data set into different groups (clusters) based on the similarity of data
objects, which can be used for e-commerce customer, the analysis of micro-biology,
sequence analysis, geographic data analysis, pattern recognition and other fields.
Researchers have proposed a large number of algorithms to suit different applications,
according to algorithm ideas, traditional clustering methods can be divided into five
categories: division methods, hierarchical methods, density-based methods, grid-based
methods and model-based methods.

Traditional clustering methods to cluster high dimensional data set, the main two
problems [1], [2]:

(1) In a high dimensional data set, for any point, its distance to its closest point and
that to the farthest point tend to be similar. This phenomenon may render the clustering
result sensitive to any small perturbation to the data due to noise and make the exercise
of clustering useless.

(2) In a high dimensional data space the distribution of the lower dimensional data is
not intensive, which make the distance between two data points is very similar. This is a
common phenomenon, while the traditional clustering methods are based on distance,
and therefore can not be build clusters based on distance in a high dimensional space.

In recent years, in order to solve these problems three methods proposed as follows.

3.1 Feature Transform [11]

This is a traditional method, including principal component analysis and singular value
decomposition and other strategies. By linear combination of the method the dimension
of the original data set to merge new dimension k such that k-means, such as
the traditional algorithm for a class in this new dimension in k-effective clustering,
which aims to reduce dimension. However, this method has three disadvantages:
first, difficult to determine the appropriate k value; Second, there are a lot of
high-dimensional space, independent of dimension and cover up the cluster, causing
difficulties to the cluster; third, some clustering clusters are useless. Therefore, this
method is only suitable for the majority of prior known dimensions are related to cluster
high dimensional data space.

3.2  Subspace Clustering [12]

Subspace clustering algorithm to expand the feature selection task, try to set the same
data found in different sub-space clustering.Subspace clustering must evaluate features
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on only a subset of the data, representing a cluster. Parsons refer to this “measure of
locality" measure to dense this context and further divide the two categories of
subspace clustering algorithms based on how they determine a measure of locality with
which to evaluate subspaces.

The bottom-up search method takes advantage of the downward closure property of
density to reduce the search space, using an APRIORI style approach. Algorithms first
create a histogram for each dimension and selecting those bins with densities above a
given threshold. The downward closure property of density means that if there are
dense units in k dimensions, there are dense units in all (k ; 1) dimensional projections.
Candidate subspaces in two dimensions can then be formed using only those
dimensions which contained dense units, dramatically reducing the search space. The
algorithm proceeds until there are no more dense units found. Adjacent dense units are
then combined to form clusters. This is not always easy, and one cluster may be
mistakenly reported as two smaller clusters. The nature of the bottom-up approach
leads to overlapping clusters, where one instance can be in zero or more clusters.
Obtaining meaningful results is dependent on the proper tuning of the grid size and the
density threshold parameters. These can be particularly difficult to set, especially since
they are used across all of the dimensions in the dataset. A popular adaptation of this
strategy provides data driven, adaptive grid generation to stabilize the results across a
range of density thresholds.

The top-down subspace clustering approach starts by finding an initial
approximation of the clusters in the full feature space with equally weighted
dimensions. Next each dimension is assigned a weight for each cluster. The updated
weights are then used in the next iteration to regenerate the clusters. This approach
requires multiple iterations of expensive clustering algorithms in the full set of
dimensions. Many of the implementations of this strategy use a sampling technique to
improve performance. Top-down algorithms create clusters that are partitions of the
dataset, meaning each instance is assigned to only one cluster. Many algorithms also
allow for an additional group of outliers. Parameter tuning is necessary in order to get
meaningful results. Often the most critical parameters for top-down algorithms is the
number of clusters and the size of the subspaces, which are often very difficult to
determine ahead of time. Also, since subspace size is a parameter, top-down algorithms
tend to find clusters in the same or similarly sized subspaces.

3.3 Clustering Based on Pattern Similar [1], [2], [13]

In many practical applications, there is another similarity, although different data
objects to a sub-space dimension is not very close to the values, but showing a
consistent pattern, such as rate of change in the same or similar trend.

A pCluster consists of a subset of objects U and a subset of dimensions D where for
each pair of objects ul and u2 in U and each pair of dimension dl and d2 in D, the
change of ul from dl to d2 should be similar to that of u2 from dI to d2. A threshold is
used to evaluate the dissimilarity between two objects on two dimensions. Given a
subset of objects and a subset of dimensions, if the dissimilarity between every pair of
objects on every pair of dimensions is less than the threshold, then these objects
constitute a pCluster in the given dimensions. A novel deterministic algorithm is
developed to find all maximal pClusters, which utilizes the Apriori property held on
pClusters.
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4 Classification

The classification is also a very powerful data analysis tool. In a classification problem,
the dimensions of an object can be divided into two types [1], [2]. One dimension
records the class type of the object and the rest dimensions are attributes. The
classification model captures the intrinsic associations between the class type and the
attributes so that an (unknown) class type can be accurately predicted from the attribute
values. For this purpose of build the model, the data is usually divided into a training set
and a test set, where the training set is used to build the classifier which is validated by
the test set. This paper introduces two models developed for classifying high
dimensional data: SVM and rule-based classifiers.

41 SVM

Supporting vector machine (SVM) [14] is one of the developed classification models,
proposed in 1998. The success of SVM in practice is drawn by its solid mathematical
foundation that conveys the following two salient properties [1]. First, the classification
boundary functions of SVM maximize the margin, which equivalently optimize the
general performance given a training data set. Second, SVM handle a nonlinear
classification efficiently using the kernel trick that implicitly transforms the input space
into another higher dimensional feature space. HowOver, SVM has two problems. On
the one hand, the complexity of training an SVM is at least O(N?) where N is the
number of objects in the training data set. So when the training data set is large, it
becomes too costly. On the other hand, since an SVM essentially generate a hyper-plain
in a transformed high dimensional data space, to identify the principal dimensions that
are most responsible for the classification is very difficult.

4.2 Rule-Based Classifiers

Rule-based classifiers [15] offer some potential to try to address the above two
problems in SVM. Two steps in a rule-based classifier: First, the training data set
attributes and characteristics of mining frequent association rules between class
attributes; then use the association rules for classification. Compared with SVM, it is
easy to understand. Currently, rule-based classification is the classification of research
areas. However, Rule-based classification is facing three major problems: First, what
method that classification rules; the second is how to effectively prune the rules in the
training data mining will certainly have a lot of rules, classification rules will be some
other rules Implication, therefore the rules need to determine the relationship between
the implication redundant rules and then cut through the pruning method to simplify the
classification model; third is when a new data classification, and this may be a number
of matching rules, How to choose the most effective rules for this classification[2].

A rule-based classifier consists of a set of rules in the following form: Al
[11, ul]NA2[12, u2]N...NAm[lm, um]—C, where Ai[li, ui] is the range of attribute Ai's
value and C is the class type. The above rule can be interpreted as that, if an object
whose attributes' values fall in the ranges in the left hand side, then its class type is
likely to be C with some high probability. Each rule is also associated with a confidence
level that depicts the probability that such a rule holds. When an object satisfies several
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rules, either the rule with the highest confidence or a weighted voting of all valid rules
may be used for class prediction. However, neither CBA [15] nor CPAR [16] are
targeted for high dimensional data. An algorithm called CMAR [17] is proposed to
generate rule-based classifiers for high dimensional data set [1]. CPAR produce less
directly from the training data, high-quality prediction rule that the greedy algorithm
while generating rules using pruning methods side, it is more efficient than the CBA
and CMAR, if a data object to meet a number of classification rules, first for each
category selecting the best k rules of section, and then calculating the average for each
type of expected accuracy of k rules, choosing the highest class average expected
accuracy of predictions as the data object. Experiments show that CPAR has higher
classification accuracy and classification speed [2].

5 Summaries

The key techniques are listed in Tab 1. The purpose of data mining researchers is to
seek an effective way of analyzing the high dimensional data, so this kind of research is
still in progress. However, future research goal is still to resolve challenges for mining
data of high dimensions, including the curse of dimensionality and the meaningfulness
of the similarity measure. At the same time, it is very important to improve efficiency
and adaptability of the relevant frequent pattern mining, clustering and classification in
high dimensional data set.

Table 1. Techniques of Three Models

Models Techniques

Frequent pattern | Apriori

CLOSET

CHARM

CLOSET+

CARPENTER

Clustering Feature transform

Subspace clustering

Clustering based on pattern similar
Classification SVM

Rule-based classifiers
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Study on the Methods of Encoding
for Raster Data Compression
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Abstract. With the rapid development of GIS, the increasing raster data volume
occupies a lot of storage space, which reduces the rate of conduct and analysis
of GIS. So it is vital to study the methods of encoding for raster data
compression. Generally speaking, the common methods are not of pertinence
enough to compress the data as much as possible. So the aim of this paper is to
conclude and analyze some kinds of raster data structures and its compress
encoding, based on which, the paper puts forward a new method of encoding
for raster data compression. It is spiral encoding, which can compress the buffer
areas data in a large degree.

Keywords: Raster data structure, GIS, Compression encoding, Spiral encoding.

1 Introduction

Raster data structure is a kind of inlaid data model that stores the graphic data with a
unified grid and image element to describe the special phenomenon with the
continuous tiled regular grid [1], as show in Fig.1.
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Fig. 1. Graphics of raster data
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Raster data structure is used to describe the discretization of numerical value about
two dimensional geographical elements. And every grid matches an attribute. The
special of it is described with line and raw. The grid is square on average. But it can
also be regular triangle, rhomb, rectangle, regular hexagon, and the regular hexagon is
the most advantageous form to be the grid cell, which is analyzed and proved
geometrically by Lin Hui. In the case of same data volume, the use of regular hexagon
can improve the accuracy of the data. Or in the case of same accuracy it can decrease
the data volume [2]. The accuracy of grid data depends on the side length of the grid.
But the complicated entity can always be described with the unified grid, which
results in the loss of information. So in order to decrease the loss of data, we usually
ascertain the size of grid by making a use of the accuracy standard of the lease side
length.

2  Run Length Encoding

Run length encoding is a method that combines the adjacent grids which own the
same value (attribute) line-by-line and express it with the form (Ai , N, ). A is
attribute. N is the number with the continuous same attribute. i is serial number, as
show in Fig.2.

The idea of this method is simple and the method is easy to operate. So it can be
used widely. But the pertinence of this method is not powerful enough. So the effect
may be different with different picture, and the data volume may be larger than the
data volume uncompressed.

4 |7 6 6 serial binary
number sequence

(4, 1)
7, 1)
(6,4
(5,2)
(3, 1)
(5,4)
(7,3)

binary mapping

3 |5 5 5 :

N | O[O WD~

Fig. 2. Schematic diagram of run length encoding

3 Regular Quad-Tree Encoding

The method of quad-tree structure is to divide a grid map or picture into four parts
equally, and then check the attribute (grayness). If all of the grid value is same in a
subrange, stop the division. If not, divide the subrange into four subranges equally. As
it is showed previously, we won’t stop the division until all the subranges keep the
same attribute or grayness, as show in Fig.3.
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(1) quad-tree segmentation schemes (2) quad-tree
Fig. 3. Structure of quad-tree

This method can calculate the sum of polygon efficiently, meanwhile decrease the
internal storage and express the graphic structure accurately. And it is easy to realize.
But the quad-tree can’t be divided without stop, unless the graphic is the 2n*2n (n is
integer) grid array, which limited the range of the images that can be managed.

4 Linear Coded Quad-Tree Encoding

To decrease the internal storage occupied by regular quad-tree up to the hilt, we put
forward linear coded quad-tree. Compared with the regular quad-tree, we don’t need
to record midside nodes and use indicater. We only need to record the leaves nodes
and express them with address codes. But this method also keeps the disadvantage of
the limitation of managed images as the regular quad-tree does.

S Wavelet Transform Encoding

Wavelet transform is a method that we can see a image as a wave, and divide it into
easier wavelet [3]. To accomplish this transform, we should calculate the average
value of the adjacent picture elements groups (such as 2,4,6,8 and so on). Meanwhile
we should also record original elements groups and the difference (the wavelet
coefficient) among the average picture elements groups. Most of the coefficients are 0
in an image. We usually round it into 0, even if it is not 0, for we can save lots of
internal storage. Only by this way can we store the data in a lower resolution [4], as
show in Fig.4.

C, is the discrete quantitative original image. C; is “vague image”, which is

lowpass filtered three times. d;,d;,d; are the series sub images which are highpass

filtered three times horizontally. d,,d;,d; are the series sub images which are

highpass filtered three times vertically. dy,d3 d} are the series sub images which are
highpass filtered three times diagonally [5].
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Fig. 4. Decomposed structure of C,

The development of quantificat method wavelet transform produces a new
arithmetic, which has more advantage than the existed image compression standard
(such as JPEG arithmetic). To achieve the best property, a lot of expected speciality is
required, such as orthogonality, symmetry and so on. In fact, it is hard to satisfy these
expected specialities at the same time, which will limit the design of wavelet.

6 Spiral Encoding

Geography information system (GIS) has the powerful special analysis function, but
the result of the analysis is always producing lots of grid images with butter areas
occupying a large space of internal storage in a large degree, which slows down the
rate of data transmission and the rate of analysis and conduct. So contraposing the
character of buffer grid images and by studying the data compression encoding, I put
forward a method, spiral encoding, that can compress the buffer grid images in a large
degree.

There are mainly two types of the spiral encoding: the 2n*2n grid encoding and the
(2n+1)*(2n+1) grid encoding (n is integer).

2n*2n grid encoding: We start to read the data from the image element that locates
at n line and n row deasil. After this circle, we continue to read the data from the
image element that locates at top left corner of the starting point ((n-1) line and (n-1)
raw) deasil. Flowing the method above, we don’t stop reading until all the data has
been read. And the result should be showed as the run length encoding does, thus we
express it with the form (Ai A ). A is attribute. N is the number with the continuous
same attribute. i is serial number, as show in Fig.5.

(2n+1)*(2n+1) grid encoding: We start to read the data from the center image
element. After it, we continue to read the data from the image element that locates at
top left corner of the starting point deasil. Flowing the method above, we don’t stop
reading until all the data has been read. And the result should be showed as the run
length encoding does, as show in Fig.6.



Fig. 7. Run length encoding
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Different from the methods showed above, the spiral encoding possesses powerful
pertinence and it can compress the buffer grid in a large degree, which will save lots
of storage space and speed up the rata of analysis and conduct.

And then, let’s make a comparison between spiral encoding and run length
encoding.

The compression degree of run length encoding mainly depends on the character of
grid data. So we can forecast it by estimating the unnecessary data Re:

Re=1-Q/m*n

Q is the times that the adjacent attribute values have changed.
m is the lines of the grid.

n is the raw of the grid.

If the Re value is greater than 1/5, the grid data can be compressed obviously. The
effect of compression can be described by compression ratio, S=n/K (the maximal
serial number). That is to say, the larger the compression ratio value is, the more
obvious the effect of compression is [6].

The method above can also be used to spiral encoding.

So encoding the Fig.6 by run length encoding, we can conclude that Re, =0.58

and S, =0.26comparing Re, =0.95 and S,=1.83 encoded by spiral encoding. So

it is obvious that in the aspect of buffer grid image compression, the spiral encoding is
more effective, as show in Fig.7.

7 Summaries

With the rapid development of GIS and the increasing data volume, there exist lots of
methods of compression encoding. But the limitation that we know about spacial data
and the way we study the spacial data leads to the average methods of compression
encoding lack pertinence, which may not compress the data as much as possible and
bring lots of inconvenience to GIS. So I suggest that we should create the method of
compression encoding with more pertinence, which will save a great number of
storage space and make our work more convenient.
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Abstract. This paper first analyzes the reason why agricultural geographic
information gives rise to semantic heterogeneity and solution thereof. Although
OWL is the standard of ontology representation language in semantic web, it is
insufficient in representing spatial characteristics, especially spatial
relationship. Consequently it is pointed out to builds geo-ontology by virtue of
three theories such as mereology, topology and location theory in this paper.
This paper introduces mereology, topology and location theory, and then
discusses how to adopt these three theories to builds geo-ontology. The
outcome of experiment shows that solution put forward by this paper is feasible.

Keywords: Agricultural geographic information, Semantic heterogeneity,
Mereology, Location, Topology, Geo-ontology.

1 Introduction

Agricultural geographic information is semantic interpretation of agricultural
geographic data and attribute data, which consists of four interrelated characteristics,
namely spatial position, spatial relationship, attribute property and temporal property.
Agricultural geographic information is involved in each department or organization in
society, which plays an important role in agricultural production and decision-making.
Agricultural geographic information is distributed in heterogeneous systems,
possessing different data formats and specifications and adopting different concepts
and terms. This is to say, a semantic heterogeneity problem exists in agricultural
geographic information[1]. Previously, owing to lack of efficient and reasonable
technique means, it is difficult to completely share and integrate agricultural
geographic information in digital agriculture application, which restricts application
development of digital agriculture in a large part[2].

At present, sharing and integrating geographic spatial information have reached the
stage of semantic interoperation and integration of spatial information based on
ontology theory and technology. In other words, it is possible to solve semantic
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heterogeneity problem of agricultural geographic information through ontology theory
and technology[3]. Geo-ontology researches detailed connotations and hierarchy
relationships of concepts of geographic spatial information in geographic information
domain and offers semantic annotations of concepts so as to solve the problem
derived from different geographic cognition and the intertranslation problem of logic
description thereof, which can be applied to sharing and integrating geographic
information.[4]

Geo-ontology is essentially independent of any concrete representing language, but it
is necessary to choose a formalized ontology language to represent it. OWL,
recommended by W3C, is the standard of ontology representation language in semantic
web. As far as general ontology is concerned, semantic relationships that need to be
represented are part-of, kind-of, instance-of and attribute-of. OWL provides abundant
modeling primitives, so it is an ideal language representing ontology. As for geo-
ontology, however, except for attributes characteristics of geographic concepts, it is
more important to represent spatial characteristics, especially spatial relationship. Those
spatial relationships are very important for geo-ontology, which are applied to spatial
analysis, spatial query and spatial reasoning. OWL is incapable of dealing with spatial
characteristics of geo-ontology. RCC (short for Region Connection Calculus) theory and
n-intersection model have extensively been applied to topology description, but they
still have a certain limitations[5]. In addition, geo-ontology should pay attention to
positions, boundaries and whole-part relationships of spatial objects[6]. Consequently
they are not suited to be basis of formalized representation of spatial characteristics in
geo-ontology[7].

Because OWL is insufficient in representing geo-ontology, it is feasible to building
geo-ontology by virtue of three theories such as mereology, location theory and
topology. Application of those three theories may implement formalize representation
of spatial relationships, spatial positions and spatial boundaries of geographic entities,
and build a set of axiom system. Those axioms will be added to OWL as modeling
primitives, which can provide formalize representation of spatial characteristics and
spatial relationship in geo-ontology built by OWL.

2 Construct Spatial Relationship Based on Three Theories

Mereotopology is a formal theory of part-whole and connection relationships[8].
Space cognition and spatial reasoning of people depend on part-whole relationship in
a large part, so part-whole relationship is very important in representing geographic
space[9][10]. The primitive relation ‘x is part of y° we symbolize by ‘P(x, y)’, which
we take to be true when x is any sort of part of y, including y itself[11].

More generally, mereology cannot account for some very basic spatial relations,
such as the relationship of continuity between two adjacent parts of an object, or the
relation of one thing’s being entirely inside or surrounded by another[12] [13]. To
provide a systematic account of such relations will require topological machinery.

Topology, constructed on a mereological basis, is generally used to describe
relative position relationship between geographic objects, which can be described by
connection relationship[14]. Connection relationship is defined by boundary.
Boundary problem is a very complex problem. Boundary can be divided into bond
fide boundary and fiat boundaries. The central concept is the concept of boundary as
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illustrated by the outer surface of a sphere. As a primitive, we assume ‘X is a boundary
for y’, which we symbolize as ‘B(x, y)’. We say boundary for, rather than boundary
of, to allow for boundaries that are not maximal (corners, edge segments, parts of
surfaces)[15].

Location, a theory based on Mereology, is used to research relationship between
geographic object and spatial position occupied by it, which is very complex and an
emphasis geo-ontology represent[16]. Geographic object is not equivalent to spatial
position occupied by it. This is to say, geographic object is not representative of
spatial position occupied by it, vice versa. The reason is that a space can be occupied
by multiple geographic objects. We can use the notation ‘L(x, y)’ to indicate that ‘x is
located at y’, that x stands to y in the primitive relational tie of exact location[17].

Through the above three theories, it is possible to implement formalized description
of spatial positions, part-whole relationships, spatial topological relationships of
geographic objects, and further realize spatial reasoning according to those formal
axioms[18].

For example, we may construct eight basic spatial topological relationships
between regions on the basis of the above three theories.

(1) Disjoint(x, y). The definition of Disjoint is exactly opposite to DP1. If there
exists no z which sets up Part-of(z, x) and Part-of(z, y), x is disjoin from y, namely,
Disjoint(x, y).

Disjoint(x, y) := —3z(Part-of(z, x) A Part-of(z, y));

(2) Touch(x, y). The definition of Touch is relatively complex, which needs to
resort to Overlap and Interior Part definition DB3. Touch(x, y) indicates x only
coincides with y on the boundary, not inside. Consequently, if x overlaps with y, and
there exists no z which sets up that z is inside x and y at the same time, x touches
with y.

Touch(x, y) := O(x, y) Adz(IP(z, x) A IP(z, y));

(3) Overlap(x, y). Overlap can be defined by DP1, but DP1 is not strict Overlap
relationship. In order to a strict Overlap relationship, we add the following restricts on
the basis of DP1: x is not a part of y, y is also not a part of x; and there exists z which
sets up that z is inside x and y at the same time.

Overlap(x, y) := O(x, y) A Part-of(x, y) A Part-of(y, x) Adz(IP(z, x) A
IP(z, y));

(4) Equal(x, y). If x is a part of y, y is also a part of x, namely part-of(x, y) and
part-of(y, x), x is equal to y.

Equal(x, y) := Part-of(x, y) A Part-of(y, x)

(5) Contains(x, y) and Within(x, y). The definition of Contains(x, y) and
Within(x, y) only resorts to Interior Part definition DB3. Within(X, y) means that x is
inside y, which can be represented by IP(X, y). On the contrary, Contains(X, y)
indicates that x contains y, which can be defined by IP(y, x).

Contains(x, y) := IP(y, x);

Within(x, y) := IP(x, y);

(6) Cover(x, y). In fact, Cover relationship is Inscribed-By relationship. Influenced
by Egenhofer who represents this relationship with Cover, a number of researchers
called it as Coverage relationship. Cover(x, y) means that x covers Yy, this is to say, x
is inscribed by y. So y must be inside X, and the boundary of y overlaps with x.
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Cover(x, y) := Part-of(y, x) AVz(B(z,x) = O(y, z));

(7) CoverBy(x, y). In fact, CoverBy relationship is Inscribing relationship.
CoverBy (x, y) means that y covers X, this is to say, y is inscribed by x. So x must be
inside y, and the boundary of x overlaps with y. Whose definition is exactly opposite
to Cover(x, y)

CoverBy(x, y) := Part-of(x, y) AVz(B(z,y) - O(x, z))

According to the above eight new axioms, it is possible to not only represent
spatial relationship between two known geographic concepts, but also judge spatial
relationships between two arbitrary polygons by defined axioms and show them as
ontology. We can edit polygon of arbitrary shape with open source software JUMP,
then judge and output spatial relationship between them based on OWL format.

Here it should be pointed out that these three theories need to cooperate with each
other to represent part-whole relationships, spatial postion relationships and
topological relationships of agricultural geographic entities in agricultural geographic
information domain. Any individual theory can not complete representation of
agricultural geographic entities.

3 Development of Agricultural Geographic Information
Ontology

The confine of agricultural geographic spatial information domain has considerable
flexibility. As a result, when establishing domain ontology of spatial information we
firstly need to determine domain confine, be clear about the aim of establishing
ontology and specify application domain of ontology. In addition, we should apply
pertinent classification methods to classifying domain knowledge too, for clear
structure classification make organization of domain knowledge model orderly and
has an important effect on reuse and integration of it.

A complete geo-ontology should consist of such primitives as geographic concept,
geographic relationship, geographic axiom and geographic individual.

Geographic Concept Representation

In geo-ontology, concept or class is generally organized through hierarchy system
such as lattice or tree. Concept lattice or tree and geographic concepts therein con
constitute the chief problem, namely basic axis or main axis, and that concept
attributes and relationships among concepts constitute auxiliary axis or secondary axis
of geo-ontology. It is easily implemented on the basis of concept classification. The
following is particular steps.

1) Determine primitive concepts and relationships, which are independent of other
concepts and relationships, and applied to composed other concepts and relationships.

2) Adopt primitive concepts and relationships compose news new concepts and
relationships, and classify them.

3) Find out attributes of individuals in each class, and establish relationships
between individuals and attributes. Attributes include spatial attribute, temporal
attribute, natural state, substance composition/covering property, purpose/use attribute
and action/process attribute.
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4) Determine semantic relationships among classes, and further label basic type of
each relationship and mutual relationship among them like inverse relationship,
transitive relationship and reflexive relationship.

Geographic Relationship Representation

Geographic relationship means a certain relation among geographic concepts in
geographic domain. Relationships among geographic concepts include semantic
relationship, temporal relationship and spatial relationship. Semantic relationship
reflects correlative relationship of geographic concepts at semantic level, including
equivalence relationship, general-special relationship, intersection relationship, non-
intersection relationship and whole-part relationship. Spatial relationship is divided
into distance relationship, direction relationship, topological relationship and similar
relationship. In geo-ontology temporal relationship can be represented by interval
algebra theory (Allen, 1983). Therein each time slot includes two endpoints. It may
distinguish 13 basic temporal relationships through comparing relationships among
endpoints of two time slots: Before(<), Meets(m), Overlaps(o), Starts(s), During(d),
Ends(e), After(>), Met-by(m~), Overlapped-by(o”), Started-by(s”), Includes(i’),
Ended-by(e”) and Equals(=).

In geo-ontology geographic relationship is generally described as ObjectProperty
of geographic concept, composing secondary axis of geo-ontology. For each type of
spatio-temporal relationship Moreover we can give it a definition and adopt
rdfs:domain and rdfs:range of RDEFS to stipulate its corresponding concept class, so as
to constrain its application domain and confine.

Geographic relationship can be succeeded. At all events semantic relationships
among higher level concepts are fixed, and can be succeeded by their all subclasses.

Geographic Axiom Representation

In geo-ontology axiom means commonly-recognized geographic laws, geoscience
knowledge and some rules or constraints of geographic relationships in geoscience
domain, so as to carry through reasoning and ensure consistency and integrity of geo-
ontology. According to complexity of axiom in geo-ontology it can be divided into
simple axiom and complex axiom. Simple axiom is used to ensure consistency and
integrity of classes, attributes and individuals in geo-ontology, and can be represented
by restriction rules (i) of ontology in itself. Those restriction rules consist of
restriction rules of class, attribute and individual.

OWL-DL, a sublanguage of ontology language OWL, provides complete concept
and classification definition, and also furnishes enough axioms operating classes.
OWL-DL, however, is based on description logic and far from representing complex
rules. For instance, it can not represent “if... then ... reasoning structure. On the other
hand, “if... then ...” is basic structure in reasoning. OWL-DL is incapable of
representing spatio-temporal reasoning rules. For example, spatial entity A contains
spatial entity B, and that spatial entity B contains spatial entity C, then A should
contain C. But OWL-DL isn’t able to define the reasoning rules like Contain(?A, ? B)
A Contain(?B, ? C ) => Contain (?A, ? C). Thus we should find out other solution
methods to solve the representation of complex rules.
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Geographic Individual Representation

Geographic individual means concrete instances concept or class in geo-ontology.
Individual corresponds to concrete object in database system, composing concrete
record of underlying database. The statements of individuals and their set constitute
so-called knowledge base, which are important composition of geo-ontology. In geo-
ontology we don’t always give explicit statement, which depends on content and
purpose of geographic concept model.
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4 Summaries

Because agricultural geographic information is distributed in heterogeneous systems,
a semantic heterogeneity problem exists in agricultural geographic information. Geo-
ontology can solve the problem derived from different geographic cognition and the
intertranslation problem of logic description thereof, which can be applied to sharing
and integrating geographic information. Geo-ontology, however, except for attributes
characteristics of geographic concepts, it is more important to represent spatial
characteristics, especially spatial relationship. For OWL is insufficient in representing
geo-ontology, it is feasible to building geo-ontology by virtue of three theories such as
mereology, location theory and topology. This paper introduces mereology, location
theory and topology, and then discusses how to adopt these three theories to builds
geo-ontology. The outcome of experiment shows that solution put forward by this
paper is feasible.
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Abstract. With the rapid development of Internet and network technologies,
intrusion detection system (IDS) is expected to be more intelligent. Generally,
IDS in current use can rarely meet actual requirements in performance,
accuracy and distributed characteristics. In this paper, we present a distributed
network intrusion detection system, in which an improved outlier mining
method on clustering is introduced. Experimental results prove that both
traditional attacks like SYN flooding, and distributed attacks such as DDoS, can
be detected effectively with visible accuracy rate and reliability.

Keywords: Intrusion Detection System, outlier mining.

1 Introduction

Intrusion Detection System (IDS) has been developed to be one kind of efficient
security protection mechanism against network attacks, with various intelligent
methods such as artificial immunity, revolutionary computing and data mining having
been introduced in recent years [1]. However, as a rapid developing field, there still
exists some problems with IDS from theory to application.

1)

2)

Performance. Since the diversity and rapid evolution of network attack
methods, current detection methods have a unacceptable false-alarm and
negative rate. In a large-scale network environment such as campus, most
IDS suffer packets loss heavily, which will decrease the detection rate
significantly.

Detection on distributed attacks. Compared with traditional attacks,
distributed attacks are N to 1 attacks with a shorter performing procedure
and a higher success probability. The behaviour pattern of a single node
have little difference with normal communications, which can be ignored
by traditional IDS. Along with the increasing cases of distributed attacks,
current IDS solutions show a weak detection capability.

To solve these problems, an intelligent, real time detection algorithm needs to be
proposed, which can be capable to recognize particular attack patterns in time. Data
mining technologies have a great advantage in extracting new features and rules from
massive data, in which clustering analysis is particular suitable for discovering inner

G. Yang (Ed.): Proceedings of ICCEAE2012, AISC 181, pp. 343-B48]
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relations among data points. Based on the above considerations, in this paper a
distributed network intrusion detection system with an outlier mining method on
clustering is introduced to perform real time detection on local network.

2 Related Work

Introduce intelligence into intrusion detection will enhance its learning ability and
adaptability. Current research has drawn two main lines, statistical methods and
knowledge discovery. The former methods includes Bayes classification[2], hidden
Markov model[3] and statistical learning[4], while the latter one involves some kinds
of data mining methods.

Statistical methods assume that normal activities own some certain statistical
patterns, and use some statistical variables to characterize system behaviour. Systems
such as IDES, NIDES and EMERLDI[5] have developed these statistical analysis
technologies.

The main advantage of statistical methods lies in their learning capability of
normal behaviour of the system, hence with a high detection rate and availability.
However, this way can lead to a shortage of representation on time sequence relation,
while most abnormal states that describe intrusions are events-sequence-sensitive.
Besides, the intrusion patterns and normal patterns do not always comply with certain
distributions, nor linearly separable, which will cause difficulties in applying some
new statistical learning methods, such as support vector machine[6], to intrusion
determination.

Considering intrusion detection as a procedure of data analysis, data mining
methods can be used to discover implicit patterns or models of intrusion behaviours
among massive audit data. No manual analysis or intrusion pattern coding is needed.
The DARPA evaluation report shows that IDS based on data mining are better in
performance than those based on manual analysis[7]. Many kinds of data mining
methods, including association rules analysis, classification and clustering, has been
applied to detecting intrusions in present.

As a unsupervised knowledge discovering method, intrusion detection based on
clustering requires little priori knowledge of the data, but neither detection rate nor
negative ratio meet the practical requirements, especially for intrusions of new and
unknown types[8]. The main disadvantage of current intrusion detection methods
based on clustering exists in the measuring method of data similarity, which can not
describe the similarity of mixed-attribute data. This shortage will lead to a low
detection accuracy.

The difficulty of applying data mining to intrusion detection remains in: 1)
extracting attributes that effectively reflect properties characteristics of current
system, and 2) developing an on-line data mining algorithm. Besides, those chosen
attributes should be refined based on network security domain knowledge as well as
specific application context.
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3 Clustering

The definition of similarity between data objects and the difference between
clusters is the most fundamental problem, which will directly affect the clustering
result. Data used for intrusion detection contains mixed and classfied attributes, in
which leaves a large margin for the refinement and improvement of existed measuring
methods.

By dividing the data space as well as the distance of two data points into two
sub-spaces respectively, namely numerical and classification spaces, the Minkowski
distance of a linear space can be promoted as follows:

Given the cluster C, C, and C, of dataset D, and object p=[pj, p2, ..., puls q=lq1,
42, ---» qml, where D; denotes the set of i-value of the attribute.

1) Let a € D;, the frequency of a on D; in C is defined as the including times
of a by the C’s projection on D;, which is

Freq.,, (a)=|{object|objecteC, object D,=a}|.
2) Define the distance (or difference) between cluster C; and C, as

n i,
d(C], Cz):Z—Fl l(ml — )9

where dif(CEl) ,dz)) is the difference of C; and C, on attribute D,.
Its value on a classified attribute D; would be

o D AL
dif(G”, G7)=3 Epecciucniv, T i

Freac, |p,(P) Frch2|D,-(Pi)|
as the classified attribute is described by frequency set of different values.
When comes to numeric attribute D;, the value would be

G, ).

Especially, when a cluster owns only one object, we get the following
definitions:
3) The distance between an object p and a cluster C is

1 difp, C)

d(p, )= 28 4

m

where dif(p;, C;) stands for the difference of p and C on attribute D;.
Its value on a classified attribute D, is

dif(pi, Ci)zl- FTEQ("|—£1(P,)
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Its value on a numeric attribute D; is
dif(p,, C,)=|p,-c,|.

4) The distance between two objects p and ¢ is defined as
T difp,, gy)
d(p, )==——"=+.
Its value on a classified attribute is

. 1, p#q,
dif(p,, q,)= {0 p=q’

On a numeric or sequence attribute, its value would be

dif(p,, ¢)=|p;q|-

The k-means algorithm, based on partition, is a classic method to solve clustering
problems, which would be robust enough for massive data environments. However,
this method can only process data of those without classified attributes, which are
necessary for intrusion detection. In according with the above clustering measurement
definitions, a improved algorithm is proposed in this section to process data of mixed
attributes.

This modified k-means algorithm includes three steps:

1) Initialization. The k objects will be choosed, and k clusters are built.

2) Deliver each object to its nearest cluster.

3) Re-compute the centroid of each cluster.

4) Repeat step 2 and 3, till neither error nor change is significant, or no object
is switched between clusters during iteration.

4  Outlier Mining

Outliers are those data that diverge from the average main part of the dataset, which
can be suspected as producted by non-random factors. In intrusion detection, this
implies that the possibility of an intrusion behaviour should be seriously considered.
Outlier mining can be described as follows:

Given N data objects and expected outlier data amount, identify the primary n
objects that are inconsistent with others. Whether those outlier can be correlated with
an actual attack should be decided by domain knowledge.

Let dataset D be devided by k clusters Cy, C,, ..., Cy, the outlier factor OF(C;) can
be defined as the average distance of each two clusters, which is

OF(C)= Tl
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The OF(C;) measures the deviation of the cluster C; to the whole dataset whose value
implies the degree of deviation.

After that, an unsupervised intrusion detection method based on clustering can be
proposed based on the above outlier factor-by sorting the clusters in accordance
with the outlier factor and marking a certain partition of clusters as normal or
abnormal.

The steps can be described as follows:

1) Clustering on dataset 7, get result 7\={C}, C,, ..., Cy}.
2) Compute OF(C;) of each cluster C;, and sort C; in descending order of
OF(C)). Find the minimum value of b that satisfies

b
2i=1lCl >e.
7,1

Then, clusters of Cy, Cs, ..., C, can be marked as attack clusters, while the others as
normal ones.

The ¢ can be regarded as an approximation of outlier data’s scale. The less ¢ is
set, the lower the detection ratio will be, and the same as negative ratio. Statistical
experiences show that outlier data usually scales less than 5%. Generally the
value of ¢ can be set as around 0.05. In a specific application environment, a
more precise value can be obtained via performance demand and prori
knowledge.

5 Simulation

By sending massive raw packets to a local host with specific attributes, a network
intrusion can be simulated in a limited scale. Besides, benchmark can be set by using
classic dataset, such as DARPA 98 and KDD’99. A network intrusion detection
system NIDS based on the above design is implemented and deployed. The
simulation’s results are summarized as follows.

Build the model on DARPA 98 dataset weekl and week?2, and test this model on
other four weeks’ datasets. The results on a value r=0.6-0.7 is shown in Tab.1.

Table 1. Detection performance on DARPA 98 dataset of NIDS

Weekl Weekl1 Week2 Week2

(r=0.6) (r=0.7) (r=0.6) (r=0.7)

Total Detection Rate 91.67% 87.56% 88.63% 89.11%
False Alarm Rate 4.38% 1.06% 4.25% 1.08%

The results of the simulating different attacks to the host with this NIDS of the
above model is shown in Tab.2.
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Table 2. Detection rate of different attacks

Attack types r=0.5 r=0.6 r=0.7 r=0.8
guess_passwd(remote) 100.00% 100.00%  100.00% 10.55%
land 66.67% 100.00% 100.00% 100.00%
buffer_overflow(remote) 52.07% 71.86% 32.03% 7.10%
rootkit(remote) 38.00% 9.00% 0.00% 0.00%
teardrop 8.89% 544%  32.96% 14.32%
smurf 98.89%  97.66%  97.00%  95.78%
distributed SYN flooding 79.00% 100.00% 100.00% 100.00%
spy(remote) 0.00% 0.00% 0.00% 0.00%
DoS 98.10%  99.00%  99.15%  99.12%
TOTAL DETECTION RATE  93.58%  96.65%  96.53%  88.62%
FALSE ALARM RATE 3.47% 6.06% 5.76% 2.57%

6 Summaries

Traditional intrusion detection techniques are mainly based on domain knowledge and
manual rules which can not work effectively in face of unpredictable network attacks.
Therefore, data mining techniques are introduced and great achievements have been
made in recent years. However, current approaches also suffer some shortcomings
such as low time efficiency, low detection ratio, as well as high negative ratio and
weak detecting ability for attacks of some new type. Based on previous research, here
we proposed an improved outlier mining method on clustering, with a new cluster
description and measurement as well as a modified k-means algorithm for online
clustering. A prototype system is implemented, in which experimental results confirm
us a satisfied performance.
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Abstract. Lucene is a high efficient, open source Java full-text retrieval libarary,
which has been widely recognized for its utiliy in the implementation of Internet
search engines and local, single-site searching.Compass is a Search Engine
Framework built on top of Lucene, it simplifys the work with Lucene, without
suffering any performance or loss of capabilities.Firstly, the paper analyzes the
architecture of Lucene;secondly, it studies how the Compass works;finally, the
article descibes a simple full-text retrieval system using Compass based on
Lucene in detail.

Keywords: Lucene, Compass, full-text retrieval.

1 Introduction

Lucene, the free, mature and open-source project of Apache software fund, is an
excellent search engine for full-text retrieval. Lucene is not a complete full-text
retrieval engine, it is just a java tool package. In this situation, a great number of other
full-featured search products use Lucene as the underlying search engine
implementation. Compass, the open source Java Search Engine Framework, is one of
the outstanding full-featured search applications. It leverages Lucene to expose a broad
range of search features. Through Compass we can develople full-text retrieval system
more efficiently and easily.

2 Architectur of Lucene System

Lucene enables to add indexing and searching capabilities to applications and hides the
complicated implementation of indexing and searching behind a simple-to-use API. In
this way, Lucene acted as an independent layer and applications sit on top of it, which is
depictured in Figurel. By layer upon layer object-oriented progressing, Lucene
achieved to be a high performance, loose coupling, easy to secondary exploitation
search engine system.

G. Yang (Ed.): Proceedings of ICCEAE2012, AISC 181, pp. 349-3356]
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Fig. 1. Lucene Application Structure

Illustrated in Figure 2, the whole architecture of Lucene system is made up of
External Interface, Index Core and Basic Structure Encapsulation the three major
components. Of which the Index Core part is apparently the most important.

Lucene queryParser
(Query Parser)

Lucene analysis
(Language Analyzer)

Fig. 2. Lucene System Architecture

3 Operation Mechanism of Lucene

(1) Lucene Indexing
To index data with Lucene, first of all, we must convert it to a stream of plain-text
tokens, the format that Lucene can digest. Therefore, other patterns of files must be
converted into text before being indexed.

Secondly, create a document object with its relevant field objects. Then call the
method addDocument to store the data for indexing.

Next, use the specified analyzer to tokenize every word of indexes so that data
stream can be more suitable to be indexed.

Last but not least, write the result back into index files.

The process of building full-text indexes is presented in Figure 3.

html txt pat_ ||
N [ \:] ,;] :
erntoh ;

o ng :

doc
! Document Processis
nd

Fig. 3. Lucene Indexing Mechanism
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(2) Lucene Searching

As shown in Figure 4, the query string requested by the user will be parsed by the

QueryParser class in the beginning. Not only just parse the string into the

corresponding query object for searching, but also tokenize every word of the indexes

using the particular analyzer that is the same as the one during the indexing process.
Finally, search the built index files for query results, which will be ecapsulated in

TopDocs class and returned back to users.

Fig. 4. Lucene Searching Mechanism

4 Compass Framework

After a brief introducing of Lucene, it is obviously revealed that Lucene is merely a low
level usage and API. For designing a strong, mature and required full-text retrieval
system, a secondary development on Lucene is in need.

(1) Benefits of Compass Framework
Compass is a complete full-text retrieval search system built on top of Lucene designed
to simplify the integration of search engine into any Java application.

1) Easier for Developers: Compared with many Lucene APIs, Compass
exposes a very simple APIL. It has a unique interface, with all operations
available through it.

2) Transaction Support: Lucene is not transactional. It causes troubles when
attmptting to integrate Lucene with other transactional resources. Compass
provides support for two phase commits transactions, such are
read/committed and serializable.

3) Rich Mapping Technologies: Compass supplies rich mapping techanologies
to map a Java object model into the search engine and step further to
provide seamless integration with ORM libraries, data grids, and others.

4) Faster Updates: It is nontrivial for Lucene to perform an update, as it must
delete the old Document first, then create a new Document. Due to
transactional support and the fact that the saved data in Compass must be
idendifiable, Compass execute a simpler and faster update.

5) Index Fragmentation: While creating a Lucene enabled application,
somtimes the index actually comprised of several indexes. Compass will
automatically fragment the index into a couple of sub indexes or it can be
mapped several aliases to the same sub index.
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6) All Fields Search: Compass creates an “ALL” field by default which serves
as the default search field to search on all the fields stored in a Document
when just working with Lucene is impossible.

(2) Modules of Compass Framework
The overall Compass modules is composed of three parts, which are Compass Gps,
Compass Spring and Compass Core, outlined in Figure 5.

Fig.5 Compass Modules

Compass Core aims to be usable in different environments, and simplify the key
implementations done against a search engine. Transaction management, kinds of
mapping technologies, search engine API, search engine abstraction and other Lucene
extensions are kept in Compass Core.

Compass Gps aims to integrate with kinds of content sources. The main feature is to
integrate with different Object/Relation mapping(ORM) frameworks (iBatis, JDO,
OJB, Hibernate)and allow for nearly transparent integration between a search engine
and an ORM view of content that stores in a database.

Compass Spring aims to integrate seamlessly with the Spring Framework.
Integrating with Spring in Compass is similar to the ORM frameworks integration with
Spring. Moreover, Compass integrates with Spring transaction abstraction layer, AOP
support, and MVC library.

(3) Compass and Lucene
1) Object Searching Engine Mapping(OSEM)
OSEM is one of the prime features for using Compass. It provides support
for mapping Java Objects to the Search Engine. Compass OSEM technology
is the process of saving an object into the search engine and retrieving an
object from the search engine.
2) Relationship between Compass and Lucene

Fig. 6. Compass OSEM Based on Lucene

Figure 6 explicitly pictured the intimate relationship between Compass and Lucene.
Compass allows to use most of Lucene classes without any changes. For example, if the
application has a specialized Query, Analyzer, or Filter, we can use them directly
within Compass.
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Fig. 7. Compass Index Structure

Seen from Figure 7, a Compass Index can be divided into several sub indexes. Every
sub index has its own entire functional index structure, which mapps to a single Lucene
index. The Lucene index part maintains a meta-data file about the index (called
segments). The segments can be a single file or multiple files, which holds several
Documents.

5 Full-Text Retrieval System

After a concise understanding of Lucene and Compass, we begin to design a typical
full-text retrieval system using Compass based on Lucene.

(1) Architecture of Full-Text Retrieval System
Referring to Figure 3 and Figure 4, the complete structure of a full-text retrieval system
consists of two basic parts: searching and indexing, depicted in Figure 8.

Fig. 8. Full-Text Retrieval System Architecture

In the searching process, users request the personalized search, and the index
database will then return back the specified results. In the indexing process,
information will be extracted to be indexed and saved in the index database according
to what the developers have customized.

(2) Design of A Full-Text Retrieval System

1) The Index Processing: Take the Class Book for example, we use Compass
OSEM to implement the mappping, then create the index. The main code is
as follows:

@Searchable

public class Book {
private String id;
private String title;
private String author;
@Searchableld
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public String getld() {
return id;

public void setld(String id) {
this.id = id;

}
@SearchableProperty(index = Index.TOKENIZED, store = Store.YES)
public String getTitle() {
return title;

public void setTitle(String title) {
this.title = title;

The annotation “@Searchable” above is to state that the class below will be indexed.
“@Searchableld” is declared to uniquely identify the object within its mapping
definition. “@SearchableProperty” is to state that the Class property needs to be
mapped. The annotation “index” is to decide whether to be indexed or tokenized and
the annotation “store” is to decide whether to store the propery in the database.

Later, configuring and building Compass for the mapped Class Book. The crucial
code is as follows:

CompassConfiguration cfg = new CompassConfiguration();
cfg.setConnection(path);

cfg.addClass(Book.class);//add the mapping information
compass = cfg.buildCompass();//build Compass

After that, starting to create, delete and update the index. The example code of creating
the index is as follows, delete operation is very similar to it and update operation is to
delete the index first then create a new index.

public void createIndex(Book book){
CompassSession session = null;
CompassTransaction tx = null;
try{
session = compass.openSession();
tx = session.beginTransaction();
session.create(book);
tx.commit();
}catch(RuntimeException e){
tx.rollback();
throw e¢;
Hinally {
if(session != null){
session.close();
}
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2) The Search Processing: The key code for searching operation is as follows:
session = compass.openSession();
tx = session.beginTransaction();
CompassHits hits = session.find(queryString); // searching results
int n = hits.lenth();

if(n==0){
return Collections.emptyList();
}

for(int i = 0;i<n;i++){
CompassHighlighter highlighter = hits.highlighter(i);
/luse Compasshighlighter to emphasize the hit content
Book book = (Book)hits.data(i);
book.setTitle(highlighter.fragment("title",book.getTitle()));
books.add(book);
}
hits.close();
tx.commit();
return books;
3) Running the Full-Text System
We enter the string “Harry Potter” in the text, displayed in Figure 9.

key words: Harry Potter search

Fig. 9. Input Query String

The results present the information of the book that contains the title and the author,
exhibited in Figure 10.

key words: Harry Potter
searching results: Harry Potter is written by J.K. Rowling.

Fig. 10. Search Results

6 Summaries

Although Lucene is not a full-featured search application, it is a high reliable and
extensible full-text information retrieval toolkit. Based on Lucene,Compass, the
integrated search product is used to design the full-text retrieval system. As advantages
mentioned above, Compass makes the process of developing convenient and most of
Lucene classes and applications can be directly migrated to Compass. The full-text
retrieval system we designed is very simple, for further develpleing, Compass provides
various ways to adapt to all kinds of requirements. It needs conscientious future
research.
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Abstract. Based on the need for data in aircraft conceptual design, this paper
made the research on data storage model and data analysis model. Then the
structure of database that included the database server, the interface and the
connector was described. The database server was developed by the software of
SQL Server, the application program by VB.NET and the connector by
ADO.NET. The practicality of the database system was verified by a case study
in the end.
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1 Introduction

As a complex project, aircraft design calls for the experience embeded in the previous
aircraft since the series design is so common. For designers, accumulating data is
vital[1]. The aircraft’s configuration is frozen when the conceptual design ends, so
that conceptual design plays a very important role in aircraft design and has great
influence on aircraft’s final performance. Conceptual design needs a large amount of
data to determine and optimize many parameters. So knowing the previsous design
konwledge has great significance to conceptual design.

In the aviation industry, conventional data management is conducted by
handbooks, which is quite work-consuming and incovenient to use and share [2]
.Since 1960’s when database technology was invented, it is used extensively in many
fields now. It makes data management easy and improves the sharing of data. For
instance, Americans developed air dynamic database named DATCOM which
efficiently guided the configuration optimization of F-22 [3]. Therefore, to manage
data efficiently and use it coveniently, database technology is a good choice.

2 Data Classify and Model Design

2.1 Data Classification

From defining the design requirments to determining the detail parameters,
conceptual design involves a lot of data. So classifying these data is necessary, as the
beginning of database design.

G. Yang (Ed.): Proceedings of ICCEAE2012, AISC 181, pp. 357-363]
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At the beginning of conceptual design, general data like dynamic coefficients,
atmosphere paraters and airfoil paraters is needed, which is essential to design[4].

Then, according to the process of conceptual design, previous aircraft data that is
available is classifed as follows.

Performance parameters that are used in the phase of deciding design requirments.
For military aircrafts, mainly political, economical and cultural factors are considered.
While civil aircrafts emphasize the market competitiveness on the condition of
meeting the security requirments.

Basic design parameters: include takeoff gross weight, wing loading, thrust-weight
ratio and so on. These parameters are vital and determine what the aircraft looks like.

Geometry parameters of different parts: include geometry parameters of fuselage,
wing, tail wing etc. Finally the aircraft design work is given in project files with
demensions and other requirments, so that this is one of the most important data.

Data of avionics. In morden aircraft, avionics play an important role to
performance and arranging them is an important job in conceptual design.

2.2 Data Storage Model

“Hierarchy model” for data storage[5] is used as shown in Fig.1. Using “hierarchy
model” instead of a large spreadsheet makes the management easy and convenient for
building expert system which will be dicussed later.

According to hierarchy model, data from up to down is classified as Information
sources, Attribute Groups, Attribute Segments, Attributes, which are performance
requirments, basic parameters and deminsion of parts correspondingly in the process
of conceptual design, see details in Fig.1.

Design Concept
Case\ o _______ /: ,\,< ,,,,,,,,
Information 5
Sources Design Requirements Basic Design Parameters
Attribute Groups Performances Mission Profile Payloads Combined Direct
A\ Parameters Parameters
Attribute Segments = . 5 Missile /
Takeoff  Climb Cruise ype  Crew 7/
Atributes Max,  Initial Engine oo amouy TWUSU Wing  Takeoff o Wing
Range ““<zjocity Alfitude " Status ‘ Loading Loading Gross Weight Area

Fig. 1. Hierarchy model and examples of the information

2.3 Data Analysis Model

In the application programme, expert system is designed to aid the concept-selecting.
Based on case-based reasoning(CBR) model, expert system is builded.

The process of CBR model includes four steps: retrieve, reuse, revise and retain, as
shown in Fig.2 [6]. The data needed in CBR model is just mentioned in 2.1, i.e.,
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Fig. 2. The CBR cycle Fig. 3. Flow of CBR for aircraft conceptual design

general data and case information. The flow of CBR for aircraft conceptual design is
discussed in Ref.7, and the flow is shown in Fig.3.

First, a new case is defined in parameters according to the design requirments.
Then retrieve “best-matching” cases in the database.

In Ref.8, a method named nearest-neighbor (NN) method is talked about, which is
used to retrieve “best-matching” cases. NN method is:

S(T,P)=Y wss(a a)

i=1

where S(T,P) is an overall similarity of the target problem 7 with an old case P, a;"
and a;” are the " attributes of the target problem and the old case, respectively; s(,) is
pair-wise similarity measure along an attribute and it can be a function, rule, or
heuristic; m is the number of cases; w; is the weighting factor representing degree of
importance of the i attribute towards the determination of overall similarity, and

usually Zi:l w,=1.

The “best-matching” cases are selected by the value of S. Ref.7 improved NN
model to be hierarchy NN model. To match the hierarchy model, hierarchy NN model
is chosen in this paper.

Second, design the basic parameters according to the “best-matching” cases which
are selected in last step. Then, retrieve the “best-matching” cases again by basic
design paremeters and verify the design requirments.

Finally, revise and retain the design according to the retrieving results.

Notes: considering aircraft is a comprehensive and multidisciplinary project,
designers play an important role in expert system because men are more innovative
than any system.
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3 Database System Design

3.1 Database Structure

Database is a stage to realize data storage, maintenance and analysis. This need the
corresponding developing-software and data access technology. The structure of
database is shown in Fig.4.

Datab : g —— 3
atal as? pplication programme

Fig. 4. The Struncture of database syetem

The structure of the database selects Client/Server(C/S) model, which is used
extensively in industry databases. The advantages of C/S model are quick-responding
and strong performance.

Software of SQL Server to save data is used, which serve as server in C/S model.
With this software, not only normal data but also image-data can be saved quickly.
According to hierarchy model mentioned above, save the data by programming
language. Considering that the data of airfoil is complex, Ref.9 gives a saving method
by decomposing the data of airfoil.

Application programme works in the client-side, which is developed by VB.NET
in this paper. VB.NET is a object-oriented programming language. The application
programme can be developed conveniently by the visualized tools provided by
VB.NET.

The technology of ADO.NET is chosen to realize data access, which is the newset
data transfer model provided by Microsoft corporation. ADO.NET is the connector
between data and application programme, by which users can retrieve, analysis the
data[10].

3.2 Design Requirments

Database designing has to meet the design requirements:

(1) Normalization requirement: the data model has to meet third normal form.

(2) Integrity constrains: include entity integrity, referential integrity and integrity
difined by users.

(3) Security demand: this is important to keep the system working.

(4) Data recover mechanism.

4 Database-Function Design

To simulate the reality as much as possible, object-oriented technology is utilized.
Functionally, database system can be decomposed into several modules: definition of
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Fig. 5. Functions of database system

authority, data management, application program management and system instruction
management, as shown in Fig.5.

1) Data editing function. Administrators can browse, modify and update data. And
data-updating has two ways to conduct according to the mount of the data, i.e.,
updating by hands and by the special tools of SQL Server.

2) Data analysis function. Users can retrieve data by setting the constraints and
analysis it. The result can show in several forms, such as curve, table etc.

3) System maintaining function. This includes account protection and data recovery
mechanism.

4) Subsidiary function and management of instruction. Subsidiary functions include
printing, data-outputting etc. Help files is to help users learn system by
themselves.

5 Application Introduction

The database for aircraft conceptual design can assist the optimization of aircraft
concept efficiently. In addition, database can track the developing tendency through
updating data of the latest aircrafts, which is explained by an example.

Business aircraft is a new field compared with civil transportation. With the
development of the global economy, the mount of business aircrafts increases quickly.
However, conventional data can’t meet the need of designing business aircraft. For
example, there’s error between traditional data and the reality while deciding the
value of payload weight for single passenger.

To civil aircraft, we can get the value of payload weight for one passenger from
traditional handbook is 90kg/man. Collect the data of business aircrafts appeared after
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1990s’, as shown in Fig.6. Horizontal axis stands for the value of passengers, the
vertical axis payload weight. It could be concluded that the value of payload for single
passenger exceeds 100kg/man in most of business aircrafts.

Example like this is easy to obtain. Nowadays, technology is developing quickly
and many parameters of new aircrafts diverge very much from the traditional ones. In
this situation, it is necessary to construct a database for aircraft conceptual design.

Fig. 6. Payload and passenger

6 Summaries

Aircraft design is a comprehensive project, and the development of a new aircraft
concept needs both creativities and previous design knowledge. This paper provides
an approach of developing database that is used in aircraft conceptual design.
Naturally, there are still many detailed problems in the process of developing the
database, which need to be investigated in future study.
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Abstract. Social network has been developed as a new platform of
communication for information. The research of process of information
spreading on social network is beneficial to understanding the information
spreading features of social network. Based on the analysis of Micro-Blog data,
it has been discovered that the nodes which have different spatial features have
different effects on the information spreading process, and the information has a
high probability to spread from one node to another when the nodes are in the
same geospace or nearby.

Keywords: Social Network, Information Spreading, Spatial Influence.

1 Introduction

In recent years, social network has been highly developed at home and abroad, and
became one of the most influential network applications. Social network plays an
important role in the research of information spreading and interpersonal relationship,
and become increasingly valuable. With the developing of social network, there
arise some new network applications such as blog and Micro-Blog, which further
strengthen the status of online social network on the research of information
spreading.

Online social network is based on the feature of people clustering, which is
different form information clustering which is the feature of some other online
application such as Bulletin Board System (BBS). In the online social network, the
people with some same or similar features build and keep their circle of friends.

Since the information is permitted and meaningful in the spread way of “word of
mouth” in social network and has higher reliability, the receivers may consider the
information carefully and share the information with their friends, which will
accelerate the information spreading. For example, in the succor of Haiti earthquake,
local people use social network to spread the earthquake information, which provide
the up to the minute information for the succor. However, as the platform of
communication for information, social network also help some bad information being
spread such as rumor and panic. Such information has bad influence on the society
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and impedes the management of the government. Therefore, the research of process of
information spreading on social network is beneficial to understand the spreading
features of social network information. It provides the foundation for the research of
monitor and control of public feelings and information spreading of online social
network.

This paper researches the social network based on the data of Micro-Blog, which is
a new type of social network. Micro-Blog is a platform of communication based on
interpersonal relationship. People could build their own community by the client API
and public and share about 140 words information with others. In China, Sina Micro-
Blog is the most famous Micro-Blog with biggest number of clients. The data in this
paper all come from Sina Micro-Blog. We research the influence of the space
relationship between information and nodes on the coverage of information by the
analysis of the data.

2 Relate Works

In recent years, the researches of online social network mainly focus on the aspects as
follows: (1) The measurement of social network topological features[1]; (2) User
privacy protection[2]; (3) The measurement and analysis of user behavior[3]; (4)
Personal search and recommendation[4]; (5) Information spreading and so on.

The existed research has proved that online social network has the features of small
world and scale-free, which present that the average distance between nodes is small
and there are some nodes with many neighbors. All these features play an important
role in the social network information spreading and have brought the attention of
scholars.

In online social network, there exist the influences between each other. The
information published by one person with a big influence on others may have a high
probability to be received by others. The reference [5] refers to an unsupervised
model, which define the relationship strength by behaviors between nodes and the
features of nodes. This model supposes that the relationships between nodes are
mutual independent, which does not conform to the reality. Reference [6] predicts
the influence between nodes by the linear regression model according to the
behaviors between nodes and social network topological information, and the results
show that the behaviors between nodes play an important role while the topological
information is in a secondary place. However, this model only used data in Facebook
to do the experiments and the applicability on other social network need to be proved
in the future. Reference [7] researches the influence of accordance of space and time
of nodes on the influence of nodes, and discovered that with the increasing times of
appearance at the same time, the influence is increasing sharply, and with the
increasing time interval of appearance at the same time, the influence is decreasing.
This result is similar with reality, and since this reference has considered the
influence of spatial location and time on the influence of nodes, it is beneficial for
our research.
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The existed works usually suppose the probabilities that the information transfer
form one node to another are same. However, it is far different from the real-world
situation and we must understand how to calculate the information spreading
probability. In this paper, we analyze the Micro-Blog data, research the influence of
spatial relationship of information and nodes on the information spreading, and
discuss the influence of spatial features of nodes on information spreading probability
between nodes.

3 Experiments and Analysis

Social network information spreading process can be summarized as follows: Firstly
users publish information and notify their neighbors; then some neighbors comment,
forward and share that information based on personal interests; finally their neighbors
see the message, repeat the process and thus information in social networks has been
spread. We believe that information spreading process of Micro-Blog is totally based
on the above process. In the Micro-Blog environment, users are the Micro-Blog
content publishers, and neighbors are the followers of the users. Information is spread
by the comments, forwarding, sharing of followers in social networks. Therefore
when we research the information spreading process of social networks, the impact of
user comments, forwarding and sharing should be considered.

Information spreading between the nodes is influenced by many factors, such as
the number of mutual friends, age, whether there are common interests and hobbies,
and so on, and all these factors have different level influences. This paper focuses on
the influence of spatial location of the users and their followers. What effect could be
made if two spatial locations are consistent in the information spreading? This
problem is to be discussed as follows.

Micro-Blog recorded the user information of comments, forwarding and sharing of
the followers, which makes our experiments possible. In addition, the data of
followers’ features and the topology information of Micro-Blog could be crawled,
which provide the database for the analysis of research of information spreading.
From February 28, 2011 to March 6, 2011, a total of 16,982 piece of data have been
crawled online, and in order to avoid the influence that in weekend, there are more
online users than in working days, we have collected the dataset with a time span of
one week. The dataset includes the users form the common Micro-Blog users to star
users which have more than two thousand followers, which is basically covered the
common range of users in Micro-Blog. Considering the unique influence of star users
on the information spreading which requires specialized study, the star users which
have tens of thousands of followers are not discussed in this paper.

The collected dataset also includes the user's registration information, followers’
registration information, and followers’ behaviors to the users’ published information.
When Micro-Blog users post a message, their followers will receive the information
pushed by Micro-Blog system. Then followers can forward and comment this information.
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The user and Follower are under the same spatial
location
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Fig. 1. Comment and sharing probability when the user and follower are under the same spatial
location

If carried out these operations is considered the "followers" were An information
dissemination behavior. Compare the Micro-Blog user registration information of the
location code and followers’ location code information to determine whether they are
in the same geographical space. Fig.1 shows the information spreading probability
when their spatial locations are same.

In fig.1, X-axis is arranged by the number of followers in a less to more order. Y
axis is comment and sharing probability when the user and follower are under the
same spatial location. Spreading probability is the sum of the forwarding probability
and comment probability. It could be seen from the figure that when the number of
followers is small, fluctuation in the graphics is relatively large, and with the number
of followers is increasing, the graphics tends to be gently. This is because when the
sample size is small, the influence of a random operation of a communication on the
spreading probability will be significantly affected, and when sample size is
increasing, the influence of random operations on the probability is lowed, which
could more accurately reflect the true situation.

The user and follower are under the different spatial
locations
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Fig. 2. Comment and sharing probability when the user and follower are under the different
spatial locations

In fig.2, X-axis is also is arranged by the number of followers in a less to more
order. Y axis is comment and sharing probability when the user and follower are
under the different spatial locations.
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Fig.3 (a) and Fig.3 (b) shows the comparison of sharing and comment probability
under the same spatial location and different spatial locations. It is similar with fig.1
and fig.2 that the influence of spatial features on information spreading is
inconspicuous, which is because when the sample size is small, the influence of a
random operation of a communication on the spreading probability will be
significantly affected, and when sample size is increasing, the influence of random
operations on the probability is lowed, which could more accurately reflect the true
situation. It should be noted that, in the Micro-Blog information spreading process, a
significant comment is complex, and forwarding operation is relatively simpler,
which could explain why, in Fig.3 (b) in the two lines are more closer: Forwarding is
simple no matter whether the information published in the same place or not, and
whether the followers are very interested in the information. Therefore, the
probabilities of the two lines are close. Fig.3 (c) presents the information spreading
probability under same spatial and different spatial locations. Since the information
spreading probability is the sum of forwarding and comment probability, the
influence of followers who is not so interested in the information and just forward it
at random could be decreased.
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Fig. 3. Sharing and comment probability under the same spatial location and different spatial
locations

Fig.4 is a summary of all data. From this figure we can easily see that, when
information and communicators is in the same spatial location, the probability has
been far greater than the probability in different spatial locations, even more than
doubled, no matter whether it is a forwarding or comment. This result in a social
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Fig. 4. A summary of all data

network is quite consistent with real-world situation: people are always more concern
about the things around them.

4 Summaries

From the discuss above, we could conclude that when the information and nodes are
in the same spatial location, the information spreading probability is big, and different
spatial features have different effects in the information spreading process. In the
future, we will build our evaluation methodology of key node, information spreading
control mechanism and so on according to the result.
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Abstract. In order to meet the teaching needs of network security, public
laboratories for computer file sharing methods were studied. Student lab
machine's operating system is Windows XP, server operating system is
Windows 2003. Associated set by a batch to achieve the student machine
mapped network drive, and reboot the system after the student computers
automatically connect with the server without having to re-enter your password
and automatically map a network drive. Modify the group policy prohibit
students from Network Neighborhood shared between machines to improve
security. Students practice files stored on a network drive, the teacher simply
copy and paste on the server operating folder, you can easily and quickly
recovered the students practice files. After years of practice has proved: that the
method is very practical and effective.

Keywords: Network security, file sharing, mapped network drive, auto-
matically connected.

1 Introduction

School computer labs are common, use of different time periods of classes and
teachers may not be the same, take the experimental task is different. Inevitably, the
process of teaching students in jobs related to access and file sharing. How do
teachers within the shortest possible time to collect student work and clean up is
completed, the laboratory to consider the problem solved. In addition, teaching
students inevitably want to test, to prevent students through the student computers to
share resources between the Network Neighborhood or instant messaging software to
cheat, but also laboratory to solve problems. Similar problems of information
technology in primary and secondary education also exist [1], and in enterprises and
institutions also have a file transfer and sharing each other's needs [2].

To solve the above problems, and some third-party software, some by
programming [1] [2]. The process of programming complexity, the need to achieve
those who have some programming basics. Teachers with a multimedia teaching
software to send files and to submit student work, students receive job after sending
teachers for students to receive, because time is short recess, the shortest is only 5
minutes, in just a few minutes is difficult to finish!

G. Yang (Ed.): Proceedings of ICCEAE2012, AISC 181, pp. 373-B77]
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Rapid sharing with batch processing, in which there is no user account password,
in the end the students were using a batch mapping a network drive, the need to
machine the corresponding batch of students drag the "Start"menu, start the computer
to automatically map [3 ]. However, there is a drawback to this method: batch stored
in the student computers hard drive, start menu will put the batch, the students easily
found from the Start menu, the location of the batch file, and open it to view the
content of the batch, A security risk. If the batch hidden, restart the computer if the
batch does not work, can not automatically connect with the server. By conventional
methods in the windows set up a shared form [4] [5] [6], restart the computer and
asked for a password. Through practice and research to improve the program, making
sharing more secure; in the student-side methods of mapping a network drive some
adjustments were made to restart the system can automatically map a network drive
without prompting for a password.

2 Solutions

The same software environment, the server operating system is Windows Server2003,
file format for NTFS or FAT32, students operating system is Windows XP
Professional SP3.

(1) different laboratories using different network segment, to ensure that the
teaching of non-interfering different laboratories.

(2) server, student machines are equipped with dual system, two systems
installed in different partitions. Usually use a system of teaching, a system
test students use.

(3) the two systems basically the same software installed, the examination
system is not installed with the instant messaging software such as QQ and
SO on.

(4) teaching system usually shared with a batch, the user account on the server
without a password. Test students using the system user account on the
server need to reset your password, to improve security.

Described below, test students only used the system implementation process, focusing
on some changes, other parts of the See reference [3].

3 Implementation Process

3.1 The Operation of the Server

Mentioned below, the server name: serverl, address: 192.168.4.1. 56 users in the
construction of the server, account name were userl, user2 ...user56, password unity
is 123456. Then create two folders, one called "questions" and share a folder called
the original name, Everyone group has Read permission; another non-shared folder,
named "Test Folder. " In the "test folder " to create 56 folders, folder names are: 1,2,3
... 56. Set each folder to share, share name of the original folder name, a folder
corresponding to only assign unique user, the user has full control permissions to it. 1
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corresponds to userl, 2 corresponds to user2 ... 56 correspond to user56. Student's
host name followed by C1, C2 ... C56, mapped network drive, the 1 on the application
of C1, 2 C2 ... 56 corresponds to the corresponding C56.

(1) batch add users with password

The same number of student computers to establish the number of users, use the
command net user to complete:

net user username password /expires:never /passwordchg:no /add

username is a custom user name, password is a custom password. Parameter
expires: never is set up the account never expires. Parameters passwordchg: no
specified user can not change their passwords. Parameters add the new user is added
to the user account database. Such as:

net user userl 123456 /expires:never /passwordchg:no /add

This statement creates a file named userl, password is 123456 users, this account
never expires and the user can not change the password. Consistent with the statement
that the number of users, just change the username on it. Note the use of space, it
relates to creating a user's success or failure.

(2) Set "Password never expires"

(3) create a shared folder and set its properties

(4) Group Policy settings

Group Policy to ensure that the “Network access: Sharing and security of local
account model” to the default security settings for “Classic - local users authenticate
as themselves.”

3.2 Client (Student Machine) Operating

The super user to log on locally as Administrator students machines, machines for
students to map a network drive. Set of two maps in the student machine actuators,
one for the student store files, one for students to get teachers to share files. User
account on the server set a password, we tried two methods for students to drive
mapped network drive, were given the following description:

3.2.1 Batch Achieved by Mapping a Network Drive
(1) mapping a network drive for students to store files, write the command net use
map network drive command line:

net use [devicenamel*] [Server IP] [password] [username]

Example: Students host machine named C1 batch file [1.bat] in the command:

net use [: W192.168.4.1\1 "123456" /user:"server1\userl

net use H: \\192.168.4.1\ Questions "123456" /user:"server1\userl"

I: and H: is displayed on the student machine name of the 56 computer-driven
unity of the folder with read-write map I:, read-only permissions to the folder with
maps H:, other students or less the same batch on machine , to the corresponding
folder name and user name.

(2) Double-click the batch file to run writing good, you can create a map, rename
the network name of the drive was I: and H:.

(3) the batch file on the hard disk and drag the "Start "button in the startup items.
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With this method mapped network drive, restart student computers will
automatically connect, do not re-enter the password. Batch file must exist on the hard
disk, the students can be found by starting a batch of content items, there are security
risks.

3.2.2 Mapped Network Drive through Windows
(1) mapping a network drive

(D Name of the title bar to open the window for the server name

Open the [Explorer], in the address bar [\ \ server name]. Such as input: \ \ serverl,
you can open the title bar name [serverl] window, we call the server name window.
The right of the child window of the window shows the server all the shared folders.

@ Set the connection status and password

Right-click the server name in the window corresponding to the shared folder, click
on the shortcut menu [mapped network drive], pop [Map Network Drive] dialog.
Select the appropriate drive letter I:, the folder is named default. In [the Reconnect at
Logon] A selection box ticking, Click the [other user name], pop [connection status
...] dialog box, enter the corresponding user name, password, first, do not fill, it is
very important. Then click [OK] to return to [a mapped network drive] dialog box,
then click [Finish] button, pop-up [to connect to serverl] dialog box, then the
[Remember my password], to check the , Fill in the appropriate password, then click
[OK] button.

(2) Disconnect the network drive

Will be on a mapped network drive further off. In the Server Name window open
[Tools] | [disconnect a network drive], selected on the steps to create a network drive,
disconnect.

(3) and then map a network drive

In the Server Name window, right-click the corresponding folder from the shortcut
menu, click [Map Network Drive], simply select the appropriate drive name, click
[OK] button to complete the mapping. The need for two maps, a name for I,
corresponding to the shared folder can read and write, another name for H:, the
corresponding read-only share files.

(4) modify the network drive name

In Explorer, rename the network drives were named I: and H:.

By the above method mapped network drive, restart the machine after the students
no longer prompted for a password, automatic connection, students can not see the
password machine. Compare the two implementations, we used the method described
in this section mapped network drive.

3.2.3 The Collection of Student Files and the Contents of Shared Folders Clear
(1) the collection of student files

Simply the collection of student files “test folder” copy and paste into the
designated areas can be.

(2) removal of [test folder] in the student data

(D Establish [bulk delete the folder. bat] file

rd [/s][/q][drive:]path
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/ s used to delete the directory tree. In addition to the directory itself, it will also
delete the specified directory of all sub-folders and files. / q for quiet mode, with / s to
delete the directory tree does not require confirmation.

@ Remove the shared folder

Students disconnected from the server machine and run "batch delete the folder.
bat " file, you can delete the student folder.

@ to re-create the shared folder

Run a batch file to re-create the corresponding folder, you can delete the folder will
be re-created, and share the attribute will be automatically restored.

3.2.4 Prohibition of Neighborhood Students to Access through the Internet
between Computers

Running on each student in "gpedit.msc", open the [Group Policy] window. Expand
[Windows Settings] | [Security Settings] | [local policy] | [User Rights Assignment],
right [to access this computer from the network], pop [Access this computer from the
network properties] | [Local Security Settings] | Select [Everyone] | [delete] | [OK] |
[is], the security settings in the default user group [everyone] to delete, to prohibit
students from machine through Network Neighborhood between the purpose of the
visit. Group policy and registry and then locked to prevent unauthorized modification
of students.

4 Summaries

After years of practice, the program described in this paper file sharing, safe and easy.
In the process of teaching students to store files in a specified network drive, the
students need teachers to receive the file copy on the server side folder on the line.
Public schools and university computer lab, teachers and students mobility. This
method does not need extra cost, simple, economical, practical, enterprises and
institutions also have some practical value.
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Abstract. A novel approach to mine distinctive spatial configurations of local
features which occur frequently on moving objects from a given video clip is
presented. In order to cope with high dimensional spaces of local feature
descriptors and clutter of videos, a dimensionality reduction method and a
motion segmentation aided mining method are proposed. Furthermore, a new
transaction construction mechanism is introduced in mining procedure.
Comparative experiments shown on data from TRECVID 2010 demonstrate
that method presented in this work can exceed the performance of current state
of the art techniques.
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1 Introduction

Mining frequently occurring objects and scenes in videos have been demonstrated to
be significant to many applications such as video retrieval and browsing, semantic
video annotation, video surveillance etc. Compared with global features, local
features are more robust for video mining considering different scales, clutter and part
missing.

However, there still exist two aspects of problems at least in this kind of method.
Firstly, descriptors of local features are generally parameterized in very high
dimensional spaces. This makes it difficult to measure distance of feature vectors, and
limits the performance of video data mining in terms of speed and scalability.
Therefore some researchers proposed enhanced algorithm in order to guarantee the
accuracy of feature matching while reducing the time cost.[1] proposed PCA-SIFT
descriptor to reduce the dimensionality of SIFT descriptor by conducting PCA on
normalized grads block. Whereas [2] pointed out that descriptor obtained from PCA-
SIFT shrinks the dividing ability of SIFT descriptor especially in rapid image
matching procedure. Furthermore, although Gradient Location and Orientation
Histogram (GLOH), which conducts PCA after obtains SIFT descriptor in polar
coordinates, is shown to outperform SIFT and the other descriptors, but the
complexity of computing is increased[3].

Secondly, local features are extracted in advance without prior knowledge of
objects, and that results in large amount of features most of which are irrelevant to
interesting objects especially when the objects are tiny. So the signal-to-noise ratio of
the total set of features is very low, which severely reduces the efficiency of some
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higher-level processes. [4] add transactions from the negative training set to the
database, in order to discard itemsets that appear frequently on both objects and
background. But this method is carefully hand crafted by manually annotation of all
these background data.

In this paper, we attempt to tackle these problems by treating descriptor design as
non-parameter dimensionality reduction problem, and these descriptors are only
extracted from moving objects. Comparative experiments demonstrate that our
approach has better performance than current techniques such as SIFT, SSD and
PCA-SIFT considering the speed and the scalability.

2 Depiction of Moving Objects with Condensed Local Feature
Configurations

The overall depiction of moving objects consists of four processing stages (Fig.1).
Firstly, preprocessing is conducted, such as shot boundary detection, moving objects
segmentation. Next the condensed descriptors of moving objects is extracted. Finally,
we construct the depiction of moving objects with configurations of these descriptors.
Now describe each stage in detail.

Descriptor extraction procedure

local

) no parametric Depiction .
videosp[ preprocessing detectoreatures y | dimensionality 9| of movingflransactions o,
reduction objects

Fig. 1. Processing stages in depiction of moving objects

2.1 Prior Processing and Local Features

Foundation of the following processing stages is the prior processing of the videos.
Videos are partitioned into shots and four “keyframes” are picked per second within
each shot. This ensures a dense and uniform sampling. Then use a Difference of
Gaussian (DoG) detector to extract regions in each keyframe. Combined with
moving information of macro block, only the regions belong to moving objects are
described with a SIFT-descriptor. Next, some research provide quantized codebook
method that is constructed by clustering the SIFT descriptors. But this clustering
process sacrifices the dividing ability of these descriptors which is the inherent
uncertainty of clustering process.

In order to solve this problem, these features are soft-matched by assigning them
to all codebooks when the distance between the feature and the center ¢ of

codebook is below a threshold dmin . Then each descriptor can be described by a set
of codebook labels as

x, ={c;ld(R,,c;)<d,,jel..N} (1)

where N is the total number of appearance clusters.
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2.2 No Parametric Dimensionality Reduction

In order to reduce the dimensionality of descriptors, we tend to find discriminative
projections of these descriptors in the original space. a criterion function constituted
as

t t 2
Z"["nonﬂna/c‘h"j" (W X—w xf) (2)

! t 2
Z"i"malch"j"(w X —wW xj)

In which the numerator represents square error of descriptors that doesn’t match, and
the denominator represents square error of descriptors that does match. So the whole
criterion function represents the ratio of variance between the non-match and match
descriptors along direction w. The direction w" that maximize the ratio of J(w)
is what we seeking. In terms of covariance matrices form, equation 1 can be rewritten
as

J(w)=

'S

w w
— non—match
J(w)=— S 3)
w matchw
Where
_ t
Snon—match - Z ('xi - 'xj )('xi - 'xj) “4)
"i"non—match" j"
_ t
Smatch - Z ('xi - 'xj )('xi - xj) (5)
"i"match ”j”
It is easy to show that a direction W that maximizes J (W) must satisfy
S non—mazchw = ﬂ’S mazchw (6)

Furthermore, the k eigenvectors associated with the largest k eigenvalues A are
extracted which is equivalent to [5] but without the local weighting functions. Then
the linear projection matrix U can be constructed with these k eigenvectors, and the
descriptors can be projected to subspace Xx'=U x.

There are two more problems should be concerned. Firstly, if projections w that
are essentially in the noise components of the signals, but appear to be discriminative
in the absence of sufficient data, the projection matrix described above might
be overfitting. This problems can be tackled with a modified cost function,
H S e =UNU " is a regularized version of

match
S =UAU" with its eigenvalues clipped against a minimum value.
Avoiding linear dependence may eliminate redundancy in representing the
subspace. So another issue of interest is maintaining pursued projections orthogonal to
one another. This can be easily achieved by adding linear constraints to criterion

where ; =

function (3). If w, is the k 4 orthogonal projection, this constrained optimization

problem can be expressed as w'w; =0;...;w'w,_, =0. Where w,,...w,_ are the

set of orthogonal projections already obtained.
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2.3 Depiction of Moving Objects

In order to incorporate spatial information of local descriptors associated with moving
objects, a informative description is necessary. We treat these descriptors as items and
encode spatial arrangement directly in them, and this yields a much stronger
descriptor. We create transactions with selected items along with the neighborhood
around a limited subset of these items. We set presenting frequency of items between
S and f, . frames, and there must exist matching items in adjacent frames.
These restrictions can eliminate some unimportant regions in keyframes and reduce
the number of transactions, so the runtime of mining algorithm mentioned in next
section will be reduced.

tl%> tm %tr

m% mm ml @

01 2D b bl

{tl X5 ,tl X5 ,tm X ,tr X7 ,ml X, 5 ,mm [ bl x,, .bmx, } (b)

central °

Fig. 2. (a) Creating transaction from neighborhood with 9 tiles. Circles represent local features,
and letters indicate codebook they are assigned to. (b) Transaction.

Transaction of each item is created together with its surrounding nearest items and
their rough spatial configurations. Instead of using a k-neighborhood like other research

present we use the scale of central region which is restricted by item i to define

central

the size of neighborhood. More precisely, the square region which is proportional to the

scale of central region belongs to the neighborhood of item i Subsequently, each

central *
neighborhood is split into 9 tiles as shown in Fig.2(a). We label the tiles {tl, tm, tr, ml,

mm, mr, bl, bm, br}(for “top-left’, “top-middle”, etc.), and append to each item the
label of the tile it belongs to. Fig.2(b) shows the example of transaction created for

Lowra from its fixed neighborhood. Since the neighborhood of each central item is

split into subsection, this result in a very large number of items, but no changes is
needed to facilitate the frequent itemset mining algorithm.

3 Mining Distinctive Local Feature Configurations

Based on the depiction of moving objects mentioned in the previous sections, the
frequent and distinctive configurations of local features can be found. We chose the
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APriori algorithm to implement frequent itemsets mining procedure. Transactions
generated in section 2.3 are input to mining algorithm, and only the so called “closed
repetitive gapped itemsets” are mined[6].

The output of the APrioti algorithm is a set of interesting local features with strong
spatial constraints. Since these spatial configurations are less likely to appear by
coincidence, the frequent itemsets may correspond to distinctive objects. Furthermore,
a motion segmentation algorithm is implemented along with local feature detection
procedure, so only the moving distinctive objects remained here.

The frequent feature configurations mined above are then clustered with method
proposed in [7] to describe the object class. So given a novel video clip, we can now
match the mined configurations to a specific object class.

4 Performance Studies

4.1 Design of Experiments

Results were presented with three main experiments. First we explore dimensionality
reduction of local feature descriptors on the moving objects, To depict the results,
ROC curves were plotted and the false positive rate at 95% true positives.. Second,
we evaluate the performance of configuration mining method. Finally, the CPU-time
of our mining procedure is measured.

The experiments are conducted on the data sets provided by TRECVID 2010, and
5,000 example video clips were drawn randomly from it.

4.2 Evaluation of Condensed Local Feature Descriptors

Results from our proposed algorithms were presented. For comparison purposes
results for SSD and PCA were also included. The ROC curves presented in Figure 3
show the performance of these different methods.

True positives
=
R
N
~

N

. /'
075 ! / .

0 0.06 0.12 0.18 024 03
False positives

Fig. 3. Selected ROC curves for three descriptors
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It can be seen that our dimension reduction method outperform raw SSD (33.7%
error rate) and PCA (30.1% error rate). PCA reduces the dimension of descriptors
dramatically but only get a small improvement over SSD in precision. However, our
method gives a high precision with error rates of < 7% false positive at 95% true
positive. Meanwhile, our method has far fewer dimensions (17 dimensions) than SIFT
(128 dimensions), SSD (1024 dimensions) or PCA (28 dimensions).

4.3 Performance of Configuration Mining

Motion segmentation aided configuration mining is evaluated compared with a fixed
40-neighborhood method described in [8]. It is noted that there are only 10734
transactions in our method, while there are more than half a million transactions in
40-NN method. This difference can be explained that many detected regions related to
static objects are omitted in our method, so the clutter can be eliminated in a
significant degree. Additionally, our method can get more frequent itemsets with a
high support threshold, and more condensed and reasonable clusters which can be
confirmed by manual verification.

Table 1. Comparison of mining methods. (Regions: total number of regions detected interesting
in video data set. #T: total number of transactions. s: threshold of support. #FI: total number of
frequent itemsets. Clusters: number of clusters).

Method Regions  #T s #FI Clusters
Motion Seg.  6.05%10" 10734 0.083 39460 24
40-NN 7.82%10° 544364 0.0002 375 67

4.4 Running Time

The running time measurements are given in Figure 4. The time is measured for the
whole frequent and distinctive configuration mining stage including depiction of
moving objects, but before clustering stage. Results of the measurements demonstrate
the scalability of our mining method, that is said that most frequent and distinctive
configurations of moving objects can extracted from large amount of candidates in a
matter of seconds.

80
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S | |
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L \/\ |l
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CPU time (s)

1 1k 2k 3k 4k S5k
serial Num. of video clip

Fig. 4. CPU time of mining procedure
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Conclusions

We have proposed a new discriminative method for mining moving objects fre-
quently appearing in videos. Experiments show that our mining approach based on
dimensionality reduction of local feature descriptors is a suitable and efficient tool for
video mining. Restricting the interesting central region by moving macro blocks has
proven to be useful for omitting clutter.
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Abstract. This paper introduces how to realize fast redirection by location
server in the distance education system. And explains in detail about the method
how to store the information of user register in the location server of the
distance education system.
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1 Introduction

1.1  Definition of SIP

SIP is Session Initiation Protocol, which is a signaling protocol used to implement
instant message based on IP network[1].

SIP use the textual encoded mode which is the best feature of SIP when comparing
with other VoIP and the existing standard in video telecommunication domain[2][4].

1.2 Four Components of SIP System
SIP system has four main components:

SIP UA (User Agent): It is the end-user’s equipment. Users employ UAC (User
Agent Client) to send messages. UAS (User Agent Server) responds to those
messages [3].

SIP RS (Registrar): It is a data base with all the clients’ proxy location in the
domain.In the process of SIP communication the server will search the IP addresses
and other related information of participates and send them to the SIP proxy server[3].

SIP PS (Proxy Server): It is used to accept the conversation request from SIP UA
and to inquire SIP RS to get the address information of receiver UA[3].

SIP RDS (Redirect Server): It allows SIP proxy server redirect the SIP invitation
information to the external domain[3].
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2 Fast Redirection with SIP by Location Server

This is the most efficient way,but it need a equipment to add,which is location
server.Location server is not the protocol entity of SIP, but it plays a very important
role in systems of using SIP protocol to realize function for user location. Location
server accepts, stores and returns the possible information of location about requested
user to requesting user. Location server accepts registered information of users from
registrar in local domain and other domains of system, analyses, collects and stores all
of users’ address information. When users registing, information of users is writed in
registrar.Location server can store the information of users which be sent by registrar
of local domain at regular intervals. The system can have more than one location
server, it based on the number of users. If the requested user not belong to the same
domain, it will be redirected by redirect server, redirect server can inquire about the
address of requested user to location server directly and get the information.

In the Fig.1, user li registers and sends it’s information of “I am li, my address is
sip:1i@202.160.123.112” to SIP proxy server of the domain named company.com or
registrar,the proxy server or registrar stores the information, at regular intervals, the
proxy server or registrar sends the information of registering to location server to
store.

location server

2.1am “li” ,my address is
sip:li@202.160.123.112

. ‘ I.Tam “L” , my address is
li* address s sip:1i@202.160.123.112 SIP proxy server of the domain
202.160.123. 112 named company.com (or Registrar)

Fig. 1. Proxy server sends registered information of user to location server

location server

W ff

3. please try to use the
address that is 2_- h(?W to reach
sip:1i@202.160.123.112 sip:li@company.com

I.send a
conversation request

4. send a conversation
request for

E sip:li@202.160.123.112
li” s address is

202.160.123.112 SIP proxy server of the domain
named company.com (or Registrar)

user liu contacts li by PC

Fig. 2. Proxy server ask location server about user’s address information
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In the Fig.2, user liu contacts li by personal computer,the user proxy client in the
personal computer accepts order and sends conversation request for li to SIP proxy
server of the domain named company.com or registrar, and the proxy server inquires
about “how to reach sip:li@company.com” to location server directly, the location
server returns the information of “please try to wuse the address that is
sip:1i@202.160.123.112” to the proxy server of the domain named company.com or
registrar,the proxy server or registrar sends the conversation request for
sip:1i@202.160.123.112 and user liu can converse with user li.

3 The Method of Information Memory in Location Server

3.1 The System Divided into Areas

When there are a lot of users, in the Fig.3, the system can be divided into areas, each
area has some domains, and each domain has four components: SIP UA, SIP RS, SIP
PS, and SIP RDS. But each area has and only has one location server.Because the
scale of the distance education system is not too big, location servers can be
connected by full mesh, and the way of unicast, that is to say the way of point to point
can be used to send the information of synch.

area /\

location server

JA /‘

Fig. 3. The system divided into areas and has several location servers

3.2 The Method of Information Memory in Location Server

All users’ register informations are be stored in location server, so how to store the
register informations will affect searching efficiency directly that the information
which stored in location server, that is to say, will affect efficiency of fast redirection
with SIP directly.There are many methods to store information, for example, to use
sequential mapping and sequential search, to use ordered list and binary search, or
index by area and domain to store etc.

This paper introduce the method of tree structure based on time efficiency first that
is called M2Tree. The M2Tree is a m-nary tree which stores all users’ register
information of the system, and m is the number that areas or domains in the area to be
divided, that is to say, m=max{the number of areas to be divided, the number of
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domains in the area to be divided}, and each node of user register information only
has two children.

In the Fig.4, the root is the node of system, the root most has m children, to wit,
these nodes that are the area information nodes about areas divided in the system are
called first layer node. Each first layer node(area information node) most has m
children too, and these children are domain information nodes about domains devided
in the area, called second layer node,and each second layer node (domain information
node) most has m children. Third layer, fourth layer...are nodes of user register
information node in the system, and each node most has two children. The subtree
that root is third layer node is an balanced binary tree, and consist of nodes of user
register information. So, the node described by C language is:

struct M2Tree_ AD_Node
{

char *name;
struct M2Tree_AD_Node *children[m];
}s

{

struct M2Tree_Node

char *name;
char *address[4];
struct M2Tree_Node *left,*right;

system

Fig. 4. The Example of M2Tree

4 Summaries

SIP protocol is selected as the next generation network (NGN) framework agree-
ment, multicast based on SIP protocol will be widely used in multi-party video
conferencing, instant messaging and distance learning system.

This article explains in detail about how to realize fast redirection by location
server in the distance education system.As the number of users increases, the system
can be divided into several areas, and set one location server in each area. And
introduces in detail how to store the information of user register in the location server
of the distance education system.
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Abstract. The basic goal of digital mine construction is to achieve efficient, safe,
green development of mining resources. Research of digital mine must focus on
the green development of mining resources exploitation. The construction of
digital mine is based on the information integration technologies. Mining spatial
data collection should be timely and reliable. Standardized system for
constructing a digital mine, that is shared rules, standards, norms and policies are
the most important in the construction of digital mine. The construction of digital
mine must start from the reality of modern business operations of digital mine.
Concepts update, training, increasing input, science and technology research
organization, the formation of dominant force, and the promotion of the
steady and healthy mining are the strategic implementation and specific
countermeasures of the construction of digital mine.

Keywords: digital mine, mining engineering, system framework, digital
construction.

1 Introduction

Digital mine construction is a large complex system works, its long-term goal is to [1-
4]: for the exploitation of mining resources and the environment, and the whole
process of production process control, advanced digital information technology,
combined with large-scale intelligent machinery and equipment to replace traditional
manual or mechanical operations, mine production and management of control of
resources and the exploitation of the digital environment, technical equipment,
intelligence, visualization of production process control, information transmission
network, production management and decision-making more scientific.

With the level of technology development in today's world and mine at the present
stage of technical equipment and management level, the construction of digital mine
also undergo a long process. Therefore, the overall plan, step by step is the only way
for China digital mine construction. At present, the specific objectives of digital mine
construction is [5-8]:

(1) Using sophisticated computer software system, and mining resources, mining
optimization, design, production planning and exploitation of the digital environment,
modeling and visualization.

G. Yang (Ed.): Proceedings of the ICCEAE2012, AISC 181, pp. 393-400]
springerlink.com © Springer-Verlag Berlin Heidelberg 2013



394 D. Seng and Y. Shu

(2) The establishment of optical fiber, cable or wireless communication leak
multimedia communication network as the main form of voice, video and data
transmission network system differently, to achieve mine distributed data sharing.

(3) The use of advanced sensor network technology, to achieve mine production
processes, equipment, safety and environmental monitoring and other data mining the
automatic collection, intelligent analysis and visualization.

(4) Using Ethernet, PLC intelligent control and video surveillance system, and
upgrading the mine, transport, ventilation, drainage systems and equipment such as
intelligent centralized monitoring.

(5) The use of advanced production management and control system, production
personnel mines and to locate and track mobile devices, as well as intelligent
production scheduling and control, mine production to enhance the management and
scientific decision-making.

In recent years, with coal, nonferrous ore, non-metallic minerals, represented by the
traditional Chinese mining industry has been moving in the direction of digital mine
made a solid pace, digital mine construction tasks, principles, procedures become
increasingly clear, comprehensive shop digital mine construction open. The initial
stage of digital mine construction, and its main tasks include: the establishment of
MGIS business platform, dynamic management of mineral resources, and the mine
visual elements to support the dynamic input-output analysis [6-10].

2 The Structure of Digital Mine

2.1 Data Layer

This is the data acquisition and storage layer. Data acquisition techniques including the
use of various forms of data access and pretreatment; data storage, including various
types of databases, data files, graphic files libraries. This is the layer for subsequent
layers to provide some or all of the input data.

2.2  Model Layer

It is the presentation layer to show the mineral properties, such as three-dimensional
space and two-dimensional block models, geological models, mining field model,
geographic information system model, virtual reality animation models. The data
processing layer is not only intuitive presentation of the image, but also for
optimization, simulation and design input.

2.3 Simulation and Optimization Layer

Such as process simulation, optimization, design optimization and planning solutions.

2.4 Design Layer

That is aided design layer. This layer is the optimal solution into executable programs
or directly provides the means for design.
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2.5 Execution and Control Layer

Such as automatic scheduling, automatic monitoring and control process parameters,
such as remote operation.

2.6 Management Layer

This layer includes management information systems (MIS) and office automation.

2.7 Decision Support Layer

Or more layers according to various information and data provided by processing
results of correlation analysis and forecasting, to provide decision makers at all levels
of decision support.

3 Composition of Digital Mine System

3.1 Data Collection and Management System

This system is responsible for data acquisition, processing and management. The
system uses a variety of technical means (such as RS, GPS, conventional survey,
sampling, testing, etc.), access to various forms of spatial and attribute information, the
necessary pretreatment of information (such as graphics and digital data, or vector,
Image analysis, coordinate transformation, data integration, etc.), to establish a
database for data storage and management. The system software includes a number of
pre-package and database of information and its management software system.

3.2 Deposit Model System

The function of the system is built on the spatial properties of ore digital model. To form,
can be a massive models, wire frame model or solid model. Of mine production is most
important is quality model, impurity model and value model, which is delineated ore, ore
grade calculation and design, plan. International use of three-dimensional block model is
the most, because most of the optimization algorithm based on this. This model at this
stage of the main data source is drilling, trenching and sampling hole. Mining three-
dimensional modeling system to the object-oriented methods and concepts to provide a
"digital mine" expression of the necessary tools to produce three-dimensional scene,
enabling the surface and down hole three-dimensional display of various entities,
including: the ground, buildings, water, communication facilities, Trees, roads, fences;
underground drilling, formation, Rock Lane (half arch), Coal (trapezoid) and the
mechanical and electrical equipment and other objects [11-14]. Users can view any angle
seam, roadway, drilling and ground spatial relationships between objects, to achieve
visualization of multi-source data mining integration.

3.3 Geological Model System

Its function is based on drilling or remote sensing, telemetry information to establish
deposit structure model, such as faults and fracture zones, litho logy, structure, etc., at
this stage mostly to wire-frame model.
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3.4 Optimization and Simulation System

The system is optimized algorithm and computer simulation, and programs on the
important parameters to optimize and evaluate the system generally includes a number
of independent single-function software package, such as optimization of the final
state; production capacity optimization; and economic benefits based on ore The
stripping (dig) plan optimization; the best industrial grade dynamic optimization;
optimal estimation of ore grade; scheduling optimization; waste rock optimization;
mining method parameter optimization; beneficiation process parameter optimization;
equipment renewal life optimization; system simulation .

3.5 Aided Design System

Its function is the interaction with the user, the program will optimize the system to
produce optimal results can be processed for the implementation of the program, or in
the case alone without the formation of optimal solutions in terms of production of
mines, the system is to measure, plan and mining engineering Pen, paper, plan meter
and a calculator. To test collection, set blasting zone, exploitation and promotion plan,
exploration and production, storage and all levels of mine blast calculation of the
amount of work, and the amount of work involved in mining, grade calculation and
drawing, all completed in the system. The system should have a high degree of live,
interactive and convenient interface that will combine a high degree of systematic
work, and the highest possible degree of automation, so that the original work to be
completed in a few days, the program can be completed in minutes.

3.6 Scheduling System

To GIS-based mine, as mine of information in public office and decision-making
platform and application software integrates various types of mines and model
integration of public carriers, integrated scheduling and visual control of mining data
streams, functional flow and business flow. Its function is based on the computer, GPS,
wireless communication technology to achieve the automatic exploitation of transport
to optimize scheduling. Function by reducing total transportation and mining, transport
equipment, waiting time, improve mining equipment, transport system efficiency and
reduce harvesting costs. The nerve center is the optimal scheduling system scheduling
software systems, including vehicles equipped with route optimization, maintenance
optimization, scheduling rules for becoming excellent.

3.7 Management System

The system is all walks of life in the application of information technology, the fastest
growing area, now has a considerable degree of popularity. Mining enterprise
management system includes MIS systems (financial management, personnel
management, equipment management, spare parts and supplies management, energy
management, comprehensive statistics, cost accounting, etc.) and office automation
systems. This system is the last client - server form, in recent years mostly by
technology-based Web site in the form instead.
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3.8 Decision Support System

The variety of internal information systems (including floors above and the processing
results of the data provided), and external information (mainly the market and policy
information), the correlation analysis, inference and prediction for decision makers to
provide a variety of production and management strategies Decision support to
improve the timeliness and scientific decision-making.

4 Construction Contents of Digital Mine

4.1 Basic Network Platform

Based network platform not only to meet internal digital content transmission and the
need for wired and wireless communications, we need to meet the needs of the
Internet, through a broadband fiber optic ring network, field bus and commercial
databases, multimedia databases, to achieve real-time database of information
collection, transmission, Storage, analysis, decision making, control, distribution and
queries, not only to ensure the interconnection of information, but also to ensure the
reliability of the information, security, and timeliness.

4.2 Mine Data Warehouse

Mine data warehouse is not the simple accumulation of various databases and
assembly, must be achieved from the scattered data to the standardized data
integration, and its technology is the key for geological, mineral deposits and
production of information complexity, mass, heterogeneity, dynamic and multi-
Source, multi-precision, multi-temporal and multi-scale characteristics and a variety
of professional applications, the establishment of sub-standard theme layer, establish a
standard database, database structure, the definition of standardized metadata, index
data and the data cube, to facilitate import and export data And automatic mining,
eliminating mine "information island" and the data redundancy and achieve a variety
of reference for the rapid retrieval and forwarding, real-time database must take the
initiative to achieve a variety of events triggered and to ensure timeliness.

4.3 Mine Industrial Automation Systems

Mine industrial automation systems, including underground conveyor belt monitoring
system, monitoring system to enhance the main auxiliary shaft, mine power monitoring
system, mine drainage control system, gas drainage monitoring system, the main
engine room ventilation and monitoring systems, room air pressure monitoring system,
water supply dust Monitoring system, grouting monitoring systems, mine monitoring
system cooling, air volume control and control systems, production measurement
systems, surface production control systems, which correspond to the number of mines
in the leg and hand, although able to complete a variety of actions to be controlled, but
In the brain, where the brain is the system integration platform software, which can
effectively through collaborative data warehouse, safety supervision system, safety
management systems, production systems and scheduling systems, and automatic
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control and remote control, to achieve real integration of management and control,
rather than Simple connection of each subsystem and accumulation.

4.4 Safety Monitoring System

Safety mine safety monitoring system is the eyes, ears and nose, including wired
communications, wireless communications and mobile communications systems, mine
personnel positioning systems, video surveillance systems, security monitoring systems
production environment, hydrological monitoring system, underground pressure
monitoring system Fire control system, rainfall monitoring system, surface movement
monitoring system, through which the data warehouse, safety management systems,
scheduling systems to provide real-time information for decision support system.

4.5 Production Technology Management System

Digital production technology management system is the core of mine, including
geographic information systems to measure, mining, collaborative design, intelligent
ventilation system, transmission and distribution of geographic information systems,
industrial pipe network geographic information systems. But we need to note that, this
production technology management is not the manual method to move the computer,
and to achieve scientific and standardized management and high-intelligence support.
For example, to measure and survey of geographic information system is not drawing,
but through the refinement of the mine surveying and geological exploration, to
deposit, geological, hazards, and the precise delineation of roadway engineering and
visual computing, you can automate a variety of Measurement correction, the error is
expected, Survey Adjustment, surface subsidence is expected to computing, and to
achieve WYSIWYG all calculations, and can automatically generate any of a variety of
mineral scale map for the mine production, safety and management of geological
protection; Three-dimensional geographic information system based on mining,
including collaborative design system to complete roadway layout, rock movement is
expected to protect the pillar (pillar), is supporting selection and mining, excavation,
machinery, transportation, communication, security and other design And generate the
relevant documents; intelligent ventilation system's main purpose is to ensure normal
production and disaster during the time period of demand for the wind; Transmission
and Distribution Geographic Information System's main function is arbitrarily complex
network to achieve optimal device selection, fault Current calculations, voltage and
energy loss calculation, the capacitor current calculation, calculation of dynamic
stability thermal stability and protection setting calculation, with the power supply
SCADA system to achieve remote communication, remote sensing, remote harmony
remote control; other systems and so on. These are imitated by artificial means cannot
be completed.

4.6 ERP System

Mining ERP system is the sophisticated management information system, including
human resource management systems, equipment management systems, materials
management systems, distribution management systems, production planning
management system, property management, budget and cost management, financial
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management systems, Office automation systems. Its characteristics are to be
integrated seamlessly with other systems, such as human resource management,
production planning, material requirements, budget and cost management must be
based on the design results, production technology, equipment management, materials
management, distribution management to the help of Geographic Information systems
to achieve optimal distribution of site management and other subsystems are similar,
either based on data from other systems, or for other system services that can be
seamlessly integrated through the data warehouse, or to become an information Island.

4.7 Integrated Command and Control System

Digital integrated command and control system mine are not to monitor and control,
industrial automation, personnel location and communication system integration
simple, plus some, such as production scheduling logs and reports. But on the three-
dimensional visualization platform, monitoring and control, communications and
personnel location systems, and production technology, management, security manage-
ment, and strong mining ERP integration.

5 Conclusions

Mining enterprise is different from other enterprises, their production both
underground workplaces, but also the ground; and underground and ground works with
each other, the dynamic changes. Therefore, the number of mine construction is a
complex, large and long-term system engineering, to be phased construction. In the
initial stage of construction, the first is to develop MGIS, and technology needs of
major mines around the key issues and professional development of modules and
applications. This paper researched the framework and the construction contents of
digital mine. The components of a digital mine were analyzed and discussed in detail.
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Abstract. Digital Mine and Sensing Mine are the result of integrating various
disciplines including mine science, computer science, 3S techniques, artificial
intellection and internet of things techniques (IOT), which will radically change
the traditional mine production and our lifestyles. The functions, contents, main
characters and the development situation and problems of digital mine are
analyzed. The hierarchy and system framework of digital mine operation
system and the application of IOT in digital mine, that is, sensing mine, are
discussed. The key techniques of the application and construction of digital
mine are studied.

Keywords: digital mine, mining engineering, sensing mine, IOT, 3D
visualization.

1 Introduction

Digital mine takes computers and network as the core means to achieve the mine
information acquisition, storage, transmission, presentation, processing and
applications in various production processes and management and decision making.
The basic framework of digital mine should be digital data acquisition and
management systems, data applications, scheduling systems, management systems and
decision support systems and other components. The construction of a digital mine will
start from basic theories and models, mine spatial data mining and mining data
warehouse construction, mining network transmission platform, a variety of related
business processes, professional integrated software construction [1-3]. The key
techniques of digital mine include 3D spatial data acquisition and management, spatial
data model and data structure, data warehouse technique and data mining technique,
3D visualization and virtual reality and 38, etc.

The construction of digital mine is a complicate system engineer. It involves in
various technical fields of mines and organizational departments and cannot achieve
immediately. We should combine with the information situation and needs of the mine
enterprises in our country, macro-grasp, plan, and work out the basic framework and
objectives of the overall building goals, and implement and promote step by step, to
achieve a sustainable development of our mines.

G. Yang (Ed.): Proceedings of the ICCEAE2012, AISC 181, pp. 401-508]
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For the mining industry, to go high technology content, good economic returns, low
resources consumption, little environmental pollution and human resource advantages
into full play to the new road to industrialization, digital, information is the inevitable
trend of development. Implementation of digital management, considering the
production, operation, management, environment, resources, security and efficiency
and other factors, so that mine planning and management more efficient, richer
performance practices, more information, higher analytical ability and accuracy,
thereby enhancing the mine production and management of the timeliness,
effectiveness, level of optimal allocation of resources, comprehensive strength, and
promote the sustainable development of mining, to improve the overall efficiency,
market competitiveness and adaptability of the goal. In recent years, through
continuous scientific exploration, mining enterprises in China have been part of a
digital management [4-7].

In the process of implementing digital mine, mine of information for the
complexity, mass, heterogeneity, uncertainty, and dynamic, multi-source, multi-
precision, multi-temporal and multi-scale features, need to build a unified
comprehensive information System platform to achieve integration of mining data
visualization, real mine of information sharing and interoperability, as mining
exploration and production of decision support.

2 Contents and the Basic Features of Digital Mine

Since mine is a resource for the development of object discrete production systems, the
main job is surface deep and complex geological conditions, poor environment, large-
scale accidents have occurred, to the mining production in China caused heavy losses,
but also seriously endangers the physical miners Security. China's mines in mine
surveying, planning, design, production, management, monitoring the whole process of
information mining areas and developed a growing gap between countries, China has
neither the mine as a mine of information resources, one of the important co-ordination
of strategic resources Development and use, but no system performance and stability,
information resources sufficient information infrastructure, mining, nor the formation
of "digital mine" building specifications, many scholars and business and technical
personnel mines on the number of the definition, meaning and function is still
relatively vague, This section defined by a complete digital mine, briefly describes the
technical features of digital mine, building content, technical specifications, system
functionality [8].

There are no accurate figures on the mine, the accepted definition. The ultimate goal
of Digital mine is to achieve mine truly safe, efficient and economic exploitation. And
mining development, the ultimate goal should be not only to meet human mineral
Demand for resources, but also to adapt to ecological and environmental carrying
capacity of the system to achieve the goal of sustainable development. This is the
scientific concept of development in the concrete embodiment of mining engineering.
Consolidated Mining and mine information technology developed different strategies
and different academic ideas The concept of digital mine the expression of the concept
of digital mine can be expressed on the grounds of three beginner to advanced levels:
mining digital information systems, reflect the true overall mining and related
phenomena virtual mine, no mine's remote control and automation of mining operations.
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Mine digital information system includes the following subsystems: surface mining
and mineral deposit model visualization information systems, mining engineering
geology, hydrogeology and rock mechanics data acquisition, processing, transmission,
storage, display and distribution of integrated systems engineering of exploration, mine
planning Decision optimization system and mining, mining equipment operating status
of major information systems, production processes monitoring and scheduling system,
mining environmental change and disaster early warning information systems, mine
operations management and information systems analysis of economic activities. At
present, China has built a number of key mines or under construction includes the
contents of digital information in different systems of mine [9].

Remote operation and automation of mining: in the above figures on the basis of,
additional equipment automation, intelligent, underground communications and
automatic real-time positioning and navigation technology, the production process of
remote control mining operations and automation of mining, to the whole process from
a single mine, Mine production of the digital office technology.

The core of digital mine is the time reference in a unified framework and space,
scientific and orderly organization, management, maintenance and real three-
dimensional visualization by various means to obtain mass, heterogeneous,
heterogeneous, multi-dimensional and dynamic mining information And to establish a
mine of information distributed sharing, coordination and use of mechanisms, the
formation of a variety of flexible and convenient digital methods and simulation tools
to maximize data mining and mining potential and play a role, and throughout the mine
planning, production, operation and Management of the entire process to ensure
scientific decision-making mines and modern management. Mine the true number of
mine is a unified whole and the understanding of related phenomena and digital
reproduction, is the number of mines and numbers is an important part of China. It is
the height of the final performance information for the mining, automation and
efficiency, as well as no mining and Remote mining [4].

3  The Construction of Digital Mine

Mine is a digital time and space in a unified framework, through digital and three-
dimensional modeling, to achieve all the objects above and below ground mining
visualization of transparent management; can be simulated through the mining process,
to achieve early warning of disasters ahead to avoid disaster , reach the essence of
security; available through meticulous management, to achieve optimal use of
enterprise resources, reduce production costs and achieve high yield and efficiency; the
ultimate goal is to achieve the visualization of the mining process, automation,
intelligent and even unmanned. Therefore, the "digital mine" of the building in disaster
warning, save energy, optimal use of resources, environmental protection and recycling
of mine has a great significance.

Digital mine is a national strategic resource security system is an important
component. Digital mine construction will enable a comprehensive and detailed grasp
of the distribution of mineral resources utilization and the level of protection for our
industry, combined with the international market, that can achieve reasonable use of
two resources at home and abroad, two markets, scientific, quantitative prediction of
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the future Supply and demand situation, the establishment of an effective supply of
strategic resources allocation strategies and safeguards. This is China's market
economy development, but also effective participation, the use of increasingly global
resources market. Mine is mining the development of digital high ground, who
occupied the high ground, would control the development trend of the industry and
initiative, so the number of mine construction and development developed rapidly, and
in the number of mines, based on real-time process control, Real-time management of
resources, mine information network construction, new machinery automation
applications and intelligent automatic control of.

Digital mine construction is to enhance the international competitiveness of mining
an important measure. China's mines the overall low level of mining technology,
compared with the international advanced level, there is a big gap. Its outstanding
performance is lagging behind some of mine equipment, mining small scale, low labor
productivity, inefficient mines and mineral resources utilization rate. Digital mine
construction will quickly improve mine design, decision-making and management of
the scientific level, through the use of high-tech new equipment to increase ore
production to increase productivity, improve product quality, reduce production costs,
enhance the international competitiveness of China's metallurgical and mining
purposes. Digital mine construction is an important cornerstone of sustainable
development. Digital mine construction can be of mineral resources (including mining
and reserves) out of the digital performance, this information can be judged according
to priority development needs of those resources can ensure sustainable development
of the national economy, can do a steady supply of mineral resources, rational use and
Low environmental damage, can solve the situation of mineral resources make ends
meet, living beyond the critical situation, the supply of resources and increasing
consumption of resources to meet the basic balance [10].

Mine was to evaluate the number of mine important data resources based on the
ecological environment. Digital mine construction will encroach on the land caused by
mining, surface form damage, destruction of vegetation, land degradation, soil erosion,
desertification, and dust pollution, water pollution, mining landslide, debris flow dump,
tailings dam, Regional ecological landscape, etc. for the destruction of digital
information through the scientific analysis, development of standardized mine
ecological reconstruction, the establishment of a balanced dump reclamation
evaluation system, hazard assessment and prediction system and modern management
system, so that mine waste To rational use, significantly improving the ecological
environment in mining, the maximum possible preventive measures, development of
mineral resources and environmental development.

4 Research of Digital Mine Abroad

United States, Canada, Australia and other mining countries in terms of digital mine
started earlier, the United States first proposed the concept of Digital Earth, and then
quoted by many experts and scholars. After many countries in the world with their
actual number of mines were further put forward the development of planning and
development goals.
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20th century, early 90s, the Canadian nickel mining company began to study the
remote control technology, the goal is to achieve remote control operation of the entire
mining process. The United States has successfully developed a wide range of mining
scheduling system, using computer, wireless data communication, scheduling
optimization, and global positioning system technology for open pit production of
computer real-time control and management, and successfully used in industry, has led
to open pit Almost no one realized mining. Canada has set out a proposed in the vision
2050, that is, in remote areas of northern Canada to build a unmanned mine, all mine via
satellite control equipment, to achieve mechanical crushing and automatic mining [5].

Since the 20th century, some of the world mining industry in many developed
countries have developed a number of mine-building software, and has been successful
in many mining applications. One representative of the software are: the United
Kingdom developed Datamine mining software, developed by the Australian Maptek
Vulcan software, developed by the Australian Surpac software developed by
Intergraph U.S. interactive graphics system developed by the Canadian Lynx
MINCAD system, Rockwell developed WhittleFour2D open pit optimization design
software. Abroad has now reached a level of: Continuously and automatically
complete the heading face of a loop hole or face a row of deep mining hole in the
drilling sector. Drilling accuracy is improved, a significant increase in working hours
by the operator substantially reduced. The maintenance of mobile equipment in place
still needs to go down the direct intervention of workers; underground mine
development of radio communication systems has been completed, there are several
automatic positioning and navigation systems used in the test mine.

Many countries are conducting trials, the establishment of demonstration mining
area, but were undoubtedly true for the production of the mine caving method adopted.
Ordered mine the miners of such a long period, and the operation is relatively simple
and easy to automate. If the remote control to achieve the overall mining and
automated mining target, although the individual operations in the past decade has
been achieved impressive results, but the overall number of mines still in the
construction of infancy. Construction of the largest digital technical difficulties mine
the uncertainty in its object, it is difficult to accurately measure and control. Deposit
mining is a complex, changing, information hiding, is difficult to predict the huge
system, so from the information collection, transmission, processing, integration,
display to automatically control the production process used, involving a wide range of
areas, need more interdisciplinary, innovative and Accumulated experience. It should
be recognized, digitized mining is mining development objectives and direction, rather
than a specific project.

But the number of mining can greatly increase productivity, reduce production
costs, so that enterprises in the metals market downturn is still a competitive edge; able
to adapt to the growing number of deep mining conditions in which miners away from
the high temperature, the threat of rock burst And other harsh operating environment, a
radical improvement in the safety and health of miners, to achieve the office of mining.
Therefore, digital mine of great significance and a strong attraction, but also has broad
room for innovation. In this respect China is only in the gestation stage.
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5 Problems in the Development of Digital Mine

For a long time, China's mines has been in the primary level of mechanization of labor-
intensive, extensive management, technology and equipment behind, decision-making,
design, production, etc. are dependent on many aspects of the experience, science is
not high. Mainly as follows: mining geology, surveying, mining, technical methods are
backward, human factors design of a larger establishment, construction, production
automation and control low level of job security is low, the low level of production and
visualization, communication methods are backward, backward production facilities
Workers lack training in safety and reasonable operation, management philosophy
obsolete, the system is not perfect, and slow speed of information transmission. These
problems, mainly due to lower levels of the mine management inadequate management
innovation, management ideas old, weak management infrastructure, management
tools and methods behind, leading advanced technology, systems and means of
introduction, building efforts is not enough. The resulting production is not high
science, safety is low, not enough rational exploitation of low productivity, upload
issued lag, lack of effective security measures and early warning mechanisms. To
protect the safety of mine production is reasonable, efficient, enhance digital
construction of the mine is particularly important [7].

China mining enterprises decision-makers, managers and engineers, information
technology in the mines there are still conservative, short-term benefits, heavy soft and
hard light "has nothing to do with an armchair, " and various other unhealthy obstacles
The process of building mine of information, hindering the healthy development of
digital mine. Research in science and technology workers cannot be part of the scene
depth, behind closed doors, cannot combine well with the scene, but also affect the
number of mine-building process is an important reason. At the same time that many of
the non-scientific and technological workers overburdened, and I feel impulsive,
difficult to concentrate on real scientific research. Over time, not only unsustainable
Digital mine construction, mining, science and technology for sustainable development
will be seriously affected.

National Digital Mine is still in early stage of development, mature and integrated to
the unified management of spatial information, real-time dynamic information and
management information base platform has not been reported, analysis of the main
reasons for the developer involved with the profession. Currently, the direct promotion
of the development of related digital mine developers have 3 categories: one for the
geological survey system developers, the vector from the early into their mapping
system, and gradually developed into a professional geological feature measuring
system, and some integration Some management functions, such developers claiming
to be the leader in digital mine; followed by the mining automation system integrators,
who from the early mine safety monitoring system, developed to the full integration of
integrated automation system of mine, all mine production will be Real-time
information link control in hand, claiming to be a number of these developers,
practitioners of mine [4]; third is mine information management, developers, they are
from the office automation, marketing, equipment and labor management module and
other start, will Mining sections of the management processes of the business
information. Since these three developers involved in coal mining in different business
units, each taken by the technical line, application platforms vary, resulting in the



Research on the Application and Status Quo of Digital Mine and Sensing Mine 407

current system difficult to integrate various information resources cannot be shared,
spatial information is difficult to form a unified, real-time information and
management information Platform.

From the above analysis shows that the development of digital mine is not an
overnight thing, the need for collaborative professional development, technology and
equipment to solve intelligent, 3DGIS support technology, automatic collection of
different sources of information technologies, the integration of multi-source fusion of
heterogeneous information , Three-dimensional modeling and visualization techniques,
spatial and attribute data organization and management of centralized or distributed
and shared publishing technology, basic analysis of information processing,
engineering applications of basic information and other key technologies. The
development of these technologies is uneven, there is a gradual process of develop-
ment, so the number of mine construction is step by step manner. According to the
objective requirements and the current mining technology, I believe that building in
order to describe the main framework for spatial information mining, mining safety
integrated real-time information and management information based on the number of
mines is a digital information platform for the development of the mine a milestone in
the road. Development of standards and digital mine description of the standard
interface for third-party developers has become the consensus of all kinds.

6 Conclusions

This paper studied the theory and applications of the technical problems in the
construction of digital mine and the sensing mine. The key technologies were
emphasized. Through the research of digital mine home and abroad, the problems of
digital mine were analyzed, and the solutions were proposed. Through the research of
digital mine contents, features, and the basic framework, the construction of digital
content mining, construction principles, the goal of building and construction
specifications were presented. The paper also studied the key technologies in the
construction of a digital mine, including three-dimensional data acquisition, data model
and data structure, data warehouse and data mining, visualization and virtual reality
technology, 3S and integration technology.
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Abstract. Many engineers would agree that, had it not been for DHCP, the
refinement of IPv7 might never have occurred. Here, we disprove the
construction of operating systems, which embodies the compelling principles of
theory. We prove not only that agents and e-commerce can interact to achieve
this mission, but that the same is true for write-back caches.

Keywords: Amphibious technology, IPv7, DHCP, ReutoMail.

1 Introduction

Many biologists would agree that, had it not been for spreadsheets, the study of the
look aside buffer might never have occurred. The notion that biologists synchronize
with information retrieval systems is generally good. An unfortunate challenge in
engineer is the exploration of knowledge-based information. Thusly, journaling file
systems [1] and lossless archetypes are based entirely on the assumption that
architecture and the location-identity split [2-8] are not in conflict with the exploration
of consistent hashing.

ReutoMail, our new application for reliable symmetries, is the solution to all of these
challenges. It should be noted that our algorithm provides trainable configurations.
Indeed, A search and the partition table have a long history of collaborating in this
manner. Further, for example, many frameworks learn wide-area networks. This result
is usually a practical intent but has ample historical precedence. Clearly, we see no
reason not to use interactive information to explore symbiotic algorithms.

Furthermore, existing reliable and "smart" heuristics use scalable archetypes to
develop scalable symmetries. For example, many solutions cache multi-processors.
On the other hand, this method is always considered confirmed. This combination of
properties has not yet been constructed in prior work.

Our main contributions are as follows. We investigate how interrupts can be
applied to the evaluation of super pages [9]. We present a large-scale tool for refining
courseware (ReutoMail), which we use to confirm that the foremost random algorithm
for the exploration of 802.11b by Suzuki is maximally efficient [10-13]. We construct
a concurrent tool for improving red-black trees (ReutoMail), which we use to
disconfirm that reinforcement learning and vacuum tubes can cooperate to overcome
this grand challenge. Lastly, we motivate a linear-time tool for harnessing voice-over-
IP (ReutoMail), arguing that Smalltalk and RPCs are mostly incompatible.

G. Yang (Ed.): Proceedings of the ICCEAE2012, AISC 181, pp. 409-§13]
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The rest of the paper proceeds as follows. We motivate the need for super pages.
Second, to fulfill this objective, we concentrate our efforts on confirming that the
foremost introspective algorithm for the deployment of IPv7 by Raman et al. runs in a
(n) time. In the end, we conclude.

2 Self-Learning Modalities

Suppose that there exists the deployment of Boolean logic such that we can easily
construct the exploration of hash tables. We assume that each component of
ReutoMail requests wireless epistemologies, independent of all other components. We
show a decision tree detailing the relationship between ReutoMail and adaptive
information. Despite the results by P. Zhao et al., we can disprove that journaling file
systems and object-oriented languages [7] are largely incompatible. Furthermore, the
design for our heuristic consists of four independent components: reinforcement
learning, replication, Smalltalk, and IPv4. We assume that wide-area networks can
deploy virtual epistemologies without needing to construct client-server
methodologies. This seems to hold in most cases.

Our framework relies on the significant model outlined in the recent seminal work
by Takahashi in the field of algorithms. This is an intuitive property of ReutoMail.
We estimate that flip-flop gates and scatter/gather I/O are often incompatible. This is
a structured property of ReutoMail. Consider the early model by Matt Welsh et al.;
our design is similar, but will actually achieve this ambition. This is a robust property
of our algorithm. Further, we believe that each component of ReutoMail emulates the
construction of the World Wide Web, independent of all other components.

The design for our system consists of four independent components: reliable
communication, robots, the exploration of Scheme, and symmetric encryption. We
assume that permutable epistemologies can create the analysis of courseware without
needing to simulate amphibious methodologies. Next, despite the results by Li and
Thomas, we can verify that context-free grammar and reinforcement learning can
interfere to surmount this quandary. This seems to hold in most cases. Consider the
early framework by Thompson and Watanabe; our model is similar, but will actually
realize this aim.

3 Implementation

ReutoMail is elegant; so, too, must be our implementation. Though we have not yet
optimized for usability, this should be simple once we finish programming the hand-
optimized compiler. Even though we have not yet optimized for security, this should
be simple once we finish optimizing the hacked operating system. The server daemon
contains about 1707 semi-colons of C++. our system is composed of a hand-
optimized compiler, a hand-optimized compiler, and a hacked operating system.

4 Evaluation

Evaluating complex systems is difficult. Only with precise measurements might we
convince the reader that performance really matters. Our overall evaluation seeks to
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prove three hypotheses: (1) that e-commerce no longer affects RAM space; (2) that
RAID has actually shown duplicated instruction rate over time; and finally (3) that
bandwidth is an obsolete way to measure effective time since 1986. Our performance
analysis holds surprising results for patient reader.

S Hardware and Software Configuration

We modified our standard hardware as follows: we scripted a simulation on our
desktop machines to quantify the provably wearable behavior of Bayesian
communication. We added 2 FPUs to our human test subjects to understand our stable
overlay network. Furthermore, we removed 3Gb/s of Ethernet access from our human
test subjects to understand our desktop machines. This result might seem perverse but
has ample historical precedence. We added 200 10kB tape drives to our Internet-2
cluster. Furthermore, we added 200 GB/s of Internet access to our system to probe our
amphibious cluster. Next, we reduced the mean popularity of redundancy of our
desktop machines. Lastly, we added 25 7kB USB keys to MIT's sensor-net overlay
network to understand our desktop machines.

When Noam Chomsky refectory Microsoft Windows XP Version 9.0, Service
Pack 9's user-kernel boundary in 1986, he could not have anticipated the impact; our
work here attempts to follow on. All software was linked using AT&T System V's
compiler built on the Russian toolkit for collectively refining PDP 11s. Our
experiments soon proved that patching our Nintendo Game boys was more effective
than making autonomous them, as previous work suggested. Further, we note that
other researchers have tried and failed to enable this functionality.

6 Experiments and Results

We have taken great pains to describe out evaluation setup; now, the payoff is to
discuss our results. That being said, we ran four novel experiments: (1) we measured
NV-RAM space as a function of ROM throughput on a PDP 11; (2) we asked (and
answered) what would happen if topologically provably mutually exclusive local-area
networks were used instead of checksums; (3) we do-gooder ReutoMail on our own
desktop machines, paying particular attention to ROM space; and (4) we compared
work factor on the GNU/Debian Linux, FreeBSD and Amoeba operating systems.

Now for the climactic analysis of experiments (1) and (4) enumerated above [15].
Note that it shows the average and not mean partitioned flash-memory throughput.
Next, note the heavy tail on the CDF, exhibiting muted complexity. On a similar note,
the results come from only 9 trial runs, and were not reproducible.

Lastly, we discuss experiments (1) and (4) enumerated above. Note that super
pages have smoother effective ROM space curves than do reprogrammed sensor
networks. Note that it shows the expected and not expected randomized effective tape
drive throughput. Similarly, the many discontinuities in the graphs point to degraded
hit ratio introduced with our hardware upgrades.
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7 Related Work

A number of prior methodologies have evaluated certifiable algorithms, either for the
deployment of checksums [15] or for the emulation of thin clients [20]. Recent work
by Fredrick P. Brooks, Jr. et al. [7] suggests an application for creating the refinement
of forward-error correction, but does not offer an implementation [8]. The original
approach to this quandary by Davis [19] was adamantly opposed; contrarily, it did not
completely answer this riddle [3]. Our solution to replication differs from that of P.
Zhao [2] as well [1]. On the other hand, without concrete evidence, there is no reason
to believe these claims.

While we are the first to motivate RAID in this light, much prior work has been
devoted to the synthesis of the partition table [8, 5]. Along these same lines, an
algorithm for lossless communication [10] proposed by Y. Bhabha fails to address
several key issues that our application does address [4]. Our approach to web
browsers differs from that of Martinez as well.

Our approach is related to research into multimodal epistemologies, thin clients,
and omniscient communication. Our design avoids this overhead. Along these same
lines, Smith and Li [22] originally articulated the need for fiber-optic cables. Recent
work by Bose and Jones [16] suggests an algorithm for locating expert systems, but
does not offer an implementation. In the end, note that we allow e-business to control
distributed models without the exploration of the World Wide Web; therefore, our
algorithm is Turing complete.

8 Summaries

ReutoMail will solve many of the problems faced by today's electrical engineers. We
probed how wide-area networks can be applied to the visualization of linked lists.
Continuing with this rationale, our method will not able to successfully cache many
suffix trees at once. The refinement of access points is more practical than ever, and
ReutoMail helps electrical engineers do just that.
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Abstract. Nowadays, TTCN-3 has been widely used in many domains, including
telecommunication, automobile, medical equipment, etc. However, in software
domain, it doesn’t begin. To resolve this problem, study on the applicability of
using TTCN-3 on testing web application software was made in this paper. The
main part of TTCN-3 is core language for describing test behaviors and control.
Test script programmed with core language and necessary assistant entities
including Test Adapter and Codec form a whole Testing System. Experiment
projects of testing web application software using TTCN-3 was developed in
research, which includes load test. Besides that, data was also collected for final
evaluation. The study and attempt of using TTCN-3 on web application software
test not only provided a good reference for the using of TTCN-3 in software
domain, but also had a directing effect on the improving and optimizing of
TTCN-3.

Keywords: TTCN-3, Web application software test, Load test.

1 Introduction

With the rapid development of IT industry, application is becoming more and more
complicated, causing more development failure. Therefore, people have more
understanding of the test: test is no longer an idea after the matter; it is becoming
more and more important and indispensable in the development process. People
desperately need a kind of effective and flexible method of testing; TTCN standard is
developing in this background.

TTCN - 3 can be applied to various black box testing of interactive system and
distributed system .Due to TTCN - 3 appears very recently, so is not widely used. From
worldwide, mainly concentrated in Europe And today its main test field is in
telecommunications, for instance, in telecommunications aspects it includes ISDN,
Atman in mobile communications aspects it includes GSM, UMTS ,and in the Internet
it includes IPv6, SIP, and systems based on Curtain reality, test applications of TTCN -
3 in the field of communications is relatively successful, including MOTOROLA,
ALCATEL, Vodafone, O2 and many other international large telecommunications
enterprises are using it. In comparison, the application of TTCN - 3 in software testing
is still a blank. Since we have just realized this point, we hope to introduce TTCN - 3
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into IT software testing, but first need to analyze and evaluate its abilities to
determine whether it is suitable for IT software testing.

Web application software has an important characteristic that it allows several users
to access and use through the network at the same time, it involves the withstand ability
of network, namely software can maintain maximum numbers of its performance,
namely "load”. Load testing means through gradually increase the system load, the
change of performance of test system, and finally make sure the system can withstand
the maximum load test, provided that it satisfies the index. For Web application
software, a key point of load test is how to simulate access of concurrent users.

2  Opverall Structure

2.1 Analysis of Overall Structure

The main four entities that need to be realized by using TTCN — 3 are SUT, TE, TA and
CD.

The realization of SUT is completely a process of writing JAVA program, and
basically it has no relationship with TTCN - 3. In fact, in real test SUT is provided by
user and need not to be developed by testers, here is mainly due to the research needs.

TE is test code or test scripts written by using TTCN - 3 core language. General test
code includes elements of language described in section 2.2. Here, I divide these main
language elements into three categories: types, including type, template, and signature;
configuration, including port and component; behavior, including test case and
function’s describes data transported in the process of test, including test of properties
of operation environment and test of behavior.

For TA, because it’s not standard content published by the ETSI, so needs fully
customization to realize. However, TTworkbench tools includes a Test Adapter
developed and named by TestingTech company; this type has realized interfaces such
as TriCommunicatioSA, TriPlatformPA, TciEncoding, etc, which will be used for SUT
and testing system communication and test execution methods such as resend, triMap,
etc. So while realizing TA, only need to inherit the Test Adapter type, and rewrite some
methods according to different mechanisms of SUT.

The realization of CD is similar to TA. TTworkbench contains a Abstract Base Code
type, and it realizes two very important methods encode and decode used for sending
and receiving data of codec, respectively, and make it become comprehensible format
for SUT and testing system. Therefore, in the realization of CD can inherit Abstract
Base Codec, and rewrite encode and decode methods according to the sent and received
data.

Simulating access of concurrent users is the key to load testing. Before the test, I
made an investigation of existing popular automatic load testing software (including
commercial and open source), and installed Load Runner, No-Load and Meter three
kinds of tools. In use process, I found that testing mechanism of these three kinds of
software is the same: they will record client operation, and store them in script, then
establish several virtual users and simulating scene of hundreds of virtual users
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operating at the same time, and record response time of solving each matter, resource
use of middleware server, database loaded; according to these test results can analyze
where bottlenecks are. The above process is "recorded playback”. Generally, using this
simulation test tools will have a background processing process, and through this agent
process test tools can monitor and get communication information of system users and
server in various communication protocols; test tools might use a type C or other
scripting language to produce a test script, this script records request process of
customer to server, and then test tools can replay the visit process and receive server
response.

2.2 Overall Structural Design

The ultimate purpose of this study is to evaluate TTCN - 3, and test is just a necessary
measure. This means that the test can reflect characteristics of Web using software test.
So, I chose common “submit - confirmation (XML format)” function in Web
application software as test object of load testing.

In terms of simulating concurrent user’s access, needs to make some improvements
to record and playback modes: first, interaction between client and server in test is
relatively simple and has been settled before; so test cases (test case) defined in TE
will describe user’s access to the server. Concurrent user needs to be realized in
TTCN-3 configuration by using Parallel Test Component (PTC) .As adaptive
middleware, TA will realize interaction between different virtual users and server, and
call methods in CD to finish conversion of data format. The working mechanism of
TTCN - 3 is as shown in fig.1:

‘TE“CD‘ TA {SUT

{
TTON-3 value Mm £
Tessage- JAVA

Fig. 1. Diagram of working mechanism of TTCN-3

Because of the test by using TTCN — 3 in this topic is realized through TTworkbench
developed by TestingTech company, so first introduce an important entity -- Test
Adapter (TA). Test adapter, which is similar to middleware characteristics, is written to
fit different measuring system and testing system. TA realized some interfaces in TRI
to fit different communications between measuring system and testing system.
Actually, standard TTCN - 3 does not include the Taman TA is an entity defined by
TestingTech company for supporting TTworkbench.But at present, TA has no
universal realization; so the realization of TA is very important to testing.
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3 Design and Realization of System

The working mechanism of 3 - TTCN can simply described as test data written by
testers in TE convert into a word throttling through decode method in CD ,and this
word throttling being sent to receive port of connecting/mapping through send port
defined in Texan receiving port give word throttling to corresponding TA of SUT; TA
transform this word throttling into comprehensible format for SUT by calling decode
method in CD; then SUT will compare received data with expecting data, if the same
the test is passed, otherwise the test is a failure.

31 SUT

The subject of the system being tested is XMLServlet class which inherits Served and
written by JAVA language and deployed in tomcat server of Apache; after client
submitting page input user ID, click "Submit" button, and the XMLServlet class will
establish HTTP connection to the server and send the user ID to server. XML Servelt
class will get return information by using GET method and display it on client browser
page in format of XML file.

32 TE

Define a constant as amount of scheduled concurrent users to facilitate changes.

Send data: because system requires users to enter user ID of a string type, so define the
type for sending data as char string. Expectation to receive data: message returned by
server displayed as XML file format, but message that get from testing system is check
message of user ID, namely to return user ID to user for confirmation. Therefore, the
expected type of definition is chartering . Template: defines a template, because the load
testing focuses on load not on data.

Configuration: porting the system being tested interaction information between the user
and the server are string types, which makes the port of the test system must based on
information(message-based); and the information have only two kinds of string and
receiving string, so need only to define a port, and has the ability of two-way interaction
(input).Component: defines the main test component and system test component,
respectively, in which the main test component contains a timer as time limit of
handling system.

Testing: test cases (testacies): firstly, declare a parallel test component (PTC) array as
platform for interaction between each virtual users and server; then mapping this port in
PTC and system test port to establish association. After that each PTC calls test
behavior function for test and get the result.

Function: due to interaction between each virtual user and server is same, so defines a
behavior function test to reduce write content of code, and also reflects the reusability
of TTCN - 3 codes.
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33 TA

For the visit of real concurrent users on simulation network, need to use thread
mechanism the on TA, in which interaction between each virtual user and the server is
a separate thread, thus can realize concurrent of services .Concrete realization method
is to define in TA a receiver Thread class which inherit Thread class, rewrite run
method to make thread complete interaction activities between testing system and
SUT, and directly organize receiver Thread class through rewriting of resend method to
make it start. Actually, the originally written TA has no introduction of concept of
thread, but depending on functions of SUT to realize resend method of Test Adapter
class, and make test system can communicate with SUT and complete execution of test
case. But graphical test log display testing process under this kind of circumstance is
not true concurrent operation, because all return information return after all sending
complete; obviously, this is a process of sequence execution. Therefore, to put forward
the method of using thread to realize visit of concurrent user .After the modification of
the TA, obtaining graphical test log display, and information transmission between
test system and SUT happening in cross , which accord with the reality, and is a real
simulation of the scene of visit from concurrent users.

34 CD

Due to send data is char string type, which belong to the basic types, so need not to
rewrite encode method. Although return data is also chartering type, but due to return
data is content labeled by XML document, so it must be drawn from the XML
document, and compare it with the expected data to determine the success or failure of
the test; so must rewrite decode method. In view of that the origin of returned data is
XML format file, adding jdom_b9.jar in class library, judo is a special tool for analyze
XML format data, and use it can easily realize data extraction.
To sum up, structure of load testing is shown as below:

Fig. 2. Overall structure of load test
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4 Test

Test starting, the system will dynamically establish 15 parallel testing components, of
each test component will run a test case, and judge according to results of data matching
to justify if the whole test is success or not. From the graph, we can see that the
matching results executing on every test component is correct, and so the whole testing
operation is a success.

5 Conclusions

Overall, the load testing is a relatively simple test, its SUT, test system and the scale of
test scripts are relatively small, but due to the system being measured is universal
system, which can reflect the feasibility of TTCN - 3 in load test. This paper is a
research on testing method and technology of TTCN - 3, with analyzing characteristics
and main points of using TTCN-3 to realize test; and obtain data from developing
specific test items, experiencing different studies of TTCN-3 method and technology.
Specific work includes the following content: extensive study of TTCN — 3 core
language, and know well content and structure of TTCN - 3 test code written by TTCN
— 3 core language, using TTCN - 3 test method and technology to develop experimental
test program of load test, and understand the system of TTCN - 3test method. Based on
test data and developing obtained experiences, and eventually made a conclusion that
TTCN-3 is, in overall, suitable for Web application software testing, but also exists
defects.

References

[11 ETSI ES 201 873-1 v3.1.1, Methods for Testing and Specification (MTS), The Testing
and Test Control Notation version 3, Part 6: TTCN-3 Control Interface (TCI), France:
ETSI (2005)

[2] Grabowski, J.: TTCN-3 — Testing and Test Control Notation

[3]1 Schieferdecker, I.: A TTCN-3 Test Platform for Reactive Systems

[4] Quality and TTCN-3, http://www. testingtech.de/ttcn3/quality.php

[5]1 Grabowski, J.: TTCN-3 — A new Test Specification Language for Black-Box Testing of
Distributed Systems

[6] Schieferdecker, I., Grabowski, J.: Conformance Testing with TTCN



Design and Implementing of Database in Product
Configuration Management System on Mass
Customization
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Abstract. The main task of product configuration is that according to the rules
of the configuration and limits of configuration conditions, checking parts
searched products information database from for assembling, mutual constraint,
etc, eventually outputting an effective Bill of Materials (BOM). In the paper, it
is introduced how to create single-layer BOM in relational database. Based on
object-oriented technology of relational database, model of data structure is
constructed corresponds to the product configuration system and database
design of the product configuration system is implementing. it is an important
role for Product Configuration Management System on Mass Customization
that the effective management of the product data, making full use of the
present resources and rapidly realizing design of customized product, and
provides reference for database design of similar system.

Keywords: Database design, Mass Customization, Relational database, Object-
oriented Database, Product configuration.

1 Introduction

Modern manufacturing technology develops gradually the enterprise production mode
into mode of diversification and individual demand. With the growth of individual
demand, the enterprise's production and operation mode must be transformed from
original independent production and sales into production according to customer's
demand or production order, Mass Customization emphasizes using low cost instantly
or fleetly in order to satisfy client’s individual demand, and this product by Mass
Customization must be provided for customers at the cost of mass production. In
1993, Pine discusses the theory of Mass Customization; he think Mass Customization
will become the most important and the most competitive advantage of production
mode in the 21st century[1].

Product configuration is an important method of achieving products diversification
by designing and manufacturing new products, restructuring old products based on the
product information management, it improves resource utilization of existing
products, enhance capability of enterprise developing new product, and meet
customer’s diversification and individual demand. For the deficiencies of product
configuration database module in the present commercialized software’s system,
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building a more intelligent and performance higher database management system, and
strengthening product data and information management support, it is easy to realize
data integration and exchange in many systems.

2 Storage Technology of Single-Layer BOM

Definition of product structure is that product structure trees are constructed by
analyzing enterprise management mode and the hierarchical relationships between
product components and structure. In product parts structure tree, product node is a
root node, components compose product is the father node, and parts node located in
the parent with the next layer node include all nodes leaf node of tree, which can also
be derived down their child nodes to become parts node. How to use two data sheet
describe the product structure based on single-layer BOM database storage,
obviously, It is highly important that splitting the relation table from product tree
structure for realizing BOM storage technology, On the contrary, reconstructing the
product structure tree from the single-layer BOM is key for browsing and inquiring
data.

1. Single-layer BOM

Single-layer BOM is different from multi-layer BOM][2]. Single-layer corresponding
relation of adjacent parts is recorded in single-layer BOM, namely corresponding
relation of the father and the son, and as multilayer BOM repeatedly increase a record
of father-son relation. This structure of Single-layer BOM can reduce data redundancy,
and improve data maintenance work. Single-layer BOM usually adopts two tables to
record relation of product structure, database table structure are shown in Tab1l,Tab2.

Table 1. Parts table

Parts Version Parts Dr aWing Related
coding number name number L
properties
CX901 1 B 2
Table 2. Product structure
Parent ~ Larent Child Child ,
coding Version coding Version  Quantity ...
No. No.
PX901 1 CX901 1 1

Parts table in which attribute information of all the parts object are record is the
basis of the whole product BOM table. Parts coding and its version number compose
the only identification code of parts [3], which is the primary key of parts table and
only identify parts in the whole product structure. Subsequent fields, such as parts
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name, drawing number, ect, it record the auxiliary attributes of parts. In the BOM
table structure, the parent coding, parent version, Childs coding and its Version
number compose of primary code, which uniquely identify parts of different levels in
the whole product structure. The same parts in different assembly relationship can be
distinguished by the parent items and version number, to avoid the data redundancy,
parts with the same parent-child relationship in assembly are added up and not
recorded repeatly in database. products are only child coding and child version
number, its parent coding and version number are null. Therefore, single-layer BOM
can describe the product tree structure. Connects operations is completed for Tabland
Tab2 in order to obtain all the parts information of product structure, then parts
attribute information fill in the corresponding data table, so a BOM can be gotten.

The product database table obtained from disassembling graph of the product
structure tree is that adverse use of structure tree reconfiguration method. The process
of Reconstruction product structure tree is a process of tree traversal. There are two
traversal methods: depth-first traversal and breadth first traversal, the former include
the preorder traversal, midorder traversal and postorder traversal [4]. Different
traversal method access the tree nodes according to different sequences, so the results
the results are also different. Depth-first traversal access nodes according to the
branch of a tree structure, returned when each branch visit to leaf nodes; Breadth-first
traversal is in accordance with the tree depth (layer) in order to access node, it is that
nodes are accessed from the zero depth node to gradually each layer node, if some
nodes have the same depth, nodes are accessed from left to right. Considering the
multi-level product structure and single-layer BOM storage properties. In this paper,
method of breadth-first traversal is used to reconstruct product tree.

3  The Object-Oriented Technology Based on Relational
Database

Mechanical product design process is a complicated, involving many disciplines,
theoretical applications to realize many functions, such as design of Cycloidal Needle
Wheel Decelerator function optimization, design of key parts structure optimization,
and the fatigue life of important components in virtual experiment etc. Large amounts
of data is made in be using series of CAD/CAM/CAE tools for pursuing these
functions, such as 2D or 3D models of parts, engineering drawing, various of
important parts data, series data of product configuration design etc. In order to
realize the functions of product configuration design, it should is first that the data
structure of design created, which correspond to configuration system in PDM system.

Class and subclass: Product configuration design system is a application software
of product-oriented projects, in which all data is organized around products, projects,
and display as a tree links. Tree links is internal links of all information based on PCD
system database. it could be very easy to browsing data.

Hierarchy Structure of classes: Each class in this system has its own attributes, and
display in the property card[5]. Classes of lower layers inherit all the properties of
parent classes, but also they can have their own attributes. Therefore, the more are
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layer from the highest layer class the data structure of the to the lower level class, the
more are detailed class information.

4 The Object-Oriented Technology Based on Relational
Database

In product configuration management system, all the data can be regarded as objects,
such as a project, a product, a parts, etc. then, according to the requirements of
enterprises or customer, defined levels of those data.

Rules Component
&\aDateStar &Part_ID
Parts eSO &vaDateEnd SPart_vers
&Part_ID &I0_MNumber E\ersStart &Part_name
&Part_vers &Comment e &versEnd Bva_Date
@F’art_name B Svariance '%Ex_Date
SMaterial = S Authar
&va_date $SetvaDateStar() SpAuditor
SpEx_date SsetyvaDateEnd() &EDJ!'E
& author s etversStar)) &30_file
Eauditor @SetversEnd() &Depend_Parts
&Comment SSetvarspan() &0ppose_Parts
&30 _file Cormment
gZDJIE A &name2
Seq_file <| L
&Depend_parts - ®AsserDate()
%Oppuseipar‘ts Product :Assert\fers()
SetvalidDate()
®rssertDate() 3 gggggig—‘\irs = S etExpileDate()
SSetvalidDate() &Froduct name SGetChildMumber()
Sassertvers() &Product table SAddChild()
*SetExpileDate() 1 |&comment 1 SDelChild()
:GetDependF'ans() :SetDependParts()
GetOpposeParts() % SetOpposeParts()
$cetDependParts() ‘2Q§g§ésgme() %DelDependParts()
*SetOpposeParts() SDelParts() *Del0pposeParts()
SShowProperty() SEditParts() *GetChild)
S5 avetoDE() SShowProperty()
SShowProperty()

Fig. 1. Objects relationship in product configuration system

Based on object-oriented technology, there are five objects in configuration system
by analysis, such as part objects, component objects, product objects, rule objects and
customer object. Relationships between objects is estabulished by using UML (The
Unified Modeling Language), it is shown in figurel. UML is object-oriented
modeling method widely used, it can quickly establish object models of various
system, and distinguish the relation and interaction between them, finally, generating
software code framework. Symbol " —= "represents the composition relationships
of the overall and individual in aggregation, for example, part objects and product
objects, as shown in Fig 1. Arrow point from individual to overall and indicate
quantity relationship, "1" denote exactly corresponding relation, "*" denote multiple
quantity corresponding relations. Symbol " represents dependencies
relations, such as prduct objects and rule objects in Figl. The arrow " —s "
represents association relationship, like Customer and Rules objects in figurel.
Hollow arrow " —= " represents generalization inherit relationships, Component
object will inherit most of the attributes.part objects.

...... =
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5 The Structure of Database Tables and Relationships

There are five tables in all products information characteristics table, namely as:
Part_table, File_table, Relation_table, Product_table and Product_list.

In order to smoothly complete the product configuration design system based on
the knowledge base and rule base, we must also create the following database tables:
Products Matching Rules Form (ConfigRule), the variable value table-definedV
variable conditions of table, definedVC-user and user rights table, which reflect the
object association between the relational tables. The relationship between database
tables is shown in Figure 2. PK represents Primary Key of data tables, FK represents
Foreign Key of data tables, The arrow " —= " indicate dependencies relationship
between tables, and n and 1 denote corresponding quantity relationships between
the various tables tables in database.

Relation_table Product list

Partl_ID Product_code

Part]_name P

— Product_name K

Partl_vers n Product_vers

Relation Comment

Part2_ID T

Part2_name \F\ Product_table

Part2_vers K 1

Comment Father_ID

Part_table F Ea:ﬁerﬁname
File_table F athervers

— |k ParID F—%— Son_ID
Part_ID Part_Name P Son_name
E art_name Part_vers K Son_vers

art_vers .

— Material Son_number
file | My e B/l Selection
3D_path n Ex_date Comment
2D_file Author
2D_path Auditor
Sequ_file Comment
Sequ_path
Comment

Fig. 2. The structure and relationships of database tables

6 Summaries

In this paper, single-layer BOM table creation is Implemented, relationships between
objects is estabulished by using UML, and create database tables of product
information in database of product configuration management system on Mass
Customization. Based on object-oriented technology of relational database, database
design of the product configuration system is implementing and database constructed
by meet user requirements. it is an important role for Product Configuration
Management System on Mass Customization that the effective management of the
product data, making full use of the present resources and rapidly realizing design of
customized product, and provides reference for database design of similar system.
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Study on Edge Extraction of Objects in Microscopic
Stereo Matching
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Abstract. Based on traditional approaches, there is much trouble in edge
extraction of objects in microscopic stereo matching, such as not thinning to
one pixel, breaking the connectivity of ridge, generating spikes and so on. In
order to overcome these disadvantages, a simple and effective method is
presented. By analyzing character of node, some templates are proposed. This
method can effectively solve the less thorough thinning problem. Also the
proposed edge linking approach is good at extracting the complete edge. The
algorithm provides the basis for later microscopic stereo matching.

Keywords: Thinning algorithm, templates, microscopic stereo matching, edge
extraction.

1 Introduction

A large number of feature extractions are specially prepared for matching in the
stereovision. Image edge is one of the characteristic primitives, which is the most
widely used in stereo matching. Image edge has a large number of useful information
of the original image, such as direction, step character, shape, etc. These can reflect
the characteristics of objects [1]. After the microcosmic object is imaged by the
microscope, the microcosmic images from CCD are different from the normal images.
The microcosmic image is relatively fuzzy with the low contrast. In microscope
imaging process, the image is easily with noise and shadow because of light uneven.
So the feature is difficult to be extracted out and fault pixel is easy to be generated up,
with much edge spikes in the extracted objects.

The edge of the detection is often used the airspace differential operator. At
present, the edge inspection operator has: Sobel operator, Roberts operator, Laplacian
operator, Prewitt operator, Canny operator, etc [2]. These operators are primarily used
in so images with obvious edges or simple pictures. Most of the extraction algorithms
can achieve better results [3]. However, for the edge of the complex, lighting the
microscopic image, the effect is not very ideal. For example, the edge is fuzzy, is not
one pixel width, is too poor to be lost, and is whole inconsecutive [4]. These defects
in three-dimensional microscopic match will appear in the characteristics of the right
picture can't find the phenomenon of miss match, which is unable to meet the target
on the location accuracy, brevity, the outline with the requirements of the real-time.

G. Yang (Ed.): Proceedings of the ICCEAE2012, AISC 181, pp. 427-432]
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With the above analysis, the paper proposes a thinning method based on template
which is used to resolve one pixel edge, and a smart tactic for the connection of the
inconsecutive edges [5].

2 Edge Thinning

2.1 Edge Thinning Algorithm

The further refinement of all detected edges will not only help reduce the amount of
image storage, but also adapt as the endpoint, crossing points and the relationship
between the sub-critical parts of the connection feature extraction. To ensure the
extraction of the edge of the extreme points of its neighborhood to remove the edge of
the isolation, this paper used the method of morphology in the bone thinning edges.
Expression as follows:

S(A)=U S.(4)
S,(A)=(AOkB)—-(AOkB)e B

A test that has been one of the edges, B said that the structure of 3 x 3 elements, said
continuous on A k-corrosion, k is the corrosion of the empty set A is the number of
iterative, said the results of the first k-refinement, that the final Obtained detailed
edge.

2.2 Edge Thinning Optimization

On the one hand, edge thinning leads to the emergence of new glitches, new cross-
point and end point; on the other hand, will exist at the intersection of the redundant
pixels, which is the non-single-pixel. This phenomenon of cross-edges like the "T" or
"+" character often encountered, and it is difficult to define nodes and points and it
takes considerable trouble for the feature point extraction. Microscopic three-
dimensional image of each match is small but not negligible differences. Intersection
point of non-single-pixel processing, and glitches edge connector is removed the key.
The lines in Figure 1 marked the crossing point after the refining of non-single pixel.
Used for edge connectivity with the premise of removing redundant pixel method,
used in the microscopic three-dimensional template matching method is more
appropriate. To remove these non-single-pixel points, the paper uses a template
approach. The non-single pixel in Figure 1 can be used to remove the template in
Figure 2, that is to remove the image in the template with the location of the structure
in Figure 2, the same point, * indicates the current position of points, 1 point on the
edge of the target image, O points on the background image.
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Fig. 1. The refinement of non-single-pixel in the crossing point

01010 01110 01110 01110
1]*1]1 0]*1 |1 1| *1 |1 1{*1]0
1 10 01110 0]01]0 0] 110

Fig. 2. The template of non-single-pixel without refinement

3 Edge Connection

3.1 Connection Algorithm

After the above refinement, the endpoint can be defined as the edge itself and there is
only one neighborhood of 8 pixels, is a starting point and end point edge. Node is
defined as the one in the itself edge, and 8 in the neighborhood of two or more pixels.
There is a connection point between the two edges. The key point in the edge
connector is determined primarily on the node and endpoint determination.

Edge connection is divided into the following steps:

(D Marking the starting point: for each edge pixel, the first to determine the key
points, and to mark them.

@  Searching the edge: from each point on the field in its 8 non-zero search,
and for the same mark, until you reach the end node; recorded in the course
of each endpoint to traverse the length of the node.

@ Connecting edges: all belong to the same edge of the line, that is, connect
the dots marking the same to form a continuous edge.

@ Removing burr: Comparison of 4 for each node adjacent to the edge
direction, and then take a traverse point threshold, the branch will be
removed less than the threshold, the connection of other branches to form
the edge.

3.2 Edge Refinement

After treatment, the refinement of the previous image is a single-pixel image, but
after removing the burrs, the node appeared in a number of non-single pixels. Figure
3 shows that the burr is present after removal of non-single pixel. Of such
non-removal of a single pixel in the same way as the previous refinement, only the
use of different templates. Figure 4 is to remove such non-single-pixel template in the
Figure 3.
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Fig. 3. The non-single-pixel of deburring

0 |0 010 |0 010 |O]]1]0
¥ 0 O(*1 |0 L{*110]]1]*
1 |1 111 |0 110 |0j]0]0
1 |1 171 (0 0|0 |1j{0o|0 [0
110 01*1]0 O *1L|1||0]*1 |1
0|0 0j0 (0 00 |01 0]0 |1

Fig. 4. The template of non-single-pixel by deburring

4 Experimental Example

The edge extracted from the microscopic image in the lab is shown in the Fig. 5. The
line segment is identified as the intersection with amplified effect. The non-single-
pixel based on the proposed template in the Fig. 4 is shown in the Fig. 6. Line is
marked the removal of the pixel. Figure 7 and Figure 8 are processed through the
algorithm a continuous, single-pixel image edges.

Fig. 5. The node with non-single-pixel

Fig. 6. The removement of non-single-pixel
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Fig. 7. The edge with nodes and spikes

Fig. 8. The edge with inconsecutive pixel points

5 Conclusions

Image edge is one of the characteristic primitives, which is the most widely used in
stereo matching. Stereo matching of edge detection has a higher performance
requirement. This article has been considered in the discussion of edge detection
operator microscopic image edge extraction problems, a new approach. By refining
and remove the burr on the edge of the non-generated comparison of a single pixel,
the design of two different types of templates. Experiments show that using these
templates can effectively solve the problem of refinement is not complete.
Meanwhile, the paper presents an edge connection method, in the edge of the
connection process and eliminates glitches. This paper makes a good foundation for
the latter part of the stereo matching.
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Abstract. It is studied that the asymptotically kn-strict pseudocontractive
mapping in the intermediate sense and proved the modified Mann iteration
process with errors. Then the iteration converges strongly to a common fixed
point p which is the nearest point to u in F. The results in this paper presented
extend and improve the corresponding results of many authors.

Keywords: Asymptotically kn-strict pseudocontractive mapping in the
intermediate sense, Mann iteration process with errors, Semigroup, Lipschitzian.

1 Introduction and Preliminaries

Throughout the paper, H be a real Hilbert space and R* denote the set of positive real
number, with inner product <. .>and norm |||| , respectively. C a closed convex

subset of H. Let 7: C—C be a mapping, we use F(7) to denote the set of fixed point
of the mapping T.
Definition 1.1 (1) The one-parameter family S :={7(¢):7 >0} of mappings from C
into itself is called a nonexpansive semigroup if the following conditions are s