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## Preface

A few changes have been made from the dissertation submitted to the University of Arizona in July 2001. Notably, the name for the input-based hypothesis for language acquisition was changed from the General Pattern Learning Hypothesis (GPLH) to the Specific Language Grammar Hypothesis (SLGH). The reason for this change was that the former seems to make predictions about other cognitive abilities, while the latter makes predictions specifically about language. Given that this dissertation is about the acquisition of phonological structures, it seems more appropriate to refer to the input-based hypothesis for language acquisition as the SLGH. The SLGH hypothesis does not exclude the possibility that language is acquired as other cognitive abilities are, but given the fact that I do not address this issue, I've framed the hypothesis in its slightly more conservative form. I have also revised the prediction based on Experiment 1 to exclude coda consonants that occurred in words not spontaneously produced by children. This gives a more accurate prediction because it takes into account the possibility that some of the words in Experiment 1 were not very familiar to children and therefore not good examples from which to base children's productions of codas. All subsequent analyses reflect this change. In fact, this change made no difference in the pattern of results. Lastly, I have simplified the analyses in Experiment 2, and made a more detailed coding of children's responses.

## Abstract

This dissertation contrasts two theories of language acquisition. The first theory, which has been dominant in generative linguistics, argues that acquisition is primarily mediated by innate properties of language provided by universal grammar (Universal Grammar Hypothesis-UGH). Data to support this theory are the parallels between cross-linguistic data and child language. However, the structures that are frequent across language are also typically the most frequent within a specific language. This confounding of crosslinguistic and language specific data is consistent with the view that language is acquired based on the patterns in the ambient language or input (Specific Language Grammar Hypothesis-SLGH). These theories are contrasted by examining children's acquisition of coda consonants in CVC words.
The UGH of coda preferences was based on previous research and on frequency analyses of codas in CVC words from 35 languages. Results showed that languages prefer coronal codas and sonorant codas. These cross-linguistic preferences are interpreted as reflecting UG. Predictions of the SLGH were established through an examination of English codas in CVC words from a number of different sources. This revealed the frequency of codas in the input, upon which the SLGH was based. In order to determine which hypothesis better predicts children's coda acquisition, data were then collected from previously published research, from CHILDES, and from an experiment designed to test children's production of English codas.

To evaluate the UGH, children's coda productions were analysed to determine whether the preferred codas were coronals or sonorants. Results did not show that these codas were favoured. To evaluate the SLGH, analyses determined whether there were significant correlations between children's coda productions and the frequency of English codas. Results showed that these relationships were significant.

The role of the input was further examined in an experiment designed to test children's productions of the same coda in non-words controlled for phonotactic probabilities. Results showed that phonotactic probabilities played a significant role in accounting for children's production of the same coda in different words.

The results support an input-based account of phonological acquisition. Thus, language acquisition is best characterized with respect to patterns in the ambient language, where frequently occurring properties of the input serve to organize children's linguistic representations. The research here illustrates the importance of considering the input in children's acquisition of phonological structures.

## INPUT-BASED PHONOLOGICAL ACQUISITION

# CHAPTER 1 Accounts of acquisition Universal Grammar and the input 

"The Simpsons"
Herb: It's a "Baby Translator." It measures the pitch, the frequency and the urgency of a baby's cries. Then it tells whoever's around, in plain English, exactly what the baby's trying to say. Everything from "Change me," to "Turn off that damn Raffi record."

Herb: Maggie, who brought me my fortune. Just name anything you want in this world.
Maggie: Blah blah blah.
Translator: I want what the dog's eating.
Homer: D'oh!

## 1.1.

## Focus of research

The invention of a baby translator presupposes that children make systematic errors in their speech that reflect a system of organisation. Although this dissertation does not provide a blueprint for a baby translator, it does ask how children's productions can help us understand how children interact with the ambient language, and it thereby explores the mechanisms that underlie children's ability to successfully acquire language.

The primary question asked in this dissertation concerns the nature of language acquisition. In particular, I contrast two views. One view, which has been dominant in generative linguistics, is that language acquisition is best characterised as the unfolding of highly specified innate abilities (Chomsky, 1981). On this view, children come to the language-learning task with innate knowledge of how language is structured, and the input serves only to trigger innately specified options. The opposing view is that language is acquired based on the patterns in the ambient language or the input (Olmsted, 1966, 1971). On this account, language acquisition is characterised as a domain-neutral learning process in which frequently occurring properties of the input serve to organise children's linguistic representations. I contrast these theories by examining young children's acquisition of coda consonants.

This chapter focuses on nature versus nurture accounts for the observation that children's productions mirror cross-linguistic markedness (to be defined later), and describes the case employed here to test these hypotheses. To begin, I describe the noted parallel between cross-linguistic markedness and child language. The primary account of this relationship relies on the Chomskian notion of innate universal grammar (UG). I define this theory of grammar acquisition as the Universal Grammar Hypothesis (UGH). I demonstrate that the data taken to support this account are often confounded, given that the distributions of sound patterns in
a single language often encode what is argued to be innately provided by UG. I further describe a subset of research that illustrates children are sensitive to the frequency of sound patterns in the input language. The view that children acquire language according to the input is introduced as an alternative to the UGH, and defined as the Specific Language Grammar Hypothesis (SLGH). The acquisition of coda consonants by children acquiring English is presented as a means for distinguishing between the two hypotheses. Subsequently, the latter half of Chapter 1 introduces this dissertation's focus: the test case of word-final codas, which allows for the examination of the relative roles of innate knowledge versus input frequency in phonological acquisition.

## 1.2. Universal Grammar

One problem in discussing UG is that there is little clarity in the term's use and meaning. Moreover, the definition and interpretation of "universal" and "universal grammar" differs across researchers and across the sub-fields of linguistics, such as in phonology and syntax. The following discussion will centre on two different characterisations of UG.

### 1.2.1.

Establishing Universal Grammar
There are two central interpretations of UG. The first interpretation is that UG contains the set of properties present in all languages. This set comprises unrestricted or absolute universals. For example, all languages have CV syllables (Spencer, 1996, p.82). Unrestricted universals refer exclusively to the necessary properties that define all languages or what are also called the "unmarked" properties of languages. This is formally represented in (1) (adapted from Hammond, Moravcsik \& Wirth, 1988), and defined as: for all languages, Y.

## Unrestricted universal

 Y CV syllablesType 1 language
Type 2 language
$+$
occurs

Type 2 language
does not occur
All languages have CV syllables (Type 1); moreover, there are no languages without CV syllables (Type 2). Unrestricted universals are by definition based on cross-linguistic research.

The second interpretation of UG is that it defines the limits of human language and the extent to which languages can vary. Thus, UG contains and is defined by what is unmarked and marked in language. The term "unmarked" refers to the properties of language that are common and frequent (which can be different from what is frequent in any one language), whereas "marked" defines properties that are less common and less frequent. Various methods are used to determine the extent to which languages can vary, or to determine what is unmarked and marked in languages. This can be based on restricted universals, language processes, language change, patterns seen in child language and aphasia, and on the distribution of sounds in languages, all of which are discussed below. Moreover, the cross-linguistic markedness factors on which UG is defined differ according to different theoretical perspectives. For the purposes here, patterns established by all methods are taken as evidence for cross-linguistic markedness, and in turn, as evidence for UG.

Some argue that markedness is necessarily based solely on restricted universals (also called implicational universals or typological universals). These are defined as: for all languages, if X , then Y (Greenberg, 1963). For instance, if a language possesses obstruent codas, then it possesses sonorant codas. The logic is schematised in (2) (adapted from Hammond et al. 1988).

## Restricted universal

 $\mathrm{X} \quad \rightarrow \quad \mathrm{Y}$ obstruent codasType $1+$
Type 2 —
Type 2 - Type 3 - $+\quad$ occurs
Type $4+\quad-\quad$ does not occur
In other words, the presence of obstruent codas entails the presence of sonorant codas; no languages exist with only obstruent codas (Type 4 languages do not occur). The unmarked property is implied by the marked one (Greenberg, 1966); thus, sonorant codas are unmarked and obstruent codas are marked.

Markedness claims are also based on language processes and language change (Greenberg, 1974). For example, in neutralisation, one feature will be neutralised more often than the other feature, such as in final devoicing (Greenberg, 1966). In this case, laryngeal features are restricted in coda position (see Lombardi, 1991). In Catalan (3) and Turkish (4), voiced obstruents become voiceless in word-final position. For example, in Catalan, the /b/ in / Koba/ becomes [p] word-finally.

| (3) | Catalan (Hualde, 1992) |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Koba | wolf (fem) | Кор |  | wolf (masc.) |
| əmiga | friend (fem) | amik |  | friend (masc.) |
| fransezว | French (fem) | franses |  | French (masc.) |
| (4) | Turkish (Lewis, 1967) |  |  |  |
| t.eridi | tape (acc) |  | tJerit | tape |
| dibi | bottom (acc) |  | dip | bottom |
| grubu | group (acc) |  | grup | group |

The feature that is most likely to be neutralised is argued to be marked, and the resulting feature is unmarked. With syllable-final devoicing, voiced stops are marked, subsequently becoming voiceless, which are unmarked.

Markedness claims are also based on patterns seen in child language acquisition and pathology, where children and aphasic adults are argued to produce the least marked structures in language (Blumstein, 1973; Jakobson, 1941/1968). Children and aphasics delete codas to produce CV syllables, which are also the least marked syllables cross-linguistically. This adds circularity to arguments of language acquisition that are based on UG.

Lastly, there are statistical, substantive or distributional universals (Greenberg, 1954, 1966, 1974; Hammond et al. 1988; Trubetzkoy, 1939/1969; Zipf, 1935/1965). These types of generalisations are not absolute, but rather, they describe languages' tendencies to pattern in a particular way. This originated with the Prague school of linguistics, which first identified the relationship between markedness and frequency in phonology (Trubetzkoy, 1931, cited in Greenberg, 1966, p.11). This school stressed the importance of
statistical information in language from a variety of sources, such as dictionaries and texts. The rationale for considering frequency with respect to UG is that frequency is generally related to markedness across languages (Greenberg, 1974), and markedness is translated as defining the properties of UG. Not only is markedness connected to frequency across languages, but it is also encoded in the frequency of sound patterns within a single language. (Frequency has also been argued to be not formally related to markedness, Leuninger, 1983, p.35.)

To summarise, there are two primary interpretations of UG. The first is based on unrestricted universals and refers solely to the unmarked properties of language. The second definition for UG is that it defines the possible limits of human language and refers to both the unmarked and marked properties of language. Markedness is established by a variety of means, such as by restricted universals and frequency. The characterisation of UG that is relevant for language acquisition is subject to debate; however, constant across all theories is that UG minimally provides to children the unmarked properties or settings for language, as part of children's innate genetic endowment.

### 1.2.2.

## Universal Grammar and child language: The parallel between cross-linguistic markedness and child language

The view that language acquisition is mediated by UG stems from Jakobson's theory of acquisition, within the framework of the Prague School of Linguistics. Jakobson's theory illustrates how adult language patterns can be extended to acquisition. For Jakobson, acquisition is a process of acquiring contrasts in meaningful productions. In this sense he makes a distinction between babbling and communication-word use marks the beginning of the development of a phonological system. Children's acquisition of contrasts is governed by the same "general laws of irreversible solidarity" that govern adult language or the laws that govern the phonemic systems of languages. Thus, Jakobson makes the important observation that there are similarities between child language and adult language. He further notes that the order of acquisition can be predicted from cross-linguistic implicational universals. This order is invariant across children arguably because the knowledge is innate, however, the speed at which children acquire contrasts can vary. Roughly, Jakobson predicts that the first opposition to be acquired is between a consonant and a vowel. From there, finer distinctions are made and further contrasts are built.

To illustrate the parallel between adult language and child language, take the example of syllable structure. Languages of the world exhibit certain universal patterns. For example, the universally unmarked syllable shape is CV, such that all languages permit CV syllables (Blevins, 1995; Clements \& Keyser, 1983; Greenberg, 1978). The least marked languages permit only this syllable type (CV) and do not permit coda consonants, e.g., Arabela, Cayuvava (5), Hawaiian (6), Hua, Kikuyu, Mazateco, Sesotho, Swahili, Tongan and Twi.

Cayuvava (Key, 1967)
bore
ni
korotJo mūrūtū

food<br>eat<br>black insect<br>tiny bee

Hawaiian (Walsh \& Biggs, 1966)
?ele
black

| Tula | red |
| :--- | :--- |
| hale | house |
| hele | octopus |

In these languages, coda consonants are not permitted, consequently all syllables are of a CV (or V) shape. In Hawaiian this effect is mirrored in English loan words. Words with syllables that do not conform to CV syllables shapes are modified (7).
(7) Hawaiian English loan words Elbert \& Pukui, 1979, cited in Spencer, 1996)

English Hawaiian
kroke koloke: croquet
wiski wekeke: whiskey
For example, the English word "croquet" begins with two consecutive consonants $/ \mathrm{kr} /$. In Hawaiian, which does not allow consonant clusters, $/ \mathrm{kr} /$ is modified through epenthesis of [o] between the illicit $/ \mathrm{kr} /$ sequence, producing [koloke:]. (The change of /r/ to [l] results from other processes.)

Interestingly, children's early word productions are largely characterised by this same open syllable shape. Young children initially delete or modify their productions of codas or other marked syllable structures to conform to CV shapes as in (8) and (9). For example, a child attempting to produce the final / n / in "man," might delete $/ \mathrm{n} /$ and produce [mæ], [m\&], or $[\mathrm{m} \wedge$ ].

$$
\begin{align*}
& \text { English (Demuth \& Fee, 1995) }  \tag{8}\\
& \text { Adult } \\
& \text { /mæn/ } \\
& \text { /bal/ }
\end{align*}
$$

Child
[mæ], [mع], [mı]
[bo], [ba], [bo:]
(9)

Child
[ka:], [ka]
[pu:]
[ka:][ks]
[pa:], [pa]
[ta:], [ta]
Dutch (Fikkert, 1994)
Adult
/kla:r/
ready
/pu:s/ (pussy) cat
/tok/ chicken sound
/pa:rt/ horse
/dat/ that

From these examples, we can see that children initially delete coda consonants; thus, their productions conform to an onset-peak or CV shape. Another strategy children use to avoid producing codas is to epenthesize a vowel after final consonants, e.g., CVC $\rightarrow$ CVCV, /t $\int \mathbf{I k} /$ 'chick' is produced as [dédi] (PJ 23 months, taken from Demuth \& Fee, 1995). Also see Fee and Ingram (1982). One interpretation of this phenomenon is that final consonant deletion results from innate pressures to conform words to the preferred CV shape. Thus, these errors have been traditionally interpreted as a reflection of innate UG (e.g., Demuth \& Fee, 1995; Faingold, 1990; Jakobson, 1941/1968; Levelt, Schiller \& Levelt, 2000; Levelt \& Vijver, in press; Mowrer \& Burger, 1991; Ohala, 1996, Vihman \& Ferguson, 1987 and others). ${ }^{1}$

The observation that children's productions mirror cross-linguistic markedness has fuelled the hypothesis that substantial parts of linguistic structure are innate and that language acquisition is mediated by UG. The
standard linguistic argument is that the parallel between cross-linguistic markedness and child language is the effect of UG on both systems.

### 1.2.3. <br> Universal Grammar Hypothesis of language acquisition

Within generative theories of linguistics, the unmarked properties of language or the core grammar (Chomsky, 1981) comprise children's initial hypotheses about language. Thus, children's initial CV productions are explained by appealing to the CV syllable as the unmarked syllable type or state. As children's grammars develop, they move away from the core grammar towards a language-specific grammar. Consequently, children produce more marked syllable structures.

Although markedness and UG are hypothesised to motivate patterns seen in child language, patterns in acquisition do not always follow UG. Children do not necessarily initially produce what is unmarked and acquire marked structures last (Hyams, 1986). For instance, although /l/ and /r/ are preferred consonants cross-linguistically, these sounds are difficult for children to perceive and produce (Poole, 1934; Welleman, Case, Mengert \& Bradbury, 1931). Given that children exhibit perceptual and production constraints that differ from adults (as with $/ 1 /$ and $/ \mathrm{r} /$ ), this raises an interesting question of how to reconcile these differences, because factors other than UG are evidenced in acquisition, and domains can interact with one another. These are complex issues that need to be addressed. As a starting point, however, I take the standard approach assumed in the acquisition literature, where adult language patterns are seen as reflecting the properties of UG.

In summary, the hypothesis that language acquisition is guided by innate principles of language structure, which are provided by UG, is defined as the Universal Grammar Hypothesis (UGH) (10):
(10) Universal Grammar Hypothesis (UGH): Children acquire language based on innate properties of language, which guide children's acquisition of phonology.

Recall that UG is evidenced through cross-linguistic markedness effects. Thus, parallels between child language and cross-linguistic markedness can be represented as the product of UG. Because UG is innate, it will be represented in all human languages (as seen in cross-linguistic markedness). Similarly, UG is innately provided to children; thus, children's productions reflect this genetic knowledge. Interestingly, markedness is seen as both as evidence for UG and as the product of UG.

[^0]
## 1.3. <br> The input

This section centres on the alternative to the UG hypothesis for language acquisition, which is that language acquisition is best described with respect to the patterns in the input or ambient language. This hypothesis is in part motivated by the large body of research that illustrates children are sensitive to the frequency of patterns in the ambient language.

### 1.3.1. <br> Child language reflects the language specific input

There is considerable evidence that child language reflects the language-specific input at an early age. For example, nine-month-old infants show a preference for their language's more common sound patterns (Jusczyk, Luce \& Charles-Luce, 1994), and around 10 months, infants begin to ignore phonetic contrasts that are not phonemic in the language they are acquiring (Werker \& Tees, 1984). This sensitivity to the input is also evident in young children's pre-linguistic vocalisations, where infants' babbling reflects the ambient language (see review by Vihman \& Boysson-Bardies, 1994).

The effects of the input or the ambient language are further mirrored in children's linguistic productions, at both the segmental and syllable structure levels. For example, high frequency sounds in the ambient language are more likely to be produced by children than are low frequency sounds. The palato-alveolar affricate $/ \mathrm{t} /$, which has a low frequency in English, is acquired late; however, in Spanish, $/ \mathrm{t} /$ / has a high frequency and is acquired earlier (Macken, 1995). Similarly, results from Pye, Ingram and List (1987) showed that children's initial consonant productions in Quiché and English were significantly correlated with the frequency of initial consonants in their respective languages. As in Spanish, the affricate $/ \mathrm{t} / /$ is acquired early in Quiché, and the early acquisition of $/ \mathrm{t} /$ is argued to be linked to its frequency in child directed speech. In Finnish /d/ is acquired late, unlike in other languages, and this is hypothesised to reflect the phoneme's low frequency in Finnish (Macken, 1995). Word initial /v/ is acquired earlier in Spanish, Estonian, and Bulgarian than in English, arguably because of the phoneme's high frequency in the former languages (Ingram, 1988).

At the prosodic level, Levelt, et al. (2000) and Levelt and Vijver's (in press) examinations of Dutch children's acquisition of syllable types illustrate that children who learn languages with a complex or marked syllable structure must choose how to build syllable structure beyond the initial core CV syllables (arguably children choose between different learning paths given by UG). Faced with choice, children first acquire the syllable structure that is most frequent in Dutch. Another example, from the acquisition of coda consonants, demonstrates that children learning English produce codas before children learning Spanish (Demuth, 2001; Gennari \& Demuth, 1997). It is suggested that this can be attributed to differences in coda frequencies in the two languages; codas are more frequent in English than in Spanish (Roark \& Demuth, 2000).

Frequency has also been shown to be a factor in children's early word productions, where children's first words are often the most frequently presented words in the input (Harris, Barrett, Jones \& Brookes, 1988; Naigles \& Hoff-Ginsberg, 1998); however, this relationship becomes less pronounced as children's vocabulary sizes grow (Barrett, Harris \& Chasin, 1991; Hart, 1991). One can also see the effect of the frequency of word category in children's productions across languages. For example, children produce determiners in Spanish earlier than in German. This is in part due to differences in prosody, where determiners in Spanish participate in more frequent prosodic patterns (Lleó \& Demuth, 1998).

### 1.3.2.

Specific Language Grammar Hypothesis of language acquisition
Children's early sensitivity to the frequency of sound patterns in the ambient language suggests an alternative to the UGH for acquisition. Given that cross-linguistic markedness (upon which the present version of UG is based) is reflected in a language's distribution of sounds, it follows that the properties of language that are argued to be innate are often the most frequent properties in any one language. As proposed earlier, one could argue that children initially produce unmarked structures due to innate UG; however, one could equally argue that children initially produce these structures because they are the most frequent patterns in their ambient language.

Thus, an alternative to the innate universal account of acquisition is the Specific Language Grammar Hypothesis, which states that language acquisition is guided by the frequency of sound patterns in the ambient language (11):
(11) Specific Language Grammar Hypothesis (SLGH): Children acquire language based on the patterns in the input language, which drive children's acquisition of phonology.

In this sense, frequently occurring patterns in the input serve to organise children's linguistic representations. The prediction based on this hypothesis is that children should initially produce the more frequently occurring patterns and structures in their ambient language, before producing the less frequent ones. To evaluate this hypothesis, children's productions are compared to the language-specific input to determine whether there are significant correlations between the two. Note that even a frequency-based theory requires innate mechanisms to focus the language learner on the initial information needed for language acquisition (Morgan, 1990); however, the SLGH differs from the UGH in that innate linguistic knowledge is not required.

The type of information accounted for by the two approaches is often quite different. Innate theories of language acquisition centre on formal accounts of how children acquire the language structure of a specific language, e.g., arguing how children determine the ordering of innate constraints with respect to one another. General learning models tend to focus on how children learn the distribution of sounds in their ambient language, such as learning which sounds are permitted in different prosodic positions. Differences both within and across the different theories approaches to acquisition make it difficult to directly compare a UG based theory of acquisition to a more general learning theory of acquisition. This raises questions about what unit or level of analyses the hypotheses' predictions should be based on, in order to allow for a reasonable comparison between the two theories. This question will be revisited in $\S 3.5$.

## 1.4.

## The research question

The research focuses on the often-noted similarities between child language and cross-linguistic data, and explores the role of frequency in the ambient language. The argument is not that child language is the result of the input alone. I consider a detailed investigation of the role of frequency in children's acquisition of phonology in order to determine whether the UGH or the SLGH better accounts for the acquisition of codas. Regardless of whether one argues for a UG or an input-based account of acquisition, both approaches need to be considered as they often make the same predictions. Both theories regularly converge on the same information, yet apply opposite interpretations and frameworks to the data. The two theories are not necessarily mutually exclusive, however, the input account has not been as thoroughly explored.

These issues fit into a larger research agenda in which there are a number of logical possibilities for the interaction of these two domains with respect to acquisition. In the table below, possible language acquisition patterns are laid out with respect to UG (as evidenced by adult cross-linguistic markedness), the Language Specific Patterns (the ambient language to which children are exposed), and Child Language Patterns (young children's productions).

Table 1 Logical possibilities for language acquisition

|  | UG <br> (X-Linguistic data) | Language Specific Patterns (LSP) | Child Language Patterns (CLP) |
| :--- | :--- | :--- | :--- |
| a. | same | same | same |
| $\rightarrow$ b | same | different | same |
| $\rightarrow$ c. | different | same | same |
| d. | same | same | different |
| e. | different | different | different |

The initial case in (a) is where the same pattern holds across UG, LSP and CLP. In this case, one cannot determine whether children are sensitive to innate UG or to the patterns in the ambient language (LSP). The following cases of (b) and (c) are where children's sensitivity to UG or LSP is disassociated. In (b) children produce the language-specific patterns over UG, and vice versa in (c). The cases of (d) and (e) are where children's patterns depart from UG and the input. For example, (d) and (e) might reflect children's cognitive or physical limitations where children have difficulties perceiving or producing $/ 1 /$ and $/ \mathrm{r} /$, and produce these segments as vowels, despite the fact that these sounds are cross-linguistically unmarked and frequent. Further research questions are whether children's abilities and sensitivities to UG and LSP remain constant or change over time, and whether there are different patterns and/or interactions seen across different language domains. The research presented here explores the cases of (b) and (c) with respect to children's acquisition of coda consonants.

### 1.4.1.

Test case: The acquisition of coda consonants
A study of coda consonant acquisition offers a way of examining the interactions between the domains of cross-linguistic markedness (UGH), the distribution of sound patterns in a specific language (SLGH) and child language. This is because the distribution of codas is restricted both across languages and within languages, and as children's initial productions of coda consonants are also restricted. Cross-linguistically, some languages do not permit codas, and when they are permitted, languages favour codas with coronal place, voiceless laryngeal features and increased sonority. Different patterns, however, may hold in a single language (this will be further established in Chapters 2 and 3). Parallel to the cross-linguistic data, children initially delete and modify codas in ways that reflect the markedness of place, voice and in some instances, sonority. Although languages also prefer codas with voiceless laryngeal features, I will not consider this factor here. Research has shown that children produce laryngeal distinctions that are not initially audible to adults, even as late as 4; 6 (Macken \& Barton, 1980; Scobbie, Gibbon, Hardcastle \& Fletcher, 2000; Smith, 1979). A study of laryngeal features in coda position would thereby require acoustic measurements of children's productions and is not pursued here. The analyses in Chapter 2-5 will establish these crosslinguistic preferences, distribution of patterns in English, and child language acquisition facts. The goal will
be to determine whether children's coda productions reflect cross-linguistic markedness and/or the language-specific input. Before laying out the analyses, I turn to a definition of coda consonants, place of articulation and sonority, and I further identify the assumptions taken and the criteria used in subsequent analyses.

### 1.4.1.1. Definition of coda consonants

A coda is defined as a syllable- or word-final consonant, such as the " k " in "toque" (12). ${ }^{2}$


The data considered throughout the dissertation are restricted to word-final codas in monosyllabic CVC words for two primary reasons. First, there is no consensus as to how intervocalic consonants are syllabified; different linguistic theories predict different syllabifications for medial consonants (e.g., Hammond, 1997; Kahn, 1976; Selkirk, 1982). In addition, native speaker's intuitions of how these consonants are syllabified are affected by vowel quality (lax versus tense), consonant type (liquids versus nasals versus obstruents), stress (stressed or unstressed), spelling (single or double letter) and morphology (monomorphemic versus bimorphemic) (e.g., Derwing, 1992; Fallows, 1981; Treiman \& Danis, 1988; Zamuner \& Ohala, 1999). Thus, determining the syllabic constituency of medial consonants is a complicated matter that would only confuse the issue at hand.

Second, the set of possible codas, the frequency of codas and children's production of codas are all affected by prosodic environment (Franke, 1912; Hammond, 1999; Zamuner, 1998a, 1998b; Zamuner \& Gerken 1997). For example, Zamuner and Gerken found that 2 -year-old children's productions of codas were dependent on prosodic environment. More specifically, both sonorants and obstruents were produced in stressed syllables, whereas in unstressed syllables children produced mainly sonorants. Again, this adds another complication, albeit an interesting one, to the question being considered. To circumvent these problems, the analyses are restricted codas to final position in monosyllabic CVC words.

### 1.4.1.2. <br> Representation of final consonants

Although word-final consonants are generally syllabified as codas, not all phonological theories adopt this syllable structure representation. For example, it has been proposed that word-final consonants are syllabified as onsets of empty-headed syllables, rather than as codas (see for example, Kaye, Lowenstamm

[^1]\& Vergnaud, 1990; Harris, 1997; Piggott, 1991, 1999). Under this assumption, Goad (1997a) and Goad and Brannen (to appear) argue that children's first productions of final consonants are initially syllabified as onsets to account for the phonetic properties of these consonants (aspiration, length and homorganic nasal release). Regardless of the theory of representation that one adopts for these final-consonants, both theories predict that the same types of consonants will be preferred in word-final position.

Another assumption about the representation of word-final consonants in this dissertation is that these consonants are not syllabified as part of an appendix and that these consonants are not extraprosodic (Booij \& Rubach, 1984; Borowsky, 1986; Halle \& Vergnaud, 1980; Itô, 1986; McCarthy, 1979). Although the representation of final consonants as appendices or extraprosodic constituents is not necessarily incompatible with the research explored here, these devices do not capture the probabilistic patterns of word-final consonants found in this position. For example, English has more voiceless obstruents than voiced obstruents in word-final position (Zamuner, 1998a, 1998b). By definition appendices or extraprosodic constituents are needed to account for why word-final positions are sometimes unrestricted in languages, as compared to word internal position. The research in this dissertation, however, finds that although languages might allow for an unrestricted set of word-final consonants, the distribution of these consonants is not random, and certain consonants are more frequent than others.

### 1.4.1.3.

## Restrictions on analyses

By restricting analyses to word-final position in monosyllabic words, many potential confounds, such as those arising from positional markedness, are avoided. Positional markedness refers to markedness preferences that differ according to prosodic position. Because of this restriction, however, there are a number of other interesting factors that will not be addressed, which are worth investigating. Word-final consonants at the ends of unstressed syllables are restricted to a smaller set of consonants; moreover, they are restricted to a set of less marked consonants (Zamuner, 1997, 1998a, 1998b). This fits with theories of prominence (Beckman, 1998) in which prominent positions (stressed syllables) maintain contrasts and resists processes that apply in non-prominent positions (unstressed syllables).

There are further considerations of coda consonants with respect to the assignment of stress across languages and moraic structure (see Gordon, 2000). Zec (1988) presents data from Danish, Lithuanian, and Kwakwala suggesting that in these languages, CVC syllables are heavy when closed by sonorants (CVS) and light when closed by obstruents (CVO). In these three languages, sonorants behave as though they are moraic and obstruents behave as though they are not. Stress systems such as these might further skew the distribution of word-final consonants across languages. (See Beckman, 1998; Morén, 1998 and Zoll, 1998; for a discussion of similar issues.) One also finds, however, that there are more sonorants at the end of unstressed syllables than at the end of stressed syllables. This finding reflects the large number of syllabic consonants in this position, e.g., in the words: "bantam," "lightning," "captain," "maple" and "player." The proportion of sonorants is contrary to what one might predict based on the fact that some languages assign weight only to sonorant codas. Because unstressed syllables are light, one might predict that unstressed syllables in English would have fewer sonorant codas. The opposite pattern is found. (Also see den Ouden \& Bastiaanse, 2001 for a discussion of the interplay of segmental and syllabic markedness in Dutch aphasics.) By restricting the analyses to just word-final consonants in stressed monosyllabic CVC words, confounds arising from these issues are avoided.

By excluding polysyllabic words, inventories of coda consonants in word-final position relative to wordmedial position are also not considered. Research by Piggott (1999) has argued that there is a distinction
between languages whose word-final consonants are syllabified as codas, and languages in which they are syllabified as onsets of empty-headed syllables. Moreover, Botma and van der Torre (2000) argue that in Dutch, sonorants are syllabified as codas, whereas obstruents are syllabified as onsets of empty-headed syllables. These possibilities are not address here.

There are many factors that affect the distribution and behaviour of coda consonants in languages. For example, there are interactions between different markedness preferences in coda position that are not compatible with each other. Languages prefer codas that are sonorant, that have coronal place of articulation, and that are voiceless, suggesting $/!/$ and $/ \frac{\pi}{6} /$ as common; however, the unmarked voice feature for sonorants is voiced. Obviously, given the many factors to consider and their possible interactions, it would be an extremely difficult task to examine word-final consonants with respect to a language's system as a whole. (See Coberly, 1985 for an examination of cross-linguistic and acquisition patterns of initial and final consonants.) Consider English, where it is not clear which information is relevant either for determining markedness or for determining the representation of final consonants. In an examination of the English lexicon, Zamuner (1998a) found that there are 21 codas permitted at the ends of CVC words, however, this set is reduced to 19 at the end of trochaic words. Furthermore, when one considers grammatical category, trochaic nouns permit a larger set of final consonants than trochaic verbs, and iambic verbs permit a larger set of final consonants than iambic nouns. These sorts of issues are set aside, and the starting point taken here is to provide an examination of word-final consonants at the end of CVC words.

### 1.4.1.4. <br> Place of articulation

Place of articulation refers to a system of classification based on where along the vocal tract the air stream is obstructed in the production of segments (Ladefoged, 1993). The three primary places of articulation are: labial (articulated with the lips), coronal (articulated with the tip or blade of the tongue), and dorsal (articulated with the back of the tongue). Each category contains finer distinctions; for example, coronal place of articulation contains both alveolar and alveolar-palatal articulations.

Evidence to support the hypothesis that there is a hierarchical organisation of place of articulation comes from cross-linguistic alternations that suggest there are classes based on place of articulation, and that these broad classes or features function as a unit in phonological processes. For example, in Ponapean, coronals are targets for place assimilation (13a), whereas labials and dorsals trigger assimilation (13b-c). Codas will be examined with respect to their place of articulation as labial, coronal, or dorsal.
b. nan-par nampar trade wind season
c.

| nan-sed <br> nan-par <br> nan-kep | nansed <br> nampar <br> najkep | ocean <br> trade <br> inlet |
| :--- | :--- | :--- |
|  |  | 1.4.1.5. |
|  |  | Sonority |

Acoustically, a segment's sonority refers to "its loudness relative to that of other sounds with the same length, stress, and pitch" (Ladefoged, 1993, p. 245). In articulatory terms, it refers to the approximate degree of aperture during a sound's articulation. Sonority also helps account for how sound sequences are organised into syllables. For example, in English, sonority is used to account for possible consonant
sequences in word initial position, where "pla" is permitted and "*lpa" is not. To account for these data, a scale of sonority has been hypothesised, which governs how consonants and vowels are organised into syllables (Foley, 1972; Jespersen, 1904; Sievers, 1881 and others) (14):

Sonority Hierarchy<br>less sonorous $\rightarrow$ more sonorous<br>Stops $<$ Fricatives $<$ Nasals $<$ Liquids $<$ Glides $<$ Vowels

Languages then combine sounds based on their relative sonority. Thus, the case of "pla" is permitted because the sonority of the consonants rises towards the nucleus; whereas, "*lpa" is not permitted because the sequence has sonority peaks "l" and "a." (This system of government is known as the Sonority Sequencing Principle and the Sonority Sequencing Generalization, see Selkirk, 1984; Steriade, 1982 and others.)

This Sonority Hierarchy is argue to be innate (provided by UG), but how individual languages utilise this scale varies. A broad distinction is also made in the literature between sonorants and non-sonorants (obstruents: stops and fricatives). This approach is taken here; however, when relevant, I will describe the sonority of codas along the sonority hierarchy in finer detail.

## 1.5.

Goal and outline of dissertation
Returning to the goal of the dissertation, I explore the place and sonority of word-final codas in the domains of cross-linguistic markedness, the distributions of codas in English and in coda acquisition in English. The aim is to determine whether children's productions reflect UG or the ambient language. The first possibility is that children's productions reflect innate UG (as evidenced in typology). Alternatively, children's productions could reflect the distributions in the input, which in turn reflect cross-linguistic markedness (although at times the specific language patterns might differ from cross-linguistic markedness). These two answers are not mutually exclusive; however, the latter has not previously been considered, and there is no comprehensive data analysis on the distributions of word-final codas or coda consonant acquisition in English.

Crucially, to determine whether children's productions reflect UG or whether they reflect properties in the input that also reflect UG, the analysis requires three types of data (Table 2).

Table 2 Data collected in dissertation and required for analysis

| X-Linguistic Patterns | Language Specific Patterns: English | Child Language Patterns: English |
| :--- | :--- | :--- |
| (Chpt. 2) | (Chpt. 3) | (Chpts. 4-6) |

The first type of data required is a characterisation of cross-linguistic markedness facts in word-final coda position. From here, one can determine the universal or unmarked preferences for place of articulation and sonority for codas. In Chapter 2, I present cross-linguistic research on codas, based on previously published research and on my own corpora studies. These data allow for the characterisation of the "universally" preferred coda consonants. The second type of data needed is the distribution of codas in English. Thus, Chapter 3 discusses the language-specific input for children exposed to English based on data from a variety of sources. These data allow us to determine the language-specific input for children acquiring English.

Lastly, data are needed from children acquiring English to determine whether children's coda productions pattern with UG preferences, or whether children produce the most frequent codas (Chapters 4-5). Chapter 4 comprises an analysis of coda consonant acquisition in English based on previous studies and data from CHILDES. In Chapter 5, I present an experiment designed to provide heretofore missing data on children's production of a variety of codas. The remainder of Chapter 5 presents evaluations of the UGH and the SLGH with respect to child language data.

In Chapter 6, I detail an experiment looking at a different type of frequency information, phonotactic probability. This experiment found that children were more likely to produce the same coda in high phonotactic probability non-words than in low phonotactic probability non-words. Both Chapter 5 and Chapter 6 provide evidence that children's production of coda consonants is best characterised by an inputbased account of acquisition, where the distribution of sound patterns in the ambient language serve as the basis for phonological acquisition. A further discussion of these issues and a conclusion are given in Chapter 7.

# CHAPTER 2 <br> Cross-linguistic codas 

2.1.

## Introduction

In this chapter I explore cross-linguistic preferences for word-final codas in CVC words as a means of determining the universally unmarked features in this position and to establish the predictions of the Universal Grammar Hypothesis (UGH) for children's acquisition of coda consonants. To begin, I discuss the relevant data for determining cross-linguistic markedness in coda position. I then turn to an examination of previously published research and my own cross-linguistic statistical analyses of place of articulation and sonority in coda position.
2.2.

Data
The cross-linguistic data considered here come from previously published research and my own data collection of lexicons of CVC words from 35 languages (see Appendices I and II). Both types of data allow for an analysis of cross-linguistic word-final coda preferences. To obtain the CVC data, grammars and dictionaries were scanned for all or a randomised subset of CVC words. Loan words or words containing phonemes that appear only in loan words (when described by the grammar or dictionary as such) were excluded from the analysis. For example, in Telefol (Healey, 1977; Healey \& Healey, 1977), words with final $/ \mathrm{s} /$ are loan words, and thus, any CVC word with a final /s/ was not included.

The set of possible codas and number of word-final codas for each language was then tabulated with respect to place and sonority. The size of the lexicons ranged between 33 to 1153 words ( $\mathrm{M}=242.8$, median=148). The size of the lexicons varied depending on the completeness of the dictionaries or grammars and depending on the number of CVC words within individual languages. For example, although the size of the CVC lexicon for Latvian contained only 64 words, three references were used to obtain these data: two grammars (Fennell \& Gelsen, 1980; Nau, 1998) and one dictionary with approximately 37, 638 words (738 pages with approximately 51 words per page) (Turkina, 1982). It is assumed that the proportions of codas that exist in the samples are representative of the proportions of codas that exist in the individual languages as a whole. The 35 languages were chosen in order to provide data on CVC words from a variety of languages and sub-families. So as not to skew the results in favour of one family type, languages were restricted to one example from each sub-family. It is assumed that the sample is random. Many languages do not have coda consonants (such as many Native American Languages). In addition, although many languages permit codas, a large number of these languages have a disyllable minimal word
requirement. Because the study was restricted to word-final codas in CVC words, these languages did not fit the criterion. The restricted distribution of languages with codas in CVC words and potential implications of this restriction, such as dependencies based on language families, is an interesting research question; however, it will not be explored here. (See Perkins, 1989 for a discussion on sample size and efficient sampling techniques in typological research.)

### 2.2.1.

## Determining markedness

Recall that several types of data are used as evidence for cross-linguistic markedness: restricted universals, language processes, language change, patterns seen in child language and aphasia, and the distribution or frequency of sounds in languages. The research here is unique in that it determines the statistical patterns of word-final codas in CVC words.

The motivation for looking at statistical preferences for codas across languages begins with the observation that cross-linguistic markedness is reflected in the text frequency of languages (see also discussion in §1.2.1). Unmarked segments are generally more frequent than marked segments (e.g., Ferguson, 1963; Greenberg, 1966, Trubetzkoy, 1931, 1939/1969; Zipf, 1935/1965). For example, voiceless obstruents are less marked than voiced obstruents; thus, voiceless stops should have a higher frequency than voiced stops in any one language. This is true for at least Beijing Chinese, Cantonese Chinese, Danish, Burmese, Czech, Dutch, Finnish, Italian, English, Hungarian, Bulgarian, Russian, Spanish, Greek, Latin and Sanskrit (Zipf, 1935/1965). The assumption is that a cross-linguistic statistical analysis of word-final codas will allow for a clarification of what is unmarked and marked in this position. Because cross-linguistic markedness patterns are interpreted here as evidence for UG, an analysis of these patterns will subsequently allow for a prediction of what patterns are expected to emerge in children's productions of coda consonants. I now turn to a discussion of how statistical patterns will be established, by considering the data on which frequency is calculated and considering what frequency analyses are appropriate.

### 2.2.2. <br> Types of data

There are different types of data on which to calculate frequencies, e.g., based on written or spoken corpora and/or lexicons. For example, the Prague School of Linguistics emphasised the pertinence of looking at the distribution of a language's sounds not only in terms of absolute numbers of occurrences, but also in terms of the "ratio of these figures to the figures of occurrences theoretically expected on the basis of combinatory rules" (Trubetzkoy, 1939/1969, p.257). For an early discussion of these issues, also see Krámský 1946-48, 1959a, 1959b, cited in Greenberg 1974, p.47, and Trubetzkoy (1939/1969, chap. VII).

It is also possible to examine type versus token frequencies. Type word counts refer to the number of unique words in a corpus or a dictionary. Token word counts refer to the total number of words. For example, in the following sentence, there are 20 word types ("to," "that," and "is" are repeated) and 23 word tokens:
(1) "Of course, an alternative to both hypotheses, and one that is often not considered, is that language was given to us by aliens." (Reverend Ethan Cox)

The data presented here are based on type word counts of lexicons from 35 languages. Ideally, token word counts from written or spoken corpora should also be examined. Unfortunately, these data are not currently available from a wide enough range of languages.

## 2.3. Types of analyses

Two different frequency analyses were done on the data. The first analysis will be referred to as an Expected Frequency Analysis (EFA) and the second will be referred to as an Actual Frequency Analysis (AFA).

### 2.3.1.

Expected Frequency Analyses (EFA)
This analysis determines whether the words of a language contain a specific phonological element more than expected by chance. In this case, chance is based on the proportion of codas that have a specific phonological feature to the total inventory of codas, multiplied by the number of words in the lexicon. In other words, the number of codas with a specific phonological feature ( $\mathrm{N}_{\mathrm{PFC}}$ ) are divided by the number of possible codas types in the language $\left(\mathrm{N}_{\mathrm{C}}\right)$, then multiplied by the number of words in the lexicon $\left(\mathrm{N}_{\mathrm{L}}\right)(2)$. The result gives the number of words one would expect to find in the lexicon with a specific phonological feature. The result of the EFA is then compared to the number of words in the language that do, in fact, have the coda type in question. By comparing expected versus observed frequencies, the EFA takes into consideration the fact that there are more codas with certain features in the inventory than other places of articulation.
(2) Calculation for Expected Frequency Analysis

$$
\mathrm{EFA}=\frac{\mathrm{N}_{\mathrm{PFL}}}{\mathbf{N}_{\mathrm{C}}} * \mathrm{~N}_{\mathrm{L}}
$$

To illustrate take Dutch (Baayen, Piepenbrock \& Rijn 1993), which has eleven codas in the inventory (p, f, $\mathrm{m}, \mathrm{t}, \mathrm{s}, \mathrm{n}, \mathrm{r}, 1, \mathrm{k}, \mathrm{x}, \mathrm{y})$; five of these bear the feature coronal. By chance, one would expect a proportion of . 45 coronal codas ( 5 coronal codas divided by 11 codas in the inventory) in the total lexicon ( 1153 words). Thus, it is expected that 524 words should end in coronal codas ( .45 by 1153), as shown below:

```
    | NeEC
= 5 *1153
    I]
=.45 * 1153
= 524
```

In this example, however, 669 words end in coronal codas (see Table 1). In general, by considering expected frequencies, this controls for the fact that languages have more coronal codas in their inventories than codas with other places of articulation.

Table 1 Expected Frequency Analysis of coronal coda place in Dutch

| Expected frequency | Observed frequency |
| :--- | :--- |
| 524 | 669 |

An EFA was computed for each language and data from the 35 languages were combined to determine the overall cross-linguistic effect. Chi-square goodness-of-fit tests determined whether across the 35 languages there were significantly more words with codas of a specific phonological feature than expected, as compared to the observed number of words in the languages that do have the coda type in question.

### 2.3.2. <br> Actual Frequency Analyses (AFA)

The second way the cross-linguistic data were analysed was to determine whether there was a greater number of codas with a certain phonological feature across the 35 languages. This analysis differs from the EFA in that it establishes whether the number of words containing codas with a specific phonological feature is greater than the words containing different features. The AFA does not take into account whether languages have more codas with a specific phonological feature in proportion to other codas in the language. In this sense, the AFA simply measures which are the most frequent codas in a language. To illustrate this type of analysis, consider again place of articulation in Dutch: 669 of the lexicon's words end in coronals, whereas 484 of the words end in labials and dorsals combined (Table 2).

Table 2 Actual Frequency Analysis of coronal coda place in Dutch

| Coronal POA | Other POA |
| :--- | :--- |
| 669 | 484 |

An AFA was performed on each language. To determine whether there were significantly more codas with a specific phonological feature than other features. A t-test was performed, which collapsed data across the 35 languages to provide the general cross-linguistic pattern. It would also be possible to separate labial and dorsal codas from coronal codas, however, combining them provides a more generous and less biased estimate. The reason for this is that there are many coronal codas in languages' inventories, but comparatively few labial and dorsal codas.

To summarise, both EFAs and AFAs were performed on the cross-linguistic data to determine preferences for place and sonority in word-final coda position. The EFA determines whether languages have more codas with a certain feature than expected by chance based on the inventory of codas in the language. In the case of coronal place of articulation, this calculation takes into consideration the fact that there are more coronal codas in most languages' inventories than other places of articulation. The AFA determines whether the number of words with a specific phonological feature is greater than words with different features. This analysis does not consider the unequal distributions of features in codas, as seen in the case of coronal where there are more coronal codas in languages' inventories than other codas.

## 2.4.

## Place of articulation in coda position

In this section, I review previous research on place of articulation in coda position, and present my own cross-linguistic frequency analyses of place of articulation in word-final position.

### 2.4.1.

## Previous research on place of articulation in coda position

Regardless of syllable position, coronal consonants are unmarked (see Paradis \& Prunet, 1991), and crosslinguistically, coronals are the most frequent (Maddieson, 1984). For example, the coronal nasal /n/ is much more common than the labial nasal $/ \mathrm{m} /$, and some languages have only $/ \mathrm{n} /$ (e.g., Arapaho (8), Chipewyan, Tlingit, Wichita, Yuchi, but cf., Taoripi which has only $/ \mathrm{m} /$ ). Liquids are also most frequently coronal, and some languages have only coronal liquids (e.g., Fuchow, Koiari, Mixtec, and Sedang, Maddieson, 1984). In addition, some languages restrict word-final codas to coronal place, as in Finnish (Yip, 1991).

Place in coda position also tends to be restricted to geminates or homorganic nasals that share place with the following onset (Coda Condition; Itô, 1986). For example, in Lardil (4), labials and velars appear in coda position only if they share place with a following onset ( $a$ and $b$ ), but as seen in (c-f), no such restriction applies to coronals (except with lamino-dentals; from Rice, 1993).

| a. | yam.pit | humpy |
| :--- | :--- | :--- |
| b. | kuŋ.ka | groin |
| c. | kar.mu | bone |
| d. | pir.ja | woman |
| e. | kan.tu | blood |
| f. | rel.ka | head |

The argument is that coronal is the unmarked place of articulation regardless of syllable position; moreover, there are positional constraints on segments such that coronals tend to be the unmarked place segment in coda position, whereas labials and dorsals are restricted in this position. Consequently, one should find a preference for coronal codas across languages. (I will not consider here whether coronals are underspecified for place; for a discussion see Lombardi, 1996.)

In some languages velar is the unrestricted place feature in coda position (Rice, 1993). To determine whether a languages' unmarked place feature is coronal or dorsal requires an analysis of a language's phonotactics and phonological processes, which is beyond the scope of the dissertation. One can argue, however, that although both coronal and dorsal are unmarked in coda position, coronal is the least marked of the two because it is most frequently the unmarked place of articulation in coda position. For a similar argument, see Fonte (1996) who claims that although there is no universally unmarked place of articulation, evidence from acquisition suggests that coronal is less marked than dorsal or labial (Goad, 1997b). Further evidence from a variety of languages beyond Dutch and English are needed, however, to determine the general acquisition pattern.

### 2.4.2.

## Place of articulation in coda position: EFA

Recall that an EFA determines whether languages have significantly more codas with a specific phonological feature than expected by chance, taking into account the inventory of codas in a particular language and the number of words in the lexicon. Data from the 35 languages were combined. Here a chisquare goodness-of-fit test revealed that there were more coronal codas than expected, $\chi^{2}(34, \mathrm{~N}=7906)$ $=209.29, p<.001$. To determine whether the pattern of results was significant for the individual languages and to determine whether the overall cross-linguistic pattern held for each language, a chi-square goodness-of-fit test was run on the data from each language. Results indicated that 21 of the 35 languages had significantly more coronal codas than expected, and four languages had significantly fewer coronal codas than expected. (See Appendix III for a summary of how each language patterned.) As a whole, coronal emerges as the cross-linguistically preferred place of articulation in coda position.

### 2.4.3.

Place of articulation in coda position: AFA
The second way the cross-linguistic data were analysed was to determine whether there was a greater number of coronal codas than other places of articulation across the 35 languages. This analysis involved comparing the number of words in each lexicon that ended in coronal codas to the words ending in other places of articulation, and then combining the results. Across the 35 languages, there were more coronal codas ( $\mathrm{M}=133.8, \mathrm{SD}=11.67$ ) than non-coronal codas $(\mathrm{M}=92.03, \mathrm{SD}=11.26$ ). This difference was significant, $t(34) 2.67, p<.01$, two-tailed. Twenty-seven out of the 35 individual languages had more words ending in coronal codas than other places of articulation. (See Appendix IV for summary of how each language patterned.)

### 2.4.4. <br> Summary of place of articulation in coda position

Data from previous research and from frequency analyses support the claim that there is a preference for coronal codas cross-linguistically (Table 3).

Table 3 X-Linguistic preference for coronal codas

| Previous X- <br> Linguistic Research | Expected Frequency Analysis | Actual Frequency Analysis |
| :--- | :--- | :--- |
| Coronal | Coronal | Coronal |

It is important to note, however, that as seen with the individual languages in the EFA analyses, some languages do not prefer coronal codas. Thus, coronal place of articulation is not an unrestricted universal, but rather, a statistical universal, in which the generalisation describes languages' tendencies to pattern a particular way (see $\S 1.2 .1$ for a discussion of different universals). Despite languages that pattern in the opposite direction, it is reasonable to assert that coronal is the unmarked place of articulation in coda position given that coronals are significantly more likely to be unmarked than not.

## 2.5.

## Sonority in coda position

The other parameter to be discusses in this chapter is sonority. As with place of articulation, I present previous research on universal preferences for sonority in coda position, and then provide EFAs and AFAs for cross-linguistic data.

### 2.5.1.

Previous research on sonority in coda position
Across languages, the preferred syllable shape has a sonorous ending; thus, the preferred syllable ends with a final vowel. Yet, when final consonants are present, the preferred syllable-final consonants are sonorant consonants, such as nasals and liquids:

The simplest syllable is one with the maximal and most evenly distributed rise in sonority at the beginning and the minimal drop in sonority (in the limit case, none at all) at the end (Clements, 1990, p. 303).

This preference is found in typological surveys where languages tend to favour sonorant codas over obstruent codas. For example, in Manam the only possible codas are nasals (5). In Italian (6) and Japanese the only non-geminate codas are restricted to sonorants (see Itô, 1986), and in Beijing Chinese the only possible codas are $/ \mathrm{ng} \mathrm{l} /$ (Blevins, 1995).
em.be. 2 s sacred flute
man bird
ma.day Madang
lun.ta
ma.la.bon flying fox
ray.gu.ma who, (pl)

| (6) | Italian |
| :--- | :--- |
| sel.və | wood |
| tom.bi.no | manhole cover |
| عr.to | steep |
| kon.te.ə | county |
| ær.r.sto | arrest |
| græp.pa | cramp, grappa |

Because of data like those in (5) and (6), sonorant codas are argued to be favoured over non-sonorant codas in languages. Additionally, there is argued to be an unrestricted universal in language, such that the presence of an obstruent coda implies the presence of a sonorant coda, repeated in (7) (Clements, 1990; Eckman \& Iverson 1994; Fonte, 1996; den Ouden \& Bastiaanse, 2001).

> Unrestricted universal
$\mathrm{X} \quad \rightarrow \quad \mathrm{Y}$
obstruent codas

| Type 1 | + | + | occurs |
| :--- | :--- | :--- | :--- |
| Type 2 | - | - | occurs |
| Type 3 | - | + | occurs |
| Type 4 | + | - | does not occur |

The pattern previously observed in (7) is supported by an examination of the 35 languages where all languages with obstruent codas had sonorant codas as well. Also with the languages that restricted codas to a certain type, the restrictions favoured sonorants over obstruents. Among the 35 languages examined, two of these allowed only sonorants in coda position: Salt-Yui and Mbay. Notice that the observation in (7) is based on previous data and analyses in which medial and final codas have been collapsed. There is an absence of data on codas solely in word-final position. Because the distribution of final codas differs from those in word-internal position (Harris, 1994; Piggott, in press; Itô, 1986), it was necessary to determine the sonority preferences of word-final codas. Statistical analyses of lexicons from 35 languages provided these missing data.

### 2.5.2. <br> Sonority in coda position: EFA

The first test for sonority preferences in codas was to determine whether languages show a preference for sonorant codas (as suggested above). An EFA was performed in which the observed number of sonorant codas was compared to the expected number of sonorant codas across the 35 languages considered. A chisquare goodness-of-fit test revealed that there were more sonorant codas than expected by chance, $\chi^{2}$ ( 34 , $\mathrm{N}=7906$ ) $=197.78, p<.001$. Furthermore, a chi-square goodness-of-fit test was run on the data from each language to determine whether the pattern of results was significant for each language, and to determine whether the overall cross-linguistic patterns held for each individual language. Results indicated that 13 languages had significantly more sonorant codas and 4 languages had significantly fewer sonorant codas than expected. (See Appendix V for a summary on how each language patterned.) Importantly, the overall pattern across languages was that there were significantly more sonorant codas than predicted. Because one also finds languages in which there are fewer sonorant codas than expected, this raises the possibility that languages exist in which marked structures are more frequent than unmarked structures. Not all languages show a preference for sonorant codas; thus, the statistical analyses illustrate that markedness is not absolute with respect to sonority preferences in coda position, and in this sense, the preference for sonorant codas is a statistical universal. (See $\S 1.2 .1$ for a discussion of various universal types.)

Some arguments have been made for the special status of nasals in coda position (Fonte, 1996; Piggott, in press). Thus, it is possible that the sonority preference found across the 35 languages was carried by languages' preferences for nasal codas, rather than sonorant codas. An examination of the sonority preference across the 35 languages revealed although 15 languages had more nasal codas than expected (Arabic, Armenian, Cambodian, Cantonese, Daga, Dehong, Dehu, Doyayo, Hebrew, Jacaltec, Rhade, Thai, Tibetan, Totonac, and Ukranian), there were 20 languages with more liquid codas than expected (Alawa, Brahui, Creole, Daur, Dehu, Doyayo, Dutch, Hebrew, Jacaltec, Kurdish, Lisu, Mam, Mbay, Munari, Nivkh, Pima Bajo, Pulaar, Salt-Yui, Telefol, and Turkmen). Thus, the special status of nasals in coda position is not supported by these data and/or by this type of analysis.

### 2.5.3.

## Sonority in coda position: AFA

The cross-linguistic data were also analysed using an AFA to determine whether there were significantly more sonorant than obstruent codas in the languages' lexicons. Unlike with the EFA, no preference was found for languages to have either sonorants or obstruents. There were more obstruent codas ( $\mathrm{M}=132.8$, $\mathrm{SD}=12.03$ ) than sonorant codas ( $\mathrm{M}=111.06, \mathrm{SD}=11.46$ ); however, this difference was not significant, $t(34)$ $=1.09$, n.s., two-tailed. ${ }^{3}$ Twenty-two languages had more words ending in obstruent codas than words ending in sonorant codas. See below for a discussion of this apparent anomaly, and see Appendix VI for a list of the languages and how they patterned.

### 2.5.4. <br> Summary of sonority in coda position

Cross-linguistically the preferred syllable coda is one of high sonority, based on previously published research and on the EFA (Table 4).

Table 4 X-Linguistic preference for sonorant codas

| Previous X-Linguistic Research | Expected Frequency Analysis | Actual Frequency Analysis |
| :--- | :--- | :--- |
| Sonorant | Sonorant | no preference |

The evidence from previous research found that sonorants are universally unmarked in coda position, such that the presence of obstruents entails the presence of sonorants in coda position. In addition, an EFA of sonority in coda position revealed that there are more sonorants than expected. This conclusion was based on an analysis that took the number of words that were expected to have sonorant codas compared to the actual number of words ending in sonorant codas. Finally, although the AFA did not reveal a significant difference between the number of sonorant versus obstruents in languages, this is not surprising given the nature of languages' inventories. Languages' phoneme inventories are largely composed of obstruents (voiced and voiceless stops and fricatives with three different places of articulation), whereas sonorants are restricted to nasals (usually just voiced nasals with three different places of articulation) and liquids (which are almost always restricted to coronal place of articulation). Because languages have a larger set of obstruent phonemes than sonorant phonemes, this accounts for why a greater number of obstruents than sonorants are found across languages, despite sonorants being universally preferred in this position.

## 2.6. <br> Universal Grammar Hypothesis for coda acquisition

This chapter determined the cross-linguistic preferences for coda consonants with respect to their place of articulation and sonority. Both data from previously published research and data from lexicons of CVC words from 35 languages were examined. The results are that coronal place of articulation is preferred in coda position and languages favour sonorant codas over obstruents. Based on these results, the conclusion

[^2]drawn is that the unmarked codas have coronal place of articulation and are sonorant. Given the crosslinguistic data, one is now in the position to operationalise the predictions of the UGH for English-learning children's early coda productions. The English coronal and sonorant codas are taken to characterise this preference (Table 5), as this will allow for a direct comparison between the distribution of codas in English and child language data from English, which are established in the following chapters.

Table 5 X-Linguistic patterns established in Chapter 2

|  | X-Linguistic patterns |
| :--- | :--- |
| CORONAL: | $\mathrm{t}, \mathrm{d}, \mathrm{s}, \mathrm{z}, \mathrm{\int}, \mathrm{3}, \mathrm{t}, \mathrm{d} 3 \quad \theta, ð, \mathrm{n}, \mathrm{l}, \mathrm{r}$ |
| SONORANT: | $\mathrm{m}, \mathrm{n}, \mathrm{y}, \mathrm{l}, \mathrm{r}$ |

The cross-linguistic patterns established in this chapter are taken to reflect UG. Thus, if language acquisition is governed by innate properties of UG, the preference for coronal and sonorant codas should be mirrored in early child language. The UG hypothesis for coda acquisition is as follows:
(8) Universal Grammar Hypothesis $\left(\mathrm{UGH}_{1}\right)$ : Children will produce coronal codas (t, d, s, $\mathrm{z}, \mathrm{\int}, 3, \mathrm{t}$, d3 $\theta, \partial, \mathrm{n}, \mathrm{l}, \mathrm{r}$ ) more than labial or dorsal codas, and sonorant codas ( $\mathrm{m}, \mathrm{n}, \mathrm{\eta}, \mathrm{l}, \mathrm{r}$ ) more than obstruent codas in word-final position.

The predictions given in (8) are taken as a starting point for a UG hypothesis of coda consonant acquisition. However, it would be unlikely to find the affricates $/ \mathrm{t} /$ and $/ \mathrm{d} 3 /$ (for example) among children's initial coda productions, despite the fact that they are coronals. These segments require sophisticated articulation skills and are therefore marked in terms of manner. This raises the question of how to fully determine the markedness of any particular segment given that some properties of a segment may be unmarked whereas other properties of the same segment may be marked. Because of these complicating factors, it is not clear how an exact prediction of coda consonant acquisition should be formulated. To formulate UG predictions, one needs to consider all the possible cross-linguistic characteristics of codas and how they interact. Such an enterprise is beyond the scope of this dissertation. Despite these problems with operationalising a UG hypothesis, a reasonable starting point for the UG based hypotheses of coda acquisition (based on previous implementations of UG in acquisition) is that the UGH predicts children's initial coda productions should bear coronal place of articulation over labial or dorsal place of articulation and will preferably be sonorant over obstruent. Still the UGH can be revised to exclude those sounds known to be late acquired or marked along other dimensions (9).
(9) Universal Grammar Hypothesis $\left(\mathrm{UGH}_{2}\right)$ : Children will produce coronal codas ( $\mathrm{t}, \mathrm{d}, \mathrm{s}, \mathrm{z}, \mathrm{n}, 1, \mathrm{r}$ ) more than labial or dorsal codas, and sonorant codas ( $\mathrm{m}, \mathrm{n}, \mathrm{y}, 1, \mathrm{r}$ ) more than obstruent codas in wordfinal position.

Although it would also be possible to collapse these hypotheses and argue that the unmarked coda is a coronal sonorant, e.g., $/ \mathrm{n} /$, one must also consider the unmarked voice feature in coda position, which is voiceless. Combining the three preferences, the prediction would be that the unmarked coda would be a voiceless coronal sonorant, e.g., / $\mathbf{n} / \mathrm{However}$, voiceless sonorants are cross-linguistically marked (Maddieson, 1984). Thus, the unmarked features in coda position are not compatible. Although voice is not considered in these analyses, the hypotheses have not been combined because this would give an inaccurate
characterisation of the cross-linguistic preferences in this position. See §1.4.1.3 for a further discussion. The next step is to examine English frequency data, which establishes patterns of coda consonants in the input for children acquiring English.

## CHAPTER 3 <br> English codas

3.1.

## Introduction

This chapter presents an analysis of the distribution of English coda consonants from a number of sources with the goal of establishing the phonological input for children acquiring English. To this end, English wordfinal codas in CVC words were examined. The results allow for a characterisation of the Specific Language Grammar Hypothesis (SLGH) for children acquiring English. The details of the chapter are as follows. First, previous studies of phoneme distributions in English are reviewed. I then describe the English sources on which the present coda analyses are based. The SLGH is then defined for children's acquisition of English coda consonants. I conclude with a discussion of the units of analyses used in the different theories of acquisition contrasted in this dissertation.

### 3.1.1.

Previous studies of phoneme distributions in English
There are a number of studies in the literature that have looked at the distribution of phonemes in English (e.g., Dewey, 1923; Roberts, 1965); however, no comprehensive study has examined the distribution of codas with respect to markedness, nor have these investigators necessarily separated codas from onsets in their analyses. Researchers that do make this latter distinction have focused on comparing onset and coda clusters, while others have explored the predictability of onsets and codas from the syllable's vowel. In the analysis presented here, I neither compare coda inventories to onset inventories, nor consider the effects of a syllable's vowel in distributions of word-final consonants. For these types of studies see Coberly, 1985; Coleman and Pierrehumbert, 1997; Kessler and Treiman, 1997, and Pierrehumbert, 1994.

Some studies that have distinguished between onset and coda position fail to control for other prosodic positional effects. Thus, the inventory or frequency of codas is not distinguished according to words' syllable length and syllable stress. For example, a study by Mines, Hanson and Shoup (1978) calculated the frequency of phonemes in natural spoken English in word initial, word-medial and word-final positions; however, word-final consonants were not further divided into those that occur at the end of single versus multiple syllable words, or into word-final consonants that occurred in unstressed or stressed positions (e.g., at the end of trochaic and iambic words, respectively). A study by Dobrich and Scarborough (1992) examining the distribution of phonemes in children's early words has similar limitations. The factors neglected in these studies are important given that the inventories of final consonants differ according to prosodic position (Zamuner, 1998a, 1998b). For these reasons, previous analyses of coda frequencies in

English were not appropriate, and it was necessary to establish the distribution of word-final codas in English CVC words.

## 3.2. <br> English data

Data were taken from four sources: the Random House Dictionary, the new Merriam-Webster pocket dictionary, the MacArthur Communicative Development Inventory (CDI), and a corpus of Child Directed Speech (CDSC). Different databases were used to determine whether the patterns of coda consonants in English would vary across databases. Analyses based on a variety of sources allow for a wider interpretation of the results, and allow for a determination of whether the same patterns are found in adult lexicons and child directed speech. CVC words from the lexicons or corpus were compiled and the number of word-final consonants for each of the English phonemes was recorded. Where possible, the number of word-final codas based on token and type word counts was also calculated. Each data source will now be discussed in detail.

### 3.2.1.

## Random House Dictionary

Data from the Random House Dictionary (Flexner, 1987) were taken from a study by Kessler and Treiman (1997), which looked at the syllable structure and distribution of phonemes and features of uninflected CVC English words. Kessler and Treiman used a broad definition of inflection, such that they also excluded any words containing cranberry morphemes; for example, the words "this" and "then" were excluded because "th" could be analysed as a demonstrative morpheme. Although children do not receive an input that is composed of uninflected words, Kessler and Treiman investigated this restricted set with the intention to further extend the analysis to both uninflected and inflected words and other word positions. They excluded non-American English words, "Thus we omitted words with foreign phonemes or accented letters, foreign measures, and places and ethnic names that were not obviously Anglicized" (Kessler \& Treiman, 1997, p. 299). They also treated $/ \mathfrak{a} /$ as a single phoneme; thus, words like "fern" constituted a CVC word. Kessler and Treiman's data are based on type word counts from the Random House Dictionary.

### 3.2.2. <br> Webster's Dictionary

Data from the Webster's Dictionary were obtained from an electronic copy of the new Merriam-Webster pocket dictionary (1964). Phonetic transcriptions in the electronic version were obtained from other sources. Following Kessler and Treiman, $\nLeftarrow /$ was also treated as a single phoneme. However, in contrast to their analyses, no words were excluded from the final list of CVC words. Type word counts for this lexicon were examined.

### 3.2.3.

MacArthur Communicative Development Inventory (CDI)
The MacArthur Communicative Development Inventory (CDI) (Fenson, et al., 1993), is a parent survey that lists approximately 475 typical words in young children's vocabularies. This "lexicon" allowed for an
analysis of the distribution of codas in a subset of English words that are familiar to children. To obtain these data, all CVC words were taken from the list. Data on coda consonant frequencies are taken from type word counts.

### 3.2.4. <br> Child Directed Speech Corpus (CDSC)

The last database was a corpus of child directed speech (CDSC). To create this corpus, parental speech was taken from CHILDES studies involving children between the ages of 19 to 28 months; the studies are listed in Table 1.

Table 1 Studies from which data were obtained for the CDSC

| Corpus | Reference |
| :--- | :--- |
| Bates Corpus | (Bates, Bretherton \& Snyder, 1988; Carlson-Luden, 1979) |
| Clark Corpus | (Clark, 1979) |
| Demetras and Umbreit Corpus: Trevor | (Demetras, 1989) |
| Demetras Corpus: Working Parents | (Demetras, 1989a, 1989b) |
| Higginson Corpus | (Higginson, 1985) |
| MacWhinney Corpus | (MacWhinney, 1999, 2000) |
| Warren-Leubecker Corpus | (Warren-Leubecker, 1982; Warren-Leubecker \& Bohannon, 1984) |

Parental speech was obtained only from studies conducted in naturalistic settings. This ensured that there would not be an unnaturally high frequency of sounds from specific words. For example, some studies in the Bernstein-Ratner Corpus use a pre-determined set of toys in all sessions. The resulting CDSC consisted of 143,496 word tokens, with 4,891 unique types. Phonetic transcription was obtained from the electronic version of the Webster's Dictionary of American English, described in §3.2.2. In some instances the dictionary did not contain the phonetic transcription for a word in the CDSC, e.g., for the plural word "boys." All these remaining cases were transcribed by hand, based on other words in the dictionary. Parental speech was all speech excluding the productions from the child under investigation; therefore, "parental speech" includes both adult and child speech (from siblings) and adult-directed and child-directed speech.

All proper names were then excluded. It was assumed that this type of input varies greatly across children due to children having different names from popular culture, e.g., "Tom" and "Hoth" (the former is a subject's name, and the latter refers to the movie Star Wars and the ice planet on which the rebel base is located at the beginning of Empire). The resulting CVC word corpus consisted of 40,822 tokens, with 604 unique types.

### 3.2.5. <br> Summary of sources

To recap, data were taken from two official English lexicons (the Random House Dictionary and the new Merriam-Webster pocket dictionary), from a "lexicon" of typical words familiar to young children (CDI), and from a CDSC compiled from CHILDES.

Table 2 Rank order of English codas from different sources

|  | Random House | Webster | CDI | $\begin{gathered} \text { CDSC } \\ \text { type } \\ \hline \end{gathered}$ | $\begin{aligned} & \text { CDSC } \\ & \text { token } \\ & \hline \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| most | 1 | t | t | , | t |
| frequent | n | 1 | k | d | r |
|  | t | n | d | n | n |
|  | k | k | r | 1 | d |
|  | d | d | s | k | z |
|  | m | p | p, n | z | k |
|  | r | m | 1 | p | s |
|  | s | r | m | r | 1 |
|  | p | s | g | m | m |
|  | f | z | $\mathrm{z}, \mathrm{t} 5$ | s | v |
|  | 9 | g | 5 | $\theta$ | S |
|  | b | ts | $\mathrm{v}, \theta, \mathrm{y}$ | g | g |
|  | ts | v | f | f, v | p |
|  | z | b, f | b | g | $\theta$ |
|  | v | $\theta$ | 3, d3, б | s, ts | $\eta$ |
|  | 1 | d3 |  | b | ts |
|  | S | 5 |  | d3 | f |
|  | d3 | 1 |  | 3, ${ }^{\text {\% }}$ | d3 |
|  | $\theta$ | б |  |  | b |
| least | б | 3 |  |  | 3, |
| frequent | 3 |  |  |  |  |
| Distribution of codas in English |  |  |  |  |  |

The rank order of English codas from each of these sources is given in Table 2, and the number and percentage of word-final codas in CVC words from each source is summarised in Table 3.

Consistency can be found in the rank order of codas given in Table 4. Across all databases, within the 10 most frequent codas are $/ \mathrm{t}, \mathrm{d}, \mathrm{l}, \mathrm{n}, \mathrm{k}, \mathrm{m}, \mathrm{r}, \mathrm{s} /$, and within the 10 least frequent codas are $/ \mathrm{b}, \mathrm{\eta}, \mathrm{~d} 3, \mathrm{~d}, 3 /$. There are then three primary considerations before developing the SLGH for coda consonant acquisition. Although there is consistency in the distribution of codas across the different databases, one first needs to determine which data are most appropriate for forming predictions on acquisition. One can choose between a lexicon and a spoken corpus, and frequencies can be calculated on type or token word counts. The predictions here will be based on the token counts of the CDSC for the following reasons: this source provides the closest approximation to children's input between the ages of 19 and 28 months, and token frequency has been shown to predict acquisition more accurately than type frequency (Marchman \& Plunkett, 1989).

The second consideration is the type of analysis to perform on the English data. It is possible to determine whether English reflects the universal preference for coronal place of articulation and sonority in coda position, as seen with cross-linguistic data in Chapter 2. To this end, both EFAs and AFAs were performed on the English data from each source. Results of the EFAs indicated that English has more coronal codas than expected. AFAs indicated that there are more coronal codas than other places of articulation (See Appendices VII and VIII). If children learning English initially produce coronal codas, it would not be clear whether children's productions reflect the universal place of articulation preferences, or the distribution of
Table 3 Number and percentages (in parentheses) of word-final codas in English CVC words from different sources

| Coda | Example | Random House | Webster's | CDI | CDSC type | CDSC token |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| p | chip | 112 (5.6) | 77 (5.93) | 10 (6.58) | 38 (6.29) | 458 (1.12) |
| b | pub | 62 (3.1) | 41 (3.16) | 1 (0.66) | 6 (0.99) | 51 (0.12) |
| f | rough | 68 (3.4) | 41 (3.16) | 2 (1.32) | 15 (2.48) | 85 (0.21) |
| $v$ | shove | 54 (2.7) | 42 (3.23) | 3 (1.97) | 15 (2.48) | 1384 (3.39) |
| t | shot | 204 (10.2) | 143 (11) | 23 (15.1) | 82 (13.6) | 10383 (25.4) |
| d | dude | 142 (7.1) | 97 (7.47) | 14 (9.21) | 61 (10.1) | 3337 (8.17) |
|  | pass | 116 (5.8) | 69 (5.31) | 12 (7.89) | 31 (5.13) | 2566 (6.29) |
| z | noise | 58 (2.9) | 56 (4.31) | 5 (3.29) | 42 (6.95) | 3106 (7.61) |
| 5 | bash | 44 (2.2) | 28 (2.16) | 4 (2.63) | 10 (1.66) | 775 (1.9) |
| 3 | beige | 5 (0.25) | 3 (0.23) | 0 | 0 | 0 |
| t5 | coach | 59 (2.95) | 43 (3.31) | 5 (3.29) | 10 (1.66) | 157 (0.38) |
| d3 | dodge | 41 (2.05) | 29 (2.23) | 0 | 4 (0.66) | 57 (0.14) |
| $\theta$ | teeth | 39 (1.95) | 33 (2.54) | 3 (1.97) | 21 (3.48) | 425 (1.04) |
| б | writhe | 14 (0.7) | 11 (0.85) | 0 | 0 | 0 |
| k | puck | 182 (9.1) | 107 (8.24) | 22 (14.5) | 54 (8.94) | 3055 (7.48) |
| g | league | 67 (3.35) | 47 (3.62) | 6 (3.95) | 14 (2.32) | 593 (1.45) |
| m | game | 127 (6.35) | 74 (5.7) | 7 (4.61) | 32 (5.3) | 2203 (5.4) |
| n | zone | 207 (10.3) | 127 (9.78) | 10 (6.58) | 58 (9.6) | 4161 |
| g | wing | 46 (2.3) | 27 (2.08) | 3 (1.97) | 17 (2.81) | 362 (0.89) |
| 1 | goal | 230 (11.5) | 134 (10.3) | 9 (5.92) | 57 (9.44) | 2400 (5.88) |
| r | cheer | 124 (6.2) | 70 (5.39) | 13 (8.55) | 37 (6.13) | 5264 (12.9) |
| Total |  | 2001 | 1299 | 152 | 604 | 40822 |

place in the ambient language. Similarly, both EFAs and AFAs were done for sonority in English CVC words from all sources. The EFAs showed that English has more sonorant codas than expected. The AFAs found that English has more obstruent than sonorant codas (see Appendices IX and X). Interestingly, there
are different coda preferences depending on the analysis; there is a larger proportion of sonorant codas than expected, but a significantly greater number of obstruent than sonorant codas in CVC words. As in Chapter 2, this latter finding can be accounted for by appealing to English's coda inventory, which has more obstruents (16) than sonorants (5). Examining children's production of sonorants and obstruents in English then provides an interesting test case for the issues explored in this dissertation. If children initially produce obstruents in coda position, this would suggest that children produce the most frequent codas in their language, rather than the unmarked codas.

The third concern is whether to base the predictions for children's acquisition of coda consonants on the raw frequency or on the frequency-based rank order of codas, both of which are possible. For ease of exposition, I will adopt a rank order approach. Predictions of children's acquisition of coda consonants in English based on the rank order of codas are given in Table 4 below.

Table 4 Language specific patterns for English
Language Specific Patterns: English
$\mathrm{t}>\mathrm{r}>\mathrm{n}>\mathrm{d}>\mathrm{z}>\mathrm{k}>\mathrm{s}>\mathrm{l}>\mathrm{m}>\mathrm{v}>\mathrm{l}>$
$\mathrm{g}>\mathrm{p}>\theta>\mathrm{n}>\mathrm{t} j>\mathrm{f}>\mathrm{d} 3>\mathrm{b}>3$, б

## 3.4.

## Specific Language Grammar Hypothesis for coda acquisition

The input-based hypothesis for children's acquisition of coda consonants based on the rank order of token coda counts of the CDSC is stated below.
(1) Specific Language Grammar Hypothesis (SLGH): Children will produce the most frequent codas in word-final position: $\mathrm{t}>\mathrm{r}>\mathrm{n}>\mathrm{d}>\mathrm{z}>\mathrm{k}>\mathrm{s}>\mathrm{l}>\mathrm{m}>\mathrm{v}>\mathrm{l}>\mathrm{g}>\mathrm{p}>\theta>\mathrm{n}>\mathrm{t} \mid>\mathrm{f}>\mathrm{d} 3>\mathrm{b}>3$, .

The prediction of children's acquisition of coda consonants based on the SLGH is similar to the UGH with respect to place of articulation in coda position because some of the most frequent codas in English have coronal place. For example, both hypotheses predict that children will show an early preference for the codas: /t, n, r, d/. The SLGH differs from the UGH in that not all of the frequent codas in English have coronal place of articulation nor are they all sonorants, for example $/ \mathrm{k} /$ is a frequent coda, yet it is an obstruent with dorsal place of articulation.

## 3.5.

## Comparing the UGH and the SLGH

Under the present characterisation of UG, the prediction is that the individual segments children initially produce will be coronal and sonorant. The interpretation of the input-based account of phonological acquisition offered here is that children will initially acquire the most frequent codas, based on the distribution of coda exemplars in the input. The UGH makes more general predictions (i.e., that the initial segment will be coronal/sonorant, but not a particular coronal/sonorant) than that of the SLGH (i.e., that the initial segments will be, specifically, $\mathrm{t}>\mathrm{r}>\mathrm{n}>\mathrm{d}>\mathrm{z}$ etc). The question then arises as to whether the more specific predictions of the SLGH can be abstracted to produce more general predictions so the two theories can be more directly compared. One clear difference between the two approaches, however, is that the SLGH predicts that frequency distributions will be random with respect to phonetic features like coronal
and sonorant. In contrast, the UGH predicts that coronals as a group will be more frequent than noncoronals, and that sonorants as a group will be more frequent than obstruents. If adult input and child data both show a random distribution of consonants features, and if the rank orders of the two types of data are significantly correlated, this will be evidence for the SLGH. In contrast, if the adult input and child language data show groupings of coronal and sonorant codas, then children's coda productions will be consistent with both the UGH and the SLGH. To address this issue, the next section explores whether the distribution of English codas demonstrate feature-based grouping, i.e., whether the most frequent codas in English group together by a particular place of articulation or sonority.

### 3.5.1.

Place of articulation and the distribution of codas in English
This section explores whether there is a most frequent place of articulation in the rank order of English codas. To determine this, the rank order of English codas based on the token word counts from the CDSC were analysed for evidence of coronal, dorsal or labial place of articulation. A Kruskal-Wallis one-way analysis of variance (ranks) was done. This test takes the median rank of groups to determine whether they belong to a single population. To compute the Kruskal-Wallis statistic, coda consonants were ranked according to their frequency. Because there are 21 possible codas in English, ranks ranged from 1 to 21, where 21 was assigned to the most frequent coda $/ \mathrm{t} /$, and 1.5 assigned to the two least frequent codas $/ 3 /$ and $/ \delta /$. Table 5 provides the rank of English codas based on the token word counts of the CDSC. Table 6 categorises English codas based on place of articulation and also provides the sum and mean rank for codas with coronal, dorsal and labial place of articulation. This test measures whether the groups of coronal, dorsal and labial codas are from the same population. If so, then the average ranks should be similar. The null hypothesis is that place of articulation will not be reflected in the rank order of English codas, and results support the null hypothesis. The groups of coronal, dorsals and labial codas were not significantly represented in the rank order of English codas, $\mathrm{H}(2, \mathrm{~N}=21)=1.22, p=.54 .{ }^{4}$ That is, despite the fact that the average rank of coronal codas in English is higher than that of dorsal or labial codas (12 versus 11 and 8.4, respectively, see Table 6), this difference is not statistically significant.

### 3.5.2. <br> Sonority and the distribution of codas in English

Parallel to the previous discussion of place of articulation, this section determines whether sonorants are more frequent than obstruents in the rank order of English codas, based on the token word counts from the CDSC. The statistic used here was the Mann-Whitney U-Test for two independent samples, which is similar to the Kruskal-Wallis one-way analysis of variance, which is used for three or more independent samples. To compute the Mann-Whitney statistic, coda consonants were ranked according to their frequency (this

[^3]Table 5 Rank of English codas based on token word counts from CDSC

| Rank | CDSC token |
| :--- | :--- |
| 21 | t |
| 20 | r |
| 19 | n |
| 18 | d |
| 17 | z |
| 16 | k |
| 15 | s |
| 14 | l |
| 13 | m |
| 12 | v |
| 11 | J |
| 10 | g |
| 9 | p |
| 8 | $\theta$ |
| 7 | y |
| 6 | $\mathrm{t} \int$ |
| 5 | f |
| 4 | d 3 |
| 3 | b |
| 1.5 | 3 |
| 1.5 | o |

procedure was identical to that used for the Kruskal-Wallis test, see Table 5). Table 7 provides the ranks for sonorants and obstruents, along with the sum and mean rank for these groups.

This statistic determined whether within the rank order of English codas sonorants and obstruents form a homogeneous group, or whether the rank order these groups are distinct. The null hypothesis is that sonorants and obstruents are not reflected in the rank order of English codas. Results revealed that sonority was marginally reflected in the rank order of English codas, $\mathrm{z}=1.45, p=.07 .{ }^{5}$ Although the results were not statistically significant, the pattern was in the direction one would predict based on cross-linguistic preferences in this position where sonorants are the preferred codas, given that in English the average rank of sonorants was higher than obstruents. Compare the mean rank of sonorants (14.6) to the mean rank of obstruents (9.88). This suggests that obstruent and sonorant codas exhibit different frequency characteristics. The question of whether children show evidence for these groupings is addressed in §5.4.2.2.

[^4]Table 6 Kruskal-Wallis H Test applied to place of articulation in English coda ranks based on token word counts of the CDSC

| Coronal |  | Dorsal |  | Labial |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| t | 21 | k | 16 | m | 13 |
| r | 20 | g | 10 | v | 12 |
| n | 19 | 1 | 7 | p | 9 |
| d | 18 |  |  | f | 5 |
| z | 17 |  |  | b | 3 |
| s | 15 |  |  |  |  |
| 1 | 14 |  |  |  |  |
| S | 11 |  |  |  |  |
| $\theta$ | 8 |  |  |  |  |
| t $\int$ | 6 |  |  |  |  |
| d3 | 4 |  |  |  |  |
| 3 | 1.5 |  |  |  |  |
| б | 1.5 |  |  |  |  |
| $\mathrm{n}_{1}=13$ |  | $\mathrm{n}_{2}=3$ |  | $\mathrm{n}_{3}=5$ |  |
| Total $=156$ |  | Total $=33$ |  | Total $=42$ |  |
| M coronal$\text { rank }=12$ |  | M dorsal rank $=11$ |  | M labial rank $=8.4$ |  |

### 3.5.3.

## Summary of place of articulation and sonority and the distribution of codas in English

An examination of place of articulation and sonority was needed to determine whether the rank order of English codas showed evidence for the most frequent place of articulation and the most frequent value of sonority (sonorants). Results showed that the rank order of occurrence of English codas does not reflect groupings by place of articulation. The data for sonority are less clear and suggest some evidence for sonority-based grouping in the English input. If child language data also show a grouping effect, then it will be difficult to distinguish the two hypotheses with respect to sonority. I will return to this issue in Chapter 5.

## 3.6. <br> Summary

The current chapter provided a characterisation of the distribution of English coda consonants, upon which the SLGH is defined. The input-based hypothesis was formed using the rank order of English codas based on the token word counts of the CDSC because this database most closely approximates the phonological input for children acquiring English. It was also demonstrated that groupings based on place of articulation and sonority were not significantly reflected in the rank order of English codas; thus, the input-based hypothesis is argued to be best based on exemplars of codas. I now turn to child language data to determine whether children's productions more closely reflect universal preferences in coda position or the languagespecific input.

Table 5 Rank of English codas based on token word counts from CDSC

| Sonorants | Obstruents |
| :---: | :---: |
| r 20 | 21 |
| n 19 | d 18 |
| 14 | z 17 |
| m 13 | k 16 |
| ] | s 15 |
|  | v 12 |
|  | 11 |
|  | $\mathrm{g} \quad 10$ |
|  | p 9 |
|  | $\theta 8$ |
|  | ts 6 |
|  | f 5 |
|  | b 3 |
|  | d3 4 |
|  | 31.5 |
|  | ${ }^{\text {¢ }} 1.5$ |
| $\mathrm{n}_{1}=5$ | $\mathrm{n}_{2}=16$ |
| Total $=73$ | Total $=158$ |
| M sonorant rank $=14.6$ | M obstruent rank $=9.88$ |

# CHAPTER 4 Child language codas 

## 4.1.

Introduction
This chapter turns to child language acquisition to establish patterns of children's coda consonant production. The determination will be made through an examination of the coda consonants first produced by English-speaking children. The outline of the chapter is as follows. To begin, I describe the data on which the analyses are based. Following this, two methods are employed in the analysis of children's coda productions: Independent Analyses and Relational Analyses (to be discussed in §4.3).

## 4.2.

Data
Previous research looking at coda consonant acquisition has revealed that children's early coda productions are often obstruents (Fikkert, 1994; Goad, 1997a; Salidis \& Johnson, 1997; Velten, 1943). More specifically, others have noted the special status in coda position of voiceless obstruents and nasals over voiced obstruents (Bernhardt \& Stemberger, 1998; Kehoe \& Stoel-Gammon, 2001). The research here explores whether the same patterns hold across data from a larger group of children. In fact, thus far, there has been no single comprehensive study on coda consonant acquisition in English. Part of the data analysed in this chapter is taken from a number of previously published studies whose findings and/or primary data have been coalesced to provide as clear a picture as possible on aspects of children's coda productions. There were a number of criteria for a study to be included in the evaluation. Data from previous studies are restricted to monolingual children acquiring English. For example, data from Leopold, 1939 and Velten, 1943 are excluded because the children in these studies were simultaneously acquiring languages other than English. In addition, data from children who were producing a variety of codas from the beginning of the study were excluded because these children were deemed to be too phonologically advanced for the purposes of this research. For this reason, data from Albright and Albright, 1956 were not examined, nor was data analysed from Smith, 1973 whose son Amahl produces all codas aside from /1/, continuants and voiced stops from the onset of the study-see Zamuner, 1996 for an analysis of Amahl's coda acquisition. Lastly, for the same reason, I have not included data from studies in which children were three years and older (e.g., Smit et al., 1990; Snow, 1963). A number of studies e.g., Menn, 1971 give both primary data and an analysis of children's coda productions. In many of these cases, the investigation focuses on a different aspect of coda production than assessed here. Thus, I evaluate only the primary data provided by the authors. All analyses when possible were restricted to CVC monosyllabic and monomorphemic words
obtained from these sources. The motivation for this is that children differentially produce phonemes depending on their morphological status (Brown, 1973). Thus, an attempt was made to avoid plural and past tense morphemes to give a potentially less biased estimate of children's ability to produce particular phonemes, namely $/ \mathrm{d} /$ and $/ \mathrm{z} /$.

The other data analysed was based on two existing sources available from CHILDES: the BernsteinRatner database (Bernstein-Ratner, 1987), from which the data on Gina ( $1 ; 9-2 ; 1$ ) and Lena ( $1 ; 7-2 ; 0$ ) were taken; and the Higgenson database (Higgenson, 1985), which provided data from April (1; 10-2;11) and June ( $1 ; 3-1 ; 9$ ). These analyses on children's coda productions were restricted to CVC monosyllabic, monomorphemic words. A number of limitations were found in using these corpora. With respect to the Bernstein-Ratner database, children's phonetic transcriptions were not provided with a gloss and had to be determined from the transcription and the context. The only utterances included were ones in which the author and a second coder agreed on the targets that the children were attempting. Consequently, some words were not analysed because it was not clear what the child was saying. Although a gloss was provided with the Higgenson database, the phonetic transcription was continuous, which made it difficult at times to determine words' boundaries. Cases of ambiguity were not included in the analyses. The data and studies examined are provided in Table 1, along with the number of children in the study.

Table 1 Studies examined for data on coda consonant acquisition

| References | Number of children or child's name |
| :--- | :--- |
| Bernstein-Ratner, 1994 | 9 children |
| Bernstein-Ratner Corpus (Bernstein-Ratner, 1987) | Gail |
| Bernstein-Ratner Corpus (Bernstein-Ratner, 1987) | Lena |
| Braine, 1974 | Jonathan |
| French, 1989 | Andrew |
| Higgenson, 1985 | April |
| Higgenson, 1985 | June |
| Holmes, 1927 | Mollie |
| Ingram, 1974 | Jennika |
| Massar (unpublished data) | Ben |
| Menn, 1974 | Daniel |
| Ohala, 1992 | Joey |
| Olmsted, 19716 | 17 children |
| Salidis \& Johnson, 1997 | Kyle |
| Shibamoto \& Olmsted, 1978 | "F" |
| Stoel-Gammon, 19857 | 19 children |
| Vihman, 1992; Vihman, Velleman \& McCune, 1994; Vihman \& McCune, 1994 | Alice |
| (taken from Vihman 1996) |  |
| Vihman \& Velleman, 1989 (taken from Vihman 1996) | Molly |
| Vihman, 1992; Vihman et al., 1994 (taken from Vihman, 1996) | Timmy |

## Independent and Relational Analyses

Following Stoel-Gammon (1985), two primary methods were used to analyse children's productions. The first is referred to as an "Independent Analysis." This analysis measures the codas children produce, without consideration of the target sounds children attempt. This "provides a complementary view of the child's phonological system by describing the sounds [...] produced regardless of their relation to the adult model" (Stoel-Gammon, 1985, p. 505). The second method of analysis is a "Relational Analysis," "which compares the child's pronunciation of a word with the adult standard form. The comparison may concentrate on the correct sound produced and describe the emergence and mastery of phonemes of the adult language" (Stoel-Gammon, 1985, p. 505). Thus, this method examines the accuracy of children's coda productions. Because the two analyses provide different information for how children acquire codas, I will first evaluate children’s coda productions using an Independent Analysis (§4.3.1), then using a Relational Analysis (§4.3.2).

### 4.3.1.

Independent Analysis of coda consonant acquisition
As mentioned above, an Independent Analysis measures each child's production of coda consonants without considering the target form. For example, Molly's production of "coat" as kuk would be coded as a coda production of $[\mathrm{k}]$, with no evaluation of its incorrectness given the target is $/ \mathrm{t} /$. Using this evaluation method, the initial codas produced by children based on previous research and the CHILDES study are given in Table 2 and the results are summarised in Table 3. Given the variation inherent in looking at data across previously published research, the summary represents either the first codas produced by children (in these cases, either this was stated by the author or this was discerned by looking at the primary data) or the five most frequently produced codas (in these cases, this was the necessary measure because there was not a single coda listed or determined in my analyses as produced first).

Table 2 Independent Analysis of children's coda productions

| Reference | Number of children or child's <br> name | Age (in months) | First coda produced or 5 most <br> produced codas |
| :--- | :--- | :--- | :--- |
| Bernstein-Ratner, 1994 | 9 children | $13-25 \mathrm{M}$ | $\mathrm{n}>\mathrm{t}>\mathrm{k}>\mathrm{d}>\mathrm{m}$ |
| Braine, 1974 | Jonathan | 19 M | 2 |
| French, 1989 | Andrew | 18 M | t J |
| Higgenson, 1985 | April | $22-35 \mathrm{M}$ | $\mathrm{t}>\mathrm{n}>\mathrm{s}>\mathrm{k}>\mathrm{p}$ |
| Higgenson, 1985 | June | $15-21 \mathrm{M}$ | $\mathrm{t}>\mathrm{k}>\mathrm{l}>\mathrm{p}>\mathrm{n}$ |
| Holmes, 1927 | Mollie | 18 M | $\mathrm{k}, \mathrm{t}, \mathrm{d}$ |
| Ingram, 1974 | Jennika | 15 M | t |
| Massar | Ben | 13 M | t |
| Menn, 1974 | Daniel | 22 M | $\mathrm{r}, \mathrm{F}, 4 \mathrm{f}, \mathrm{b} \sim \mathrm{m}$ |

[^5]| Reference | Number of children or child's <br> name | Age (in months) | First coda produced or 5 most <br> produced codas |
| :--- | :--- | :--- | :--- |
| Ohala, 1992 | Joey | 18 M | $\mathrm{n}, 1, \mathbf{R}$ |
| Shibamoto \& Olmsted, 1978 | "F" | 14 M | $\mathrm{t}^{\mathrm{h}} \sim \mathrm{t}$ |
| Stoel-Gammon, 1985 | 19 children | 18 M | t |
| Vihman, 1992 and others | Alice | 14 M | 2 |
| Vihman \& Velleman, 1989 | Molly | 13 M | $\mathrm{y}, \mathrm{n}, \mathbf{R}, \mathrm{t}, \mathrm{t}$ |
| Vihman, 1992 and others | Timmy | 11 M | p |

Table 3 Codas first produced by children, Independent Analysis

| Coda | Number of children who initially produce coda |
| :--- | :--- |
| t | 35 |
| n | 13 |
| k | 12 |
| d | 10 |
| m | 10 |
| $\mathbf{p}$ | 4 |
| P | 3 |
| l | 2 |
| t | 2 |
| b | 1 |
| f | 1 |
| F | 1 |
| y | 1 |
| r | 1 |
| s | 1 |

Based on data from 41 children, children are most likely to produce the coda $/ t /$. Coda productions based on these results is presented in Table 4, which gives the most frequent coda to the least frequent codas initially produced by children.

Table 4 Child language patterns for English codas: Independent Analysis
Child Language Patterns: Independent Analysis for English
$\mathrm{t}>\mathrm{n}>\mathrm{k}>\mathrm{d}, \mathrm{m}>\mathrm{q}>\mathrm{p}>\mathrm{t}, \mathrm{l}>\mathrm{b}, \mathrm{f}, \mathrm{F}, \mathrm{n}, \mathrm{r}, \mathrm{s}$
The Independent Analysis determined which codas children first produce without considering the target sounds. Now, the Relational Analyses of coda consonant acquisition for children acquiring English are presented.

### 4.3.2.

## Relational Analysis of coda consonant acquisition

The Relational Analysis, compares children's coda productions to the adult form. Using the same example, when Molly produces "coat" as kuk this is coded as an error in the child's production of $/ \mathrm{t} /$, and would not be counted in a Relational Analysis. A summary of the data used for the Relational Analysis is given in Table 5, and results using this evaluation method are given in Table 6.

Table 5 Relational Analysis of children's coda productions

| Reference | Number of children or child's <br> name | Age (in months) | First coda produced or 5 most <br> produced codas |
| :--- | :--- | :--- | :--- |
| French, 1989 | Andrew | 19 M | s |
| Higgenson, 1985 | April | $22-35 \mathrm{M}$ | b |
| Higgenson, 1985 | June | $15-21 \mathrm{M}$ | f |
| Holmes, 1927 | Mollie | 13 M | $\mathrm{k}, \mathrm{t}, \mathrm{d}$ |
| Ingram, 1974 | Jennika | 15 M | t |
| Massar | Ben | 13 M | t |
| Menn, 1974 | Daniel | 22 M | r |
| Ohala, 1992 | Joey | 18 | $\mathrm{n}, \mathrm{l}$ |
| Olmsted, 1971 | 17 children | $15-23 \mathrm{M}$ | $1 / 2$ subjects correct- $\mathrm{k}^{8}$ |
| Salidis \& Johnson, 1997 | Kyle | 11 M | $\mathrm{d}, \mathrm{k}, \mathrm{m}, \mathrm{p}, \mathrm{s}, \mathrm{t}, \mathrm{z}$ |
| Vihman, 1992 and others | Alice | 14 M | n |
| Vihman \& Velleman, 1989 | Molly | 11 M | $\mathrm{n}, \mathrm{n}, \mathrm{t}$ |

Table 6 Codas first produced by children, Relational Analysis

| Coda | Number of children who initially produce coda |
| :--- | :--- |
| k | 10.5 |
| t | 5 |
| n | 3 |
| d | 2 |
| s | 2 |
| b | 1 |
| f | 1 |
| l | 1 |
| m | 1 |
| y | 1 |
| P | 1 |
| r | 1 |

[^6]| Coda | Number of children who initially produce coda |
| :--- | :--- |
| z | 1 |

The summary in Table 7 presents the results obtained using a Relational Analysis, in order of the most frequent codas to the least frequent codas produced correctly. Results are based on data from 28 children.

Table 7 Child language patterns for English codas: Relational Analysis
Child Language Patterns: Relational Analysis for English
$\mathrm{k}>\mathrm{t}>\mathrm{n}>\mathrm{d}, \mathrm{s}>\mathrm{b}, \mathrm{f}, \mathrm{l}, \mathrm{m}, \mathrm{y}, \mathrm{p}, \mathrm{r}, \mathrm{z}$

## 4.4. <br> Summary of child language coda preferences

The first method of children's acquisition of coda consonants was the Independent Analysis, which looked at children's coda productions independent of the adult target. The second method was the Relational Analysis, which looked at children's coda productions in relation to the adult target. There is both consistency and inconsistency found across the different analyses. Take for example the five most frequently produced codas as determined by the two analyses (Table 8).

Table 8 Five most frequently produced codas by children as established by Independent Analysis and Relational Analyses

| Independent Analysis | Relational Analysis |
| :--- | :--- |
| $\mathrm{t}>\mathrm{n}>\mathrm{k}>\mathrm{d}, \mathrm{m}$ | $\mathrm{k}>\mathrm{t}>\mathrm{n}>\mathrm{d}, \mathrm{s}$ |

Both results include the codas $/ \mathrm{t}, \mathrm{n}, \mathrm{k}, \mathrm{d} /$; however, the Independent Analysis contains $/ \mathrm{m} /$ and the Relational Analysis contains $/ \mathrm{s} /$. Both results are therefore analysed separately with respect to the two hypotheses. Note that these results do not support the special status of fricatives in final position, as seen in Dinnsen (1996), Ferguson (1978) and Vihman and Ferguson (1987).

The next step was to evaluate children's coda productions with respect to the UGH established in Chapter 2 and the SLGH established in Chapter 3. These results are discussed at the end of Chapter 5, along with the results from an experiment looking at coda acquisition in English.

## 4.5.

Limitations based on using data from previous studies
There are a number of limitations in using data from previous acquisition studies. I identify some caveats to consider when using existing data, which include problems in distinguishing between spontaneous versus imitated productions, prosodic environment, content versus function words, and type versus token frequencies. To begin, it has long been noted in the literature that children's spontaneous productions are less accurate than those produced as immediate imitations of adults (Olmsted, 1971); therefore, limitations arise if studies do not distinguish between these types of utterances. For example, as seen in BernsteinRatner (1994), patterns of results may differ if these different types of utterances are taken into account in analyses.

Another inadequacy in using previously published research is that studies often fail to control for the effects of prosodic position on children's productions, which is a factor that influences children's responses. For example, Zamuner and Gerken (1997) found that 2-year-old children's productions of codas were dependent on prosodic environment, such that both sonorant and obstruent codas were produced in stressed syllables, whereas children produced mainly sonorant codas in unstressed syllables. Learning to produce a coda in one position does not equate learning a coda across all positions. To circumvent these issues, acquisition studies must control for prosodic environment and separate these environments in analyses, yet few studies do so. For instance, Stoel-Gammon (1983) and Olmsted (1971) fail to control for this possibility.

When examining children's coda productions, another consideration is whether to collapse across word types, given that function words and content words have different phonological patterns and frequencies. For example, data obtained from the Higgenson corpus in CHILDES (as described in §4.2) were further analysed with respect to word type. When data are controlled for word type (e.g., content versus function words), the accuracy of children's coda productions changes. For example, the accuracy of April's production of $/ \mathrm{z} /$ decreases when function words are removed from the analysis. Given these type of results, it is appropriate and necessary to control for word class in analyses of children's productions.

Lastly, one of the major limitations in previous studies is that analyses and conclusions are drawn from a small data set. Acquisition is best characterised as probabilistic patterns seen across children. Thus, in order to draw conclusions that can be argued to hold across children, one needs sufficient data to support one's claims.

Take for example Salidis and Johnson (1997), whose goal was to evaluate a child's prosodic development with respect to the parameters proposed for prosodic development in Dutch (Fikkert, 1994). Because part of their interest was to assess Fikkert's claim that the first codas produced are obstruents, and that vowel length is first contrastive before sonorant codas, Salidis \& Johnson analysed a single child's coda productions in terms of segmental class. According to their analyses, obstruents were more likely to be produced than sonorants in coda position; however, their finer-grained analysis found that the most accurately produce codas were plosives $>$ nasals $>$ fricatives $>$ liquids, where obstruents and sonorants are interspersed. Furthermore, looking at individual segments, the most likely codas to be produced are $/ \mathrm{p}, \mathrm{b}, \mathrm{t}, \mathrm{k}, \mathrm{s}, \mathrm{m} /$, and the most likely codas to be deleted are $/ \mathrm{g}, \theta, \mathrm{z}, \mathrm{n}, \mathrm{l}, \mathrm{r} /$. Because of these limitations, it is difficult to determine the child's development at any given stage. For example, the child's accuracy in producing /d/ drops from $100 \%$ to $0 \%$ between 11 months and 13 months; however, this result is based on not more than two forms.

Further limitations that are encountered in using previously published research are that analyses do not necessarily weigh the same data equally. For example, a single child who produces "yes" as "yet" fifty times in a single session, would have a low accuracy on their production of $/ \mathrm{s} /$; however, this conclusion is primarily influenced by a single word type. In addition, many studies are based on data obtained from naturalistic settings and not all coda types are represented in the samples; therefore, the conclusions drawn are based on a subset of the possible data.

In summary, a number of important factors have been identified as relevant for analyses of language acquisition: spontaneous versus imitated productions, prosodic environment, content versus function words, restricted data sets, and type versus token frequencies. These limitations illustrate the importance of the experiment described in Chapter 5, which is taken as a starting point to a comprehensive examination of coda consonant acquisition in English.

# CHAPTER 5 <br> Experiment 1 <br> Two-year-olds' production of coda consonants 

5.1.

Introduction
This chapter presents results from an experiment examining the production of coda consonants in children acquiring English. Specifically, the experiment was designed to test children's production of a variety of codas, which allows for a more complete picture of coda consonant acquisition. These data are missing from previous naturalistic studies because there has been no comprehensive study on coda consonant acquisition in English. The goal was to present children with real words containing a variety of codas. There are a number of strengths to the present experiment. First, it controls for children's spontaneous and imitated productions. In addition, the set of words tested were restricted to CVC content words, which avoids any confounds that may arise from collapsing prosodic environment and word class. Lastly, in the present study 17 children were tested, allowing for the results to be collapsed across children and allowing for a more general determination of children's acquisition of coda consonants in English.

Following a presentation of the experiment design and results, I then turn to an evaluation of the UGH and the SLGH with respect to the results of the experiment, and to the results of the Independent Analysis and the Relational Analysis from Chapter 4.

## 5.2. <br> Method

### 5.2.1.

Subjects
Subjects included in the analyses were 17 children between the ages of 20 and 26 months ( $\mathrm{M}=25.5$ months), 10 males and 7 females, with a mean MLU of 1.92. All children were monolingual speakers of English with no history of speech or hearing impairment as determined by parent questionnaire ( 3 subjects were included who were exposed to Spanish for no more than 10 hours a week). All parents completed the MacArthur Communicative Development Inventory (CDI) (Fenson et al., 1993), which has been shown to be an accurate predictor of children's later language development. Subjects had to achieve above the $10^{\text {th }}$ percentile on Part A: Vocabulary Checklist (range 10-95th percentile, M=52.5). A subset of the participants also completed the experiment described in Chapter 6.

Not included in the analyses were 12 subjects that were tested but failed to complete the first portion of the experiment (see description of stimuli §5.2.2). These subjects were not yet producing many words or
they were not interested in participating in the task. It is assumed that these data are missing at random and that these subjects' performance on the task was unrelated to the purposes of the experiment. Lastly, another 5 subjects were excluded: 2 subjects were bilingual, 2 subjects had a history of hearing and language impairment, and 1 subject failed to reach the 10th percentile on the Vocabulary Checklist of the CDI.

The rationale for including subjects just under and over 2 years of age is that this is when children are both producing and deleting codas. An attempt was made to include subjects as young as possible (20 months) to determine whether their performance would differ from the older children's performance (27-26 months). ${ }^{9}$ Most subjects, however, were between 26 and 27 months of age; thus, additional younger subjects are needed to further explore this possibility. All subjects were recruited through the Language Acquisition lab at the University of Arizona.

### 5.2.2.

## Stimuli

The stimuli consisted of 70 English monomorphemic CVC ${ }^{10}$ words. Each of the 70 words had a corresponding picture stimulus that was scanned from Richard Scarry's "Best word book ever" or "Busy, busy town." All except 14 words appeared in the CDI, which contains vocabulary items of common words known to children. These fourteen words were: "witch," "laugh," "king," "shell," "buzz," "tub," "bell," "wing," "drum," "tail," "five," boat," "road," and "watch." Of these words, only "buzz" did not occur in the CDSC, described in §3.2.4. Parents completed a questionnaire to determine children’s familiarity with these words. Parents' responses are summarised in Table 1. All items were identified as familiar to the children by at least one quarter of all parents.

Table 1 Familiarity of words not present on CDI

| Identified as familiar | Word |
| :--- | :--- |
| by $1 / 4$ of parents | shell, king |
| by $1 / 2$ of parents | laugh, buzz, five, scratch, drum, bell, wing, road |
| by $3 / 4$ of parents | tail |

The words were presented in 4 blocks. Each block contained unique words ending in the set of possible codas in English (/t $\mathrm{f}, \mathrm{g}, \mathrm{b}, \mathrm{r}, \mathrm{p}, \mathrm{f}, \mathrm{y}, \mathrm{d}, \mathrm{k}, \mathrm{s}, \mathrm{v}, \mathrm{n}, \mathrm{t}, \mathrm{l}, \mathrm{z}, \int, \mathrm{m}, \theta /$ ), except $/ \mathrm{d} /, / 3 /$ and $/ \mathrm{d} 3 /$ which are highly restricted in this position, and therefore were not tested. Vowel length was controlled for in each block. Thus, the first two blocks contained only words with lax vowels, while words in the third and fourth block contained tense vowels. The decision to control for vowel quality (lax or tense) was based upon previous research (Fikkert, 1994) showing that children differentially produce codas depending on the quality of the preceding vowels. The list of words is given in Table 2. The experiment had a within-subjects design and all subjects were tested on the same stimuli.

[^7]
### 5.2.3. <br> Procedure

Subjects were tested in the Language Acquisition Lab at the University of Arizona with the exception of 1 subject, who was tested at home. Subjects tested at the University of Arizona were videotaped and the subject tested at home was audio-recorded using a DAT recorder.

Subjects were shown various pictures presented on a computer. Responses were elicited by engaging children in the pictures and by asking subjects to identify specific animals or objects. Often children produced the target word spontaneously; if not, the experimenter would either produce the word (which the child would often repeat without being prompted) or the experimenter explicitly asked the child to repeat the specific word.

## 5.3.

## Results

### 5.3.1. <br> Data coding

Data were transcribed according to the standard practice used in phonological acquisition research. All sessions were transcribed on-line and checked by a research assistant naïve to the experiment's design. Reliability between the two transcribers was determined by a third person, who was also naïve to the purposes of the experiment, and calculated as $99.3 \%$ accurate (reliability was based on $23.5 \%$ of the data). No acoustic measurements were performed on children's responses; however, future analyses will examine whether children made covert distinctions in their productions that were not audible to the transcribers. Children's first response was coded for whether the word was produced spontaneously (S) or as an imitation (I). Responses were coded as imitated if the word was produced by an adult prior to the child's production of that word during the experiment session. Responses were also coded for whether children accurately produced the coda consonant.

### 5.3.2.

## Results of spontaneous and imitated productions

There were too few responses for words in blocks two to four of the stimuli to analyse; therefore, the analyses focus on data only from the first block. The blocks were presented in a set order (blocks 1 to 4 ), and many children lost interest after completing the first block. The results of children's spontaneous and imitated production of codas in words from the first block are given in Table 3.

As seen in Table 3, overall there were fewer spontaneous than imitated productions. In addition, certain words were never produced spontaneously, such as "witch" and "kiss." Future experiments would benefit from having the full range of codas produced both spontaneously and as imitations to allow for a complete analysis. From the data in Table 3, one can see that children were more accurate in producing codas when they were produced spontaneously, rather than when they were produced as imitations $(72 \%$ versus $64 \%$, respectively $\left.\left(\chi^{2}(1, \mathrm{~N}=184)=23.67, p<.001\right)\right)$. This result differs from previous results in the literature that has found children are more phonologically accurate in imitated productions (Olmsted, 1971). This contrast can be attributed to differences in experiment design. For example, data from Olmsted's study were collected in naturalistic settings, so all items were presumably familiar. In this study, however, the words
Table 2 Stimuli (Lax=Lax Vowels, Tense=Tense Vowels)

| Coda | Block 1-Lax |  | Block 2-Lax |  | Block 3-Tense |  | Block 4-Tense |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| t 5 | witch | wIt $\int$ | scratch | skræt $\int$ | couch | kaut $\int$ | watch | wat $\int$ |
| g | leg | $1 \varepsilon g$ | pig | pIg | dog | dag | frog | frag |
| b | crib | krib | tub | tab | - | - | - | - |
| r | bear | ber | hair | her | car | kar | door | dor |
| p | cup | $\mathbf{k} \wedge \mathbf{p}$ | $\operatorname{lip}$ | $\operatorname{lip}$ | soap | sop | sheep | fip |
|  |  |  |  |  |  |  | soup | sup |
| f | laugh | læf | foot | fut | knife | naIf | roof | ruf |
| $1]$ | king | KIn] | wing | WIIJ | - | - | - | - |
| d | bed | bed | sing head | SII <br> hed | slide | slaid | food | fud |
|  |  |  |  |  |  |  | road | rod |
| k | book | buk | duck | d $\wedge \mathrm{k}$ | cake | kek | sock | sak |
| S | kiss | kIS | bus | bns | house | haus | mouse juice | maus <br> dzus |
| V | love | 1 NV | give | gIV | five | faiv | stove | stov |
| n | sun | SAn | pen | pen | moon | mun | rain | ren |
| t | cat | kæt | hat | hæt | boat | bot | coat | kot |
| 1 | shell | $\int \varepsilon l$ | bell | b l 1 | tail | tel | ball | bal |
| Z | buzz | b $\wedge z$ | - | - | - | - | cheese | $t \int i z$ |
| $\int$ | fish | fif | brush dish | $\begin{aligned} & \operatorname{br} \Lambda \int \\ & \operatorname{di} \int \end{aligned}$ | wash | waj | - | - |
| m | swim | SWIm | lamb <br> drum | $\begin{aligned} & \text { læm } \\ & \text { dram } \end{aligned}$ | comb | kom | - | - |
| $\theta$ | bath | bæӨ | - | - | tooth | $\operatorname{tu} \theta$ | mouth | $\operatorname{mav} \theta$ |

that children spontaneously produced were words familiar to children, whereas words that were imitated were probably not as familiar. Given that children's spontaneous productions of words are a more accurate measure of what children know, the remaining analyses are restricted to children's spontaneous productions. ${ }^{11}$

Table 3 Children's coda responses on English real-word stimuli

| Coda | Word | Spontaneous <br> Coda Productions | Imitated <br> Coda Productions |
| :--- | :--- | :--- | :--- |
| $\mathrm{t} \int$ | witch | $\mathrm{NR}^{*}$ | $11 / 15(73.3 \%)$ |
| g | leg | $0 / 2(0 \%)$ | $7 / 12(58.3 \%)$ |
| b | crib | $2 / 2(100 \%)$ | $8 / 13(61.5 \%)$ |
| r | bear | $10 / 11(90.9 \%)$ | $4 / 5(80 \%)$ |
| p | cup | $5 / 6(83.3 \%)$ | $9 / 9(100 \%)$ |
| f | laugh | NR | $10 / 14(71.4 \%)$ |
| n | king | $0 / 1(0 \%)$ | $6 / 14(42.9 \%)$ |
| d | bed | $7 / 8(87.5 \%)$ | $4 / 8(50 \%)$ |
| k | book | $8 / 9(88.9 \%)$ | $7 / 8(87.5 \%)$ |
| s | kiss | NR | $12 / 14(85.7 \%)$ |
| v | love | NR | $9 / 12(75 \%)$ |
| n | sun | $8 / 9(88.9 \%)$ | $5 / 5(100 \%)$ |
| t | cat | $8 / 9(88.9 \%)$ | $5 / 7(71.4 \%)$ |
| l | shell | NR | $8 / 14(57.1 \%)$ |
| z | buzz | NR | $5 / 10(50 \%)$ |
| f | fish | $6 / 13(46.2 \%)$ | $2 / 6(33.3 \%)$ |
| m | swim | $3 / 3(100 \%)$ | $10 / 11(90.9 \%)$ |
| $\theta$ | bath | $1 / 8(12.5 \%)$ | $1 / 6(16.7 \%)$ |
| Total |  | $59 / 82(72 \%)$ | $125 / 196(64 \%)$ |

*NR=no responses.
As seen in Table 3, overall there were fewer spontaneous than imitated productions. In addition, certain words were never produced spontaneously, such as "witch" and "kiss." Future experiments would benefit from having the full range of codas produced both spontaneously and as imitations to allow for a complete analysis. From the data in Table 3, one can see that children were more accurate in producing codas when they were produced spontaneously, rather than when they were produced as imitations ( $72 \%$ versus $64 \%$, respectively $\left.\left(\chi^{2}(1, \mathrm{~N}=184)=23.67, p<.001\right)\right)$. This result differs from previous results in the literature that has found children are more phonologically accurate in imitated productions (Olmsted, 1971). This contrast can be attributed to differences in experiment design. For example, data from Olmsted's study were collected in naturalistic settings, so all items were presumably familiar. In this study, however, the words that children spontaneously produced were words familiar to children, whereas words that were imitated were probably not as familiar. Given that children's spontaneous productions of words are a more accurate measure of what children know, the remaining analyses are restricted to children's spontaneous productions. ${ }^{12}$

[^8]
### 5.3.3.

## Results based on weighted responses of spontaneous productions

Because there were unequal numbers in children's spontaneous productions, a weighted statistic of children's correct coda responses was calculated. It was necessary to calculate responses in this fashion because not all experimental stimuli were equally produced spontaneously. As seen in (1), the weighted statistic was computed by weighting the number of words produced with the coda (Nw) divided by the number of times the word with the coda could have been produced (17). (There were 17 opportunities for each word to be spontaneously produced because there were 17 subjects in the study.) This proportion was then multiplied by the number of correctly produced codas (NCPD).

$$
\begin{equation*}
\text { Weighted Responses } \quad=\frac{\mathrm{N}_{\mathrm{W}}}{17}{ }^{*} \mathrm{~N}_{\mathrm{CPC}} \tag{1}
\end{equation*}
$$

To illustrate, the word "bear" was produced spontaneously 11 out of 17 times (. 647 of the time). To calculate a weighted response, .647 was multiplied by the number of times the coda in the word "bear" was produced accurately $(.647 * 10=6.47)$ (also see (2)). Children's coda responses based on the weighted statistic are given in Table 4 below. Items that children did not produce spontaneously were not included in the analysis ("witch,"" "laugh," "kiss," "love," "shell," and "buzz").

$$
\begin{array}{ll}
\text { Weighted Response (bear) } & =\frac{11}{17}  \tag{2}\\
* 10 \\
& =\frac{6.47}{}
\end{array}
$$

Table 4 Weighted responses (WR) for spontaneous coda productions

| Coda | Word | WR for Spontaneous Coda Productions |
| :--- | :--- | :--- |
| g | leg | 0 |
| b | crib | 0.24 |
| r | bear | 6.47 |
| P | cup | 1.77 |
| y | king | 0 |
| d | bed | 3.29 |
| k | book | 4.24 |
| n | sun | 4.24 |
| t | cat | 4.24 |
| f | fish | 4.59 |
| m | swim | 0.53 |
| $\theta$ | bath | 0.41 |

All subsequent analyses and discussions concerning the results of this experiment are based on the weighted statistic. The accuracy of children's coda productions in this experiment can be summarised from the most accurate coda produced to the least accurate coda produced in Table 5 below.

[^9]Table 5 Child language patterns for English codas: Experiment 1
Child Language Patterns: Experiment Analysis for English
$\mathrm{r}>\mathrm{f}>\mathrm{t}, \mathrm{n}, \mathrm{k}>\mathrm{d}>\mathrm{p}>\mathrm{m}>\theta>\mathrm{b}>\mathrm{n}, \mathrm{g}$
Note that $/ \mathrm{r} /$ and $/ \mathrm{J} /$ were the most accurately produced codas in this experiment. Presumably this reflects children's familiarity with the words "bear" and "fish," and increases their accuracy in producing these codas. Further experiments would benefit from having and need to have a range of word types to test children's coda acquisition.

## 5.4. <br> Evaluation of the UGH and the SLGH

It is now possible to evaluate the UGH and the SLGH with respect to data from children acquiring English. Before turning to these analyses, a summary will be provided for both hypotheses and for how the predictions were formulated. In addition, a synopsis will be provided for the child language data obtained in the experiment described in this chapter, and from the Independent and Relational Analyses described in Chapter 4.

### 5.4.1. <br> Summary of UGH, SLGH and child language data

5.4.1.1.

Summary of the UGH
Recall the UGH for coda consonant acquisition was established according to previously published research and data from lexicons of CVC words from 35 languages. Results showed that coronal place of articulation is preferred in coda position and that languages prefer codas that are sonorant (see Table 6). The interpretation of UG considered in this dissertation is that cross-linguistic patterns reflect UG. Thus, if language acquisition is mediated by innate properties of UG, the prediction is that children will prefer coronal and sonorant codas. The UGH for coda consonant acquisition is restated in (3).
(3) Universal Grammar Hypothesis (UGH2): Children will produce coronal codas (t, d, s, z, n, 1, r) more than labial or dorsal codas, and sonorant codas ( $\mathrm{m}, \mathrm{n}, \mathrm{\eta}, \mathrm{l}, \mathrm{r}$ ) more than obstruent codas in word-final position.

These predictions are taken as an initial point for a UG hypothesis of coda consonant acquisition. Realistically, one would not predict children to initially produce segments such as $/ \mathrm{t} / \mathrm{and} / \mathrm{d} 3 /$ in coda position, given that they are marked for other reasons. The approach taken here is to determine whether children's initial coda productions bear coronal place of articulation over labial or dorsal place of articulation, a pattern predicted by the UGH. Thus, the expectation is that children will initially produce the codas $/ \mathrm{t} / \mathrm{l} / \mathrm{d} /, / \mathrm{n} /$ over codas such as $/ \mathrm{p} /$ and $/ \mathrm{k} /$.
5.4.1.2.

Summary of the SLGH
Chapter 3 established the predictions of the SLGH for coda consonant acquisition based on the token word counts of the CDSC. This corpus was argued to be the closest approximation to the language-specific input for children acquiring English. In addition, previous research has illustrated that acquisition models based on token word counts are more accurate than those based on type word counts. Also, although it is possible to base predictions for acquisition on the frequency of codas in English, the choice was made to predict acquisition on the rank order of codas. The result of the English ranking is given in Table 6 and the inputbased hypothesis for children's acquisition of coda consonants is restated in (4).
(4) Specific Language Grammar Hypothesis (SLGH): Children will produce the most frequent codas in word-final position: $\mathrm{t}>\mathrm{r}>\mathrm{n}>\mathrm{d}>\mathrm{z}>\mathrm{k}>\mathrm{s}>\mathrm{l}>\mathrm{m}>\mathrm{v}>|>\mathrm{g}>\mathrm{p}>\theta>\mathrm{g}>\mathrm{t}|>\mathrm{f}>\mathrm{d} 3>\mathrm{b}>3$, $\partial$.

The UGH and the SLGH are similar in that they both predict children to show preferences for codas with coronal place of articulation. They differ, however, in that the SLGH predicts children will also initially produce the frequent coda $/ \mathrm{k}$ /, despite it having dorsal place of articulation. With respect to sonority, the UGH predicts that children will display a preference for sonorant codas, whereas the input-based model of acquisition predicts preferences for both sonorants and obstruents. Arguments were made that the predictions of the SLGH should be based on the rank order of individual English coda consonants, rather than on groupings based on place of articulation and sonority. See $\S 3.5$ for this discussion.

Table 6 Coda consonants: X-Linguistic, Language Specific Patterns

| X-Linguistic patterns | Language Specific Patterns: English |
| :--- | :--- |
| $t, d, s, z, n, 1, r\left(\int, 3, t \int, d 3, \theta, ð\right)$ | $t>r>n>d>z>k>s>1>m>v>\int>g>p>\theta>n>t \int>f>d 3>b>3, \partial$. |
| $m, n, \eta, 1, r$ |  |

5.4.1.3.

## Summary of child language data

Children's production of coda consonants in English were characterised in three ways. First, data were coalesced from a number of previous published studies and from data from CHILDES described in Chapter 4. These data established the codas children initially produce (Independent Analysis) and the codas children initially produce accurately (Relational Analysis). Lastly, data were obtained from an experiment testing children's production of a variety of codas. The results of these studies are given in Table 7.

Table 7 Child Language patterns English: Independent Analysis, Relational Analysis and Experiment 1

| Analysis | Child Language Patterns: English |
| :--- | :--- |
| Independent Analysis | $t>n>k>d, m>p>p>t f, l>b, f, F, p, r, s$ |
| Relational Analysis | $k>t>n>d, s>b, f, 1, m, y, p, r, z$ |
| Experiment 1 | $r>f>t, n, k>d>p>m>\theta>b>n, g$ |

Both the UGH and the SLGH are now evaluated with respect to patterns established for children's acquisition of coda consonants in English.

### 5.4.2. <br> UGH and child language data

The analyses in this section determine whether children's production of coda consonants mirrored the UGH, which predicts that children will prefer codas that have coronal place of articulation, as well as codas that are sonorant over obstruent (see Tables 6 and 7 above). It was first necessary to establish a means by which children's coda productions could be evaluated according to the UGH. The approach taken here was to measure whether coronal codas and sonorant codas were the most frequently produced codas by children acquiring English (see $\S 3.5$ for a further discussion of the statistic used).

### 5.4.2.1.

UGH and place of articulation
To determine whether coronal codas were preferred in children's production of codas, the Kruskal-Wallis one-way analysis of variance was computed. Children's coda consonant productions (determined by various means), were ranked according to their frequency. The test measured whether the groups of coronal, dorsal and labial codas were from the same population. The null hypothesis is that place of articulation is not reflected in the rank order of codas children first produce. The total and average ranks for coronal, dorsal and labial codas for each child language analysis are given in Table 8, and results are presented in Table 9.

Table 8 Total and average ranks for coronal, dorsal and labial codas for Independent Analysis, Relational Analysis and Experiment 1

|  | Independent ${ }^{13}$ |  |  | Relational |  |  | Experiment 1 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Cor | Dor | Lab | Cor | Dor | Lab | Cor | Dor | Lab |
| n | 9 | 2 | 4 | 7 | 2 | 4 | 6 | 3 | 3 |
| Total | 76 | 16.5 | 27.5 | 55.5 | 17.5 | 18 | 52 | 12 | 14 |
| M rank | 8.44 | 8.25 | 6.88 | 7.93 | 8.75 | 4.5 | 8.67 | 4 | 4.67 |

Table 9 Kruskal-Wallis results for place of articulation in children's coda productions

| Analysis | Result |
| :--- | :--- |
| Independent Analysis | $\mathrm{H}(2, \mathrm{~N}=15)=.35, p=.84$ |
| Relational Analysis | $\mathrm{H}(2, \mathrm{~N}=13)=2.45, p=.29$ |
| Experiment 1 | $\mathrm{H}(2, \mathrm{~N}=12)=4.38, p=.11$ |

Results found no evidence that the average rank of coronal codas was significantly higher or distinct from that of dorsal and labial codas.

### 5.4.2.2. <br> UGH and sonority

The second set of analyses determined whether children's coda productions were more frequently sonorants or obstruents. These analyses are parallel to the previous analyses of place of articulation. The statistic used for the evaluation was the Mann-Whitney U-Test for two independent samples. To compute the MannWhitney statistic, children's productions of coda consonants were ranked according to their frequency.

Table 10 provides the ranks for sonorants and obstruents, along with the mean rank for these groups. The results are given in Table 11.

Table 10 Total and average ranks for sonorant and obstruent codas for Independent Analysis, Relational Analysis and Experiment 1

|  | Independent |  | Relational |  | Experiment 1 |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $\underline{\text { Son }}$ | $\underline{\mathrm{Obs}}$ | $\underline{S o n}$ | $\underline{\mathrm{Obs}}$ | $\underline{S o n}$ | $\underline{\text { Obs }}$ |
| n | 5 | 10 | 5 | 8 | 4 | 8 |
| Total | 40 | 80 | 29 | 62 | 27.5 | 50.5 |
| M rank | 8 | 8 | 5.8 | 7.75 | 6.88 | 6.31 |

Table 11 Mann-Whitney U-Test results for sonority in children's coda productions

| Analysis | Result |
| :--- | :--- |
| Independent Analysis | $\mathrm{z}=0, p=.5$ |
| Relational Analysis | $\mathrm{z}=.81, p=.21$ |
| Experiment 1 | $\mathrm{z}=.17, p=.43$ |

Results showed no evidence for sonorants and obstruents forming distinct groups within the rank order of English codas produced by children. Moreover, not only were the patterns not significant, but they also varied across the different analyses of children's productions. With the Independent Analysis, the average rank for sonorants and obstruents was equal, whereas the Relational Analysis had a higher average rank for obstruents. Finally, the experimental results had a slightly higher average rank for sonorant codas. Again, there was no evidence for sonority-based groupings.

### 5.4.2.3. <br> Summary of UGH evaluation

To evaluate child language with respect to the UGH, the approach was to see whether children's initial coda productions were more likely to be coronal and whether they were more likely to be sonorants. The present analysis did not yield evidence that these codas were preferred in children's coda productions. For example, compare the five most frequently produced codas as established by the Independent Analysis, the Relational Analysis and Experiment 1 (Table 12).

Table 12 Five most frequently produced codas by children as established by Independent Analysis, Relational Analysis and Experiment 1

| Analysis | 5 most frequently produced codas |
| :--- | :--- |
| Independent Analysis | $\mathrm{t}>\mathrm{n}>\mathrm{k}>\mathrm{d}, \mathrm{m}$ |
| Relational Analysis | $\mathrm{k}>\mathrm{t}>\mathrm{n}>\mathrm{d}, \mathrm{s}$ |
| Experiment 1 | $\mathrm{r}>\mathrm{l}>\mathrm{t}>\mathrm{n}>\mathrm{k}$ |

[^10]The UGH predicted that children's initial coda productions would be coronal and sonorants. The results in Table 12 illustrate that although coronals and sonorants are among the set of most frequently produced codas, there are also other codas produced that are not predicted by the UGH, namely $/ \mathrm{k} /$ (and in one case / $\mathrm{m} /$ ). The production of $/ \mathrm{k} /$ in coda position cannot be accounted for under the current interpretation of UG; however, a frequency analysis can offer an explanation for this pattern-that is, $/ \mathrm{k} /$ is the sixth most frequent coda in the input.

It is worth stating again that the characterisation and evaluation of UG offered in this dissertation is not exhaustive, but rather it is taken as a starting point for further research. UG is often given as an account for the patterns seen in children's early language productions and as a means to explain how children's phonological systems develop. The work here illustrates the complexity faced in predicting specific acquisition patterns from this model and in applying this model to existing data from child language. It is possible that other interpretations of the UGH may be able to account for the presence of $/ \mathrm{k} /$. Child language data are now evaluated with respect to the SLGH, which predicts that children will initially produce the most frequent codas in English.

### 5.4.3. <br> SLGH and child language data

Children's coda productions were then analysed with respect to the SLGH, which predicts that children will initially produce the most frequent codas in English. A difference in the predictions made by the UGH and the SLGH is that only the SLGH predicts a significant correlation between the frequency of codas in the input and children's production of coda consonants. Children's coda productions from the Independent Analysis, the Relational Analysis and the experiment presented in this chapter were correlated with the frequency of English codas as determined by the frequency of codas in CDSC. Correlations allow one to look at the statistical relationship between two variables. Children's coda productions established through a variety of means were all significantly correlated to the frequency of codas in English (see Table 13).

Table 13 Correlations between children's coda productions and the frequency of codas in English

| Analysis | Correlation (one tailed) |
| :--- | :--- |
| Independent Analysis | $r_{\mathrm{s}}=+.51, \mathrm{n}=13, p<.05$ |
| Relational Analysis | $r_{\mathrm{s}}=+.59, \mathrm{n}=11, p<.05$ |
| Experiment 1 | $r=+.8, \mathrm{n}=10, p<.01$ |

One possibility for why the SLGH appears to better account for the acquisition data than the UGH is that the analyses of the UGH might be more stringent. A analogous analysis of the SLGH was done where frequency was treated as a category. Recall that the SLGH predicted that children will prefer coronal codas (13 in English) over codas with dorsal and labial (8 in English) place of articulation. The SLGH was then tested by determining whether children preferred the most frequent codas in their productions over the less frequent codas. Results of the Mann-Whitney U-Test showed significant effects in two of the three operalisations of child language data and a marginal effect in the third: Independent Analysis ( $\mathrm{z}=1.85, p<$. 05 ), ${ }^{14}$ Relational Analysis ( $\mathrm{z}=1.18, p=.12$ ), Experiment 1 ( $\mathrm{z}=1.94, p<.05$ ). The UGH was also tested by determining whether children show evidence for the groupings of sonorants ( 5 in English) and obstruents (16 in English). The equivalent test with the SLGH is whether children prefer the 5 most frequent codas over the 16 less frequent codas in English. Results of the Mann-Whitney U-Test also showed marginal significance
across the three operalisations of child language data: Independent Analysis ( $\mathrm{z}=1.39, p=.08$ ), Relational Analysis ( $\mathrm{z}=.88, p=.19$ ), Experiment $1(\mathrm{z}=1.78, p<.05)$. Therefore, even though the UGH might be more stringent, it is unlikely that this can account for its failure to accurately predict children's acquisition of codas.

### 5.4.4.

## Summary of UGH and SLGH evaluations

The primary question asked in the dissertation is whether language acquisition is best characterised as the unfolding of highly specified innate abilities (UGH) or whether language acquisition is best characterised as a domain-neutral learning process in which frequently occurring properties of the input serve to organise children's linguistic representations (SLGH). The hypotheses are contrasted through an examination of young children's acquisition of coda consonants in English.

The first view (UGH), that language is acquired based on innate properties of language, is traditionally based on cross-linguistic markedness observations from adult languages. To this end, the cross-linguistic preferences for place of articulation and sonority in coda position were determined through an examination of previously published research, and my own examination of data from 35 languages (Chapter 2). The cross-linguistic patterns established here were argued as the basis for the UGH for coda consonant acquisition.

The second view (SLGH) is that language is acquired based on the patterns in the input language. This is established, in part, on the large body of research illustrating that children's language reflects their specific language input at an early age. This hypothesis is an alternative to the UGH, given that the properties of language that are argued to be unmarked (and innate) are also often the most frequent properties in any one language. Thus, although one could argue that children initially produce unmarked structures due to innate UG, one could equally argue that children initially produce unmarked structures because these patterns are the most frequent.

To evaluate these theories, child language data were obtained from a number of sources: from previously published research, from an examination of available data from the CHILDES database (Independent Analysis and Relational Analysis), and from an experiment looking at children's production of a variety of English coda consonants. Children's coda productions from these different sources were then evaluated with respect to the UGH and the SLGH. The results of these analyses are summarised in Table 14. "x"represent no relationship between the predicted and attested patterns in acquisition. " $\checkmark$ " indicates that the predicted patterns were mirrored in children's production of coda consonants.

Table 14 Children's coda productions in English from different sources and how they relate to the UGH and SLGH

| Analysis | UGH | SLGH |
| :--- | :--- | :--- |
| Independent Analysis | $\mathbf{x}$ | $\checkmark$ |
| Relational Analysis | $\mathbf{x}$ | $\checkmark$ |
| Experiment 1 | $\mathbf{x}$ | $\checkmark$ |

[^11]The UGH was evaluated by determining whether there was evidence in children's coda productions for coronal, dorsal and labial place of articulation, and for sonorants and obstruents. Place of articulation was analysed using the Kruskal-Wallis one-way analysis of variance. Results found no evidence that the average rank of coronal codas was significantly higher or distinct from that of dorsal and labial codas. Similarly, results of the Mann-Whitney U-Test for two independent samples showed no evidence for sonorants and obstruents forming distinct groups within the rank order of English codas produced by children.

The SLGH was evaluated by correlating children's coda productions with the frequency of English codas (as determined by the frequency of codas in the CDSC). Result indicated that children's coda productions pattern with the frequency of codas in the ambient language, given the significant relationships between child data and the distribution of codas in the ambient language. These results held across the first codas children produce (Independent Analysis), the first codas children produce correctly (Relational Analysis), and based on data obtained from an experiment testing children's production of a variety of codas in English.

Previous research by Bernstein-Ratner (1994) looked at the frequency of codas in the input with respect to children's coda productions, yet no relationship was found. (No statistics were provided for the analyses.) In her study, children's final consonant productions at the preverbal, one-word stage and multi-word stage were compared to the maternal input. One limitation of this study is that the frequency of codas was collapsed across prosodic positions and word types. This can drastically change findings, given that children's productions of codas can differ based on these factors. In addition, Bernstein-Ratner's study used a phonetic analysis to convert the adult orthographic representations to phonetics, and from this the frequency of sounds in the adult input was calculated. These reasons might account for why no relationship was found between the frequency of codas in the input and children's production of codas.

Other work by Stoel-Gammon (1995, cited in Stoel-Gammon, 1998), has found various effects depending on type of analysis. Her study tested whether the more frequent phonological features are acquired early and less prone to errors in production. Results were mixed, and most strikingly not supported for final fricatives which are frequent in the input, yet as a class, are acquired late. The difficulty in a feature analysis, however, is that although the class of fricatives might be acquired late, certain fricatives are acquired relatively early. Stoel-Gammon also correlated the frequency of codas based on the type counts of words from the MacArthur Communicative Development Inventory (CDI) (Fenson et al, 1993) to the accuracy of 3 -year-olds coda productions from Templin (1957). At the phonemic level, a significant correlation was found between the frequency of occurrence in target words and the accuracy of children's productions.

## 5.5.

Influences of methodology on results
There are a number of possible influences of the particular methodological factors used on the results of the present experiment, and the results presented here are taken as an initial indication of patterns that might hold across acquisition in English. Addressing these factors in future studies will help determine the generality of the effect. To begin, the study is restricted in that it considers coda consonants from single word types, e.g., children's production of $/ \mathrm{r} / \mathrm{is}$ based on the single word "bear." Thus, it would be beneficial to have acquisition data from codas in different word types, such as children's productions of $/ \mathrm{r} /$ in the words "bear," "deer," and "door."

Another possible influence of methodology on the results of the present experiment is that the stimuli were not controlled for the characteristics of the surrounding consonants, such as the onset's place of articulation. This is potentially problematic because of phonological processes seen in child language of
fronting and backing. Children routinely substitute consonants' places of articulation based on the other consonants in the word (Vihman, 1996). Thus, children's spontaneous responses in this experiment were evaluated for whether the onset's place of articulation could be responsible for children's misarticulated codas. In fact there were only three errors of this type for all of the responses (Table 15).

Table 15 Place of articulation errors in children's spontaneous coda productions linked to place of articulation in onset

| Gloss | Adult Target | Child's production | Coda Error |
| :--- | :--- | :--- | :--- |
| cup | $\mathrm{k} \wedge \mathrm{p}$ | t k | $\mathrm{p} \rightarrow \mathrm{k}$ |
| bath | bæ $\theta$ | bæf | $\theta \rightarrow \mathrm{f}$ |
| bath | bæ $\theta$ | bæf | $\theta \rightarrow \mathrm{f}$ |

Given that there are so few examples of fronting and backing in children's responses, it seems reasonable to conclude that this factor did not significantly effect the pattern of results obtained in this experiment. Children's coda productions in this experiment were not underestimated due to difficulties children had in producing words that had with different places of articulation for the onsets and codas. It is also possible to examine children's coda production in relation to their onset production (as done in Coberly, 1985). This would allow one to determine whether child are able to generalise phonemes across environments.

Although the analyses in this chapter contrasted children's productions of different codas to the frequency of codas in English with positive results, it is also possible that children's productions of the same codas differ according to the frequency of surrounding sounds in the word. This possibility was tested in an experiment presented in the following chapter. In this experiment, a deeper interpretation of the input is explored, which is one of phonotactic probability. The goal of the dissertation is not just to look at which codas more frequently correlate with children's productions, but to also examine specific factors of the input that might contribute to the identical coda produced differently in the words of a language.

# CHAPTER 6 <br> Experiment 2 <br> Two-year-olds' production of coda consonants andphonotactic probability 

6.1.

Introduction
The research in this dissertation has examined children's acquisition of different coda consonants with respect to cross-language preferences (UGH) and the distribution of codas in English (SLGH). The research in this chapter seeks to further explore the input-based hypothesis of coda acquisition by providing a detailed examination of the role of the input in children's acquisition of coda consonants. Specifically, the goal is to investigate children's coda productions in different probabilistic contexts (discussed below). The hypothesis is that phonotactic probability is a factor that can account for children's varied production of the identical coda consonant.

### 6.1.1.

## Phonotactic probability

Phonotactic probability concerns the likelihood of sounds' occurrences. For example, in English there are absolute restrictions where $/ \mathfrak{y} /$ can only occur in syllable-final position, such as in "wing" /win/, and $/ \mathrm{h} /$ cannot occur in syllable-final position. There are also less absolute restrictions, e.g., /3/ occurs in a total of three CVC words in the Webster's Lexicon: "beige" "rouge" and "loge," thus / 3 / has a very low probability of occurrence in this position. The probability of an event (e) is "computed as the relative frequency with which $e$ occurs $\left[\mathrm{n}_{\mathrm{e}}\right.$ ] in a sequence of $n$ identical experiments [ n$]$ " (Bod, 2001).

Given that there are 3 instances of $/ 3 /$ out of a total number of 1,267 CVC words in the Webster's Lexicon, the probability of $/ 3 /$ occurring at the end of an English CVC word based on this dictionary is . 0024 (1).

$$
\begin{align*}
& P(3)=\frac{3}{1,267}  \tag{1}\\
& P(3)=.0024
\end{align*}
$$

Other codas, however, occur at the end of many CVC words, e.g., /t/ as in "fight" "hat" "hit" "net" "lout" "shoot"; thus, the probability of $/ t /$ is higher, and calculated to be. 16(2).

$$
\begin{align*}
& \mathrm{P}(t)=\frac{204}{1,267}  \tag{2}\\
& \mathrm{P}(t)=.16
\end{align*}
$$

Phonotactic probability can be calculated according to segmental positional probabilities and biphoneme probabilities. Segment positional probabilities refers to the likelihood of phonemes occurring in the onset, vowel and coda position (C-V-C), as in the example above. Biphoneme probabilities refers to the likelihood that phonemes are preceded or followed by other phonemes, that is, the likelihood of an onset-vowel sequence and a vowel-coda sequence ( CV and VC , respectively).

### 6.1.2.

## Previous research on phonotactic probabilities in English

There is a large body of research looking at phonotactic probability in English CVC words. I restrict my review to research looking at just CVC words, although considerable work has been done on different word types (e.g., Messer, 1967; Hammond, 2001; Pierrehumbert, 1994; Pierrehumbert \& Coleman, 1997). Although these studies looking at CVC probabilities used different tasks and spanned age groups, they have found that infants, young children, and adults are sensitive to phonotactic probability. Specifically, all groups show a preference for non-words composed of high phonotactic probabilities. For example, Jusczyk, Luce and Charles-Luce (1994) presented infants with novel CVC words with either low or high phonotactic probabilities and found that by 9 months, infants showed a preference for the high phonotactic probability non-words. This result demonstrates that even at an early age and before the onset of meaningful speech, infants are sensitive to the frequency of sound patterns. It also demonstrates that they are able to encode this information at some level. Other studies, such as that by Treiman, Kessler, Knewasser, Tincoff and Bowman (2000) revealed that subjects maintained the integrity of frequent VC rhymes more than infrequent VC rhymes in a non-word blending task. Similar sensitivities are illustrated in a study by Storkel (1999, 2001), which found that children learn high phonotactic probability non-words with fewer exposures than non-words with low probabilistic phonotactics.

Although these studies look at phonotactic probability in particular, the neighbourhood densities of words are highly correlated with probabilistic phonotactics. Neighbours are defined as words resulting from changing, adding and deleting one of a word's phonemes. A related study by Gathercole (1995) looked at children's performance on a non-word repetition task where non-words were controlled for their relative wordlikelihood rating (high or low). Gathercole found that the accuracy of children's productions of non-words with low word-likelihood ratings was related to children's performance on a phonological memory task. For non-words with high word-likelihood rating, children's performance was best predicted by children's lexical knowledge and the size of the children's lexicons. However, the effects seen in Gathercole's experiment might be accounted for by examining the phonotactic probabilities of the non-word stimuli used.

### 6.1.3.

Goal of experiment
Given this body of research, it was asked whether this sensitivity to phonotactic probability would be mirrored in young children's coda productions. To this extent, an experiment was designed that controlled for the frequency of phonemes in nonsense words and that contained the identical coda. The experiment allowed for comparisons of children's productions of the same coda consonant in low and high phonotactic probability environments. The rationale was that if phonotactic probability would differentially affect children's production of the same coda consonant, this would further suggest that the frequency of sounds in the ambient language plays a substantial role in children's acquisition of phonological structures. The
hypothesis was that children's production of the same coda consonant would differ according to the environment in which the coda occurred. That is, the same coda will be produced more often in high phonotactic probability non-words than in low phonotactic probability non-words.

## 6.2. <br> Method

### 6.2.1. <br> Subjects

Subjects were recruited through the Language Acquisition Lab at the University of Arizona, and were 29 children between the ages of 20-28 months ( $\mathrm{M}=24.76$ months), 16 males and 13 females, with a mean MLU of 1.73. All children were monolingual speakers of English with no history of speech or hearing impairment as determined by parent questionnaire ( 3 of these subjects were exposed to Spanish for no more than 10 hours a week). As described in Chapter 5, parents also completed the MacArthur Communicative Development Inventory (CDI) (Fenson et al, 1984) and subjects had to achieve above the $10^{\text {th }}$ percentile on the Part A: Vocabulary Checklist for inclusion in the experiment (range $10-95^{\text {th }}$ percentile, $\mathrm{M}=52.4$ ).

Given these criteria, 4 subjects who were tested were excluded from the analyses: 2 subjects were bilingual English and Spanish learners, 1 subject had a history of speech impairment and 1 subject failed to reach the $10^{\text {th }}$ percentile on the Vocabulary portion of the CDI. In addition, 2 subjects were tested, but failed to complete the experiment because of a lack of interest in participating. A subset of the participants also completed the experiment described in the previous chapter.

As with the previous experiment described in Chapter 5, the rationale for including subjects just below and above 2 years of age is that children at this age both produce and delete codas. An attempt was made to include subjects as young as possible ( 20 months) to determine whether their performance would differ from older children's performance (27-28 months). In fact, younger children performed quantitatively different, but not qualitatively different from older subjects. That is, the same pattern of responses held across the different aged subjects, though the younger participants gave fewer responses overall.

### 6.2.2. <br> Stimuli

The stimuli consisted of 22 novel CVC words, for which phonotactic probability (low and high), vowel quality (lax, tense and diphthong), and coda type (d, l, s, g, v, y, m) were controlled. Each of the 22 words had a corresponding picture stimulus that consisted of an imaginary animal. The words were presented in a randomly ordered list along with 20 filler nonsense words consisting of VC words. In total there were 11 pairs of low and high phonotactic probability non-words, each with the same vowel length and identical coda. The pairs of words are given in Table 1, The experiment was a within-subjects design and all subjects were tested on the same stimuli.
6.2.2.1.

Calculating phonotactic probabilities
The phonotactic probabilities of the non-word stimuli were based on a corpus of CVC words from the CDSC (described in Chapter 3). The CVC word corpus consisted of 604 word types and 40, 822 word
tokens. CVC words were marked for whether they were content or function words (e.g., "sock" versus "that"), and whether they were monomorphemic or bimorphemic (e.g., "sock" versus "boys"). This allowed phonotactic probability calculations to be controlled for word class and morphology for the following reasons. One argument against a frequency-based account of phonological acquisition is the fact that $/ \mathrm{\delta} /$ is frequent in English, yet acquired late (e.g., Moskowitz, 1970, p. 429). However, /ס/ is frequent largely because it appears in English function words (for instance, "the" appears 4,813 times in the CDSC), but children initially delete function words (Brown, 1973). This might account for some of the disparities between frequency and acquisition (also see Bernstein-Ratner, 1994 for a discussion). In addition, research has shown that children differentially produce phonemes depending on their morphological status (Brown, 1973). Thus, words in the corpus were marked for word class and morphological complexity in attempt to control for these factors.

Segmental positional probabilities and biphoneme probabilities were calculated on the log frequency weighted counts (or the token word counts) of words in the CDSC using: (a) all words in the corpus, (b) excluding function words, (c) excluding bimorphemic words, and (d) excluding function words and bimorphemic words. The final lists of C-V-C and CV-VC probabilities were taken from the average segmental positional probabilities and the average biphoneme probabilities across the four ways phonotactic probabilities were calculated (see Table 1). Low and high phonotactic probabilities were defined as segments and biphonemes below and above the median, respectively. Although /tes/ "Tess," /dzois/ "Joyce," /bon/"loin" and /ram/ "Rhine" are real words, it was assumed that they are of such low frequency they could function as non-words for the purposes of this experiment. Also, in some dialects of English, [pıl ] is an accepted pronunciation of "pull" and [gel] is acceptable for "girl."

Table 1 Stimuli for phonotactic probability (PP) experiment

| Coda | Vowel Quality | Low PP | High PP |
| :---: | :---: | :---: | :---: |
| d | lax | $t \int \wedge d$ | ged |
| 1 | lax | pal | gel |
| S | lax | d3^s | tes |
| g | lax | $\theta æ \mathrm{~g}$ | sig |
| v | lax | z\&v | div |
| ๆ | lax | $\int \wedge \eta$ | bin |
| m | tense | gim | bom |
| n | tense | von | nin |
| s | diphthong | dzors | fais |
| n | diphthong | loin | rain |
| d | diphthong | mord | naid |

The average segmental positional probability of the low phonotactic probability non-words was .1627 and the high non-words was .1818 . The average biphoneme probability of the low phonotactic probability nonwords was .0026 and the average biphoneme probability of the high phonotactic probability non-words was . 0153. Average probabilities are summarised in Table 2.

Table 2 Average segmental and biphoneme positional phonotactic probabilities for stimuli

| Phonotactic probability of non-words | Average Segmental Positional <br> Probabilities | Average Biphoneme Positional <br> Probabilities |
| :--- | :--- | :--- |
| High PP | .1818 | .0153 |
| Low PP | .1627 | .0026 |

There were a number of assumptions made in the creation of the stimuli. To begin, phonotactic probabilities of CVC words were calculated based only on the CVC words in the input, rather than across words with different syllable structures (CCVC, VC, CVCVC, CVCVC, etc.). Moreover, phonotactic probabilities were calculated on the phonetic transcription of CVC words in isolation, rather than based on phonetic transcriptions taken from continuous speech. In the latter case, effects from coarticulation in running speech have not been coded. Thus, the assumption is that children have access to or representation of words in isolation. Phonotactic probabilities were also calculated at the level of individual phonemes, rather than at more abstract level, such as the featural level. Lastly, phonotactic probabilities were calculated based solely on the adult input. An interesting research question is whether children's own productions mirror phonotactic probabilities in the input, and whether children receive feedback from their own productions.

### 6.2.2.2.

## Neighbourhood density of stimuli

Neighbourhood densities of the non-word stimuli were also calculated based on the CDSC and the Webster's dictionary. Low phonotactic probability non-words had fewer neighbours than their paired high phonotactic probability non-words; these results are summarised in Table 3.

Table 3 Neighbours of high and low phonotactic probability (PP) non-words

| PP of non-words | Average neighbours in CDSC | Average neighbours in Webster's |
| :--- | :--- | :--- |
| High PP | 11.09 | 37.73 |
| Low PP | 3.8 | 19.55 |

Based on the CDSC there were an average of 3.82 neighbouring words (range $0-7$ ) in the low phonotactic probability non-words, and an average of 11.09 neighbours (range $8-16$ ) in the high phonotactic probability non-words. Similarly, there were fewer neighbours, based on an corpus of adult English words (Webster's), for the low phonotactic probability non-words 19.55 (range 3-27) than the high phonotactic probability non-words, 37.73 (range 9-34). This pattern held for the pairs of words, with one exception based on the neighbours in Webster's, where the low phonotactic probability non-word /psl/ had 27 neighbours and the high phonotactic probability non-word /gel/ had 23 neighbours.

### 6.2.2.3.

Word-likelihood ratings of stimuli
A pilot study was conducted with these stimuli to test whether adults had intuitions about the relative wellformedness of the nonsense CVC words, based on the non-words' probabilities. Fifteen subjects rated the nonsense words on a scale of $1-5$ on the words' relative wellformedness or how much they sounded like
possible English words (1=relatively poor English word and 5=relatively good English word). The alpha level was set at .05 for all statistical tests. An analysis by subjects found that subjects were more likely to judge high phonotactic probability words as more word-like ( $\mathrm{M}=37.27, \mathrm{SD}=8.22$ ) than the phonotactic probability non-words ( $\mathrm{M}=34.4, \mathrm{SD}=5.36$ ). This difference was significant, $t(14)-1.92, p<.05$, one-tailed. An items analysis also found that high phonotactic probability non-words were considered as more wordlike ( $\mathrm{M}=32.64, \mathrm{SD}=4.13$ ) than the low phonotactic probability non-words ( $\mathrm{M}=29.64, \mathrm{SD}=8.1$ ). This difference, however, was not significant, $t(10)-1.18, p=.13$, one-tailed. It is possible that the lack of significant in the items analysis is because some of the non-words stimuli are actual English words, e.g., "Tess" and "loin." ${ }^{15}$

### 6.2.3. Procedure

The experiment consisted of a repetition task. Children were presented with non-words and their corresponding pictures on a computer using PowerPoint. The stimuli were pre-recorded. Subjects were tested in the Language Acquisition Lab at the University of Arizona and 5 children were tested in their homes. Subjects at the lab were videotaped and subjects tested at home were audio-recorded using a DAT recorder. All sessions were transcribed on-line and checked by a research assistant naïve to the purpose of the experiment. Reliability between the two transcribers was determined by a third person also naïve to the purpose of the experiment and calculated as $98.94 \%$ accurate (reliability was based on $17 \%$ of the data).

Subjects were told that they would be shown pictures of funny animals and that their job was to repeat the names of the animals. Subjects were given "bear" and "pig" as two practice items. Once the child mastered the task, the experiment began. Subjects were allowed to hear repeated presentations of the stimuli; however, if the child had trouble responding or appeared uninterested, the experimenter would proceed to the next item. At times, children would not repeat the recorded stimulus. In these cases, the experimenter would produce the words for the child to repeat. There was no interaction between the phonotactic probability of the stimuli and the number of times the child heard the stimuli before repeating the word. In addition, there were no differences in children's production of codas in high and low phonotactic probability non-words based on whether the stimuli were presented on the computer versus repeated by the experimenter.

The prediction was that the same coda would be produced more accurately in a high phonotactic probability non-word than in a low phonotactic probability non-word. For example, the prediction was that children would preserve the coda /d/more in $/ \mathrm{g} \varepsilon \mathrm{d} /$ and would be more likely to delete or modify the coda in / t $\int \wedge$ A/ (3). A pilot study was conducted with 5 adult subjects to ensure that adults would correctly produce codas in both the low and high phonotactic probability non-words. Of the 5 adults tested, only one coda error on these stimuli was made, in which 1 subject produced $/ \mathrm{nin} /$ as [nid].

> High PP non-words

Low PP non-words

[^12]| $\mathrm{g} \varepsilon \mathrm{d}$ | $t \int \Lambda d$ |
| :--- | :--- |
| $\downarrow$ | $\downarrow$ |
| $\mathrm{~g} \varepsilon \mathrm{~d}$ | $t \int_{\Lambda}, \mathrm{t} \int \mathrm{At}$ |

6.3.

Results

### 6.3.1.

## Data coding

Responses were coded into five bins, based on broad transcriptions of children's productions: coda produced correctly (Correct), coda produced incorrectly (Incorrect), no coda produced (No Coda), no response (No Response), and real word response (Real Word). The criterion for "real word response" was based on whether the word occurred in the CDSC. Examples of coding are illustrated with the pair /t $\int \wedge \mathrm{d} /$
 incorrect, $\left[\mathrm{t} \mathrm{S}_{\mathrm{A}}\right.$ ] and $[\mathrm{g}]$ were coded as No coda responses, and $[\mathrm{t} \Lambda \mathrm{t} 5$ ] "touch" and [d dd ] "dead" were coded as real word responses. Acoustic measurements and error analyses of children's responses were not done at this time. The results are given by items in Table 4.

Table 4 Responses of correctly produced codas in low and high phonotactic probability (PP) non-words, by items ${ }^{16}$

| PP |  | Response Type |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Correct |  | Incorrect |  | NoCoda |  | NR |  | RealWord |  |
|  |  | L | H | L | H | L | H | L | H | L | H |
| L | H |  |  |  |  |  |  |  |  |  |  |
| $t \int \wedge d$ | ged | 7 | 11 | 16 | 8 | 1 | 1 | 2 | 0 | 3 | 9 |
| pal | gel | 3 | 13 | 9 | 2 | 13 | 4 | 0 | 1 | 4 | 9 |
| d3^s | tes | 13 | 16 | 4 | 4 | 0 | 0 | 10 | 8 | 2 | 1 |
| $\theta æ \mathrm{~g}$ | sig | 7 | 14 | 20 | 9 | 1 | 2 | 0 | 0 | 1 | 4 |
| zev | div | 5 | 5 | 14 | 11 | 2 | 0 | 8 | 10 | 0 | 3 |
| $\int \wedge \eta$ | bin | 6 | 11 | 10 | 9 | 3 | 0 | 8 | 6 | 2 | 3 |
| gim | bom | 8 | 3 | 7 | 6 | 2 | 1 | 1 | 1 | 11 | 18 |
| von | nin | 6 | 14 | 7 | 1 | 3 | 1 | 0 | 0 | 13 | 13 |
| dzors | fars | 17 | 18 | 4 | 4 | 2 | 1 | 1 | 3 | 5 | 3 |
| loin | rain | 5 | 8 | 3 | 2 | 1 | 4 | 9 | 10 | 11 | 5 |
| mord | naid | 8 | 9 | 7 | 7 | 1 | 3 | 12 | 9 | 1 | 1 |
| Total |  | 85 | 122 | 101 | 63 | 29 | 17 | 51 | 48 | 53 | 69 |

$\mathrm{H}=\mathrm{High}$
L=Low

### 6.3.2. <br> Analyses

Recall that the prediction was that children would be more accurate at producing codas in high phonotactic probability non-words than in low phonotactic probability non-words. The first analyses examined children's accurate coda productions. An analysis by subjects revealed that children were more likely to produce codas accurately in high phonotactic probability words ( $\mathrm{M}=4.21, \mathrm{SD}=1.95$ ) than in low phonotactic probability non-words ( $\mathrm{M}=2.93, \mathrm{SD}=1.6$ ). Twenty-one children produced more codas in high phonotactic probability words, 5 children produced an equal number of codas in both phonotactic environments, and 3 children produced more codas in the low phonotactic probability words. This difference was significant, $t$ (28) $-3.71, p<.001$, one-tailed. Nine of the 11 items were also produced more accurately in the high probability non-words $(\mathrm{M}=11.09, \mathrm{SD}=4.57)$ than the low probability version ( $\mathrm{M}=7.73, \mathrm{SD}=3.98$ ). This difference was also significant, $t(28)-2.67, p<.05$, one-tailed. ${ }^{17}$

## 6.4.

## Discussion

Children were significantly more likely to produce the same coda in high phonotactic probability non-words than in low phonotactic-probability non-words. These results are consistent with the hypothesis that phonotactic probability is a predictor of coda production in English. Moreover, this finding provides further evidence for the role of the input and the distribution of sound patterns in the ambient language as a basis for phonological acquisition. The results show that children do not simply go from deleting codas to eventually producing codas or even that children will begin to produce more frequent codas before infrequent codas, but importantly, the results show that children will differentially produce the same coda depending on the phonotactic environment.

The results obtained in this experiment are consistent with previous research that has shown that infants, children, and adults are sensitive to these patterns and that they show a preference for non-words composed of high phonotactic probabilities over non-words composed of low-phonotactic probabilities. Previous research has used a variety of tasks such as the Headturn Preference Procedure, judgements of the relative wellformedness of non-words, reaction time in the production of non-words, and a memory task; however, the results here extend this research to the productions of young children between the ages of 20-28 months. The database on which phonotactic-probability was calculated here is unique in that it consisted of adult speech to children (rather than infants) in naturalistic settings (rather than including adult speech from

[^13]controlled settings); moreover, probabilities were controlled for word class and morphology (mono- versus bi-morphemic words).

Results differ from those of found by Beckman and Edwards (2000). Their study examined children's productions of word-initial onsets, medial codas and medial clusters, a portion of their stimuli are given in Table 5 below. Non-words were controlled for familiar sequences (occurring often in a corpus of children's spontaneous speech) or novel sequences (legal sequences in English that did not occur in this corpus).

Table 5 Beckman and Edwards stimuli, taken from Beckman and Edwards, 2000, p. 213.

| Target | Familiar | Novel [infrequent] |
| :--- | :--- | :--- |
| CV | $\mathrm{g}^{\prime}$ utən | $\mathrm{g}^{\prime}$ autan |
| VC | gəd'otup | gəd' otaup |
| CC | $\mathrm{m}^{\prime}$ oftin | $\mathrm{m}^{\prime}$ ofkən |

Beckman and Edwards found effects of Familiar and Novel in children's production of non-words containing CVs and CCs, but not a significant effect for children's production of rhymes, VCs.

The results obtained in this study along with those found in the previous experiment, illustrate the importance of considering the input in young children's acquisition of phonology. Research in this domain often collapses across word types. For example, evidence of the acquisition of $/ \mathrm{k} /$ might be taken from children's production of the words "cake" and "toque," even though the frequency of the words "cake" and "toque" and the words' segmental and positional probabilities differ. Consequently, a distorted picture of children's development would be obtained, given that children differentially produce the same consonants depending on the frequency of sound patterns in the whole word.

The findings here require future studies to be more detailed and controlled. When employed, this will allow for a greater understanding of how children acquire language. Specifically, the hope is that this type of research and analysis into frequency will help account for the variability seen in children's acquisition, which has long been argued as an important issue needing explanation. Possibly some of the variation seen in studies results from collapsing words types in the analyses. With finer grained distinctions and analyses of frequency, what was previously unaccounted for as variation might now be seen to reflect the frequency of sounds and words in the ambient language.

Results of the experiment presented here suggest that children's productive language reflects their experience with language more than previously believed in phonological acquisition research. There are a number of ways in which the results can be accounted for, some of which relate to children's processing of language. Recall that the non-words with high probability phonotactics had more neighbours than their matched low probability pair. Children's performance on the non-word repetition task, therefore, might be accounted for by a consideration of the lexicon that the children have already acquired. For example, it might be easier for children to process and retain in memory non-words that were more similar to the words in their lexicon, similar to the work by Gathercole (1995), in which children's production of non-word words with many neighbours was predicted by children's lexicon size. Furthermore, children's accuracy on the non-word repetition task may also reflect children's sublexical representations, as suggested by Beckman and Edwards (2000). Under this account, if children's lexical representations are stored by subunits, children are then able to access more stable units (based on frequency) with increased accuracy.

# CHAPTER 7 <br> <br> Coda acquisition <br> <br> Coda acquisition <br> Discussion and conclusion 

7.1.

Introduction
The central goal of this dissertation has been to explore two theories of language acquisition. The first theory argues that language acquisition is primarily mediated by innate properties of language provided by UG. The other theory argues that language acquisition is best described with respect to frequently occurring patterns in the ambient language. The domain in which these theories were contrasted was children's acquisition of coda consonants, specifically, word-final consonants in CVC words. In this chapter, I provide a summary of how these two theories of acquisition were tested and how the conclusions were drawn. I then discuss the methodological implications of the present studies, research implications for theories of acquisition, and future research directions.

## 7.2. <br> Review <br> 7.2.1.

Review of the Universal Grammar Hypothesis (UGH)
The starting point of this research was based on the observation that child language reflects cross-linguistic markedness. Using examples drawn from syllable typology, it was illustrated that the least marked syllable structure is a CV syllable, such that languages exist that only have CV syllables. Parallel to this, children initially delete final consonants; thus, their productions conform to CV syllable shapes and reflect the universally preferred syllable shape. The traditional account is that this observation reflects UG.

UG (established primarily through cross-linguistic research) has been argued to constitute the initial hypotheses children entertain for language. Thus, if the universally unmarked syllable shape is a CV syllable, children should exhibit an initial sensitivity to these syllable types. To explore a UG-based account of coda consonant acquisition it was necessary to establish what is universally preferred in coda position. These patterns were based on previously published research and based on frequency analyses of word-final consonants. Results showed that languages prefer codas with coronal place of articulation and increased sonority (Chapter 3). These cross-linguistic preferences were interpreted as reflecting the universally preferred codas or UG.

Thus, the prediction of coda consonant acquisition in English based on UG was formulated as:
(1) Universal Grammar Hypothesis $\left(\mathrm{UGH}_{2}\right)$ : Children will produce coronal codas (t, d, s, z, n, 1, r) more than labial or dorsal codas, and sonorant codas ( $\mathrm{m}, \mathrm{n}, \mathrm{y}, \mathrm{l}, \mathrm{r}$ ) more than obstruent codas in word-final position.

Based on previous parallels drawn between cross-linguistic markedness and child language, children should show a sensitivity to what is unmarked in coda position.

### 7.2.2.

Review of the Specific Language Grammar Hypothesis (SLGH)
It was noted that one must consider the fact that cross-linguistic markedness is generally mirrored in a single language's distribution of sounds. This brings into question the relationship between child language and UG; child language patterns can also be characterised as reflecting the distribution of sounds in the ambient language. To explore whether the input could account for patterns seen in children's coda consonant acquisition, an examination of English codas was provided in Chapter 3. An argument was made that an input-based account of language acquisition and coda consonant acquisition should be based on the most frequent codas in the ambient language:
(2) Specific Language Grammar Hypothesis (SLGH): Children will produce the most frequent codas in word-final position: $\mathrm{t}>\mathrm{r}>\mathrm{n}>\mathrm{d}>\mathrm{z}>\mathrm{k}>\mathrm{s}>\mathrm{l}>\mathrm{m}>\mathrm{v}>\mathrm{f}>\mathrm{g}>\mathrm{p}>\theta>\mathrm{p}>\mathrm{t} \mid>\mathrm{f}>\mathrm{d} 3>\mathrm{b}>3$, б.

To test which of these two hypotheses better predicted children's acquisition of coda consonants, data were collected from children acquiring English.

### 7.2.3.

Review of child language data
Acquisition data from previously published research and from existing data from CHILDES were analysed to establish the first codas children produce (Independent Analysis) and the first codas children produce correctly (Relational Analysis) (Chapter 4). In addition, an experiment was designed to test children's production of a variety of coda consonants in English (Chapter 5). The child language patterns from the different sources are summarised in Table 1.

Table 1 Child Language patterns English (Independent Analysis, Relational Analysis and Experiment 1)

| Analysis | Child Language Patterns: English |
| :--- | :--- |
| Independent Analysis | $t>n>k>d, m>p>p>t \int, l>b, f, F, f, r, s$ |
| Relational Analysis | $k>t>n>d, s>b, f, 1, m, \eta, p, r, z$ |
| Experiment 1 | $r>\int>t, n, k>d>p>m>\theta>b>n, g$ |

It was then possible to evaluate the UGH and the SLGH with respect to the patterns seen in child language.

### 7.2.4. Results and discussion

Children's productions of codas and their relationship to the two hypotheses are summarised in Table 2 below. " $x$ " represent no relationship between the predicted and attested patterns in acquisition. " $\checkmark$ " indicates that the predicted patterns were mirrored in children's production of coda consonants.

Table 2 Children's coda productions in English from different sources and how they relate to the UGH and SLGH

| Analysis | UGH | SLGH |
| :--- | :--- | :--- |
| Independent Analysis | $\mathbf{x}$ | $\checkmark$ |
| Relational Analysis | $\mathbf{x}$ | $\checkmark$ |
| Experiment 1 | $\mathbf{x}$ | $\checkmark$ |

7.2.4.1.

Results and discussion: $U G H$
To evaluate child language with respect to the UGH , children's coda productions were analysed to determine whether the preferred codas had coronal place of articulation and whether they were sonorant codas. Results showed no preference for these codas in children's productions, thereby, refuting the UGH.

It is an open question, however, whether other interpretations of UG can capture these data. Take, for example, the observation from $\S 2.6$ that any UGH would not realistically predict that children should first produce the segments $/ \mathrm{t}[/$ and $/ \mathrm{d} 3 /$, despite the fact that they bear coronal place of articulation. This is because there are many different dimensions that can determine which segments are marked and unmarked; for example, $/ \mathrm{t} \int /$ and $/ \mathrm{d} 3 /$ are also affricates, which makes them more marked segments in terms of their manner. It should be possible to develop a UGH account of coda acquisition taking into consideration the various features that segments can bear and the markedness of features, such as voice, continuancy, sonority, and place of articulation. The best measure for evaluating or determining which features or which feature combinations are marked, however, is not clear. In implementing such a measure, one needs criteria for determining what is marked, but the criteria for markedness can vary across languages. For example, a segment may be more or less marked with respect to the other segments in a language's segmental inventory. In addition, to develop an order of acquisition based on a measure of this type, one also needs to consider other factors such as positional markedness, where the markedness of features and feature combinations vary according to segments' position within prosodic structure. For example, a segment may be marked in one position, but not in another position (e.g., coda inventories vary according to syllable stress and position within a word). Given its complexity and size, this question is left to future research. However, it is important to note that the most common conception of UGH is not adequate in explaining children's early coda productions, as this dissertation shows.
7.2.4.2.

Results and discussion: SLGH
To evaluate children's coda productions against the SLGH, analyses determined whether there were significant correlations between the codas produced by children and the frequency of those codas in English. Across all three operalisations of child language data, there was a significant relationship between children's coda productions and the frequency of codas in English. Thus, as formalised in this dissertation,
the results favour the SLGH over the UGH as an account of children's acquisition of coda consonants in CVC words. Based on the evidence provided in these analyses, children's coda acquisition is best characterised in terms of patterns in the input rather than innate UG. In this sense, children organise and build their phonological knowledge of word-final consonants upon frequently occurring patterns in the ambient language. Because children do not show evidence for the universally preferred codas in their productions, this suggests that children do not necessarily come to the acquisition task with prespecified knowledge of what the optimal codas are.

The results also present an interesting finding for the properties of the input upon which children calculate frequency. Recall that in Chapter 3, English was analysed with respect to the universal preferences of coronal place of articulation and sonority in coda position. Results showed that with place of articulation, both EFA and AFA analyses showed evidence for the favoured status of coronal place of articulation (see Appendices VII and VIII). Results of sonority revealed that English has more sonorant codas than expected (EFA), and a greater number of obstruent codas (AFA) (see Appendices IX and X). Interestingly, there are different coda preferences depending on the analysis; there is a larger proportion of sonorant codas than expected, but a significantly greater number of obstruent than sonorant codas in CVC words. As in Chapter 2, this latter finding can be accounted for by appealing to English's coda inventory, which has more obstruents (16) than sonorants (5). It has been argued in this dissertation that children do not show a preference for the unmarked codas that are sonorant, thus refuting the UGH. This further suggests, however, that children do not attend to proportions of obstruents and sonorants in the input (EFA), but rather, that children attend to input frequencies based on the raw number of occurrences of codas in the language (AFA).

Recall that previous research looking at coda consonant acquisition has noted that obstruents are acquired before sonorants in coda position (Fikkert, 1994; Goad, 1997; Salidis \& Johnson, 1997) and that voiceless obstruents and nasals are preferred over voiced obstruents in coda position (Bernhardt \& Stemberger, 1998; Kehoe \& Stoel-Gammon, 2001). Accounts for this have argued that children produce the maximal contrast in coda position from the preceding vowel (Fikkert, 1994), that this reflects the structure of these segments in which they are syllabified as the onsets of empty headed syllables (Goad, 1997), or that this reflects the default coda (margin) features and articulatory and perceptual ease (Bernhardt \& Stemberger, 1998; Kehoe \& Stoel-Gammon, 2001). A closer look at the patterns from previous research (and noted in previous research) reveals that children's production of codas is often varied, and children produce a variety of segments as their initial coda productions. Thus, looking at acquisition in terms of classes of segments is an abstraction from the data which might inhibit the developmental picture. When we look at the words and segments that children are mostly like to acquire and produce as their first words, an additional account to the patterns can be found. Here the patterns in the ambient language drive the acquisition effects.

To further examine the role of the input in children's acquisition of coda consonants, a study was designed to test children's production of the identical coda in non-words which were controlled for their phonotactic probabilities based on a corpus of child-directed speech (Chapter 6). Results showed that probabilistic phonotactics played a significant role in accounting for children's coda consonant productions and illustrate the importance of considering the role of linguistic input in children's acquisition of phonological structures.
7.2.4.3.

## Accounting for frequency effects in acquisition

The results present a number of questions about the nature of language acquisition and the assumptions made in child language acquisition research. To begin, this research raises questions about the mechanisms involved in language acquisition. The UGH as formulated in this dissertation was refuted, and instead, the conclusion drawn is that the acquisition of coda consonants is best characterised with respect to frequently occurring sounds in the input. The question remains as to what mechanisms can then account for children's sensitivity to frequently occurring patterns. Any theory of acquisition which relies on the input to organise children's linguistic representations needs to ultimately account for how and why frequently occurring properties are attended to by children. Demonstrating that children are sensitive to frequency information does not explain how children achieve this. In this sense, input-based models of acquisition are plagued with the same problems found in UG-and innate-based accounts of acquisition.

To address this question, there are a number of methods that might begin to provide answers. Research in cognitive development other than language development, and research comparing human development to that of other primates might help address what aspects of development are specific to language, and specific to humans. Moreover, studies such as the ones presented in this dissertation, which provide a detailed exploration of the patterns in the input and children's sensitivity to these patterns, can further describe children's abilities and how these might change over time. These data can also be potentially captured using connectionist models, which might further provide insight into the acquisition task.

Children's ability to produce particular codas better than others can be characterised in a number of ways. This ability might reflect children's experience with aspects of language, such as their acquired lexicon. In this case, children may have more detailed lexical representations of frequent words (and subsequently, the consonants). Similarly, when it comes to production, these words' representations may have an advantage in that they can be accessed faster and more accurately than other words that might not have as detailed representations. By establishing the aspects of the input that children attend to, the hope is also that this research will further elucidate how children represent and process language. For example, future research could further explain the units that are used in language representation and lexical access, and account for how language is perceived and produced through the mapping of acoustics to articulatory motor abilities.

### 7.2.4.4.

Alternative account: Ease of perception and/or production
One possibility is that the findings presented here reflect a universal "ease of articulation" or "ease of perception" in coda position, rather than the frequency of codas in the input language. One of the largest difficulties in evaluating children's coda productions with respect to these alternative hypotheses, is that there is no scale or definition for ease of articulation or perception. In addition "ease" can differ according to experience, such that frequent sounds that children have experience producing and perceiving might present less difficulty than infrequent sounds (Bernhardt \& Stemberger, 1998), thus, accentuating the potential importance of frequency explanations.

There are a number of reasons that suggest that articulatory and perceptual ease cannot account for the results described in this dissertation. To begin, a similar effect is found before children begin to speak (Jusczyk et al., 1994), in that infants at 9 months of age show a sensitivity to nonsense words composed of more frequent phonemes and phoneme combinations than nonsense words that have infrequent sounds.

Thus, at a stage where articulatory effects are not applicable, the same sensitivity to frequency in the input language is found.

Another fact suggesting that articulatory or perceptual constraints cannot explain the patterns seen in coda consonant acquisition comes from the different patterns seen in children's spontaneous versus imitated production of codas. A motor or auditory prediction of children's responses cannot account for why these patterns are distinct. Similar paradoxes for articulatory-based theories of acquisition come from research that shows children are more accurate and phonologically advanced in producing sounds contained within words than are unanalysed forms, such as nursery rhymes or songs.

Additional evidence against both articulatory ease and perceptual ease accounts of acquisition comes from cross-linguistic acquisition research illustrating that children who are learning different languages acquire phonemes at different rates depending on the frequency of the sounds in the ambient languages (as seen in §1.3.1). For example, children learning Spanish acquire / $\mathrm{t} /$ / earlier than children learning English, arguably because $/ \mathrm{t} /$ / is more frequent in Spanish than in English (Macken, 1995). Similar arguments have been made for the acquisition of a variety of phonemes across languages. In addition, evidence was reviewed where children learning English acquire codas before children learning Spanish. Again, this can be accounted for with respect to the frequency of codas in English versus Spanish, where English has a higher frequency of codas. One caveat, however, is that observations of phoneme acquisition in different languages are often based on naturalistic data. Thus, these results may reflect the sounds of the language that children are most likely to attempt. In other words, children learning English may not attempt many words containing $/ \mathrm{t} /$, which might account for why the sound does not appear in children's productions. If one were to test children's production of different phonemes or codas in both languages, one may find that children's performance increases. These methods could then be employed in cross-linguistic acquisition data to further distinguish between articulatory and perceptual ease effects in acquisition.

## 7.3.

## Future directions

The patterns seen here in children's production of coda consonants raise a number of interesting questions about the nature of children's lexical representations and the basis on which children acquire their ambient language's phonology. Future research is needed in order to further distinguish and qualify this development. The following discussion provides some logical places from which research can begin.

### 7.3.1.

## Prosodic and segmental interactions, and word class

It has been mentioned a number of times throughout this dissertation that there are segmental and prosodic interactions affecting the patterns of codas in English. For example, coda distributions differ according to whether codas appear at the end of stressed or unstressed syllables (Zamuner, 1998a, 1998b). An examination of children's sensitivity to frequency and phonotactic probabilities in these different environments might further reveal whether children keep these environments distinct or whether children average frequencies across them.

Other extensions of this research could be applied to word class. For example, all the words in the experiment in Chapter 5 were restricted to CVC content words. An immediate extension would test children's coda productions across word categories. Research has found differential phoneme distributions and stress patterns in words with different classes (e.g., in nouns and verbs), and in adults and children's sensitivities
to these patterns (e.g., Camarata \& Leonard, 1985, 1986; Camarata \& Schwartz, 1985; Cassidy \& Kelly, 1991; Kelly, 1996, Sereno \& Jongman, 1990; Sherman, 1975). If infants and children are tested on their sensitivity to phoneme distributions that are controlled for word class, this might reveal whether they encode this information and whether they can use this information in acquiring language. For example, if children are sensitive to the frequency of different sound patterns in nouns versus verbs, when children encounter a novel word they might be able to hypothesise the word's class based on the frequency and distribution of the word's sounds.

### 7.3.2. Optimality Theory

A current approach to modelling children's acquisition of phonological structures is within Optimality Theory (OT) (McCarthy \& Prince, 1993; Prince \& Smolensky, 1993). OT is a phonological theory that consists of both an input and an output. The relationship between these representations is determined by universal violable constraints, whose ranking is determined on a language specific basis. In the model, the set of constraints (CON) is given by UG and an infinite number of potential candidates are provided by a generator (GEN). The input and output candidates are then filtered through these constraints. The evaluator (EVAL) selects the optimal output based on the criteria of constraint filtering. Because the set of constraints is part of every languages' grammar, constraints will be both conflicting and violated in outputs; even the optimal candidate will violate lower ranked constraints.

Important to the theory is the notion that constraints are innately provided by UG, and that crosslinguistic variation arises from constraint rankings. Also central to the theory is the two major classes of constraints: wellformedness and faithfulness constraints. Wellformedness constraints require outputs to conform to certain specifications, whereas faithfulness constraints restrict outputs to be true to their input specification.

As a theory of phonological acquisition, OT appeals to innate constraints, and different characterisations of OT focus on the initial ranking of these constraints, and how constraints are reorganised as the child acquires the adult grammar. For example, within the theory, researchers debate whether wellformedness or markedness constraints are ranked above faithfulness constraints (Bernhardt \& Stemberger, 1998; Curtin, in press; Demuth, 1995; Goad, 1997b, Gnanadesikan, 1995; Ohala, 1994, 1996; Smolensky, 1996), whether the class of faithfulness constraints initially outranks markedness constraints (Hale \& Reiss, 1995), or whether there is no initial constraint ranking (Tesar 1995; Tesar \& Smolenksy 1993).

The initial characterisation of acquisition within OT was one in which wellformedness or markedness constraints were initially ranked above faithfulness constraints (Gnanadesikan, 1995, Ohala, 1994, 1996). The observation that child language resembles cross-linguistic variation is captured by markedness constraints ranked initially high; thus, children's productions tend to be unmarked (also termed "emergence of the unmarked"). For example, Ohala (1996) characterises onset cluster reduction in child language as the product of a markedness constraint against complexity, *COMPLEX: Syllables must not associate more than one C or V to a syllable position node. Thus, children's cluster reductions is formalised as the result of the innate constraint *COMPLEX, which forces children to conform onset clusters to singleton consonants (3).

| (3) Child | Adult |  |  |
| :--- | :--- | :--- | :--- |
| $[\mathrm{kin}]$ | /klin/ | clean | (Gnanadesikan, 1995) |
| $[\mathrm{piz}]$ | /pliz/ | please | (Gnanadesikan, 1995) |


| $[\mathrm{tig}]$ | $/$ stig/ | (Ohala, 1996) |
| :--- | :--- | :--- |
| $[$ fis] | /fisk/ | (Ohala, 1996) |

Constraints on sonority then govern which consonant of the cluster is deleted. Acquisition of the adult grammar is a process of promoting faithfulness constraints over markedness constraints such that the child's production will eventually be faithful to the adult target, and the constraint *COMPLEX is low ranked and not evidenced in the output.

Moreover, approaches within OT differ according to how the child acquires the correct constraint ranking for their specific language. For example, the model adopted by Ohala $(1994,1996)$ interprets the child as having to rank faithfulness constraints above markedness constraints, whereas Tesar \& Smolensky (1993, 1998) argue for constraint demotion (error driven constraint demotion algorithm).

In addition, within the OT framework, researchers debate whether the constraints in the grammar are strictly ranked (Tesar \& Smolensky, 1993, 1998; Prince \& Smolensky, 1993) or stochastic (Boersma, 1998; Hayes \& MacEachern 1998). For example, Boersma's model $(1997,1999)$ allows for variability and optionality, and it can encode into the grammar the relative frequency of variants. Because most of the these approaches within acquisition focus on children's initial word production as the beginning point to model the ordering of constraint ranking (cf. Boersma), they often fail to account for the variability seen in children's productions at the onset of word production (Velleman, 2000). For example, a large body of research illustrates that infants have knowledge of their language's phonotactic patterns at a young age and this suggests that children's prior exposure to language has consequences for constraint ranking in their grammar (see Curtin, 2001).

A strength of OT is its ability to capture the relationship between cross-linguistic markedness and child language. Parallels between adult and child language result from a universal set of constraints and from the initial ranking of constraints in an unmarked order (Goad, 1997b). Common across the different characterisations of OT is their appeal to innate constraints, which are provided by UG (but see Boersma, 1998 for a functional approach to learning constraints). Thus, children are born with innate knowledge of how language is structured and this is the primary motivation for children's modification of the input. In most OT acquisition research, it is assumed that children have adult like perceptual systems and that they have access to the adult output representations. The goal of these theories again, is to capture how the child learns the constraint ranking of the target language.

The question, however, then arises to the utility of OT as a theory of acquisition, given the evidence presented in this dissertation showing that when there is a disparity between what is cross-linguistically unmarked and the distribution of sounds in the input, the input serves to drive children's acquisition of phonological structures. A central premise of OT is that children are born with innate markedness constraints, yet children appear to demonstrate sensitivity to the input over the unmarked properties of codas in their production of coda consonants, and that infants demonstrate sensitivity to these same patterns in infancy (see §7.3.5). These factors suggest that models of OT might be adapted to account for acquisition at a younger age, where markedness might play more of a substantial role in phonological acquisition.

Were these data modelled in OT, they would require a stochastic implementation of the theory, where the frequency of the input would be used to rank innate constraints as children move from an initial state towards the adult grammar (see Boersma \& Levelt, 1999 for the acquisition of syllable shape; Curtin \& Zuraw, 2001 and Curtin, 2001 for prosodic development). Results from the experiments in this dissertation, however, illustrate that the model must also allow for a way of referring to the probability of specific segments and biphonemes in acquisition. That is, the model must capture the fact that children's production
of /d/ in coda position can vary according to the overall phonotactic probabilities of the words that have the coda /d/ (see Hammond, 2001 for an implementation of OT which considers such factors).

### 7.3.3.

## Clinical extensions

The results presented here also have implications for clinical work. Because children differentially produce the same coda depending on the word's phonotactic probability, frequency needs to be controlled for in standardised assessments of children's and adults' expressive language and/or consonant inventories. If the materials used to estimate performance do not control for these factors, an inaccurate assessment might be obtained. It would also be beneficial for training methodology to determine whether children with phonological delay, who are treated on target sounds in infrequent environments, can then transfer their improvement post-treatment to the same target sounds in more frequent environments or vice versa. In addition, further research looking at typically developing children between the ages of 20-28 months (with increased numbers of subjects at a younger age) will further solidify the patterns of young children's sensitivity to coda frequency and phonotactic probability in production. This can then provide a baseline from which children with language impairment can be compared.

### 7.3.4.

## Logical possibilities for language acquisition

As mentioned in Chapter 1, there are a number of logical possibilities of how the domains of innate UG and the input might interact in children's acquisition of phonology. In Table 3 (repeated from Chapter 1), possible patterns for the interplay between innate UG, the input (Language Specific Patterns), and child language are given. "Same" denotes similar patterns across domains, and "different" signifies a domain having a unique pattern.

Table 3 Logical possibilities for language acquisition

|  | UG | Language Specific Patterns (LSP) | Child Language Patterns (CLP) |
| :--- | :--- | :--- | :--- |
|  | (X-Linguistic data) |  |  |
| a. | same | same | same |
| $\rightarrow$ b. | same | different | same |
| $\rightarrow$ c. | different | same | same |
| d. | same | same | different |
| e. | different | different | different |

In the case of (a), the same patterns are seen across all three domains, which is not informative with respect to whether child language is the result of innate UG or the input (LSP). The following cases of (b) and (c) were explored in this dissertation because these are cases where child language patterns are potentially disassociated from UG or the input. The examination of place of articulation and sonority showed that these are cases of (b), where the input patterns are somewhat distinct from those of crosslinguistic markedness. In these cases, children pattern with the input over UG. It remains a question for future research whether there is evidence of (c) in acquisition.

The last two patterns of (d) and (e) where children's patterns depart from UG and the input were also not explored in this dissertation. These cases may arise from children's cognitive or physical limitations, where despite some sounds being cross-linguistically unmarked and frequent in languages, children are unable to perceive or produce certain sounds at a young age. As seen in the following section, further research is needed to determine whether children's abilities and sensitivities to UG and/or the input remain constant or change over time.

### 7.3.5.

Phonological development and Experiment 3: Infant study
Another consideration would be to examine children's production of coda consonants to determine whether there are quantitative and/or qualitative differences in development. There were too few data collected here from younger subjects to do an analysis on subjects' performance based on age. It is possible that the UGH could account for children's coda productions at a younger age, or it is also possible that the frequency of codas in the input language are more or less reflected in children's productions across development.

Related to this, in addition to testing 2-year-olds production of the non-word stimuli created, 7-month-old infants were also tested on whether they could differentiate between the low and high phonotactic probability CVC non-words described in Chapter 6. Previous research by Jusczyk et al. (1994) demonstrate that 9 -month-old infants, but not 6 -month-old infants, are sensitive to phonotactic probabilities on CVC nonwords, such that they listen longer to lists of words composed of high phonotactic probabilities. The goal was to determine whether the same pattern would be found with the stimuli created here. Twenty 7-month-old infants were exposed to lists of low and high phonotactic probability CVC words. The Headturn Preference Procedure was used to determine children's preferences for the lists of low and high phonotactic probability non-words. Results showed that infants showed a significant preference for CVC non-words with high phonotactic probabilities ( $\mathrm{M}=9.66, \mathrm{SD}=2.95$ ) over those with low phonotactic probabilities ( $\mathrm{M}=8.47, \mathrm{SD}=1$. 94), $t(19) 2.66, p<.05$, one-tailed. This replicates the finding shown by Jusczyk et al, (1994), yet extends it to infants who are two months younger. This illustrates that even by 7-months-of-age, infants are able to distinguish between frequent and infrequent sounds and sound combinations in the ambient language. This also suggests that children's sensitivity to the input begins before production, such that the patterns of coda consonant development seen in this dissertation reflect the learner's sensitivity to the input at a very young age.

## 7.4. Conclusion

The research explored in this dissertation supports an input-based account of phonological acquisition. Under this view, language acquisition is best characterised with respect to the patterns in the ambient language, where frequently occurring properties of the input serve to organise children's linguistic representations.

Or perhaps clock oil is responsible for the patterns seen in young children's productions, and in this case, children should just eat fewer clocks!

In a country the other side of tomorrow, an ogre who had eaten a clock and had fallen into the habit of eating clocks was eating a clock in the clockroom of his castle when his ogress and their ilk knocked down the locked door and shook their hairy heads at him.
"Walsa malla?" gurgled the ogre, for too much clock oil had turned all his " t "s to " l " s.
"Just look at this room!" exclaimed the ogress, and they all looked at the room, the ogre with eyes as fogged as the headlights of an ancient limousine. The stone floor of the room was littered with fragments of dials, oily clocks and springs, broken clock hands, and pieces of pendulums. "I've brought a doctor to look at you," the ogress said.

The doctor wore a black beard, carried a black bag, and gave the ogre a black look. "This case is clearly not in my area," he said.

The ogre struck three, and the doctor flushed.
"This is a case for a clockman," the doctor said, "for the problem is not what clocks have done to the ogre but what the ogre has done to clocks."
"Wulsa malla?" the ogre gurgled again.
"Eating clocks has turned all his " t "s to " l " s ," the ogress said. "That's what clocks have done to him."
"Then your clockman may have to call in consultation a semanticist or a dictionist or an etymologist or a syntaxman," the non-clock doctor said, and he bowed stiffly and left the room.
"The Last Clock"
James Thurber (1961)

## APPENDIX I Languages used in cross-linguistic analyses organised by language

| Language | Language Family ${ }^{18}$ | Reference |
| :---: | :---: | :---: |
| Alawa | Australian | Sharpe, 1972 |
| Arabic | Afro-Asiatic | Abu-Absi, 1995 |
| Armenian | Indo-European | Kozintseva, 1998 |
| Brahui | Dravidian | Bray, 1986 |
| Cantonese | Sino-Tibetan | Huang, 1970 |
| Daga | Trans-New Guinea | Murane, 1974 |
| Daur | Altaic | Wu, 1998 |
| Dehong | Daic | Luo, 1998 |
| Dehu | Austronesian | Tryon, 1967a, 1967b |
| Doyayo | Niger-Congo | Wiering \& Wiering, 1994 |
| Dutch | Indo-European | Baayen, Piepenbrock \& Rijn, 1993 |
| Hebrew | Afro-Asiatic | Doniach \& Kahane, 1996 |
| Jacaltec | Mayan | Craig, 1977 |
| Karachay | Altaic | Seegmiller, 1996 |
| Khmer | Austro-Asiatic | Headley, Chhor, Lim, Cheang \& Chun, 1977 |
| Kurdish | Indo-European | McCarus, 1967 |
| cont. |  |  |
| Language | Language Family | y Reference |
| Latvian | Indo-European | Fennell, \& Gelsen, 1980; Nau, 1998; Turkina, 1982 |
| Lisu | Sino-Tibetan | Bradley, 1994 |
| Louisiana Creole | French Creole | Valdman, Klinger, Marshell \& Roltet, 1988 |
| Luo | Nilo-Saharan | Stafford, 1967 |
| Mam | Mayan | England, 1983 |
| Mbay | Nilo-Saharan | Keegan, 1997; Keegan, Marcel \& Bertin, 1996 |
| Munari | Austro-Asiatic | Sinha, 1975 |

[^14]| Language | Language Family | Reference |
| :--- | :--- | :--- |
| Nivkh (Gilyak) | Language Isolate | Gruzdeva, 1998 |
| Pima Bajo | Uto-Aztecan | Estrada Fernández, 1996 |
| Pulaar | Niger-Congo | Niang, 1997 |
| Rhade | Austronesian | Tharp \& Y-Bham, 1980 |
| Salt-Yui | Trans-New Guinea | Irwin, 1974 |
| Serbian | Indo-European | Benson, 1982 |
| Telefol | Trans-New Guinea | Healey, 1977 |
|  |  | Healey \& Healey, 1977 |
| Thai | Daic | Manich Jumsai, 1958 |
| Tibetan | Sino-Tibetan | Goldstein \& Nornang, 1970 |
| Totonac | Totonacan | MacKay, 1999 |
| Turkmen | Altaic | Garrett, Lastowka, Naahielua \& Pallipamu, 1996 |
| Ukrainian | Indo-European | Danylenko \& Vakulenko, 1994 |

## APPENDIX II Languages used in cross-linguistic analyses organised by language family

| Language Family ${ }^{19}$ | Language |
| :--- | :--- |
| Afro-Asiatic | Arabic |
| Afro-Asiatic | Hebrew |
| Altaic | Daur |
| Altaic | Karachay |
| Altaic | Turkmen |
| Australian | Alawa |
| Austro-Asiatic | Khmer |
| Austro-Asiatic | Munari |
| Austronesian | Dehu |
| Austronesian | Rhade |
| Creole | Louisiana Creole French |
| Daic | Dehong |
| Daic | Thai |
| Dravidian | Brahui |
| Indo-European | Armenian |
| Indo-European | Dutch |
| Indo-European | Kurdish |
| Indo-European | Latvian |
| Indo-European | Serbian |
| Indo-European | Ukrainian |
| Language Isolate | Nivkh (Gilyak) |
| Mayan | Jacaltec |
| Mayan | Mam |
| Niger-Congo | Doyayo |
| Niger-Congo | Pulaar |
| Nilo-Saharan | Luo |
| Nilo-Saharan | Mbay |
|  |  |

[^15]| Language Family | Language |
| :--- | :--- |
| Sino-Tibetan | Cantonese |
| Sino-Tibetan | Lisu |
| Sino-Tibetan | Tibetan |
| Totonacan | Totonac |
| Trans-New Guinea | Daga |
| Trans-New Guinea | Salt-Yui |
| Trans-New Guinea | Telefol |
| Uto-Aztecan | Pima Bajo |

## APPENDIX III EFA for cross-linguistic place of articulation in coda position

A. Languages with more coronal codas than expected
$* p<.1, * * p<.05, * * * p<.01, * * * * p<.001$
Alawa* Latvian****
Arabic* Lisu****
Armenian* Louisana French Creole****
Brahui**** Mbay***
Cantonese Nivkh***
Daga Pima Bajo
Daur**** Pulaar**
Dehong* Salt-Yui***
Doyayo**** Telefol
Dutch**** Tibetan***
Hebrew Thai
Jacaltec*** Totonac***
Karachay* Turkmen**
Kurdish****
B. Languages with fewer coronal codas than expected
${ }^{*} p<.1, * * p<.05, * * * p<.01, * * * * p<.001$

Dehu
Khmer****
Luo
Mam

Munari
Rhade****
Serbian***
Ukranian**

## APPENDIX IV <br> AFA for cross-linguistic place of articulation in coda position

A. Languages with more coronal codas than labial and dorsal codas

| Alawa | Louisana French Creole |
| :--- | :--- |
| Arabic | Luo |
| Armenian | Mam |
| Brahui | Mbay |
| Daur | Munari |
| Dehu | Nivkh |
| Doyayo | Pima Bajo |
| Dutch | Pulaar |
| Hebrew | Salt-Yui |
| Jacaltec | Serbian |
| Karachay | Totonac |
| Kurdish | Turkmen |
| Latvian | Ukranian |
| Lisu |  |

B. Languages with fewer coronal codas than labial and dorsal codas

Cantonese Rhade
Dehong Telefol
Daga
Thai
Khmer
Tibetan

## APPENDIX V EFA for cross-linguistic sonority in coda position

A. Languages with more sonorant codas than expected $* p<.1, * * p<.05, * * * p<.01, * * * * p<.001$

Arabic****
Armenian
Brahui
Cantonese***
Daga
Dehong**
Dehu****
Doyayo
Jacaltec
Khmer****
Kurdish*

Louisana French Creole**
Mam
Nivkh
Pulaar***
Rhade*
Telefol
Thai***
Tibetan****
Totonac****
Turkmen****
Ukranian
B. Languages with fewer sonorant codas than expected $* p<.1, * * p<.05, * * * p<.01, * * * * p<.001$

Alawa
Latvian*
Daur
Dutch**
Hebrew
Karachay

Lisu****
Luo*
Munari
Serbian
C. Languages with number of sonorant codas as expected

Mbay
Salt-Yui
Pima Bajo

## APPENDIX VI AFA for cross-linguistic sonority in coda position

A. Languages with more sonorant codas than obstruent codas

| Arabic | Pulaar |
| :--- | :--- |
| Cantonese | Rhade |
| Dehong | Salt-Yui |
| Khmer | Telefol |
| Mbay | Thai |
| Munari | Tibetan |

B. Languages with fewer sonorant codas than obstruent codas

| Alawa | Latvian |
| :--- | :--- |
| Armenian | Lisu |
| Brahui | Louisana French Creole |
| Daga | Luo |
| Daur | Mam |
| Doyayo | Nivkh |
| Dutch | Pima Bajo |
| Hebrew | Serbian |
| Jacaltec | Totonac |
| Karachay | Turkmen |
| Kurdish | Ukranian |

C. Languages with equal number of sonorant and obstruent codas

Dehu

## APPENDIX VII EFA for coronal place of articulation in English

EFA for coronal place of articulation for different sources in English (see §3.2)

| English Source | $\chi^{2}$ Goodness of Fit results | Expected coronal $f$ | Observed coronal $f$ |
| :--- | :--- | :--- | :--- |
| Random House | $\chi^{2}(1, \mathrm{~N}=2001)=4.17, p<.05$. | 1238.62 | 1283 |
| Webster's | $\chi^{2}(1, \mathrm{~N}=1299)=4.94, p<.05$. | 804.08 | 843 |
| CDI | $\chi^{2}(1, \mathrm{~N}=152)=.43, p=.5$. | 94.08 | 98 |
| CDSC-type | $\chi^{2}(1, \mathrm{~N}=604)=10.75, p<.01$. | 373.88 | 413 |
| CDSC-token | $\chi^{2}(1, \mathrm{~N}=40822)=5629.93, p<.001$. | 25268.82 | 32631 |

## APPENDIX VIII AFA for coronal place of articulation in English

AFA for coronal place of articulation for different sources in English (see §3.2)

| English Source | $\chi^{2}$ Goodness of Fit results | Observed coronal $f$ | Observed labial and dorsal $f$ |
| :--- | :--- | :--- | :--- |
| Random House | $\chi^{2}(1, \mathrm{~N}=2001)=159.53, p<.001$. | 1283 | 718 |
| Webster's | $\chi 2(1, \mathrm{~N}=1299)=115.3, p<.001$. | 843 | 456 |
| CDI | $\chi 2(1, \mathrm{~N}=152)=12.74, p<.001$. | 98 | 54 |
| CDSC-type | $\chi 2(1, \mathrm{~N}=604)=81.59, p<.001$. | 413 | 191 |
| CDSC-token | $\chi 2(1, \mathrm{~N}=40,822)=14632.15, p<.001$. | 32631 | 8191 |

## APPENDIX IX EFA for sonority in English

EFA for sonority for different sources in English (see §3.2)

| English Source | $\chi^{2}$ Goodness of Fit results | Expected sonorant $f$ | Observed sonorant $f$ |
| :--- | :--- | :--- | :--- |
| Random House | $\chi^{2}(1, \mathrm{~N}=2001)=183.09, p<.001$. | 476.29 | 734 |
| Webster's | $\chi^{2}(1, \mathrm{~N}=1299)=64.05, p<.001$. | 309.16 | 432 |
| CDI | $\chi^{2}(1, \mathrm{~N}=152)=1.23, p<.05$. | 36.18 | 42 |
| CDSC-type | $\chi^{2}(1, \mathrm{~N}=604)=29.92, p<.001$. | 143.75 | 201 |
| CDSC-token | $\chi^{2}(1, \mathrm{~N}=40822)=2951.34, p<.001$. | 9715.64 | 14390 |

## APPENDIX X AFA for sonority in English

AFA for sonority for different sources in English (see §3.2)

| English Source | $\chi^{2}$ Goodness of Fit results | Observed sonorant $f$ | Observed obstruent $f$ |
| :--- | :--- | :--- | :--- |
| Random House | $\chi^{2}(1, \mathrm{~N}=2001)=141.97, p<.001$. | 734 | 1267 |
| Webster's | $\chi^{2}(1, \mathrm{~N}=1299)=145.67, p<.001$. | 432 | 867 |
| CDI | $\chi^{2}(1, \mathrm{~N}=152)=30.42, p<.001$. | 42 | 110 |
| CDSC-type | $\chi^{2}(1, \mathrm{~N}=604)=67.56, p<.001$. | 201 | 403 |
| CDSC-token | $\chi^{2}(1, \mathrm{~N}=40,822)=3552.25, p<.001$. | 14390 | 26432 |
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[^0]:    ${ }^{1}$ The main justification for innate language is the induction problem in acquisition, which argues that the learner's hypothesis space needs to be constrained to prevent the learner from positing an overly general grammar. If the child assumes a larger grammar than that of their language community, they will need access to negative evidence to restrict their grammar to the correct one. It is claimed, however, that children do not have access to negative evidence during acquisition. Thus, it is assumed that children come equipped with knowledge about how language is structured, and that this knowledge constrains the initial hypotheses children make about language. Most of the induction problem has centred on syntactic acquisition; however some researchers in phonological acquisition have also drawn on these arguments (e.g., Dell, 1981; Goad \& Brannen, in press; Ohala, 1992). UG is proposed as a solution to the induction problem.

[^1]:    ${ }^{2}$ The goal of this dissertation is not to qualify or define a specific prosodic representation. I offer no arguments as to whether the coda is a constituent, but rather, I illustrate that there are consistent cross-language preferences in word-final position.

[^2]:    ${ }^{3}$ Results from Coberly (1985)'s examination of the inventory of initial and final consonants across 58 languages found that obstruents are favoured in initial position over final position, which is consistent with Clements, 1990.

[^3]:    ${ }^{4}$ This result held for each of the data sources:
    Random House $\mathrm{H}(2, \mathrm{~N}=21)=.13, p=.94$
    Webster's H ( $2, \mathrm{~N}=21$ ) $=.01, p=.995$
    $\operatorname{CDIH}(2, \mathrm{~N}=21)=.67, p=.72$
    CDSC-type H $(2, \mathrm{~N}=21)=.25, p=.88$

[^4]:    ${ }^{5}$ The result of this test for each source is:
    Random House $\mathrm{z}=1.86, p<.05$
    Webster' $\mathrm{z}=1.28, p=.1$
    CDI z=.87, $p=.19$
    CDSC-type $\mathrm{z}=1.53, p=.06$
    The Random House Dictionary differs from the other sources in that all bimorphemic CVC words were excluded (see §3.2.1). To determine whether this pattern was unique, the type and token word counts from the CDSC were analysed with all bimorphemic words excluded from the corpus. Results were significant for CDSC-type ( $\mathrm{z}=1.86, p<.05$ ), and near significant for CDSC-token ( $\mathrm{z}=1.61, p=.054$ ).

[^5]:    ${ }^{6}$ A small number of parents in this study were not native speakers of English.
    ${ }^{7}$ These data were restricted to meaningful speech (if the child was producing at least 10 unique words). A sound was considered part of the child's inventory if it was produced in least two unique words.

[^6]:    ${ }^{8}$ Correct is defined as at least $50 \%$ of the phoneme's productions in that position were produced correctly.

[^7]:    ${ }^{9}$ Younger children aged 20-24 months were slightly less accurate in their coda productions ( $\mathrm{M}=9$ correct codas produced) versus older children aged 26-28 months ( $\mathrm{M}=10.7$ correct codas produced). In addition, younger children produced fewer words spontaneously $(M=3)$ than older children ( $M=4.8$ ).
    ${ }^{10}$ Seven words had complex onsets: "crib," "brush," "scratch," "drum," "slide," "stove" and "frog."

[^8]:    ${ }^{11}$ Children's spontaneous coda productions were coded to determine if when children misarticulated a coda, whether the substituted coda was more or less frequent. Results showed that out of 26 coda errors, 24 of these errors were when a less frequent coda was substituted with a more frequent coda. For example, $/ \mathrm{g} / \mathrm{/f} /$ and $/ \mathrm{f} /$ were substituted as $[\mathrm{k}]$, $[\mathrm{p}]$ and [s], respectively.

[^9]:    ${ }^{12}$ Children's spontaneous coda productions were coded to determine if when children misarticulated a coda, whether the substituted coda was more or less frequent. Results showed that out of 26 coda errors, 24 of these errors were when a less frequent coda was substituted with a more frequent coda. For example, $/ \mathrm{g} /$, $/ \mathrm{f} /$ and $/ \mathrm{J} /$ were substituted as $[\mathrm{k}]$, $[\mathrm{p}]$ and [s], respectively.

[^10]:    ${ }^{13}$ The segments $/ \mathrm{Z} /$ and $/ \mathrm{F} /$ (unspecified fricative) were analysed as coronals, under the assumption that these segments are underspecified for place of articulation and, therefore, would pattern with coronals. The analyses were also done with these segments excluded, with the same results.

[^11]:    ${ }^{14}$ The segments $/ \boldsymbol{Z} /$ and $/ F /$ (unspecified fricative) were excluded from the Independent Analyses as they do not occur in the English input as phonemes.

[^12]:    ${ }^{15} 8$ non-native speakers of English were also tested to determine their word-likelihood ratings. There was no significant effect of phonotactic probabilities in both analyses by subjects and by items. An analysis by subjects found that subjects judged high phonotactic probability words ( $\mathrm{M}=35.88, \mathrm{SD}=6.01$ ) and low phonotactic probability non-words ( $\mathrm{M}=35.16$, $\mathrm{SD}=5.46$ ) relatively equally. The result was not significant, $t(7)-.43, \mathrm{p}=.34$, one-tailed. Similarly, an items analysis also found that high phonotactic probability non-words were considered equally word-like ( $M=26.09, S D=5.45$ ) to the low phonotactic probability non-words ( $\mathrm{M}=25.55, \mathrm{SD}=6.62$ ). This was also not significant, $t(10)-.21, p=.42$, one-tailed.

[^13]:    ${ }^{16}$ An attempt was made to control for the quality of the onset across the pairs. For example, words were controlled to have stops in onset position across the pairs of low and high phonotactic probability non-words. Although some pairs have different place of articulation (POA) in onset position, children rarely made POA errors in their coda productions.
    ${ }^{17}$ Children's performance was also coded for their accuracy in producing the word and the rhyme. An analysis by subjects revealed that subjects were more likely to produce rhymes accurately in high phonotactic probability words ( $M=3.38, S D=1.78$ ) than in low phonotactic probability non-words ( $\mathrm{M}=2.07, \mathrm{SD}=1.41$ ). Twenty children produced rhymes more accurately in high phonotactic probability words, six children produced rhymes equally correct across the pairs, and two children produced more rhymes accurately in the low phonotactic probability words. This difference was significant $(t(28) 3.98, p<.001$, one-tailed). Eight of the 11 items were produced more accurately in the high probability $(\mathrm{M}=8.91, \mathrm{SD}=3.83)$ than the low probability version ( $\mathrm{M}=5.45, \mathrm{SD}=2.34$ ), which was a significant difference $(t(10) 2$. $91, p<.01$, one-tailed). At the word level, children were also more accurate at producing high phonotactic probability non-words, than low phonotactic probability words. This was significant both by subjects $t(29)-5.97, p<.001$, onetailed; and by items: $t(10)-4.83, p<.001$, one-tailed).

[^14]:    ${ }^{18}$ Language family classifications taken from Ethnology (Grimes \& Grimes, 1999).

[^15]:    ${ }^{19}$ Language family classifications taken from Ethnology (Grimes \& Grimes, 1999).

