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Preface

In 2004 I was approached by Professor James to write a book on printed antennas for wireless
systems. After much debate (internally and with Professor James!), we decided on a book
that could provide the reader with a valuable reference for printed antennas for many wireless
applications and also a glimpse into the future of wireless systems and the role to be played
by printed radiators. To achieve this goal, we needed to rely on a wealth of information,
probably too much for a single person to accumulate, so we set about assembling a team of
experts to give valuable insight and design methodologies for many forms of printed antennas
as well as how this technology could be incorporated into advanced wireless concepts.
I believe, because we have assembled some very good engineers (from academic and industry
backgrounds) who are contributing in areas in which they have published significant papers
on the particular topics, there is no book of a similar nature to the one presented here that
covers the material. Having said that, the book is similar to some well-known and highly
praised books that typically fall into the category of handbooks. Importantly the reader will
be given opinions from various experts and so it will not be a collage of one person’s efforts
and their subsequent, and perhaps somewhat biased, opinion. I believe too that the addition
of the final section of this book gives the reader a glimpse at the state of the art in wireless
technologies and the direction of future communication systems.

The objective of this book is to provide the reader with an understanding of how to design
printed antennas and associated technologies relevant for state-of-the-art wireless systems.
Experts from around the world have contributed to this book to give the reader valuable
insight into important technological breakthroughs in these areas. One common observation
throughout this book is the utilization of rigorous analysis tools to help understand the
phenomena associated with the radiating structures and their surrounding environments.

After the introduction chapter, which presents the latest systems and new platforms being
investigated for wireless technology, the book is divided into three parts: (I) fundamental
wideband printed antennas for wireless systems; (II) small printed antennas for wireless
applications; and (III) advanced concepts and applications in wireless systems. The first part
really focuses on printed antenna solutions that are directly applicable to present-day and
future wideband systems (such as ultra wideband (UWB) applications) as well as antenna
platforms where multiple wireless communication interfaces are required. The five chapters
in this part provide a thorough summary of the five fundamental wideband printed radiators
and how these antennas can be designed for a variety of applications. In each chapter practical
examples are given.

In Part II we focus on a wireless area where printed antennas have helped accelerate
the advances in wireless systems: small antennas for portable terminals. In these chapters
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we present all the relevant approaches to making small printed antennas, multilayered and
uniplanar, and how these radiators can be integrated in WLAN equipment and other platforms.
In these chapters the impact of the environment in which the antenna is mounted is also
presented. In Part III we present advanced concepts and new applications that require printed
antenna technology. In these chapters the usefulness of the previously described printed
antenna solutions is highlighted. A thorough examination of printed antennas in reflectarrays
is given. We also present ways that artificial magnetic conductors can be used with printed
antennas and how printed antennas can be integrated with active devices for concepts such
as wireless systems on a chip as well as configured in advanced wireless systems such
as software defined radio and multiple-input multiple-output (MIMO). In all the chapters
experimental data will be provided when appropriate and theoretical models will be applied
to present design performance trends as well as to give the reader an in-depth coverage of
the relevant area.

It should be noted that each chapter presents new previously unpublished material.
Although some of the concepts presented in the book are available in the public environment,
several of the presented designs for a variety of wireless systems are not. To my knowledge
some of the presented design procedures are also unavailable in the public literature. There
are also several chapters in this book related to topics that have not been addressed before
in printed antennas, especially for wireless applications. These include using metamaterials
(high-impedance ground-planes) and the integration with software-defined radios and MIMO
systems. Also the chapters on the various wideband technologies have not been presented in
one collective document before, which will be extremely useful for the reader.

I sincerely acknowledge the contributions from all the authors of the chapters in this
book; they should be proud of their efforts. As I said before, I believe such a collection
of concepts and insightful views could not be accumulated by one person; at least not in
one lifetime. As a technologist I have already used some of the design philosophies and
approaches highlighted in this book to yield practical antenna solutions. I hope the reader
will get as much out of this book as I already have!

Rod Waterhouse



1
Wireless Systems and Printed
Antennas
Rod Waterhouse and Dalma Novak
Pharad, Maryland, USA

1.1 INTRODUCTION

Wireless systems are playing an ever increasingly important role in society. Whether they
are used to assist in the distribution/collection of large amounts of information or to make
home entertainment systems more convenient, wireless systems are becoming more and
more integrated into daily activities. The utilization of wireless technology is not currently
confined to either the commercial or the military sectors. In fact, it seems that both sectors
are striving for wireless solutions to enhance their resources, or simply to make their product
more readily accessible and useful to the consumer.

One of the important enabling technologies for wireless communications is the transducer,
which converts guided energy to radiated energy (and vise versa): the antenna. Although
advances in antenna engineering cannot be credited for the globalization of wireless tech-
nologies, it still plays an important role, whether it provides an aesthetically pleasing solution
or helps improve the overall radio frequency (RF) link budget, or allows multiple users
to utilize the single interface and thereby increase the capacity. It is undeniable that good
radiator engineering allows for better wireless systems.

Figure 1.1 shows a ‘snapshot’ of present and future commercial wireless systems, high-
lighting cellular and satellite communications, as well as the extremely popular wireless
local area network (WLAN) and short-range connectivity systems such as Bluetooth. Also
shown is the quandary facing next-generation systems and how they were interface with a
variety of technologies including computers and small handsets.

Figure 1.2 shows the frequency spectrum indicating current and next-generation wireless
systems between 300 MHz and 100 GHz. As can be seen, there are a plethora of wireless
systems utilizing various advantages of the different spectra. For example, systems at the

Printed Antennas for Wireless Communications Edited by R. Waterhouse
© 2007 John Wiley & Sons, Ltd. ISBN: 978-0-470-51069-8
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Figure 1.1 Schematic showing a variety of present-day and future wireless systems.
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Figure 1.2 The frequency spectrum showing many wireless systems.

lower end of the frequency spectrum have better propagation and mobility characteristics,
whereas the higher frequency applications can transmit significantly more information. As
can be seen from Figures 1.1 and 1.2, there are many issues with future wireless systems,
not just related to antenna engineering. Not only do these wireless networks have to be
seamlessly interconnected to wired networks, but perhaps with different radio networks and
interfaces. Ideally the next-generation radio network interface will have a degree of flexible
control that can adapt to different modulation formats and air interface access formats.
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This chapter serves as an introduction to the remainder of the book. In particular the
authors will focus on aspects and issues that the antenna engineer needs to be aware of
to ensure the ultimate solution is obtained for the problem at hand. In Section 1.2 some
present-day examples of wireless systems will be presented. They will focus on some less
conventional wireless applications to give the reader an appreciation that the commercial
and military sectors are not just interested in cellular systems. From this investigation, it will
be seen that there are many and sometimes conflicting requirements for the radiator, and
as the antenna is typically the final component to be designed in the RF link, the antenna
engineer is usually burdened with an extremely difficult task that may involve attempting
to break the laws of physics. In Section 1.3 some new platforms are presented that require
efficient wireless solutions: unmanned vehicles and body wearable solutions. Both platforms
present very challenging issues to the antenna designer. Based on the reviewed systems and
platforms, in Section 1.4 the authors will focus on some general requirements for antennas.
Section 1.5 will give a brief review of printed antennas and summarize the characteristics
of the different classes. Finally in Section 1.6 the intention of the rest of the book will be
summarized, showing how the technologies presented can help the antenna engineer deliver
the best radiating solution for a particular wireless system.

1.2 EXAMPLES OF WIRELESS SYSTEMS

Conventional wireless communications systems (cellular/mobile) continue to be the corner-
stone of society, with more bandwidth hungry applications being offered to the public (for
example the streaming video), and presently these applications are readily being accepted by
the public as ‘must have’ technologies. Satellite systems, for communications, broadcasting,
and positioning (global positioning satellite (GPS) system), seem to be experiencing a bit
of a renaissance, with recent applications adding to the overall importance of wireless tech-
nologies. The WLAN is another example of wireless technology that is having a dramatic
impact on society, enabling low-cost wireless solutions that are easy to install in coffee
shops, homes, and communal areas for consumers. The unlicensed IEEE 802.11.x systems
have opened the door to low-cost wireless systems that are inevitably challenging ‘conven-
tional’ systems. Excellent reviews of these wireless systems can be found in References [1]
to [4]. There are other wireless communication systems that are receiving a lot of attention
and here a summary of a few of these is provided. After reading these systems/applications,
it will hopefully be apparent to the reader that there are many diverse applications
requiring all forms of radio technology, some applicable to both military and commercial
interests.

1.2.1 RFID/Asset Tracking

The location and tracking of inventory and assets is a critical activity for many businesses.
Passive and active RFID (radio frequency identification) is a well-established technology
that provides a means of contactless identification and is now used extensively in a range of
industries. Organizations are quickly recognizing the benefits of RFID as a solution for inven-
tory control (identification and tracking) that can bring a rapid return on investment (ROI).
In addition, RFID tags are already being used for applications as diverse as: theft prevention;
the identification of animals and humans; automating production systems; electronic toll
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collection and traffic automation; intermodal container identification and tracking; control of
access to vehicles, buildings, and parking areas; car immobilizing (security); and automatic
automobile fuel dispensing.

Rapidly expanding markets for RFID technology such as supply chain management have
already emerged, with the US market for such technology estimated at $1.1 billion in 2001.
This is expected to increase dramatically over the next few years, with the market expected
to more than double to $2.3 billion by 2005. Major commercial companies such as WalMart
and Tesco have recently announced their intention to deploy RFID tag systems extensively
throughout their organizations. In addition, recent US Department of Defense (DoD) policy
has indicated implementation requirements for RFID technology which commenced in early
2005 [5, 6].

RFID is an electronic labelling system that uses radio frequencies to identify goods quickly
and precisely. Information from the tag attached to an item or set of goods is obtained from a
reader or interrogator via a radio link. The system provides much greater flexibility over bar-
code inventory control systems since there are no line-of-sight communication requirements
and physical contact between the tag and reader is not required. The tags themselves differ
substantially in terms of size, memory capacity, physical construction, and distance over
which they can be operated. Consequently tags are often custom designed to meet the needs
of specific applications and are therefore typically proprietary in nature. Readers manage the
data communications process with the tags, which often utilize a proprietary protocol based
on the unique characteristics of the tag technology employed.

While the commercial sector has been quick to adopt RFID for inventory control, the
widespread usage of such technology in the military environment has been hampered by the
lack of a common set of RFID standards and communication protocols. Numerous RFID
vendors exist who typically use their own proprietary tag and reader technologies including
communication protocols. This means that tags from one manufacturer require readers from
the same vendor and readers from one manufacturer cannot read tags from other vendors. In
addition, while national regulatory bodies allocate different radio transmission frequencies
for RFID, there is no one global standard. Compatibility with local, national, and international
regulations is a key issue in the management of inventory across borders.

RFID technology uses frequencies within the range of 50 kHz to 5.9 GHz where the type
of application determines the frequency that is used for a specific system solution, and, in
turn, finds which reader and tag will provide the best solution in terms of range, reliability,
data transfer rate, and cost. Asset tracking applications that require read ranges greater than
10 feet are based on either backscatter techniques (where a small portion of the reader’s RF
energy is reflected from the tag, encoded with information stored in it) or two-way active
tags (for higher value asset control) and operate at frequencies in the 433 MHz, 915 MHz,
2.45 GHz, and 5.8 GHz bands.

The form factor and frequency of the RFID tag vary widely depending on the application,
and environmental factors also play a significant role. For example, a tag operating at 13.56
MHz has a size of 7.6 cm × 4.5 cm while one operating at 2.45 GHz has a size of only
6 cm × 1 cm. Figure 1.3 shows a commercially available active RFID tag developed for
conventional corrugated shipping cartons [7]. As shown in this photograph, the integration
of RFID transponders in self-adhesive functional components expands their potential uses.
When combined with labels, RFID transponders can be fastened to virtually any substrate
with either permanent or removable adhesion, visibly or invisibly. For extreme application
requirements, RFID labels are coated with highly durable polyurethane resin. Figure 1.3 also
shows that the RFID antenna and electronics are bonded on to a flexible acrylic substrate.
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Figure 1.3 Photograph of a commercially available RFID label for shipping cartons [7].

Since RFID systems do not require direct line-of-sight for communications, the tag can also
be concealed and embedded directly in the casing of the product.

Figure 1.4 shows a schematic of an RFID base station module for 2.4 GHz utilizing a
dual polarized patch antenna for improved performance. The radiator is easily integrated
with the required RF and low-frequency electronics and is protected from the environment
by a radome.

1.2.2 Automatic Identification System (AIS)

In the last five years, an Automatic Identification System (AIS) shipboard broadcast
transponder system has gone from development to deployment in large ocean-going vessels.
The AIS is a communication protocol developed, and being extended (for Class B), by the
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Figure 1.4 Schematic of an RFID base station using patch technology.

International Maritime Organization (IMO), International Telecommunication Union (ITU),
and International Electrotechnical Commission (IEC). A vessel outfitted with AIS equip-
ment continually transmits its identification, position, course, speed, and other data to all
other nearby ships in the very high frequency (VHF) maritime band. The AIS is meant to
accomplish the following:

• It operates as a collision avoidance system as a ship-to-ship navigation aid.

• It aids search and rescue operations when supporting aircraft are outfitted with AIS
receivers.

• It allows coastal states to obtain information about incoming vessels and their cargo.

• It allows ports to better manage their waters’ traffic when integrated into a Vessel Tracking
System (VTS).

The large-scale use of AIS equipment is a key foundation for improving waterways
management and building a waterway and coastline border security programme. Requiring
all blue water vessels to deploy a common AIS sensor infrastructure will allow countries
to maintain persistent surveillance of large and small vessel movements. Integrated with a
VTS, this border security system will have a priori data available on the identity of vessels
entering certain waters, knowledge of movement within the sensor system, knowledge of
previous ports visited, and knowledge of potential at-sea rendezvous of multiple vessels.

In accordance with the International Convention for the Safety of Life at Sea (SOLAS) as
amended in 2000, AIS transponders were mainly deployed in vessels larger than 300 tons.
Pursuant to new rules published in 2003 by the United States Coast Guard, the Department
of Homeland Security’s lead agency for maritime homeland security, deployment of AIS
was required for considerably smaller commercial vessels, as small as 65 feet or 100 tons,
by the end of 2004. Clearly, larger vessels pose the greatest consequence resulting from
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a collision. However, these larger vessels represent but a fraction of vessels on the water.
The preponderance of maritime traffic is smaller commercial vessels and recreational craft,
which are not currently required to deploy AIS equipment. The high cost of currently
available AIS equipment is an impediment to the broad adoption of AIS equipment for these
smaller maritime vessels. In fact, when the US Coast Guard sought comments regarding the
expansion of AIS to vessels not previously required, it amended the interim rules such that
only a smaller set of SOLAS certified vessels are required to carry an AIS. However, the
US Coast Guard still envisions a time when all vessels operating in US waters carry AIS
and is seeking a lower cost AIS solution.

A block diagram of the electrical/physical architecture is shown in Figure 1.5. The position
data originates from an integrated GPS receiver which obtains position and time data that
is then processed to calculate course data. The GPS receiver is connected to an external
GPS antenna via a separately supplied cable. The GPS data are transferred to a central
processing unit (CPU), likely a microcontroller, where the information is used to construct
AIS transmissions and is used as a variable in the collision avoidance algorithms. External
AIS and DSC (digital selective calling) transmissions are received via three independent
receivers within the AIS Class B Basic device. A single VHF transmitter is used for all
transmissions from this device. The transceiver is connected to an external VHF antenna
via a separately supplied cable. The AIS/DSC messages are deconstructed and formatted
in a programmable logic device. Power is supplied to all the electronics via a supply
that converts the vessel’s 12 V DC power to the appropriate voltages for the electronic
circuits.

A central processing function is provided by a microcontroller. This microcontroller
executes collision avoidance algorithms using the position and track data from the host vessel
and the AIS information reported by other vessels. The microcontroller manages the user
interface, including reading the user input via buttons and driving the display information.
The microcontroller works with the programmable logic device to aid in the construction
and formatting of AIS transmissions/reception of AIS reports from other vessels.

Micro-
controller

AIS1 Receiver

DSC Receiver

AIS2 Receiver÷

VHF Antenna

L-band
Antenna

Vessel
12VDC
Power Multiple power outputs

for all electronics

User
Interface

Dashed line represents packing interface

Programmable
Logic

DSC Receiver

VHF Transmitter

Power Supply

Liquid Crystal
Display

Switch

GPS Receiver

Figure 1.5 Block diagram of the AIS device functional and physical architecture.
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1.2.3 Joint Tactical Radio System (JTRS)

One of the prime objectives of the Joint Tactical Radio System (JTRS) is to realize a
single software radio capable of processing different waveforms from many different RF
services over a wide band of frequencies [8]. The JTRS waveforms supported in the 2
MHz–2 GHz frequency range include future Wideband Networking Waveform (WNW),
Single Channel Ground Air Radio System (SINCGARS), Ultra High Frequency (UHF)
SATCOM, High Frequency (HF) Independent Side Band (ISB) with Automatic Link Estab-
lishment (ALE), Link-16, Identification Friend or Foe (IFF), Digital Wideband Transmission
System (DWTS), Soldier Radio, Wireless Local Area Network (WLAN), Cellular Radio,
Personal Communication Services (PCS), and future expansion of Mobile Satellite Services
(MSS) [9]. The implementation of these services in JTRS will require the development of
a wideband, airborne antenna platform including a very sophisticated filtering procedure.
The radiating structure is the key enabling technology for the proposed software defined
radio since wideband amplifier technologies as well as the supporting control software
for these communication links are reasonably well advanced. The schematic in Figure 1.6
highlights the multitude of communication levels and therefore the overall complexity of
communications in a battlefield environment.

1.2.4 Mobile ad hoc Network (MANET)

While ad hoc networks are of great interest for military and tactical applications, other
applications have also emerged. These include commercial applications such as an infras-
tructureless network of notebook computers in temporary offices or a conference/campus

Fighter/Bomber

Space

Command & Control

Near Surface

Surface – Ground / Marltime

Figure 1.6 Schematic showing the levels of communications in a battlefield environment.
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setting, as well as situations where service is to be provided without the visible presence of a
wired backbone. There is also a growing interest in large-scale sensor network applications
where hundreds or thousands of sensors may be scattered throughout a city for biological
detection. Thus, this technology has great potential where it can reduce the cost and time
associated with installing a fixed infrastructure.

In the commercial market, the proliferation of wireless local area networks, and wireless
personal area networks, such as Bluetooth, pave the way for ad hoc networking as a key
enabling technology. Ad hoc networking will have the ability to open up a range of busi-
ness, gaming, and content-distribution applications that will lead to increased network usage
and potential revenue. In addition, a number of companies are already including ad hoc
networking concepts in their products based on wireless mesh networks, including Mesh-
Networks, Flarion, and Cybiko. Ad hoc networks are also being considered for the extension
of the cellular airinterface, leading to improvements in cellular capacity and coverage. As a
result, ad hoc network technologies have the opportunity to tap into a multibillion industry
in the evolution towards next-generation cellular communication systems. A schematic high-
lighting a typical ad hoc wireless system architecture is shown in Figure 1.7.

A mobile ad hoc network (MANET) is an autonomous system of mobile hosts (also
serving as routers) connected by wireless links that form a communication network with
no wired backbone infrastructure [10]. This is in contrast to the conventional single-hop
cellular network model where fixed prelocated cell sites and base stations (BSs) are installed
as access points and communication between two mobile nodes relies completely on the
wired backbone and BSs. Since the geographic location of all network nodes can change
in a MANET, the network topology as well as the paths between two terminating points
are highly dynamic. In addition, there is no predetermined organization of available links
between users; thus an ad hoc network forms automatically and adapts to the changing
network, with individual nodes responsible for dynamically discovering other nodes that
they can directly communicate with. Since not all nodes can directly communicate with each
other, they are also required to relay packets on behalf of other nodes to deliver data across
the network. A MANET is thus an example of a multihop wireless network.

Ad hoc networks are of particular use where infrastructure is either not available or
cannot be relied on in times of emergency. A MANET builds on the concept of packet
switched radio networks that date back to the early 1970s with the US Department of
Defense (DoD) funded programs to investigate such concepts for the military and enable
mobile communication in infrastructureless, hostile battlefield environments where the nodes
forming the network could be soldiers, tanks, or aircraft. While MANETs are of still great

Figure 1.7 A typical architecture for a mobile wireless ad hoc network.
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interest for military and tactical applications (e.g. law enforcement, emergency rescue, or
exploration missions), other applications have since emerged. These include commercial
applications such as an infrastructureless network of notebook computers in temporary offices
or a conference/campus setting, as well as situations where service is to be provided without
the visible presence of a wired backbone. There is also a growing interest in large-scale sensor
network applications where hundreds or thousands of sensors may be scattered throughout a
city for biological detection.

Multicasting in MANETs, where messages are sent from one node to multiple recipients,
can efficiently support a variety of applications and is typically the most characteristic oper-
ation of MANETs used in military and tactical applications. In these scenarios, multicasting
is generally used for disseminating important and confidential information. Therefore multi-
casting routing protocols need to ensure a reliable message delivery, an area that is actively
being pursued [11]. Since the routes between nodes in a MANET are typically multihop
in nature, a global routing approach that operates across the whole network and maintains
and updates the routing structure whenever changes occur in the system is required. Due to
the dynamic nature of the mobile ad hoc environment, the routing protocol must be able to
adapt dynamically to changes in the network topology as well as optimize the path between
any two nodes. A key challenge in ad hoc network routing is achieving such a goal while
also being constrained by the nature of the network itself, since nodes in MANETs typically
have limited lifetimes and processing capabilities and the wireless medium also has limited
bandwidth.

Due to their inherent characteristics there are many challenges in implementing mobile
wireless ad hoc networks that are currently being pursued across all layers of the network.
The physical layer has to be able to adapt to rapid changes in the characteristics of the link
between two nodes. The medium access control (MAC) layer needs to minimize collisions,
allow fair access, and transport data reliably over the shared wireless links. The network
layer must determine and distribute information used to calculate routing paths in a way
that maintains efficiency when links change often and bandwidth is at a premium. Thus
ad hoc networking is a cross-layer design challenge. An emerging challenge is the design
of MANETs that can exploit the properties of new hardware technologies. One example is
that of smart or beamforming antennas, which do not have a fixed antenna pattern but can
adapt to the current radio conditions. Similar to cellular networks, the ability to focus or
steer RF energy can provide increased throughput in the network and reduced delay via an
increase in spatial reuse [12]. These benefits also enable MANETs to be density adaptive.
The use of directional antennas on mobile terminals, however, introduces the complex issue
of finding the desired direction for transmission or reception. This is most critical in a
MANET that does not have centralized control and the terminals may also have limitations
with respect to size and the complexity/cost of communication hardware. Transmission range
power control can also help to make ad hoc networks density adaptive [13], but new network
layer algorithms are needed if the use of power control and beamforming antennas is to be
successfully exploited in MANETs.

1.2.5 Satellite Communications

The XTAR system is a satellite communications network that is capable of providing
tactical aircraft with over-the-horizon communications. XTAR’s two-satellite system is based
on Space Systems/Loral’s space-proven 1300 satellite platform and has been designed
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specifically for US and NATO SATCOM systems [14]. XTAR features two very important
aspects in its system. Firstly, it offers flexibility since its spot beams can be dynami-
cally controlled. In addition, XTAR provides larger bandwidth and throughput compared
to existing X-band terminals as it has ‘stackable’ spot beams and also dual polarization
capability. The dual polarization feature of XTAR, namely right-hand circular polarization
(RHCP) and left-hand circular polarization (LHCP) effectively doubles the spectral efficiency
of the system. All of these key elements of the XTAR system make it appear extremely
useful for defence-specific communication services.

1.2.6 Global Positioning Satellite (GPS) System

The global positioning satellite (GPS) system [15] uses 24 satellites in medium earth orbits
to provide accurate position information (latitude, longitude, and elevation) to users on
land, in the air, or at sea. Originally developed as the NAVSTAR system by the military
at a cost of approximately $12B, the GPS has quickly become one of the most pervasive
applications of wireless technology for military, consumers, and businesses throughout the
world. Today, GPS receivers are found on commercial and private airplanes, boats, and ships
as well as ground vehicles. When integrating GPS equipment into vehicles and systems, it is
imperative to take into consideration not only parameters such as weight, size, and number
of channels when designing the receiver module, but also the jamming susceptibility of the
GPS application.

GPSs transmit low-power signals that must travel great distances to reach mobile GPS
receivers. In contrast, GPS jamming devices are usually located in relatively close proximity
to these GPS receivers and transmit significantly higher power signals. The simplest airborne
GPS antenna structures are small single-element omnidirectional radiators. However, the
use of omnidirectional antennas makes these devices particularly susceptible to jamming.
Techniques such as beam steering and null steering can reduce the effects of jamming.
It is well known that one of the most effective means of mitigating the potential issues of
jamming is to utilize a controlled reception pattern antenna (CRPA), or, put more simply,
a phased/adaptive array. The CRPA is an array of antenna elements that has the ability to
modify its radiation pattern for the purpose of rejecting interference signals and/or empha-
sizing the GPS satellite signal. Present-day CRPAs employ seven or eight elements and are
over 13 inches wide in diameter; there is much interest in reducing the overall size of a
CRPA without compromising the antenna’s efficiency and antijamming capability.

1.2.7 Wireless Personal Area Network (WPAN)

Very wide unlicensed frequency ranges in the V-band have been allocated by regulatory
agencies around the world, including 57–64 GHz in the US and 59–66 GHz in Japan.
Operation of wireless networks in such large frequency bands at such high frequencies enables
the transmission of very high data rates. In addition, the high atmospheric absorption due to
oxygen that occurs at 60 GHz provides other benefits, such as high security, frequency reuse,
and immunity to electromagnetic interference, as highlighted in Figure 1.8. The security
features of the 60 GHz transmission band have long been exploited in radio communications
for military applications, but more recently it is also being actively pursued for commercial
wireless telecommunications.
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Figure 1.8 Attenuation coefficients of various gases as a function of frequency [19].

While wireless local area network (WLAN) standards such as Bluetooth, IEEE 802.11b,
and IEEE 802.11a/g have demonstrated a progression in data rate capability from around 1
Mb/s, 11 Mb/s, and 55 Mb/s [16], respectively, the unlicensed V-band spectrum provides an
opportunity to continue the trend for data rate increases, for operation at Gb/s rates. As an
example, the IEEE 802.15.3 Study Group 3c (SG3c) was formed in March 2004 to explore
the use of the 60 GHz band for wireless personal area networks (WPANs) [17]. SG3c is
developing a millimetre-wave-based alternative physical layer (PHY) for the existing high
data rate IEEE 802.15.3 WPAN Standard 802.15.3-2003 [18]. The millimetre-wave WPAN
will allow very high data rate applications such as high-speed internet access, streaming video
download, real-time data streaming as well as the wireless databus for cable replacement.

1.2.8 Combat Identification (CID)

Combat identification (CID), the ability to differentiate friend or foe with high confidence,
is a serious and challenging problem for military forces. Recent military engagements have
shown the increased need for forces to be able to identify quickly the presence of their own
soldiers within an active battle or combat area. Today, the battles being fought by personnel
are increasingly moving from remote combat zones such as rural geographies and jungles
to urban and populated centres, where the identification of the presence of friend or foe is
particularly problematic. In addition, statistics indicate that approximately 60 % of fratricides
historically occur in ground-to-ground scenarios.

Improved CID concepts and technologies can not only increase the effectiveness of
military operations but also significantly reduce the number of friendly-fire casualties as well
as lower the risk of collateral damage. The focus of this proposed effort is the development
of an affordable multimode. Presently deployed CID systems are either inherently expensive,
not capable of operating over a wide range conditions or environments, or vulnerable to
enemy exploitation. The Individual Combat Identification System (ICIDS) is a dismounted
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soldier CID technology consisting of a weapon-mounted laser interrogator and a helmet-
mounted radio transponder.

1.3 NEW WIRELESS PLATFORMS

Not only are innovative wireless systems being considered to provide new and improved
services but new platforms are being developed. Two such platforms are unmanned vehicles
and body wearable systems. Both technologies can potentially provide significant advances
in wireless communication/sensing services and as a result are receiving a lot of attention
from both the military and commercial sectors.

1.3.1 Unmanned Vehicles

The role of unmanned vehicles in today’s military and first responder sectors is becoming
more important. These platforms can be used to provide reconnaissance information without
the expense (cost and safety) of a manned mission. An example of this technology is a
low-cost, expendable tactical UAV (unmanned aerial vehicle) with interchangeable sensor
payloads tailored to the specific operation, which can be launched from another aircraft.
There are several types of UAVs and two examples are shown in Figure 1.3.1.

Another example of an unmanned vehicle is the unmanned undersea vehicle (UUV). These
self-propelled untethered submersibles operate either autonomously or under minimal supervi-
sory control. Over the last decade, interest in UUVs for commercial applications has increased
markedly. These seacraft are receiving wider acceptance in the natural resource and telecom-
munication industries for monitoring and maintenance of underwater pipes and cables. Oil
and gas companies such as Shell now routinely employ UUVs offshore, where they offer
particular benefits for offshore oilfield route surveys and pipeline surveillance and repair in
deep waters. UUVs are also finding a role in other commercial applications, such as oper-
ation in hazardous subsea environments, as well as automated inspections of ship hulls and
other infrastructure located underwater. In addition to military applications, other government
agencies are considering UUVs for operations such as hazardous waste management (Depart-
ment of Energy), fisheries research (National Oceanic and Atmospheric Administration),
and drug seizures (US Coast Guard). Figure 1.10 shows an example of a UUV.

One of the most critical components of any unmanned vehicle system is the data commu-
nication link between the vehicle and the control platform. This data link must be both highly
reliable and secure in order to properly control the UAV or UUV and its sensor payload,
while also providing real-time jam-resistant transmission of the sensor data. Presently JTRS
and even WLAN are being considered for these unmanned vehicles.

1.3.2 Body Wearable Platforms

The fact that the current antennas are hindering the ability of soldiers to accomplish their
mission due to their unwieldy size helps to substantiate the critical need for antennas
integrated into tactical clothing: body wearable solutions. In addition to the military, textile
antennas will also find use in the activities of first responders and law enforcement personnel
in applications where communication is critical. To achieve interoperability for emergency
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(a)

(b)

Figure 1.9 Examples of UAVs: (a) Northrop Grumman’s Predator [20] and (b) Aerosonde’s
MK IV [21].

personnel, first responder voice/data communication equipment is moving to the 700/800
MHz frequency band and data communication devices operating within the IEEE 802.11
WLAN 2.4–2.5 GHz band continue to proliferate. The ability to provide firefighters with the
capability to carry out hands-free communications without the need for obtrusive antennas
helps to realize a safer communication system for such emergency personnel. In general,
the elimination of obtrusive antennas either through helmet-mounted antenna technology or
integrated uniform antenna solutions, will aid many first responders. An example of a body
wearable antenna integrated within a tactical vest is shown in Figure 1.11.
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Figure 1.10 A UUV developed by Bluefin [22].

Figure 1.11 Photograph showing body wearable antennas integrated in a combat vest.
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1.4 ANTENNA REQUIREMENTS

As should be apparent from the previous examples of wireless systems being considered for
both the military and the commercial markets, there is a wide range of antennas needed to
interface with these systems; that is a ‘one antenna’ solution is not realistic. This is why this
book comprises more than one chapter! There are, however, some fundamental properties
that the antenna engineer must address to ensure the chosen solution operates in the best
possible manner, for a given volume. Of course these characteristics are not independent
and of course the engineer typically must compromise between the parameters to give the
optimum result.

1.4.1 Size

The size (volume) of the antenna and its overall impact on the surrounding environment is
extremely important for most wireless communication systems. Not only does the antenna
need to be unobtrusive and extremely small but it is typically desired that its performance be
equivalent to an antenna developed in isolation. There are of course limits to how small an
antenna can be, that is to say if an efficient solution is required. Having said this, there are
technologies that can be used to reduce the size of an antenna effectively and some of these
are investigated in later chapters. However, associated with most of these procedures is a
compromise in performance, typically bandwidth (return loss bandwidth) and gain. Also, as
a general rule of thumb, the more narrowband the solution the more susceptible it is to its
surrounding environment. Fortunately a lot of communication systems (such as WLAN) do
not require large instantaneous bandwidths and therefore this is not an issue. Also there are
a lot of sophisticated electromagnetic (EM) software packages available that can accurately
model the surrounding environment of an antenna and so variations in the performance due
to, say, the packaging can be taken into account.

One point that should be made clear here is that the size of the antenna includes the
ground-plane used to create the radiator. Unfortunately there has been a plethora of ‘small’
antennas that have recently been proposed in the literature that actually have large ground-
planes. The fact is that if the antenna requires a large ground-plane to operate, then the size
of the antenna is set by the size of that ground-plane.

Probably the biggest issue with utilizing small antennas for wireless communications is
the reduction in efficiency. Effectively, the lower the efficiency, the more power is required
from the front-end RF amplifiers and therefore the lower the battery life of the wireless
terminal (if it is a terminal under consideration). Despite this, advances in efficient RF
amplifiers and new battery technology are helping to resolve this potential problem.

1.4.2 Integration

The ease of integration is a very important consideration in antenna technology. Radiators
that can be easily integrated with the RF front-end are overall cheaper solutions. Typically,
too, the easier the integration the more efficient the solution, which is very important for
wireless applications in the high microwave frequency bands. Integration does not only
refer to the RF engineering, but also the structural properties. For example, in the UAV
applications, it is imperative the antennas used can reside within the surface of the platform
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such that the aerodynamics of the vehicle is not greatly impacted. Of course the ‘integrated’
radiator cannot adversely affect the structural integrity of the vehicle. This is why appliqué
antennas are receiving considerable attention today.

1.4.3 Efficiency

As mentioned before, efficiency is very important for any radiator; the greater the efficiency
the better the link budget. Other than the size of the radiator, another factor that impacts the
efficiency of the antenna is the material used to create the structure, or surround the radiator.
For printed antennas, the supporting substrate/dielectric laminate needs to be low in loss,
particularly for high-frequency applications. Although FR4 is a low-cost readily available
laminate, for frequencies above 2 GHz the dielectric losses significantly reduce the overall
efficiency of the radiator, making this a cheap but unattractive solution. High dielectric
constant ceramics are becoming more abundant and due to the dielectric loading effect of
the material on the radiator, small solutions can be developed. Care must be taken to ensure
that the high dielectric constant material is low loss, as typically the loss tangents of these
materials are higher than their low dielectric constant counterparts and therefore the overall
impact on the radiation performance can be severe.

As there are many antenna solutions for wireless applications, there is a common quandary
often considered: should I choose a wideband solution or one that just meets the bandwidth
requirements? In terms of efficiency, if low-loss material is used typically a narrowband
solution will be smaller and also more efficient over the desired wireless band than a
wideband radiator. Having said this, a wideband solution is typically more ‘forgiving’ of
fabrication tolerances, although more dependent on its surrounding environment.

1.4.4 Bandwidth

The designed antenna must satisfy the bandwidth requirements for the wireless system.
Of course there are two fundamental bandwidth criteria the antenna must typically meet:
the impedance bandwidth (return loss bandwidth) and the gain bandwidth. There are no
universal definitions of these bandwidths that apply to every wireless system, but typically
the return loss bandwidth is the frequency range in which the return loss is better than −10
dB, which means that less than 10 % of the power is reflected into the RF circuitry. There
have been cases where −6 dB has been acceptable for an antenna, due to the stringent
size constraints placed on the radiator. However, there are other systems where −20 dB is
required, in particular if ‘ghosting’ is an issue. The gain bandwidth is usually less than a 3
dB variation across the range of frequencies, although for some systems a 1 dB variation is
more appropriate. For narrowband wireless systems, the gain requirement is typically not as
hard to meet compared to the return loss bandwidth for a constrained volume.

There have been some alarming trends noticed in the literature, in particular with the
development of wideband printed antennas; researchers tend to focus on the return loss
bandwidth of their proposed antenna, without considering the gain bandwidth. This could be
a consequence of two factors: history and ease. Historically, when one of the most prevalent
printed antennas, the patch antenna, was investigated, because of its inherent narrowband
nature, the impedance variation was more of an issue than the gain variation of the antenna.
In fact in its basic form the return loss bandwidth of a patch antenna is smaller than the gain
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bandwidth by a factor of 10 or so. For this reason, much research was dedicated towards
accurately modelling this form of radiator and also the enhancement of the return loss
bandwidth. Unfortunately in the process it appears that some of the more recent researchers
have forgotten about the gain response, which is equally as important, if not more so. This is
especially true when investigating radiators with bandwidths in excess of several octaves. It
should always be remembered that a matched load has an excellent return loss bandwidth, but
does not radiate! The other reason for this trend may be associated with the cost of making
the appropriate measurements. Return loss measurements are relatively straightforward to
make using a vector network analyser, whereas gain measurements need some form of
antenna range, whether it be an anechoic chamber, near-field facility, or outdoor range.
These facilities are expensive and perhaps not accessible to most researchers.

1.4.5 Polarization

The polarization of an antenna is an interesting issue and in some wireless system cases
its investigation and consequences have become a ‘lost art’. Satellite communications have
always had well-defined polarization requirements, but terrestrial systems have really been
a case-by-case scenario and it really depends on what part of the link is being designed. For
example, most base stations in present-day cellular systems use dual linear polarization to
take advantage of multipath effects and also the different propagation effects on horizontal
and vertical polarization, whereas the handset terminal requirement is typically ‘whatever
you can get’ simply to the restricted size constraints and therefore there is great difficulty in
controlling the polarization.

In general most wireless systems prefer some form of polarization diversity, whether it
be to reduce the probability of ‘drop-outs’ or to increase the capacity of the system. The
latter requires strict polarization control.

1.4.6 Power Handling

The power handling requirements for an antenna once again really depend on the application,
with some radar systems requiring greater than 100 kW capability. Most wireless systems do
not need such large power handling requirements and typically maxima in the order of 1–10
W are acceptable. The power handling capability of an antenna is fundamentally determined
by the materials used to develop the radiator. Having said this, certain classes of radiators
can handle high power levels better than others; for example waveguide-based radiators can
operate efficiently at very high power levels. For base station antennas where the power
handling requirements are higher, to avoid arcing and other high power level effects, the
number of solder joints and other potential current discontinuities should be minimized.

1.4.7 Summary

Looking at these generalized requirements and also the need for low-cost solutions, printed
antennas would appear to be the best choice of radiator. Of course printed antennas come
in many forms and so the more appropriate choice for a particular application may not be
obvious. The reader should keep in mind that having made such a statement, there will
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always be applications and the need for conventional antennas: waveguide-based, reflectors,
and wire-based. In fact a lot of the printed antennas presented in the upcoming chap-
ters have their origins in nonprinted antenna technology or can easily be derived from
them. Several obvious examples are the shorted patch/planar inverted-F antenna (PIFA) and
its derivation from the F-type wire antenna created in the 1940s. Also, the relationship
between the printed reflectarray and the classic reflector, as well as the printed quasi Yagi
Uda and its wire predecessor, seem quite obvious. Maybe not such an obvious link is the
tapered slot antenna and the horn waveguide radiator, although close examination of the
characteristics and design trends associated with both of these radiators do imply a strong
connection.

1.5 FUNDAMENTAL PRINTED ANTENNAS

In this section, an attempt will be made to summarize the many forms of printed antennas.
Most of these radiators will be discussed in more detail in subsequent chapters. A decision
was made to divide printed antennas further into three categories: inherently wideband
radiators; resonant style antennas; and small radiators. Of course these radiators are not
totally independent; for example it is possible to develop a narrowband version of one of
the wideband solutions and conversely by using multiple narrowband radiators a wideband
element can be designed. Thus the divisions used here are somewhat grey.

1.5.1 Wideband Printed Antennas

Inherently wideband printed antennas are typically derived from travelling wave antenna
concepts. From the IEEE Standard Definitions of Terms for Antennas (IEEE Std 145-1983)
[23], travelling wave antennas are defined as ‘an antenna whose excitation has a quasi-
uniform progressive phase, as a result of a single feeding wave traversing its length in one
direction only’. Thus any antenna that relies on this mechanism to radiate falls into this
class, and as can be imagined there is a plethora of antennas that do so. Examples include
beverage antennas, horn antennas, reflectors, tapered slot antennas, and lens antennas. A
more simplified interpretation of the above IEEE standard definition, which is not necessarily
valid for all forms of travelling wave antennas, is that this form of radiator converts guided
electromagnetic energy into radiated energy in a gradual or smooth transition. An example
of a travelling wave antenna, whose form is obviously compliant with this statement, is a
horn antenna where the flange of the waveguide is gradually opened to match effectively the
impedance/mode of the guided wave to that of free space. As stated before, travelling wave
antennas are not necessarily wideband in nature, but because of the smooth transition from
the guided medium to the unguided medium they tend to be, at least with careful design.

1.5.1.1 Tapered Slot Antennas

The tapered slot antenna is undoubtedly the most common printed travelling wave antenna
(see, for examples, References [24] to [27]). These antennas can operate over multioctave
bandwidths and can operate well in a phased array environment. Effectively this form
of printed radiator can be thought of in the same manner as a horn antenna, where a
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Figure 1.12 Photograph of a tapered slot.

waveguide is flared out to ‘match’ the electromagnetic wave to free space, although in this
case the transmission medium is a slot line. However, unlike a conventional horn antenna
the fundamental mode of the slot line is transverse electromagnetic (TEM) in nature and
so some of the issues associated with the wave matching of a horn antenna are mitigated
here. Having said that, the tapered slot is a relatively complicated radiating element with
many degrees of freedom. As is the case for a horn antenna, the profile of the taper (or
flare) contributes to the input impedance behaviour as well as the radiation performance
of this printed travelling wave antenna. Common profiles include linear, exponential, and
piecewise linear. One particular challenge with a tapered slot antenna is the transition
from the slot line to a more common transmission media used in microwave circuitry
design.

Figure 1.12 shows a photograph of a tapered slot antenna with a coplanar waveguide
(CPW) feed [28]. Incorporated in this design is a wideband balun (part of which is the large
slot-line cavity in the top left-hand corner of the photograph), which efficiently transfers
energy from an unbalanced transmission line (CPW) to the balanced slot-line. Figure 1.13
shows the predicted and measured return loss of the developed travelling antenna, as well
as a typical radiation pattern.

1.5.1.2 Printed Spiral Antennas

Spiral-shaped antennas are well known to give very wideband impedance and radiation
responses [29]. In their traditional form these antennas radiated equally in the planes both
above and below the spiral radiator (whether in the form of a wire/conductor or a slot). To
create a unidirectional radiation pattern, spirals were loaded by a lossy cavity. A consequence
of such a loading was that the volume of the antenna increased dramatically as the cavity
depth had to be greater than the radius of the spiral, and therefore it was more challenging
to integrate these radiators into the surfaces of potential platforms.
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Figure 1.13 Performance of the tapered slot of Figure 1.12: (a) return loss and (b) radiation patterns.

In the early 1990s, a low-profile spiral was developed that significantly reduced the
depth of the antenna [30]. Here a wideband printed spiral antenna was developed using a
grounded laminate of thickness comparable to that used for microstrip patch antennas over
the same frequency range. The key to obtaining a good impedance response and radiation
performance from this low-profile spiral was to incorporate an absorbing material around the
perimeter of the spiral conductor and also include the design of a wideband balun. A simpler
version of this approach is shown schematically in Figure 1.14. Here one arm of the spiral
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Figure 1.14 Schematic of a simplified printed spiral antenna: (a) three-dimensional view and (b)
cross-sectional view.

is probe fed, while a via is used to connect the other arm of the spiral to the ground-plane
below the printed conductor. The arms are 50 � microstrip tracks and are terminated with
50 � resistors. Not using a balun can give responsible performance as the thickness of the
dielectric layer is less than 0.05 �0 (where �0 is the free-space wavelength at the highest
frequency of operation). As expected, the return loss performance of this simplified printed
spiral antenna degrades at higher frequencies because of the oversimplified feed structure.
Of course spiral antennas loaded with resistive elements do have lower radiation efficiencies
than nonloaded radiators (such as tapered slots).

Figure 1.15 shows the predicted return loss performance of the printed spiral shown in
Figure 1.14. As can be seen from Figure 1.14, the return loss is better than −10 dB over a
wideband bandwidth and as the frequency increases the return loss performance degrades.
Figure 1.16 shows the predicted radiation patterns of the printed spiral at 1 GHz.

1.5.2 Resonant-Style Printed Antennas

Although the introduction of ‘wideband’ wireless systems (for example JTRS) would imply
that inherently narrowband technologies are no longer relevant, this is not the case. A key
factor is the definition of ‘wideband’, and it seems that some systems have ‘stretched’ the
definition perhaps due to the marketing potential of the phrase or perhaps to differentiate the
proposed technology from previous generations. For example, some of the cellular systems
near 2 GHz were touted as being wideband because the user bandwidth was more than the
900 MHz systems. This statement is true in a relative sense, relative to previous generations
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Figure 1.15 Return loss performance of the spiral antenna presented in Figure 1.14.
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Figure 1.16 Typical radiation patterns of the spiral antenna presented in Figure 1.14.

not frequency; the bandwidth is more than the previous generations, but with respect to
the frequency of operation the increase in bandwidth is minor and could hardly be deemed
wideband. Having said this, there are some truly wideband applications, such as JTRS or
UWB, and there are multiband systems too, of which an option may be just to utilize a
wideband radiator.
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From a designer’s prospective, when would using a resonant-style radiator be considered
and why would narrowband technology be considered when wideband radiators can easily
accommodate the electrical requirements? Resonant-style radiators do have several antennas
over their travelling wave counterparts. If the bandwidth is small enough, resonant-style
antennas tend to be more efficient (if low-loss materials are used). Resonant-style antennas
tend to be smaller in size (typically less than �g/2, where �g is the guided wavelength), which
can allow for arrays of these elements to be formed readily with therefore good control of the
radiation performance. Resonant-style antennas, because of their inherent narrowband nature,
can help with out-of-band rejection of noise and therefore assist the overall RF performance
of the link, although the first two reasons are probably the most important advantages of
resonant-style antennas.

The three fundamental elements for printed resonant-style antennas are: the dipole, the
slot, and the patch. Although there have been many variations of these printed radiators
developed over the years, the principles of operation of the ‘new’ versions can be traced
back to these three fundamental radiators. Feeding or coupling power to and from these
antennas plays a critical role in the overall performance of the antenna, as is the case for
any radiator, but it is probably more correct to say that the feeding process, if done properly,
allows advantage to be taken fully of the inherent properties of the antenna.

As mentioned before, there is definitely a ‘grey’ zone when addressing wideband and
narrowband antenna technologies. A good example is the aperture stacked patch [31], of
which a photograph of this multilayer/element radiator with the layers separated and sand-
wiched together is shown in Figure 1.17. Here the antenna is developed by combining three
‘narrowband’ elements (two patches and one slot). The resulting radiator can have band-
widths in excess of an octave, thereby perhaps qualifying it as a wideband radiator. Another
example of a wideband antenna developed from narrowband elements is the log-periodic
antenna. Once again, the overall response of the antenna is wideband in nature but the
individual elements are not.

Figure 1.17 Photograph of an aperture stacked patch.
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Figure 1.18 Schematics of profile optimized monopoles.

To complicate this issue further, several wideband printed antennas have recently been
reported, which can be considered as variations of these narrowband counterparts. In partic-
ular, a class of printed dipoles, monopoles, and slots can be considered as ‘profile optimized’
versions, of which a ‘bow-tie’ dipole is a well-known example. Figure 1.18 shows schematics
of some CPW-fed ‘profile optimized’ printed monopoles. Here effectively the shape of
the conductor (or aperture for the slot case) has been modified to improve the impedance
matching response of the antenna, in a similar vain to many travelling wave antennas, such
as a tapered slot. These antennas can operate relatively efficiently over multioctaves but it
can be argued that their origins stem from narrowband alternatives.

1.5.2.1 Printed Dipoles

Figure 1.19 shows a schematic of a printed dipole antenna, one of the fundamental printed
resonant-style radiators. Here the balanced feed, in this case the coplanar stripline (CPS), is
used to couple power to and from the resonant antenna. Usually a thin dielectric laminate
is used to develop the printed feed and dipole. Figure 1.20 shows the predicted return loss
performance and radiation patterns (at the centre of the matched band) of a typical printed
dipole. One issue associated with a dipole solution is the sensitivity of the radiator to the
presence of a ground-plane, which is hard to avoid in most communication platforms. For
this reason, monopoles are a much more attractive radiator solution.

1.5.2.2 Printed Slots

Printed slots are the magnet equivalent of a printed dipole radiator. Because of the presence
of the inherent ground-plane these printed antennas are more common than their dipole
counterparts. Figure 1.21 shows a schematic of a folded printed slot antenna fed by a
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Figure 1.19 Schematic of a printed dipole.

microstrip transmission line. Unlike a dipole, a balanced transmission line is not required
to feed this form of printed antenna. The printed slot is folded to ensure a good impedance
match at the designed frequency; the number of folds depends on the dielectric constant
of the material used to fabricate the antenna [32]. The width of the slot is typically very
narrow (0.01�g), although the bandwidth of the antenna can be enhanced by making it
larger [33].

Figure 1.22 shows the predicted return loss performance and radiation patterns of a
printed folded slot antenna. For this case considered, the ground-plane is assumed infinite in
extent.
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Figure 1.20 Predicted performance of a printed dipole: (a) return loss and (b) radiation patterns.
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Figure 1.21 Schematic of a microstrip feed folded slot.
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Figure 1.22 Performance of a printed slot antenna: (a) return loss and (b) radiation patterns.

1.5.2.3 Microstrip Patches

Microstrip patch antennas are a very common printed resonant-style radiator and Figure 1.23
shows a probe-fed example of one. Here a rectangular-shaped patch etched on a grounded
dielectric material is fed by a probe that rises through the grounded substrate and is soldered to
the patch conductor. Microstrip patches have several advantages compared to printed dipoles
and slots and probably the most important is their unidirectional nature (and consequently
higher gain) because of their ground-plane. It is this ground-plane that unfortunately limits
the bandwidth of the antenna; of the three fundamental printed resonant-style radiators, it
probably has the smallest bandwidth.

Like the slot and dipole, there have been many versions of patch antennas examined over
the years, including different-shaped patches and varieties of feeding procedures. As mentioned
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Probe position

Figure 1.23 Photograph of a probe-fed microstrip patch antenna.

before, the method of feeding an antenna can prove beneficial in terms of optimizing the overall
performance, both return loss and radiation patterns, of the radiator. For microstrip patches the
two general classes of feeding procedures can be divided into direct contact, where the feed
electrode comes into contact with the patch radiator, and noncontact, where the feed line is
parasitically coupled to the antenna. Each method has its relative merits and disadvantages and
a detailed discussion on these can be found in Reference [34].

Figure 1.24 shows the return loss performance of a typical microstrip patch antenna as
well as the predicted radiation patterns at the centre of the −10 dB return loss band. For the
case considered here, the ground-plane is assumed infinite.
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Figure 1.24 Performance of a microstrip patch antenna: (a) return loss and (b) radiation patterns.
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Figure 1.24 (Continued).

1.5.3 Small Printed Antennas

It is because of the requirements for small antennas in wireless terminals (in particular
handsets) that there has been considerable research and development undertaken in the area
of small printed antennas over the years. Researchers throughout the world have taken the
fundamental resonant-style printed antennas and applied size-reduction procedures to yield
antennas that can reside in small volumes. Of course this is one of the most difficult challenges
an antenna engineer can face, namely to develop an electrically small radiator that can satisfy
the radiation performance requirements of most wireless systems. Fortunately there have
been significant advancements made in other EM aspects of engineering that has helped the
designer, in particular the development of sophisticated electromagnetic software tools that
can model not only the radiator but the surrounding environment. These software tools tend
to be computationally intensive and therefore the advancements made in computing power
cannot be ignored, which has also helped the antenna engineer to use these software packages
as design tools (not just as an analysis engine). Having said this, there are compromises that
are made when making an antenna small, and it would be almost irresponsible to ignore
them. Bandwidth and gain of any antenna are related to its volume and therefore a smaller
antenna will have lower gain and smaller bandwidth. Once again, through advancements
made in other aspects of engineering, this impact on the overall performance of the wireless
system can be minimized. For example, higher quality RF amplifiers (in terms of efficiency
and cost) are being developed that ease the gain and return loss requirements of the small
antenna. It is interesting to note that most commercially available antennas for cellular handset
terminals quote a −6 dB return loss bandwidth and have gains of less than 0 dBi. It can be
extrapolated that this is because the requirements of −10 dB return loss and gains greater
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than 0 dBi are just too difficult to achieve for such constrained volumes, and other parts
in the system (including the amplifiers) can be used to offset the degradation in the system
performance.

There are a variety of procedures that have been successfully employed to reduce the
overall size of a printed antenna. These include dielectric loading (both permittivity and
permability); using shorting posts (both shorted patches and planar inverted-F antennas,
PIFAs); fractal engineering; and maximizing the radiator size within the volume allocated
for the antenna, or three-dimensional antenna engineering. Some of these topics will be
discussed in later chapters.

Figures 1.25 to 1.28 show four examples of how small versions of the fundamental printed
resonant-style radiators can be developed. In Figure 1.25 a CPW-fed printed monopole is
shown where the monopole conductor meanders back and forth in order to maximize the
area for the given radiator effectively [35]. Figure 1.26 shows a three-dimensional version
of a flared (or triangular-shaped) monopole, where the conductor is folded over the edge of
the supporting substrate to increase the length of the antenna effectively and subsequently
reduction of the operation frequency is realized [36]. Figure 1.27 shows a photograph of a
shorted patch antenna. Here shorting pins are used to reduce the size of the patch conductor.
Two pins are used to increase the separation distance between the shorting points (the pins)
and the probe feed [37].

In Figure 1.28 three concepts are combined to yield a small version of a slot radiator: (1)
dielectric loading; (2) folding the slot; and (3) using a short-circuit [38]. Of course there are
many more procedures that can be used to reduce the size of the antenna, and judging by

Figure 1.25 Photograph of a printed meander line monopole.
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Figure 1.26 Photograph of a three-dimensional flared monopole [36].

Vias

Probe feed

Figure 1.27 Photograph of a shorted patch antenna.

the number of publications in this area of R&D there will be many more to come. It is the
authors’ opinion that no one technique gives the ultimate performance of a small radiator
and really it is the environment in which the radiator is to be mounted that plays a significant
role in which is the best size-reduction method.



OUTLINE OF THE BOOK 33

Figure 1.28 Photograph of printed folded slots [38].

1.6 OUTLINE OF THE BOOK

In this book several concepts related to wireless systems and printed antennas are presented.
The remainder of the book is divided into three parts: Part I, Fundamental Wideband Printed
Antennas for Wireless Systems; Part II, Small Printed Antennas for Wireless applications; and
Part III, Advanced Concepts and Applications in Wireless Systems. The first part describes
wideband printed antenna radiators suitable for a variety of wireless systems. In Chapter 2
multilayered patch antennas are presented including aperture coupled and proximity coupled
patches. Stacked patches are investigated and design strategies and bandwidth optimization
procedures are given. In Chapter 3 variations of printed quasi-Yagi antennas are discussed
and several designs presented, including a case for operation at 120 GHz. Examples of
arrays of these antennas are also given. These two chapters represent wideband variations
of resonant-style printed antennas as previously discussed. In the next chapters travelling
wave versions of printed antennas are explored. In Chapter 4 printed spiral antennas are
presented and design strategies and a parameter study are given. In Chapter 5 a variation of
the printed spiral, the printed folded Beverage antenna, is discussed and several examples
given, including three-dimensional versions. In Chapter 6 the characteristics of tapered slot
antennas are presented and, once again, there is a focus on looking at design trends so that
the reader can establish how to optimize the performance of this class of radiator. Chapters 2
to 6 represent most of the wideband fundamental radiating elements that are presently being
considered for wireless systems.

The next part of the book presents four chapters focusing on small printed antennas. In
Chapter 7 several versions of PIFAs are examined, including multiband versions, and the
impact of capacitive and inductive loading and fractal forms are summarized. In Chapter 8 a
variety of shorted patches are presented including circular polarized and multiband versions.
Techniques to reduce cross-polarization and also procedures to further reduce the conductor
size of the antenna are summarized in this chapter. Chapter 9 looks at printed antenna
specifically designed for WLAN applications, in particular versions of the printed monopole.
Antennas capable of operating over several wireless communication system bandwidths are
presented and a surface-mounted spiral printed monopole is examined. Chapter 10 presents
how printed antennas can be incorporated into computers and other wireless communication
components. In particular, this chapter shows how the performance of the antenna can be
impacted by the surrounding environment.
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In the third part of the book some advanced concepts and applications in wireless systems
are presented. Not only variations of printed antennas but also advanced EM and wireless
concepts that can impact printed antenna designs are discussed. In Chapter 11 reflectarray
antennas are presented, including the principles of operation and design methods of passive
and active printed reflectarray antennas. This chapter also presents designs for automotive
radar systems, base stations, and spatial power combiners. Chapter 12 looks at the use of
artificial magnetic conductors and other surfaces and how they can be used to improve the
performance of printed antennas. Chapter 13 presents an overview of integrated transceivers.
Integrated transceivers are a very good example of where printed antennas are extremely
useful. Chapter 14 investigates the art of reconfigurable antennas for a software defined
radio. Here the radiators are designed to be inherently matched to the active elements feeding
them. Once again this is an excellent example of where printed antennas can be very useful
radiators, as the control of the input impedance of a printed antenna (especially a patch
antenna) is easily controllable. Finally, Chapter 15 examines multiple-input multiple-output
(MIMO) systems and how patch antennas can be used in these wireless systems.
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Multilayered Patch Antennas
Wayne S. T. Rowe
School of Electrical and Computer Engineering
RMIT University, Melbourne, Victoria, Australia

2.1 INTRODUCTION

Microstrip patch antennas are an attractive solution to many wireless communication
scenarios due to their low-cost, low-profile, conformable, and easy-to-manufacture architec-
ture. However, the primary obstruction for their application in many systems is their limited
bandwidth. The bandwidth of a conventional printed antenna element is only in the order
of a few percent. Because of this fundamental drawback, a large body of research has been
devoted to overcoming the inherent bandwidth limitation of microstrip antennas.

An established means of enhancing the bandwidth of a conventional microstrip patch
is to use electrically thick substrates. Unfortunately this relatively simple method does
have its drawbacks. For edge-fed microstrip patch antennas, an increase in the thickness of
the microwave substrate results in an expansion in the width of the microstrip feed lines.
Consequently, the structure generates additional spurious radiation (or feed radiation). This
results in elevated levels of cross-polar radiation from the patch radiator, which can limit
the performance of the antenna, especially when it is configured in an array. For example,
increasing the thickness by a factor of 2 can increase the bandwidth by a similar factor, but
also degrades the cross-polar radiation levels significantly [1]. In the case of probe-fed patch
antennas, a thicker substrate requires the length of the probe pin to be extended. This can
lead to excessive feed inductance and counteract the bandwidth enhancements achieved with
the thick substrate.

Another concern with the use of thick substrates is increased surface wave mode generation
[2, 3]. Surface wave power deducts from the radiated power causing a reduction in antenna
efficiency, and can also cause pattern degradation when the surface wave diffracts at the
edge of the ground-plane or substrate. Various methods have been proposed to overcome
the spurious feed radiation [4] and surface wave generation [2, 3, 5] limitations of printed
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antennas on electrically thick substrates. The ideal scenario is to be able to increase the
antenna bandwidth without incurring these limitations.

A diverse range of other bandwidth enhancement techniques has also been reported. It is
often possible to devise an impedance matching network to manipulate the input impedance
of a printed antenna to increase the bandwidth. This matching network may evolve as a stub
tuner at the input of the antenna [6], as a direct modification to the patch element [7], or as
a tuning element gap coupled to the patch [8]. Parasitically coupled coplanar patch elements
can also form a wideband multiresonator subarray [9]. This is by no means an exhaustive
list, as it only highlights a few of the basic techniques.

2.2 TYPES OF MULTILAYERED PATCH ANTENNAS

Multilayered printed antennas are possibly the most common method used to enhance
bandwidth. The multilayered approach will typically use two methods to achieve this goal:

(a) increase the overall thickness of the substrate materials between the patch radiator and
the ground plane and/or

(b) insert multiple coupled resonant elements into the structure.

An example of a multilayered approach that uses the first method listed above is the proximity
coupled patch antenna [10].

Figure 2.1 displays a schematic of a proximity coupled microstrip antenna. The patch
element resides on a separate substrate to the microstrip feed line. There is no physical
electrical contact between the feed line and the patch. Energy is electromagnetically coupled
from the feed line to the patch due to their close proximity with each other. This architecture
therefore allows a thin feed substrate (and, hence, a thin microstrip feed line) to be employed
while the thickness of the material seen by the patch can be increased.

The aperture coupled configuration [11, 12] is another simple method of expanding the
bandwidth of a single-element patch antenna. By virtue of the common ground-plane, this
configuration also has the ability to isolate the feed line from the patch radiator. This reduces
the effects of spurious feed radiation on the antenna pattern.

Microstrip feed line

Ground plane

Patch substrate (εr1)

Feed substrate (εrf)

Patch element
l

w

Figure 2.1 Proximity coupled microstrip antenna.
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Aperture cut in
ground plane  

Microstrip feed
line on reverse  

Patch substrate (εr1)

Feed substrate (εrf)

Patch element

Figure 2.2 Aperture coupled patch antenna.

The structure of an aperture coupled microstrip antenna is shown in Figure 2.2. Energy
from the microstrip feed line (located on the underside of the feed substrate in Figure 2.2)
is coupled through the ground-plane to the patch element via an aperture in the metallic
boundary. The isolation provided by the ground-plane enables the feed and patch charac-
teristics to be optimized almost independently of each other. An additional parameter, the
dimensions of the aperture, can also be used to assist in the impedance matching of the
antenna. Alternatively, the aperture can be utilized as an additional resonator. This facilitates
the creation of a dual band antenna or, in the case where the aperture resonance is mutu-
ally coupled to the patch element resonance, a broadband antenna. One consequence of the
aperture being a resonant element is that the level of backward-directed radiation is typically
quite high, as radiation from the aperture directly contributes to the rear-directed fields.

To expand the bandwidth further, printed antennas with several resonant elements may be
used. As mentioned previously, the resonant elements may be placed in the same plane [9]
but are commonly assembled on top of each other. These multilayer antennas are regularly
referred to as stacked patch antennas, due to the vertical formation of the resonant elements.
Impedance bandwidths in excess of 20 % are readily achieved using the stacked patch method.
Various stacked patch configurations are shown in Figure 2.3. The most fundamental forms
of the stacked patch are displayed in Figures 2.3(a) and (b), consisting of a probe-fed or
edge-fed driven patch and a parasitic element placed on top. Figures 2.3(c) and (d) depict
proximity coupled and aperture coupled versions of the stacked patch antenna. Note that
these two structures contain two parasitic patch radiators as there is no direct connection of
the feed.

2.3 DESIGN TRENDS OF MULTILAYERED PATCH ANTENNAS

In microstrip patch antennas, the radiation bandwidth typically has a more wideband charac-
teristic than the impedance bandwidth. It is typically assumed that for relatively symmetric
conventional patch antenna designs if you have a good impedance response, the radiation
characteristics should be acceptable within this band. For this reason, the design of patch
antennas is usually focused on obtaining an acceptable impedance response, and once this
is achieved the radiation attributes are validated. Hence, this section examines the design



42 MULTILAYERED PATCH ANTENNAS

(a) (b)

(c) (d)

Figure 2.3 Stacked microstrip patch antenna structures: (a) probe-fed; (b) edge-fed; (c) proximity
coupled; and (d) aperture coupled.

trends for multilayer patch antennas with a heavy focus on the impedance locus. Substrate
selection is generally the initial step in the design of multilayer patch antennas. The choice
of material is a critical factor in the performance of the antenna, and is examined in
depth in Section 2.4. The design principles for the proximity coupled and aperture coupled
configurations are briefly summarized here, followed by a more detailed examination of the
parameter-dependent impedance variations for stacked patch antenna architectures. The struc-
tures analysed in this section utilize low-permittivity microwave substrates, which typically
provide optimal antenna performance.

2.3.1 Parameter Study of a Proximity Coupled Antenna

In Reference [13] a parameter study was performed on a proximity coupled patch antenna
similar to that of Figure 2.1, varying each attribute of the design individually while keeping
the remainder constant. The parameter variation study verified the anticipated results common
to single-element patch radiators. Increasing the length (l) of the patch element decreased the
operating frequency and enlarged the size of the resonant loop in the input impedance. The
gain of the antenna was also marginally diminished. A shorter patch had the converse effect.
Varying the width (w) of the patch element had a much more subtle effect on the operating



DESIGN TRENDS OF MULTILAYERED PATCH ANTENNAS 43

frequency, while offering control of the resonant loop size. The location of the microstrip
line open-circuit termination can influence the position of the resonant loop, with a minimal
effect on other characteristics. Extra length on the microstrip line before the open-circuit
termination shifts the resonant loop towards the inductive region of the Smith chart. These
results confirm the generally accepted design procedure for proximity coupled patches of
using the patch length to set the frequency of operation, and fine tune with the patch width
and open circuit position to maximize bandwidth.

If the patch substrate is made thinner a slight improvement in gain is observed. However,
an enlarged impedance loop and increased operating frequency also result. A thicker patch
substrate exhibits the opposite consequences. The operating frequency also increases when
a thinner feed substrate is used. However, the gain is noticeably reduced, as is the size of
the impedance loop. Once again, the effects are reversed for a thicker feed substrate. Each
time the feed substrate thickness is varied, the width of the microstrip line must be altered
to maintain a characteristic impedance of 50 �.

2.3.2 Aperture Coupled Patch Antenna Design Trends

The principles for designing an aperture coupled patch antenna similar to Figure 2.2 were
articulated in Reference [12]. It was found that the resonant frequency of the aperture
coupled patch antenna is primarily determined by the length of the patch element, as is the
case for most single-patch microstrip antennas. However, there is a secondary influence on
the resonant frequency, the aperture (or slot) length. As the length of the aperture increases,
the resonant frequency shows a slight decrease.

A decrease in the length of the aperture is also seen to cause a diminished level of coupling
between the microstrip feed line and the patch element. This manifests as a reduction of the
impedance circle on the Smith chart. The centre of the impedance circle also moves towards
the extremity of the chart, closer to the short-circuit position in this case.

If the length of the open-circuit stub on the end of the microstrip feed line is varied, the
input impedance at each frequency follows a contour of constant resistance. This indicates
that near the resonant frequency of the antenna, the aperture and the patch element resemble
a series load along an open-circuit transmission line and can be modelled with an equivalent
circuit. Hence, a very simple process can be followed in order to obtain a desired antenna
impedance, as the aperture length can be used to tune the resistance, and the reactance can
then be adjusted by varying the open-circuit stub length.

The properties of the antenna substrates were also examined. It is interesting to note
that for the aperture coupled patch configuration, an increase in the permittivity of the feed
layer had minimal impact on the resonant frequency. However, the coupling level from the
feed line to the patch element increased. This can be interpreted as being a consequence
of the aperture being electrically longer, even though its physical dimensions have not
changed. If the thickness of the feed material is increased, which moves the feed line
further away from the aperture, the level of coupling to the patch is diminished. As with
the permittivity variation, the resonant frequency remains relatively constant. The effect of
increasing the thickness of the antenna substrate was similar to that of making the feed
material thicker. It is possible to compensate for an increase in thickness of the layers
by making the aperture longer, but this can yield an elevated level of backward-directed
radiation.
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2.3.3 Design Rules for Probe-Fed Stacked Patch Antennas

The design rules for a probe-fed stacked patch antenna (Figure 2.3(a)) should be analogous
to that for an edge-fed stacked patch antenna (Figure 2.3(b)), as the two feeding techniques
closely resemble one another. Presented here is a strategy for creating probe-fed stacked
patch antennas with circular radiating elements [14]. It is stated in Reference [14] that
rectangular and annular ring elements exhibit the same trends as the circular radiators.

As is the case with all antennas with mutually coupled resonances, a loop in the input
impedance locus is observed for probe-fed stacked patches. If the size of the driven patch
element is increased while holding all other parameters constant, a decrease in the size of
this loop is seen. The real component of the input impedance at the centre of the loop also
moves to a lower value. The upper parasitic patch element exhibits the opposite trends.
Hence if the size of the upper patch element is increased in isolation, the loop expands and
the centre has a higher real value of impedance.

The position of the probe has only minimal consequences on the impedance behaviour of
probe-fed stacked patch antennas. Increasing the distance of the probe relative to the centre
of the patch exhibits a similar trend to that of increasing the overall size of the upper patch
element. However, the magnitude of the shift in the centre of the impedance loop is far less
pronounced for varying the probe position.

The thicknesses of the dielectric layers in the probe-fed stacked patch antenna are critical
factors to the performance. For the lower dielectric layer, there is a trade-off between the
bandwidth that can be achieved and the level of control over the impedance. Traditional
concepts of antenna design would suggest that a thicker substrate would yield a larger
bandwidth. However, the lower patch element in isolation must be overcoupled and achieve
a wideband response. Hence, a thinner substrate for the lower dielectric layer is required, so
when the parasitic patch element is placed on top of the driven patch element, the coupling
loop formed is located close to the centre of the Smith chart.

The thickness of the dielectric between the two patch elements primarily governs the level
of mutual coupling. The thicker this layer is made the smaller the loop in the impedance locus
becomes, and vice versa. The upper substrate layer is also strongly linked to the thickness
of the lower substrate. If the material selected for the lower layer is electrically thick, the
liberty in selection of the upper dielectric thickness is diminished.

2.3.4 Characteristics of Stacked Proximity Coupled Antennas

The bandwidth of proximity coupled patch antennas can be enhanced by stacking an addi-
tional parasitic patch over the conventional structure of Figure 2.1. This configuration is seen
in Figure 2.3(c). An antenna of this type was constructed in Reference [13] and displayed
a measured 10 dB return loss bandwidth of 20 % and a gain of approximately 9 dBi. To
ascertain the design characteristics of the stacked proximity coupled antenna, a parameter
study was performed on the architecture in Figure 2.3(c). Each physical attribute of the
antenna was varied independently, while holding all others constant. The stacked proximity
coupled antenna presented in Reference [13] was used as a baseline.

The parasitic patch elements of the baseline antenna are square. Preserving square patch
elements is advantageous as it enables the formation of a dual polarized stacked proximity
coupled patch antenna simply with the addition of a second orthogonal feed line. Circular
polarization can also be obtained by driving these two feed lines at quadrature. The ensuing
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parameter study maintains the square geometry of the patch elements, but varies the overall
size. Throughout this parameter study, the baseline response is located in the centre of each
figure (for comparison) with variations below and above the baseline parameter value on the
left and right, respectively.

Figure 2.4(a) displays the effect on the input impedance when the size of the lower patch
element is altered by 0.8 mm (∼ 0�013�0). The variation of patch element 1 affects the
level of mutual coupling between the two patches, which can be observed as a change in
size of the small inner loop in the impedance loci of Figure 2.4(a). An increase in patch
size corresponds to a reduction in the magnitude of mutual coupling. The larger outer loop
is a manifestation of the coupling from the open-circuit microstrip feed line to the patch
elements, which is also altered when changes are made to the size of patch element 1. As
patch element 1 is physically located in the middle of the antenna, it is understandable that
variation of this element will influence both coupling levels. Patch element 2 is situated
close to the top of the antenna structure, and primarily influences the interaction between
the two patches, as can be seen in Figure 2.4(b). It should be noted that an increase in the
size of patch element 2 has the converse effect to patch element 1 on the magnitude of
mutual coupling between the two patches. The input impedance response is less sensitive to
changes in the size of patch element 2 than patch element 1. The change in patch element 2
dimensions shown here is 2 mm (∼ 0�033�0).

The input impedance plots in Figure 2.5(a) depict the consequence of varying the height
of patch substrate 1. Typical substrate heights for Rogers RT/Duriod™ 5880 were used in
this case study. As this substrate is situated between the feed line and the lower patch
element, a change in the coupling characteristics from feed to patches is predicted to be the
primary consequence. This is evident in Figure 2.5(a), although the values of substrate height
remain relatively small (∼ 0.0021 to 0.0085�0), so strong coupling is still observed for all
cases. For the foam substrate variation in Figure 2.5(b), an increase in height diminishes the
magnitude of mutual coupling between the patches. However, the feed to patch coupling
is also reduced. This could be due to the feed to patch coupling being governed by the
characteristics of the mutually coupled patches as a single entity, and disturbing this will
therefore transform the way the feed and patches interact. Once again typical commercially
available foam thicknesses were used in this study.

A feed substrate height variation predominantly induces a change in the level of coupling
between the feed and patch elements, as evident in Figure 2.6(a). This effect is analogous
to the conventional single-layer proximity coupled patch antenna case. The microstrip feed
line width was adjusted with the alteration of the feed substrate height to maintain a 50 �
characteristic impedance. The stub offset is defined as the distance of the microstrip feed line
open-circuit from directly underneath the geometric centre of the patch element. Modifying
the stub offset position had a minimal consequence on the impedance response of the stacked
proximity coupled antenna, unless large alterations were considered (e.g. > 0�02�0). This
fact can be valuable if a dual or circularly polarized proximity coupled antenna is desired. If
a second orthogonal feed line is added to the structure to obtain a dual or circularly polarized
antenna (as stated previously), the open circuit terminations on the end of the microstrip
feed lines can be moved away from the centre of the antenna without greatly affecting the
impedance response. This assists in decoupling the feed lines and improves the isolation
between them.

The majority of the parameter variations in this study had only a minor influence on the
gain of the antenna. Typically, the gain varied less than 0.2 dB from that of the baseline
antenna. As for the single-layer proximity coupled patch antenna case the exception was the
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feed substrate height, where the gain showed the most significant rise when this substrate
thickness was increased.

As the stacked proximity coupled patch antenna is a multiresonant structure, there are
numerous interactions that influence the response. The dominant performance trends have
been identified via this parameter study. These can be summarized as follows: the mutual
coupling of the two patch resonances primarily corresponds to a loop in the input impedance
locus (for this case it is the small inner loop); the second (large outer) loop relates to the
interaction between the microstrip feed line and the resonantly coupled patch elements. Thus,
a good starting point to achieve a broadband impedance response is to use a stacked structure
with an electrically thick feed substrate. To ensure sufficient coupling to the patch elements,
a thin substrate layer between the microstrip line and patch element 1 is required. The trends
observed in the parameter study may then be employed to optimize the stacked proximity
coupled antenna.

2.3.5 An Investigation of Aperture Coupled Stacked Patches

The aperture coupled stacked patch antenna configuration depicted in Figure 2.3(d) can
deliver wideband impedance performance as well as providing isolation of the feed circuitry
from the radiating elements. The broad bandwidth is primarily a product of the coupled
patch resonances. Due to the fact that the aperture in the ground plane is not close to the
resonant length, this antenna also exhibits reasonably low levels of back radiation. This
section presents a summary of the mutual coupling trends in the parametric study of wideband
aperture coupled stacked patch antennas disclosed in Reference [15]. The investigation in
Reference [15] also analyses the effects of parameter variation on the individual resonances
of the patch elements. However, to maintain consistency with the explorations of other
antenna architectures in this chapter, this information is not presented here.

Firstly, to gain an understanding of the relative excitation of each of the parasitic patch
elements in an aperture coupled stacked patch antenna, each patch is individually removed
from the structure and the input impedance is analysed. If an aperture coupled stacked patch
antenna with a broadband response has the upper patch element removed, the resulting
structure exhibits an overcoupled or overexcited impedance characteristic. If the top patch
is replaced to its original position and the lower patch is not considered in the analysis,
the result is an undercoupled resonance. The combination of the two produces a moderately
coupled loop in the impedance locus, which can be centred on the Smith chart.

The parametric study investigates the effect on the antenna impedance of varying one
characteristic of the antenna, while maintaining all others at the value required to produce
a wideband response. The size of the lower patch element was the first to be considered.
If the lower patch is varied from it optimal value, the mutual coupling between the two
patch elements decreases, and hence the loop in the impedance locus diminishes. It is known
from Reference [12] that the coupling to the patch decreases when the patch size increases
relative to the aperture size. Increasing the lower patch size also has the effect of blocking
the top patch from coupling to the fields from the aperture excitation. When the lower patch
is reduced in size the coupling loop becomes inductive, and the impedance tends towards
the undercoupled response seen when the lower patch is removed.

For the variation of the upper patch element, similar results were seen on the mutual
coupling level of the patch resonators. Any shift away from the optimal value causes the
mutual coupling to decrease. The smaller the upper patch becomes, the closer the impedance
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locus resembles the overcoupled patch response seen when the top patch is totally removed.
An increase in the upper patch size makes the response inductive, the opposite to the result
for the lower patch.

If the thickness of the dielectric layer between the aperture and the lower patch is
increased, it is instinctive to predict that the level of interaction between the aperture and
the patches would be reduced as they are physically moved further apart. This postulation
held true for the lower patch, but not for the upper patch element. The impedance locus also
became more capacitive as the thickness of this layer reduced.

The thickness variation of the substrate that separated the two patch elements displayed a
more intuitive result. Increasing the thickness, and hence the distance between the two patch
radiators, reduced the level of mutual coupling between the two. This caused the loop in the
impedance locus to shrink in size.

2.3.6 Parameter Study of Aperture Stacked Patch Antennas

The design of aperture stacked patch (ASP) antennas shown in Figure 2.3(d) can be a very
complex process due to the three mutually coupled resonant elements. Not only must the
coupling between the two parasitic patch radiators be considered, but the aperture in the
ground-plane is also a resonator that contributes to the response of the antenna. To produce
a wide impedance bandwidth the individual resonators must be weakly coupled to produce
tight loops in the impedance locus, and these loops need to be alongside each other so
that a continuous match over a large frequency range can be achieved Reference [16]. It is
postulated in Reference [16] that one of the resonant loops is caused by the interaction of
the aperture and lower patch, while the other arises from the mutual coupling of the two
patch elements.

This section (taken from Reference [16]) investigates the effect on the impedance locus of
modifying the principle dimensions of the ASP antenna. The impact on the response antenna
will be assessed in terms of the variation in the size of the impedance loops and their relative
position on a Smith chart. The dimensions of the baseline ASP antenna are given in the
caption of Fig. 4 in Reference [16]. All parameters are held constant except the one being
considered, and the baseline antenna results are depicted as the central figure. This allows
the influence of the parameters under observation to be gauged.

The plots in Figure 2.7 highlight the effect of changing the length of the aperture. This
variation shows a distinct change in the lower frequency loop in the impedance locus, while
having a minimal influence on the higher frequency loop. The increase in the lower frequency
loop size transpires from increased coupling between the aperture and lower patch as the
aperture gets longer. The two loops are nestled closely together at the optimum aperture
length and merge if the aperture length is excessive.

The lower patch size is a crucial parameter on the input impedance response of an ASP
antenna. The lower patch is mutually coupled to both the upper patch element and the
resonant aperture, contributing to the formation of both loops in the impedance locus. The
influence of the lower patch size is clearly evident in Figure 2.8. The effect on the coupling
level of each impedance loop is opposite as the lower patch size is varied. The higher
frequency loop shrinks, while the lower frequency loop expands at the size of the lower
patch increases. Interestingly, the opposite effect on the coupling levels occurs if the size
of the upper patch element is the parameter that is varied. This can be seen in the input
impedance plots of Figure 2.9. The inverse relationship leads to the conclusion that ‘it is not
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Figure 2.7 Input impedance as a function of aperture length: (a) SL (slot/aperture length) = 8 mm;
(b) SL = 10 mm; and (c) SL = 12 mm.

Figure 2.8 Input impedance as a function of the lower patch size: (a) PL1 (patch length) = PW1

(patch width) = 8 mm; (b) PL1 = PW1 = 9 mm; and (c) PL1 = PW1 = 10 mm.

Figure 2.9 Input impedance as a function of the upper patch size: (a) PL2 = PW2 = 9 mm;
(b) PL2 = PW2 = 10 mm; and (c) PL2 = PW2 = 12 mm.
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Figure 2.10 Input impedance as a function of the layer 1 dielectric thickness: (a) d1 = 2�5 mm;
(b) d1 = 3 mm; and (c) d1 = 4 mm.

Figure 2.11 Input impedance as a function of the layer 2 dielectric thickness: (a) d2 = 2 mm;
(b) d2 = 3 mm; and (c) d2 = 4 mm.

the absolute dimensions of each patch that govern the impedance behavior, but the relative
size of each patch to the other that is important’ [16].

The effect of varying the lower substrate thickness is shown in Figure 2.10. As this
parameter controls the physical distance between the aperture and lower patch, it is intuitive
to predict that increasing the lower substrate thickness would reduce the coupling between
them, and hence the size of the coupling loop in the impedance locus would diminish.
A similar effect occurs when using a smaller aperture, as both reduce the aperture to the
lower patch coupling. This can be a very useful link when designing and fabricating ASP
antennas. If a certain thickness material required for the lower substrate is unavailable, a
thicker material may be used if the aperture length is also increased to compensate.

In Figure 2.11, the impact of the upper substrate thickness on the impedance locus is
displayed. Altering this parameter directly affects the coupling between the two patches,
which is manifested as a reduction in the upper frequency loop with increased substrate
thickness. However, the thickness of the upper substrate also influences the interaction
between the two mutual resonances, decreasing the size of the lower frequency loop when
a thicker substrate is used.
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2.4 ANALYSIS OF LAYERED STRUCTURES

The most integral step in the design of multilayered antennas is to choose the layer configu-
ration. Several general ‘rules of thumb’ have been proposed for determining the dimensions
of microstrip patches (for example see Reference [17]). However, generalized approaches
to the selection of the materials for use in a multilayer patch antenna are less prevalent.
The dielectric material selection must take into consideration the bandwidth and efficiency
performance required for the particular application, as well as the requirements/configuration
of the system the antenna is to interface with. This selection process is of great importance
as it is the dielectric substrates that primarily control the printed antenna performance.

In Reference [18] a figure of merit is proposed that equips an antenna designer with
a method for comparison of different substrate configurations, with respect to radiation
efficiency and impedance bandwidth performance. The quantity has relevance to single-layer
patches and stacked configurations and can be easily determined. The figure of merit is
defined as �sw/Q, where the quality factor (Q) and surface wave efficiency (�sw) are two
imperative characteristics of a patch antenna. The figure of merit applies for any particular
dielectric material.

This section analyses the substrate selection, influence of the material characteristics, and
effects of layer alignment offsets in multilayer printed antennas. At the end of the section,
some general selection tips for choosing the substrate layers for stacked patch antennas are
given.

2.4.1 Substrate Selection for Stacked Patch Antennas

The conventional school of thought indicates that thick microwave laminates with a low
dielectric constant enable the design of stacked patch antennas with wide impedance band-
widths and low surface wave generation. This philosophy has generally held true. However,
stacked patches that employ high-permittivity materials in combination with low-permittivity
substrates can also yield broadband, highly efficient results [19–23]. The primary reason for
considering antenna elements printed on high-permittivity material is to enable direct inte-
gration with monolithic microwave integrated circuit (MMIC) or optoelectronic integrated
circuit (OEIC) devices and systems.

To achieve the broadest possible impedance response, a low-permittivity microwave
laminate (i.e. �r =2�2) in combination with dielectric foam is typically used. This combination
also has the simplest design procedure for stacked patch antennas. The use of two foam
dielectric layers would improve the surface wave efficiency at the expense of the impedance
bandwidth due to more tightly coupled patch resonators [14].

The thicknesses of the dielectric substrates are a critical parameter in the impedance
bandwidth and can be achieved from probe-fed and edge-fed stacked patch antennas. The
lower substrate must be sufficiently thick to maximize the bandwidth, but not overly so,
which would result in a driven patch that is excessively inductive [14]. The lower patch in
isolation should display only a slightly overcoupled response. This allows the addition of
the parasitic patch element to ‘pull’ the impedance response closer to a matched position,
as mentioned in Section 2.3.3. In Reference [14], a good starting point for the thickness of
the dielectric layers was quoted as being 0.04�0 for the lower substrate and 0.06�0 for the
upper layer.
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2.4.2 The Effect of Substrate Layer Permittivity in Multilayered Patch
Antennas

There are very few investigations into the effects of substrate layer permittivity in multi-
layered printed antennas in the literature. For aperture coupled patch antennas, Sullivan and
Schaubert [12] reported an escalation in the coupling between the aperture and the patch
element as the permittivity of the feed material rises. This was attributed to the electrical
length of the aperture increasing. This effect is also covered in Section 3.2.

2.4.2.1 Effect of Substrate Layer Permittivity in Proximity Coupled Patch Antennas

The proximity coupled patch antenna is a promising candidate for direct integration with
MMIC/OEIC devices. The primary advantage of the proximity coupled structure is that a
minimal area on the expensive semiconductor wafer is consumed, with only the formation
of the open-circuit microstrip feed line required. However, MMIC wafers are typically of
high permittivity; hence the proximity coupled patch antenna must be capable of exhibiting
reasonable performance on such a material. A theoretical investigation (using Ensemble
6.0) into the proximity coupled antennas capabilities for this application was conducted in
Reference [23].

Figure 2.12 illustrates the effect on the bandwidth and gain of the conventional prox-
imity coupled patch antenna seen in Figure 2.1 as the feed substrate permittivity is raised
from 2.2 to 10.2. At each value of permittivity, the feed was altered to maintain a 50 �
characteristic impedance and the patch element was optimized for a maximum return loss.
As expected, a decline in the antenna bandwidth is observed as the dielectric constant of
the feed substrate is increased. The antenna gain diminished rapidly up to a permittivity of
approximately 5 and then levels off to oscillate in the vicinity of 5.6 dBi. This effect can
be attributed to the decrease in energy coupling from the feed to the patch. As the �r of
the feed layer is increased, the energy will be more confined between the microstrip track
and the ground-plane. To compensate for this, the height of the patch substrate should be
decreased.
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Figure 2.12 Variation of the feed substrate permittivity on the bandwidth and gain of a proximity
coupled patch antenna.
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Figure 2.13 Effect of altering the high-permitivity feed substrate height on: (a) the bandwidth and
gain; and (b) the cross-polarization level.

Figure 2.13 examines the performance of the conventional proximity coupled patch
antenna with a high-permittivity feed substrate due to changes in the substrate height. As
seen in Figure 2.13(a), the antenna bandwidth is proportional to the substrate height, while
the antenna gain remains relatively constant. This is contrary to the parameter studies in
Reference [13], where a low �r feed substrate was used, which reveal significant variations
in gain when the height of a low-permittivity feed substrate is varied. It should be noted,
however, that the antenna was not optimized after each parameter variation in Reference
[13], as it was here. An increase in substrate height also caused a rise in the maximum level
of cross-polarized radiation with respect to the broadside copolarized magnitude, as depicted
in Figure 2.13(b). The cross-polarization values are exceptionally low due to the lack of a
current discontinuity associated with the feed and radiator and also because of the low level
of cross-polar radiated fields from a printed antenna mounted on a high dielectric constant
material [19]. It is expected that an antenna with a finite ground-plane would exhibit higher
levels of cross-polarized radiation.

Figure 2.3(c) showed the structure of a stacked proximity coupled patch antenna. As with
any stacked patch antenna configuration, there are several degrees of freedom in the design
of stacked proximity coupled patch antennas. However, as was shown in Reference [24] for
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a direct contact stacked patch, the dielectric layers govern the overall performance of the
antenna.

In Reference [25], an investigation into the composition of the dielectric layers to achieve
good impedance responses is undertaken for proximity coupled stacked patch antennas.
Before launching into this investigation it should be noted that the permittivity of the material
between the patch elements, �r2, should be as close to unity as possible. This has been shown
to be true for all stacked patch configurations, independent of the feeding technique. This is
to ensure that the antenna efficiency is as high as possible [24].

In Figure 2.14, the characteristics of a stacked proximity coupled patch antenna are tracked
as the permittivity of both the feed substrate and the lower patch substrate are incremented,
so that they retain the same value. The microstrip feed line width is altered at each step to
maintain a 50 � characteristic impedance. The structure was then optimized for the maximum
impedance bandwidth. Figure 2.14(a) displays the impedance bandwidth as a function of
the permittivity of the feed and patch substrates. Interestingly, the maximum bandwidth was
not achieved using the lowest permittivity value of 2.2. The bandwidth remains relatively
constant for permittivity values between 3 and 7, and then begins to reduce in the region
from 7 to 10. For all of the permittivity values analysed, the bandwidth remained in excess
of 20 %.

The centre frequency gain for the stacked proximity patch antenna versus the feed and
patch substrate permittivity is depicted in Figure 2.14(b). The maximum gain of 8.9 dBi
was registered for the case when both the feed substrate and lower patch substrate have a
dielectric constant of 2.2. The gain remained high as the two substrate permittivities were
sequentially incremented, oscillating around a value of 8 dBi.

The proximity coupled patch structure inherently quells spurious feed radiation by
avoiding the current discontinuity associated with contacting feed methods. This results
in proximity coupled patch architectures exhibiting very low levels of cross-polarization.
Figure 2.14(c) plots the maximum level of cross-polarized radiation (with respect to the
broadside copolarized level) in the forward hemisphere of the stacked proximity coupled
patch antenna versus the feed and patch substrate permittivity. The cross-polarization level
decreases steadily with an increase in the permittivity. A 14 dB difference is observed
between the permittivity values of 2.2 and 10.2.

It is shown in Reference [22] that good bandwidth and efficient radiation could be
achieved for the case of a proximity coupled stacked patch mounted on a high feed dielectric
constant if the next layer was of a similar dielectric constant value. The design strategy
in Reference [22] is based on that for conventional proximity stacked patches (where low
dielectric constant materials are used) [13] and also for ‘hi–lo’ edge-fed stacked patches
[19]. Simplistically, the objective of the lower patch in an element is to couple power from
the feed network. The upper patch must then efficiently radiate this power into free space.
To couple power from a microstrip line developed on a high dielectric constant laminate
effectively, the first patch must be located in very close proximity to the transmission line.
This can be deduced from the observation that as the dielectric constant of the feed substrate
increases more energy is trapped within this layer. To assist in the extraction of this energy,
the dielectric constant of the layer used between the feed and the lower patch may be made
of comparable value to that of the feed layer. As is the case for all stacked patches when an
efficient solution is required, the dielectric constant of the substrate between the upper and
lower patch elements must be as low as possible (i.e. close to unity, for example foam). The
printed antenna incorporates a thin layer of copper clad with a low dielectric material on top
of the layer of foam to accommodate the etching of the patch conductor.
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Figure 2.14 The result of varying the feed and patch substrate permittivity simultaneously on:
(a) the bandwidth; (b) the gain at the centre frequency; and (c) the maximum cross-polarization level.
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The predicted 10 dB return loss bandwidth for the antenna presented in Reference [22]
was 25 % and the measured value was 21 %. At the midband frequency of 4.8 GHz, the
gain of the antenna was measured as 8.0 dBi, compared to a predicted value of 8.1 dBi.
The radiation patterns resemble those of other highly efficient printed antennas, and were
consistent across the impedance bandwidth. The measured cross-polarization radiation levels
are more than 20 dB below the copolar levels in both principal planes for all observation
angles.

For the configuration above, expensive MMIC/OEIC wafers are still required to ensure
that the dielectric constants of the feed substrate (�rf ) and the layer between the feed and the
lower patch (�r1) correspond. In Reference [23] a theoretical investigation assessed whether
a different dielectric constant material can be substituted for the high dielectric constant first
layer, thereby reducing the cost of the directly integrated patch antenna.

The results in Reference [22] were used as a baseline case. The dielectric constant �r1

was reduced by decrements of approximately 2. The antenna was optimized for each case
to ensure that the best performance was achieved. Table 2.1 summarizes the bandwidth
and gain results. Interestingly, for �r1 values greater than 4.5 the bandwidth and gain retained
similar values, and the dimensions of the patches, the thickness of all the materials, and the
feed location did not have to be changed to optimize the performance. These results are
particularly important for integrating proximity coupled stacked patches with MMIC/OEIC
devices. This demonstrates that the material layer between the feed and the lower patch
does not need to be matched exactly to the feed substrate, and therefore a more cost-
effective material (such as Rogers RT/Duroid 6010 with �r = 10�4) can be used. As long
as there is not a dramatic difference between �rf and �r1 broad bandwidths should still
be achievable. The impedance response of the proximity coupled stacked patch starts to
degrade for �r1 values less than or equal to 4.5, when all the other parameters have been
fixed to those given in Reference [22]. The reason for this is that as �r1 is decreased,
less of the fields are coupled from the feed line to the first patch as the high dielectric
constant feed material confines most of the energy. To resolve this, the thickness of the
layer between the feed and the lower patch can be reduced. The bandwidths and gains
shown in Table 2.1 for �r1 = 4�5 are for when the thickness of this layer has been halved
to 0.125 mm. For �r1 = 2�2, an ultra thin layer (0.05 mm) is required to give the results in
Table 2.1.

One of the interesting findings from the previous study is that as the dielectric constant
of the first layer is decreased, the thickness of the material must also decrease to achieve a
good impedance bandwidth. It is worth investigating whether this relationship can be used
to remove some of the design restrictions for a proximity coupled stacked patch mounted on
low dielectric constant materials.

An investigation in Reference [25] uses the proximity coupled stacked patch in Reference
[13] as the baseline case. The materials used were a combination of Rogers RT/Duriod 5880
(�r = 2�2) and foam (�r = 1�07) with the feed substrate and lower patch substrate utilizing

Table 2.1 Relationship between �rl and bandwidth when �rf is high.

�r1 10�4 8�8 6�8 4�4 2�2

2:1 VSWR bandwidth ( %) 23�7 25�6 26�2 21�4 22�0
Gain (dBi) 8�1 8�0 8�0 8�2 8�3
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the Rogers RT/Duroid 5880. The thickness of the lower patch substrate was 0.254 mm and
a feed offset (from the centre of the patch) of 3.6 mm was used to achieve the broadband
impedance response. The value of �r1 was increased to 3.5, and then 4.5, and for each case
the other parameters of this printed antenna were varied to maintain the original bandwidth.
Two important consequences of increasing �r1 were observed. Firstly, to achieve the original
bandwidth, there was a need to increase the thickness of the lower patch substrate to 0.508
mm. It was also not necessary to offset the feed line from the centre of the patch. Thus using
a higher dielectric constant material for a lower patch substrate to a certain extent removes
the restriction of requiring a very thin layer between the feed line and the first patch. It also
allows for maximum coupling between the feed and the patch and therefore an increased
gain. For the three cases considered, the gains were 8.9 dBi (�r1 = 2�2), 9.2 dBi (�r1 = 3�5),
and 9.3 dBi (�r1 = 4�5).

2.4.2.2 Feed Substrate Variation of the ASP Configuration

Exceptionally broad impedance bandwidths in the range of 50–70 % can be achieved from
the aperture stacked patch (ASP) configuration [16], as shown in Section 2.3.6. Due to
the mutual coupling between the aperture resonator and the parasitic patches, it is imperative
that a study be undertaken to see what effect the characteristics of the feed substrate have
on the aperture and hence the overall performance of the ASP.

In Reference [26], the microstrip-fed ASP configuration is examined to determine the
effect of decreasing the thickness and increasing the permittivity of the feed substrate on the
behaviour of the antenna. The development of broadband MMICs/OEICs incorporating ASP
antennas relies on knowing the influence of such modifications.

The ASP configuration as given in Reference [16] is not an optimal structure for integration
into OEIC/MMIC modules. The primary hindrance is the RT/Duroid 5880 feed substrate,
which is of a very low permittivity (�r =2�2), which is not compatible with the high dielectric
constant OEIC/MMIC wafer materials. This antenna will be used as the baseline for this
investigation.

The effect of gradually increasing the permittivity while maintaining the thickness of the
feed substrate was investigated using Ensemble 6.0. At each increment of permittivity the
structure was optimized for maximum bandwidth, but the basic geometry of the ASP antenna
given in Reference [16] was maintained. The microstrip line widths were also adjusted at
each stage to preserve their characteristic impedance and ensure the efficient operation of
the reactive power divider.

As the permittivity of the feed substrate is increased, there is a decline in the optimal
bandwidth obtainable from the ASP configuration, as evident in Figure 2.15. The reduction
in the bandwidth is primarily due to an increase in the quality factor (Q) of the resonant
coupling aperture. To illustrate this, the apertures and microstrip feed network from the ASP
antennas with feed substrate permittivities of 2.2 and 10.2 were analysed with the patch
elements of the ASP removed. The input impedances of the two single-substrate aperture
antennas are compared in Figure 2.16. Distinctly narrower resonant peaks are observed for
the aperture antenna with the high dielectric constant substrate, compared to those of the
lower permittivity material. Thus the bandwidth of the aperture is very dependent on the
surrounding material. When the aperture mounted on the high dielectric constant material
is mutually coupled to parasitic patch elements, the overall ASP antenna bandwidth is
diminished.
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Figure 2.15 Optimized percentage bandwidth versus permittivity of the feed substrate.
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Figure 2.16 Input impedance comparison for high and low feed substrate permittivity aperture
antennas.

As depicted in Figure 2.17, the peak gain within the impedance bandwidth of the antenna
is also diminished with increasing permittivity, although it still remains above 7 dBi. The
minimum gain maintains a consistent level. It should also be noted that the width of the
100 � sections of microstrip line in the reactive power divider became extremely thin
(80 �m) when the permittivity of the feed material reached 10.2. The level of back radiation
remained relatively constant, being approximately 7 dB below the broadside level.

Due to the very thin microstrip lines required to realize the reactive power divider of the
ASP antenna structure when a high-permittivity feed substrate is employed, a single feed



64 MULTILAYERED PATCH ANTENNAS

9

8.5

8

7.5

7

6.5

6

5.5

5
2 3 4 5 6 7

Relative Permittivity

G
ai

n
 (

d
B

i)

8 9 10 11

Maximum Gain
Minimum Gain

Figure 2.17 Maximum and minimum antenna gains versus permittivity of the feed substrate.

line ASP antenna was developed [26]. For MMIC/OEIC integration purposes, the thickness
of the high-permittivity feed substrate (h1 = 1�6 mm) is excessive. A theoretical study of the
consequences of decreasing h1 was undertaken. Once again, the structure was optimized for
a maximum operational bandwidth after each iteration of h1.

Figure 2.18 shows that a decrease in h1 also leads to a reduction in the achievable band-
width of the ASP structure. This is due to the aperture element having a lower bandwidth
with smaller values of h1. In general, the bandwidth of a printed antenna element is propor-
tional to the volume it occupies [27], explaining the observed trend. As before, when the
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Figure 2.19 Maximum and minimum antenna gains versus thickness of the feed substrate.

aperture is mutually coupled to parasitic patch elements, the overall ASP antenna bandwidth
is diminished with decreasing h1.

From Figure 2.19, the peak gain within the impedance bandwidth of the antenna remained
relatively consistent as h1 is varied, with slight fluctuations around 8 dBi. The minimum gain
displayed some minor variations, but maintained a level above 6 dBi. The front-to-back ratio
exhibited improvement for lower values of h1, attaining a value of 15 dB for h1 =0�254 mm.

An impedance bandwidth in excess of 27 % is obtainable from an ASP antenna that
incorporates a thin, high-permittivity feed substrate. This bandwidth is not as broad as the
ASP antennas in Reference [16] due to the effect of the feed substrate on the resonant
coupling aperture. However, the bandwidth is sufficient for a wide range of communications
system applications. The gain maintains a level similar to the initial ASP structure that utilizes
a low-permittivity feed substrate, implying that the surface wave activity remains low.

The impedance bandwidth of the ASP antenna with a high-permittivity feed substrate is
comparable to that of a frequency scaled version of the MMIC/OEIC compatible ‘hi–lo–lo’
antenna geometry [21]. The ‘hi–lo–lo’ structure has the advantage of a ground-plane to
reduce the level of back radiation, enabling a superior front-to-back ratio to that of the
ASP configuration. However, the ASP ground-plane provides isolation between the antenna
elements and the feed arrangement, reducing spurious radiation and coupling to other devices
in the circuit.

2.4.3 Substrate Offsets in Multilayered Patch Antennas

As stacked patch antenna architectures require multiple substrate layers to be situated on
top of each other, the effect of misalignment due to fabrication inaccuracy is a pertinent
issue. The input impedance of an aperture coupled patch antenna is relatively insensitive
to small variations in patch position over the aperture, but can be significantly disrupted
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for larger value patch offsets [12]. The coupling factor between the aperture and patch
resonators is defined by the size of the loop in the impedance locus, and is greatest when
the patch is centred directly over the aperture. The coupling factor decreases significantly
as the patch is offset in the direction of resonance. However, small lateral movements of
the patch orthogonal to the resonant direction causes only minor changes in the coupling
factor if the entire aperture remains under the confines of the patch element. A slight
increase in coupling is observed when the edge of the aperture is in the vicinity of the
edge of the patch, but drops sharply as more of the aperture emerges from underneath
the patch.

An analysis of layer offsets in a conventional stacked patch antenna, as depicted in
Figure 2.3(a), is conducted in Reference [28]. This investigation shows that deliberately
adding offsets into the stacked patch structure can broaden the bandwidth by manipulating
the fringing fields on the lower patch, and hence changing the effective length of the patches.
There are limitations in the extent to which the upper patch element can be offset, as the
asymmetry introduced can lead to increased cross-polarization and a skewed main beam
direction. For patch offsets in the direction of resonance, the results show an increase in the
size of the mutual coupling loop in the impedance locus. Offsets orthogonal to the resonant
direction have a minimal effect on the mutual coupling loop as they do not alter the effective
resonant length of the patch elements. However, large offsets can generate a secondary
loop in the impedance locus. Diagonal offsets are shown to have the same properties as
the sum of the individual contributions from the offsets in the resonant and orthogonal
directions.

Typically, offsets due to manufacturing tolerances will not incur severe degradation for
most stacked patch antennas. The mutual coupling of the patch elements tolerates minor
inaccuracies in alignment. However, at higher frequencies, such as in the millimetre-wave
region, offsets may play a more significant role in the performance of the stacked patch
antenna. At these frequencies, the magnitudes of the fabrication offsets are generally a
more significant proportion of a wavelength compared to lower microwave frequencies.
Intentionally adding offsets into a stacked patch architecture to extract extra bandwidth has
minimal application, as the enhanced cross-polarization and beam skew will preclude its use
in many situations.

2.4.4 General Substrate Selection Tips for Wideband High-Performance
Stacked Patch Antennas

The following delineates some general guidelines for the material selection in stacked patch
antennas to obtain optimal performance:

1. Use all low-permittivity/loss tangent materials. The conventional theory of having low
dielectric constant microwave laminates for the entire stacked patch structure is still the
simplest way of obtaining large-bandwidth, high-performance antennas.

2. Select substrates to be as thick as possible for the broadest bandwidth. In particular,
the upper substrate(s), which supports the parasitic patch elements, should be as thick
as possible. The feed material needs to provide appropriate balance between the goals
of obtaining wideband performance and avoiding the generation of surface waves and
spurious feed radiation.
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3. If a high-permittivity substrate is required for the feed layer, ensure that the uppermost
patch element resides on a thick low dielectric constant material. This ensures a wide
bandwidth and high efficiency.

These design guidelines come with a caveat; they are limited by the system environment
in which the antenna resides. If the antenna is a stand-alone element, then there are minimal
limitations imposed on the selection of the antenna materials. However, if the antenna is
to be directly integrated on to an MMIC wafer, the thickness and permittivity of the feed
substrate is governed by the material system used. There may also be practical restrictions
on the materials and thicknesses that can be used for the upper substrate layers in this case.
Factors such as how the upper substrate layers are attached, how they are formed, if they
interfere with surrounding circuitry or devices, and packaging must be considered.

2.5 SUMMARY

In this chapter multilayered patch antennas have been investigated and a method was found to
optimize the performance of these radiators. A variety of multilayered patch structures have
been discussed and design trends for these radiator have been investigated. An investigation
into the material composition of these printed antennas was presented as well as a guideline
for substrate selections. It is hoped that the information provided can give readers a solid
foundation to enable them to design patch-based antennas for a variety of wireless solutions.
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3.1 INTRODUCTION

The configuration of the printed ‘quasi-Yagi antenna’ can be compared that of the classic
Yagi–Uda dipole type antenna. In both antennas the structures acting as the driver, director,
and reflector can be identified. However, major differences arise when discussing the
fundamental operation of the two types of antennas. The planar quasi-Yagi antenna is
able to produce an endfire radiation pattern by using the grounded portion of the antenna
substrate as the reflecting element rather than relying on an additional reflector dipole
or metal plate, making the overall structure compact in size. In this chapter the basis
of the operation of the novel quasi-Yagi antenna will be discussed. Performance metrics
such as measurements of return loss, gain, radiation efficiency, and full antenna radi-
ation patterns of quasi-Yagi antennas designed with microstrip and coplanar waveguide
feeding will be shown. The demonstration of the quasi-Yagi antenna in passive and
active antenna arrays will also be described. Furthermore, application of the antenna
for integration with millimetre-wave circuitry along with its use in active integrated
antennas will be discussed.

3.2 QUASI-YAGI ANTENNA ELEMENT

The classic Yagi–Uda dipole antenna was first presented in an English language journal in
1928 [1]. Yagi–Uda antennas are frequently used for low-frequency applications (UHF) such
as for television receiver antennas that are placed on the tops of homes and buildings. They
consist of a linear array of parallel dipoles forming a parasitically coupled array as shown
in Figure 3.1.

Printed Antennas for Wireless Communications Edited by R. Waterhouse
© 2007 John Wiley & Sons, Ltd. ISBN: 978-0-470-51069-8
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x

reflectors

z

directors
driver

Figure 3.1 Schematic diagram of a classic Yagi–Uda antenna.

This type of antenna is known to exhibit a high-gain endfire (z direction) radiation pattern
with moderate bandwidth. The dipole array consists of three main components’ namely
a driver dipole, a reflector dipole, and one or, more commonly, several parasitic director
dipoles. The driver dipole is used to excite the array structure; subsequently the field radiated
by this dipole is reflected by the long reflector dipole positioned at the reverse endfire
direction. The additional parasitic director dipoles serve to enhance further the radiation in
the forward endfire direction.

The quasi-Yagi antenna [2–6] shares certain similarities in configuration and operation
to the classic Yagi–Uda antenna. However, definite distinct differences between the two
antennas do also exist. For this reason, the name ‘quasi-Yagi’ antenna was coined. A
schematic of the recently developed microstrip-fed quasi-Yagi antenna is shown in Figure 3.2.
The antenna configuration is very similar to the configuration of the Yagi–Uda dipole array
in such a way that all three dipole components can be readily identified. However, the
role of the driver dipole has become the generator of surface wave power in the high

Driver

Microstrip Feed

Ground Plane
(Backside)

Director

CPS

Figure 3.2 Schematic of the microstrip-fed quasi-Yagi antenna. (From Reference [4]. © 1999 IEEE.
Reproduced by permission of the IEEE.)
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dielectric constant substrate on which the antenna is printed. Antennas printed on high
dielectric constant substrates typically suffer from undesired effects due to generation of
surface waves, including low-radiation efficiency, high cross-polarization radiation, and
strong mutual coupling [7]. On the contrary, the presented novel printed antenna in fact takes
advantage of the generation of surface waves. Specifically, the driver dipole is designed to
excite TE0 (transverse electric) surface wave, within the base substrate. The generated TE0

surface wave energy directly contributes to free-space radiation. The endfire nature of the
antenna comes in part due to the truncated microstrip ground-plane on the backside of the
substrate that acts as an ideal reflector for the TE0 mode surface wave. The phenomenon
occurs since in the grounded dielectric slab region (microstrip feed line region), the TE0 mode
is completely cut off until 39 GHz in the X-band antenna prototype, which uses a substrate
with a permittivity of �r =10�2 and thickness of 0.635 mm. Furthermore, because they share
the same field polarization, the TE0 surface wave is strongly coupled to the parasitic director
dipole element of the quasi-Yagi antenna. For this reason, the position of the parasitic director
element greatly influences the optimization of the antenna’s front-to-back ratio as well as its
impedance bandwidth.

The efficient generation of surface wave energy depends greatly on the choice of dielectric
substrate. To be precise, a high-permittivity substrate with moderate thickness is required
for proper excitation of the desired surface wave. This can be observed in the plot shown
Figure 3.3, which plots the calculated radiating TE0 surface wave power generated by a
current element for various types of substrate materials using the formulation described in
Reference [8]. It can be observed that surface wave power increases with an increasing
material dielectric constant and for a given material an optimum material thickness can
be determined. Furthermore, by increasing the substrate thickness, the TM0 (transverse
magnetic) mode is also excited along with the dominant TE0 mode. In the case of the
quasi-Yagi antenna, this will result in an increase in cross-polarization radiation and a
reduction in radiation gain and front-to-back ratio.
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Figure 3.3 Normalized TE0 surface wave power generated by an electric current element as a function
of substrate thickness.
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The first demonstration of the quasi-Yagi antenna was done using a substrate material with
a permittivity of �r = 10�2 and thickness of 0.635 mm at X-band frequencies, corresponding to
a thickness of 0.02�0. The calculated optimum TE0 surface wave excitation for the �r = 10�2
material is 0.03�0. The thickness ratio must be maintained when scaling the antenna to different
frequency bands. Evidence of this will be shown in later sections. A photograph of the antenna
fabricated on 0.635 mm RT/Duroid™ with a permittivity of �r = 10�2 is shown in Figure 3.4.

The printed microstrip-fed quasi-Yagi antenna consists of a driver element, which is
fed via a coplanar stripline (CPS). The balanced CPS mode is transformed from the input
microstrip mode using a broadband transition [9]. The transition itself is implemented by
first branching off the single microstrip line into two lines. Then by introducing a 180� phase
difference between the signal two paths using an optimized delay line, a high-purity odd
microstrip mode is induced at the edge of the microstrip ground-plane truncation point. The
odd mode is converted to the CPS mode to drive the driver dipole. The backside metallization
acts as the surface wave reflector element for the antenna. Finally, the parasitic director
element serves to direct the antenna’s electromagnetic fields towards the endfire direction
while simultaneously serving as a parasitic impedance matching element.

A finite difference time domain (FDTD) simulation software [10] was used to simulate and
optimize the antenna prototype. Simulated and measured return loss of the X-band prototype
demonstrates broad impedance bandwidths of 43 and 48 %, respectively (Figure 3.5). The
broadband performance offered by the quasi-Yagi antenna is comparable with waveguide-
based horn antennas at a fraction of the size and weight.

The antenna’s broadband nature can also be seen in the radiation characteristics of the
antenna. Simulated radiation patterns of the X-band antenna at 9.5 GHz are shown in
Figure 3.6. The FDTD simulations reveal a well-defined endfire radiation pattern in both the
E- and H-planes. The broad pattern suggests the potential of using the quasi-Yagi antenna
in an array environment. This application will be demonstrated in later sections of this
chapter. Additionally, a front-to-back ratio (FTBR) of 17 dB and maximum cross-polarization
of −16 dB are demonstrated. Further FDTD simulations reveal that the radiation patterns
are very similar across the entire operating band.

For comparison, the measured radiation patterns of the quasi-Yagi antenna at 7.5, 9.5,
and 11.3 GHz are shown in Figures 3.7, 3.8, and 3.9, respectively. These frequencies

15 mm

15
 m

m

Figure 3.4 Fabricated X-band quasi-Yagi antenna. (From Reference [4]. © 1999 IEEE. Reproduced
by permission of the IEEE.)
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Figure 3.5 Simulated and measured return loss of the X-band quasi-Yagi antenna. (From Reference
[4]. © 1999 IEEE. Reproduced by permission of the IEEE.)
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Figure 3.7 Measured patterns of the quasi-Yagi antenna at 7.5 GHz.
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Figure 3.9 Measured radiation patterns of the quasi-Yagi antenna at 11.3 GHz.

approximately correspond to the lower end, middle, and upper end of the antenna’s operating
band. The results show fair agreement between measurement and simulation. A 12 dB front-
to-back ratio with cross-polarization better than −12 dB is observed for all three patterns. The
antenna can be optimized to achieve better FTBR (20 dB) and cross-polarization radiation
(−20 dB) by sacrificing bandwidth.

It is interesting to note that a three-element traditional Yagi–Uda antenna can only achieve
a front-to-back ratio of 5.6 dB. However, in the case of the quasi-Yagi antenna where surface
wave energy is radiated, the truncated microstrip ground-plane acts as a very good reflector,
directing the radiation to the endfire direction. This is done without the use of the reflecting
metal plate used in other endfire dipole antennas [11], allowing the overall radiating structure
to be compact and lightweight.

Another metric of an antenna’s radiation performance is its gain. Antenna gain was
measured using a pair of identical quasi-Yagi antennas and deriving the gain based on the
Friis transmission formula. The input return losses of the antennas as well as cable losses are
calibrated out. Connector losses and microstrip feed losses have not been accounted for, but
their effects are assumed to be minimal. The results are shown in Figure 3.10. The simulated
gain is obtained using the Agilent HFSS. Fair agreement is observed between measurement
and simulation. Simulations predict gains from 4.5 to 5.1 dB while the measured gain ranges
from 3.4 to 5.1 dB. Moreover, the variation in gain is relatively small across the wide
operating bandwidth of the antenna.

Radiation efficiency of the antenna was also evaluated. Since the quasi-Yagi antenna
relies on surface waves for its basic functionality, it should not exhibit reduced efficiency
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Figure 3.10 Simulated and measured curves of the quasi-Yagi antenna gain. (From Reference [26].
© 2000 IEEE. Reproduced by permission of the IEEE.)

due to the surface wave leakage phenomena, which is present in other antennas fabricated
on high dielectric constant substrates. Additionally, the quasi-Yagi is not strongly resonant,
so standing wave type cavity losses should be minimal as well.

To measure the efficiency of the quasi-Yagi antenna, the reflection method was used
as described in References [12] and [13]. In this procedure, the antenna is placed in a
waveguide-sliding short structure and the input return loss is then measured at 20 positions.
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Figure 3.11 Measured radiation efficiency of the quasi-Yagi antenna.
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These data and the input return loss for the antenna radiating in free space were used
to calculate the antenna’s efficiency. The results are shown in Figure 3.11. The radi-
ation efficiency of the antenna was nominally 93 % across the operating band of the
antenna. The error in measurement is estimated from the ripple to be roughly ±3 %. Two
dips in the efficiency plot are observed at 9.2 and 11.0 GHz. These dips correspond
to resonances in the waveguide-sliding short structure that were observed for all sets of
sliding short data. Furthermore, since this phenomenon is not observed for the antenna
radiating in free space, it can be concluded that these dips in the radiation efficiency
are unphysical and represent a limitation of the measurement technique at the resonant
frequencies.

The applicability of the quasi-Yagi antenna to any type of microwave or millimetre-
wave system is truly realized by the ability to scale the antenna easily to other frequencies
bands. This can be done by simply scaling all of the physical dimensions of the antenna,
including the substrate thickness, while maintaining the dielectric constant of the material
on which it is printed. By doubling both the thickness of the dielectric substrate and all
other antenna dimensions of the X-band antenna (centre frequency, 11 GHz), a C-band
prototype (centre frequency, 5.5 GHz) is realized. Like the X-band antenna, the C-band
quasi-Yagi yields a very broad bandwidth, both in simulation (51 %) and in measurement
(50 %). The simulated and measured return loss curves of the C-band antenna are shown
in Figure 3.12 while measured radiation patterns taken at 5 GHz are shown in Figure 3.13.
The radiation patterns show a front-to-back ratio of 15 dB and cross-polarization better
than −14 dB. All of the traits of the C-band quasi-Yagi antenna are consistent with those
previously demonstrated in the X-band version. This method of frequency scaling has
been proven at millimetre-wave frequencies [14] (V-band) as well as lower frequencies
[15] (L-band). In all cases the broad bandwidth and radiation pattern characteristics are
retained.
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Figure 3.12 Simulated and measured return loss curves of the C-band quasi-Yagi antenna.
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Figure 3.13 Measured radiation patterns of the C-band quasi-Yagi antenna at 5 GHz.

3.3 CPW-FED AND CB-CPW-FED QUASI-YAGI ANTENNAS

Use of single-layer transmission lines such as the coplanar waveguide (CPW) and conductor-
backed coplanar waveguide (CB-CPW) [16] are quite common in the implementation of
microwave and millimetre-wave integrated circuits. The CPW offers the advantage of lower
dispersion characteristics than microstrip lines, especially at higher frequencies. Additionally,
no grounding vias are required for integration of active devices, eliminating the parasitic
grounding effect, which often limits the frequency range of microstrip circuits. The CB-CPW
is an attractive option because it provides the benefit of added mechanical support and heat
sinking ability compared to the conventional CPW. In practice, circuits fabricated using the
CPW are placed on a metal carrier for heat sinking, emulating CB-CPW lines. There is a
strong interest in the integration of millimetre-wave circuits and antennas for applications
such as power combining and development of compact front-end technology. The next
section describes the extension of the quasi-Yagi antenna concept to be compatible with
CPW transmission line feeding developed for the forward-looking goal of circuit and antenna
integration. Two similar antennas are developed, one a CPW-fed antenna and another a
CB-CPW-fed antenna [17, 18]. Although the transmission lines are very similar, each presents
a slightly different geometry of the truncated ground-plane reflector element, affecting the
performance of the antenna. The differences in input return loss and antenna radiation patterns
are presented and discussed. The antenna design done first at X-band frequencies was used
as a model for the design of millimetre-wave frequency antennas at 120 GHz.
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3.3.1 CPW-Fed Quasi-Yagi Antenna

The schematic of the CPW-fed quasi-Yagi antenna is shown in Figure 3.14. The hollow
patch pictured at the end of the CPW line acts as a wideband transition between the CPW
and the coplanar strip mode [19]. The patch represents a wideband open-circuit, which forces
the current to flow between the two conductors of the CPS lines, which are used to feed
the driver dipole. The antenna, the second dipole, behaves as a parasitic director element,
which directs the antenna propagation towards the endfire direction. As in the microstrip
quasi-Yagi, the truncated CPW ground-plane serves as the antenna’s reflector element.

The proposed X-band prototype is fabricated on a relatively high permittivity substrate
(0.635 mm thick RT/Duroid �r = 10�2). Figure 3.15 shows a photograph of the fabricated
antenna. Measurement of the return loss (see Figure 3.16) of the antenna shows a broad
bandwidth (S11< −10 dB) of 39 % from 8.0 to 11.9 GHz. Radiation patterns taken at 8,
9, and 11.5 GHz corresponding to the lower, middle, and upper band edges are shown
in Figures 3.17, 3.18, and 3.19, respectively. The antenna radiates an endfire beam with
reasonable pattern characteristics. The front-to-back ratio was measured to be 9.5 dB with
cross-polarization levels better than −15 dB in all directions, having a 3.84 dB gain at 9
GHz. Measurements also show similar radiation characteristics across the entire frequency
band, with only slight deterioration at the upper band edge. The plot of antenna gain shown
in Figure 3.20 shows a minimal variation from 4.8 to 2.8 dB across the band.

3.3.2 CB-CPW-Fed Quasi-Yagi Antenna

In the design of the CB-CPW-fed antenna the exact dimensions of the CPW-fed antenna
were used, the only difference being that metallization was added to the backside of the
circuit. Backside metal was truncated at the same point as the top CPW ground-plane. As

Air bridges

Driver Director

CPW Feed

Truncated
Ground plane
(Reflector)

Figure 3.14 Schematic of the quasi-Yagi antenna with CPW feeding. (From Reference [18]. © 2000
IEEE. Reproduced by permission of the IEEE.)



80 PRINTED QUASI-YAGI ANTENNAS

Figure 3.15 Photograph of the X-band prototype quasi-Yagi antenna. (From Reference [18]. © 2000
IEEE. Reproduced by permission of the IEEE.)
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Figure 3.16 Measured return loss of the quasi-Yagi antenna. (From Reference [18]. © 2000 IEEE.
Reproduced by permission of the IEEE.)
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Figure 3.17 Measured radiation patterns of the quasi-Yagi antenna at 8 GHz.
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Figure 3.18 Measured radiation patterns of the quasi-Yagi antenna at 9 GHz. (From Reference [18].
© 2000 IEEE. Reproduced by permission of the IEEE.)
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Figure 3.19 Measured radiation patterns of the quasi-Yagi antenna at 11.5 GHz.
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Figure 3.20 Measured antenna gain of the quasi-Yagi antenna.
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Figure 3.21 Measured return loss of the CB-CPW-fed quasi-Yagi antenna. (From Reference [18].
© 2000 IEEE. Reproduced by permission of the IEEE.)

in all CB-CPW circuits, the parasitic parallel-plate mode is excited, as well as the CPW
mode, which presents a problem of power leakage. However, this was kept at a minimum
by providing an electrical connection between the top ground-planes and the backside metal
using metal vias. Because nothing was done to optimize the dimensions of the transmission
line or the transition it was expected that the bandwidth would be reduced compared to the
antenna with no conductor backing. Figure 3.21 shows the measurement results of the return
loss. A reduced bandwidth (S11 < −10 dB) of 27 % from 7.8 to 10.2 GHz is observed.

Far-field measurements at 9 GHz show an improved radiation pattern compared to the
CPW-fed antenna pattern at the same frequency (Figure 3.22). A front-to-back ratio of 14 dB
and a cross-polarization level of less than −16 dB were recorded with an increased gain
of 4.2 dB. Patterns measured at 8.5 and 10 GHz were also observed as having similar
characteristics. Comparing the front-to-back ratios of the two antennas, it can be concluded
that the added backside metallization improves the effectiveness of the antenna’s reflector
element. It is expected that further optimization of the CB-CPW antenna will result in a
further increase in bandwidth.

3.3.3 Millimetre-Wave CB-CPW-Fed Quasi-Yagi Antenna

The power of several devices is often combined, either by using waveguides or using
free-space power-combining techniques [20–22]. Due to its intrinsically high efficiency
and excellent MMIC compatibility, the quasi-Yagi antenna provides a perfect solution for
extracting and radiating power generated by MMIC circuitry into either free space or a
waveguide. Because of the antenna’s reliance on the generation of TE0 surface waves as its
primary source of free-space radiation, it is well suited for fabrication on materials with high
dielectric constants, making it ideal for integration with MMICs that are fabricated on InP
or GaAs substrates.
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Figure 3.22 Measured radiation patterns of the quasi-Yagi antenna at 9 GHz. (From Reference [18].
© 2000 IEEE. Reproduced by permission of the IEEE.)

An F-band (90–140 GHz) version of the quasi-Yagi antenna with CB-CPW feeding was
designed and fabricated on InP substrate [23]. In order to obtain a first-order approximation
of the F-band (90–140 GHz) design, a linearly scaled version of the X-band antenna discussed
in the previous section was used. The FDTD was again used to reoptimize the antenna on
50 �m InP substrate, with an estimated �r = 12�6, while neglecting metal loss.

After optimization, simulation predicts a 40 % bandwidth from 96 to 144 GHz, as shown
in Figure 3.23. Also from FDTD simulation results a 16 dB front-to-back ratio and −18 dB
cross-polarization level at 120 GHz (Figure 3.24) are expected. These results are very similar
to the measured antenna pattern of the X-band prototype antenna.

Monolithic fabrication of the antenna was done using standard MMIC processing.
Although special attention was given to the precise removal of the backside metallization, it
simply required refinement of an already standard part of the fabrication process, which is
used to make dicing of the circuit wafer easier. A photograph of the monolithically fabricated
CB-CPW-fed antenna is shown in Figure 3.25.

On-wafer probe measurements from 90 to 140 GHz were performed to determine the
antenna’s return loss. Special considerations were taken to ensure that the dipole portion of
the antenna was not placed directly above any metal plane, including the probe station chuck.
This would effectively short-out the antenna and prevent it from radiating. A ‘dummy’ wafer
was placed under the test wafer for added mechanical support and the antenna was allowed
to hang off the edge of the metal chuck. Measurement indicates adequate 50 � impedance
matching (S11 <−10 dB) for the entire band (Figure 3.23). The measurement compares well
with the FDTD simulation having a similar curve shape with an approximately 5 % shift in
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Figure 3.23 Measured and simulated quasi-Yagi antenna return loss. (From Reference [23]. © 2000
IEEE. Reproduced by permission of the IEEE.)
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Figure 3.25 Photograph of the fabricated F-band quasi-Yagi antenna (chip size = 1�6mm2). (From
Reference [23]. © 2000 IEEE. Reproduced by permission of the IEEE.)

–120 –100 –80 –60 –40 –20 0 20 40 60 80 100 120

Angle [Deg]

–25

–20

–15

–10

–5

0

R
el

at
iv

e 
A

m
p

lit
u

d
e 

[d
B

]

Eco-Meas.
Hco-Meas.
Eco-Sim.
Hco-Sim.

Figure 3.26 Measured radiation patterns at 120 GHz.

centre frequency. The radiation pattern of the antenna was measured at 120 GHz using an
MMIC oscillator driving the planar antenna and a harmonic mixer fed by a horn antenna as
the receiving antenna. The results are shown in Figure 3.26. A front-to-back ratio of 15 dB
along with a cross-polarization level of −20 dB was measured for the broadbeam radiation
pattern. An approximate gain of 4 dB was measured using a direct power measurement
at 120 GHz. These results are consistent with measurements of the X-band version of the
antenna.
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3.4 QUASI-YAGI ANTENNA ARRAYS

In this section, the application of the microstrip-fed quasi-Yagi antenna as an array antenna
is explored. The antenna’s broad radiation pattern, broad bandwidth, and compact size make
it ideal for array integration. Furthermore, the endfire antenna can be easily configured into
a two-dimensional array by simply stacking multiple cards of one-dimensional subarrays.
The conceptual architecture of an active two-dimensional quasi-Yagi array is shown in
Figure 3.27. Because the antenna is completely compatible with microstrip circuitry, compo-
nents such as amplifiers and phase-shifters can be easily incorporated into each card. The
problem of heat dissipation, which is often a problem in large planar two-dimensional arrays,
can be addressed by adding additional heat sinking to the microstrip ground-plane.

In this section the mutual coupling in both horizontal and vertical planes are quantified
through rigorous measurements. Two implementations of passive quasi-Yagi arrays are
presented [24–27]. The first array has an endfire pattern and will be used as a building
block in larger two-dimensional arrays [28]. The second array uses delay lines to realize a
progressive phase shift. The result is a tilted fan beam pattern with possible applications as
a base station antenna. The realization of a two-dimensional 8 × 8 passive quasi-Yagi array
is also presented. In the final portion, an active eight-element array is demonstrated.

3.4.1 Mutual Coupling

One important parameter in antenna array design is the mutual coupling between elements
within the array. Along with the antenna’s physical size, mutual coupling restricts the element
spacing within the array. Strong mutual coupling may cause scan blindness, which limits
the actual beam scanning range of the antenna array. Furthermore, since mutual coupling
is frequency dependent, it will also pose a restriction of maximum usable bandwidth of the
array. Two types of coupling were measured. The first case, horizontal coupling (E-plane),
is the coupling between two adjacent elements on the same substrate cards. The second case,
vertical coupling (H-plane), is the coupling between two elements on adjacent cards coupling

Figure 3.27 Proposed architecture of a two-dimensional array using quasi-Yagi antennas. (From
Reference [26]. Reproduced by permission of the IEEE.)
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through the air. The mutual coupling is determined by the measured direct transmission
coefficient S21 between elements.

Horizontal coupling was experimentally determined as a function of array spacing by
fabricating 15 antennas, each with a different spacing to its neighbour on a single substrate.
The minimum centre-to-centre spacing was extremely close, 10.0 mm, while the maximum
centre-to-centre spacing was 25.0 mm. The results are shown in Figures 3.28 (a) to (c),
where coupling at specific frequencies in the lower, middle, and upper operating bands of the
antenna are shown as a function of frequency. A horizontal centre-to-centre spacing greater
than 15.0 mm, which corresponds to �0/2 at the centre frequency of the antenna, will insure
that coupling will be below −18.0 dB and in most cases below −20.0 dB.

Vertical coupling was also experimentally determined. In this case, four cards, each with
three elements horizontally spaced by 15.0 mm, were tested with centre-to-centre vertical
spacings of 15.0 and 20.0 mm. The results are shown in Figure 3.29. The vertical coupling
is somewhat stronger than horizontal coupling for comparable centre-to-centre spacing. This
is due to the broader H-plane pattern of the quasi-Yagi element. Maximum coupling for
15.0 mm spacing is −17.5 dB at 8.5 GHz and −16.5 dB at 10.0 GHz for the 20.0 mm case.
However, mutual coupling is below −20 dB for two-thirds of the bandwidth for both cases.

3.4.2 Passive Quasi-Yagi Arrays

A simple equal-amplitude eight-element linear array is used to demonstrate the viability of
the quasi-Yagi as an array antenna. Two arrays are built, the first with the main beam at the
endfire direction of the quasi-Yagi elements and the second using microstrip delay lines so
that the main beam is tilted to approximately 12� from the endfire array. The low mutual
coupling between adjacent quasi-Yagi elements and the narrow physical width of the antenna
gives great flexibility in array spacing not available with other endfire antennas. Each array
is fabricated on a single piece of RT/Duroid with �r = 10�2 and a substrate thickness of
0.635 mm. A photograph of the tilted beam array is shown in Figure 3.30.

The width of each board is approximately 13.5 cm. The only difference between the two
arrays is the inclusion of microstrip delay lines on the tilted beam array to realize a progressive
phase delay between elements, which produces a beam tilted away from the endfire direction.
Each array utilizes a simple corporate feed with binary dividers composed of T-junctions
and quarter-wave transformers. The overall insertion loss, including the connector loss, has
been measured to be about −1.0 dB for the array without the additional microstrip delay
lines of the tilted array. This was measured by constructing two 1-8 dividers back-to-back
and taking half the total insertion loss. The measured S-parameters of each array are shown
in Figure 3.31. In both cases, the bandwidth is approximately the same as the bandwidth of
the quasi-Yagi element, about 50 %.

Radiation patterns for the endfire array at 9 GHz is shown in Figure 3.32. For this
particular frequency, the front-to-back ratio of the endfire array was found to be better than
20 dB. Additionally, the cross-polarization level in the main beam is better than −15 dB.
About a 2 dB discrepancy in the expected first-sidelobe level, which is −13.5 dB for this
type of array, is present. This is due to slight amplitude and phase errors in the feed network
present after fabrication.

The radiation patterns of the tilted beam array were also measured. The E-plane of the
tilted beam antenna is shown in Figure 3.33 at 8, 10, and 11.7 GHz. The measured 3 dB
beamwidth ranges from 10 to 17� in this frequency range. Additionally, the sidelobe levels



QUASI-YAGI ANTENNA ARRAYS 89

10 12.5 15 17.5 20 22.5 25

Element Spacing (mm)

(a)

(b)

(c)

–60

–50

–40

–30

–20

–10

0

Lower Range
7.52
8
8.52

M
u

tu
al

 c
o

u
p

lin
g

 (
d

B
)

M
u

tu
al

 c
o

u
p

lin
g

 (
d

B
)

d

10 12.5 15 17.5 20 22.5 25

Element Spacing (mm)

–60

–50

–40

–30

–20

–10

0

10 12.5 15 17.5 20 22.5 25

Element Spacing (mm)

–60

–50

–40

–30

–20

–10

0

M
u

tu
al

 C
o

u
p

lin
g

 (
d

B
)

11
11.52

d

d

9
9.52

Middle Range

10

Upper Range
10.5v
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(From Reference [26]. © 2000 IEEE. Reproduced by permission of the IEEE.)

Figure 3.30 Photograph of an eight-element quasi-Yagi array with delay lines for a tilted fan-beam
radiation pattern. (From Reference [26]. © 2000 IEEE. Reproduced by permission of the IEEE.)

range from −11 to −14 dB. This may be reduced and tailored using a more sophisticated
beamforming technique such as the Chebyshev distribution [29] rather than the simple
equal-amplitude distribution used with this proof-of-concept array at the cost of increased
beamwidth.

Demonstrating the quasi-Yagi applicability to realization of two-dimensional antenna
arrays, a 64-element two-dimensional antenna array was constructed and characterized. An
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Figure 3.31 Measured return loss for endfire and tilted fan-beam quasi-Yagi arrays. (From Reference
[26]. © 2000 IEEE. Reproduced by permission of the IEEE.)
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Figure 3.33 E-plane radiation patterns of a tilted fan-beam quasi Yagi array at different operating
frequencies. (From Reference [26]. © 2000 IEEE. Reproduced by permission of the IEEE.)

X-band two-dimensional array was constructed using eight identical eight-element cards
and is shown in Figure 3.34. The same one-dimensional eight-element array card layouts
presented earlier were used in the construction of the two-dimensional array. Each of the
eight cards were vertically spaced by 15 mm (�0/2 at 10 GHz) and fed using an eight-way
printed circuit power divider through SMA connectors.

Measurement of the input return loss shown in Figure 3.35 indicates a 40 % bandwidth
from 7.8 to 11.7 GHz. The slight reduction in bandwidth in comparison with a single eight-
element card (50 %) and a single antenna element (50 %) can be attributed to fabrication
discrepancies in the feeding network. However, this can be improved by using a more robust
feeding system. Antenna patterns taken at 9 GHz show a 12 dB sidelobe level for both E- and
H-planes, which is typical for linearly excited phased arrays, as well as a 3 dB beamwidth of
12� and cross-polarization level better than −19 dB (Figure 3.36). A measured front-to-back
ratio of 17 dB corresponds well with the radiation characteristics of a single-antenna element,
as expected.

The main features of the array radiation performance are summarized over the operating
band in Figure 3.37. The array maintains cross-polarization radiation less than −12 dB and
a front-to-back ratio of better than 12 dB, which match the single-element characteristics
exactly. The level of the sidelobes is ultimately determined by the relative amplitude and
phase provided by the feeding network as well as the array spacing, but the shape of the
element pattern also has an effect.
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Figure 3.34 Photograph of an 8 × 8-element two-dimensional quasi-Yagi antenna array. (From Refer-
ence [28]. © 2000 IEEE. Reproduced by permission of the IEEE.)

7 8 9 10 11 12 13

Frequency (GHz)

–35

–30

–25

–20

–15

–10

–5

0

R
et

u
rn

 L
o

ss
 (

d
B

)

Figure 3.35 Measured return loss of a two-dimensional quasi-Yagi antenna array. (From Reference
[28]. © 2000 IEEE. Reproduced by permission of the IEEE.)

Antenna gain measurements shown in Figure 3.38 reveal a gain variation between 20 and
14 dB over the wide frequency band. The directivity of the array was also approximated
by considering the 3 dB beamwidth measured in the E- and H-planes. Radiation efficiency
can be approximated by noting the difference between the antenna gain and directivity.
Notice that at 9.5 GHz the efficiency of the two-dimensional array is estimated to be 50 %.
This figure includes all connector and antenna feed losses. Previous results indicate that the
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Figure 3.38 Measured antenna gain and directivity of a two-dimensional array.

efficiency of a one-dimensional eight-element array is nearly 65 % and the efficiency of a
single element is 93 %. It is believed that the high efficiency performance of the quasi-Yagi
antenna can be further highlighted in array applications, especially when a large number of
elements must be used.

3.4.3 Active Quasi-Yagi Antenna Array

Antenna arrays with integrated amplifiers are commonly known as active arrays. In the case
of a transmit array, the power amplifiers (PAs) are placed directly at each antenna to avoid
the losses associated with the feed network or other components, such as phase-shifters. The
increase in system efficiency can be dramatic, thus allowing smaller and lighter heat-sinking
and batteries. LNAs can be incorporated directly at the antenna platform of a receive array for
increased sensitivity. In this section, amplifiers are incorporated into the linear eight-element
array to form an active transmit array.

The fabricated transmitting eight-element array is shown in Figure 3.39. For simplicity,
matched GaAs field effect transistor (FET) gain block amplifiers are used as the active
device. By placing the amplifier output directly at the antenna input, the power-combining
losses are reduced.

The measured input return loss of the completed active array is shown in Figure 3.40.
Due to the internal matching of the GaAs FET amplifiers, the bandwidth of the active array
is 60 %, which is larger than that of the passive eight-element array and, is quite large
for a planar active antenna array. However, the increased bandwidth is added at the lower
frequency end where the quasi-Yagi cross-polarization and front-to-back ratio deteriorates.
Therefore, the increased input match does not directly translate to an increased usable
bandwidth in this case.

The radiation patterns were measured in the operating range of the quasi-Yagi antenna
and were seen to be identical to those of the passive array, as shown in Figure 3.41. The gains
of the passive and active one-dimensional arrays have been measured from 8 to 11.7 GHz
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Figure 3.39 Photograph of an active quasi-Yagi antenna array. (From Reference [26]. © 2000 IEEE.
Reproduced by permission of the IEEE.)
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Figure 3.40 Measured return loss of the active eight-element quasi-Yagi array. (From Reference
[26]. © 2000 IEEE. Reproduced by permission of the IEEE.)

and are shown in Figure 3.42. The gain was measured using the gain substitution method
with a standard gain horn. The difference in the gain between the two plots corresponds to
the gain of the amplifier. The gain changes by about 3 dB in this bandwidth. The average
gain is about 12 dB for the passive array and 23 dB for the active array. The gain differ-
ence between the passive and active arrays can be approximated by summing the positive
gain of the gain block amplifier and the associated feed network loss, which was deter-
mined to be about −1�0 dB, including the connector loss. The discrepancy between the
expected gain and measured gain is 0.6 dB at 9.0 GHz, 0.3 dB at 9.5 GHz, and 0.5 dB
at 10.0 GHz.
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3.5 ACTIVE ANTENNAS WITH QUASI-YAGI RADIATORS

The idea of circuit integrated antennas was conceived by first observing the existing code-
pendence of the antenna and circuit and then taking it one step further to achieve full
integration of the antenna and circuit to create a single entity. This merging of the antenna
and circuit, often referred to as active integrated antennas (AIAs) [30], has led to innovative
RF front-end designs that possess several desirable features such as compactness, lower
power consumption, and added design flexibility.

This next section will briefly describe AIAs using quasi-Yagi antenna radiators. The quasi-
Yagi’s compact size, broad bandwidth single-layer fabrication, and its use of high dielectric
constant substrates such as alumina, or Si, GaAs, or InP, makes it an ideal candidate for
microwave and millimetre-wave circuit integration. Examples of AIA designs will include a
push–pull power amplifier integrated with a quasi-Yagi antenna as well as a direct conversion
receiver AIA with IQ channel outputs.

3.5.1 Quasi-Yagi Push–Pull Power Amplifier AIA

Push–pull amplifiers offer twice as much output power as single class-B amplifiers, high
theoretical power added efficiency (PAE) (78.5 %), and are able to suppress even-order
harmonic generation intrinsically by virtue of their balanced configuration. Conventional
microwave frequency push–pull amplifiers use a pair of Class B amplifiers along with
input and output baluns to split and combine the power. The minimization of combining
loss is crucial to the performance of this type of amplifier. Even the slightest addi-
tion of insertion loss at the amplifier output leads to significant reductions in PAE. For
example, a power-combining loss of 0.5 dB reduces an amplifier’s efficiency from 60
to 53 %.

The AIA design methodology of this type of amplifier makes use of the antenna to play
the role of an output balun and harmonic tuner, while still serving its primary function as a
radiator forming an intimately integrated design of circuit and antenna. Because no external
circuits (i.e. balun, harmonic tuner) or interconnects are required, the related insertion loss
is minimized. The type of printed antenna utilized is crucial. Because the antenna is used to
replace the output balun, it must perform the same function of accepting only odd excitations
and rejecting even excitations. Figure 3.43 shows the implementation of a push–pull power
amplifier AIA [31] using the balanced CPS feeds of the quasi-Yagi antenna, which act as
the odd excitation power combiner for efficient power combining. In addition, to suppress
the undesired radiation of the second harmonic generated by the push–pull amplifier, a
corrugation pattern has been introduced at the truncated ground-plane of the antenna. The
maximum measured PAE is 60.9 % at an output power of 28.2 dBm. The PAE is better than
50 % from 4.08 to 4.29 GHz. A second harmonic suppression of about −30 dB has been
measured in both the E- and H-planes.

3.5.2 Quasi-Yagi IQ Direct Conversion Receiver AIA

Direct conversion receivers convert the received RF signal directly down to baseband. This
reduces receiver complexity by eliminating the need for intermediate frequency (IF) circuitry
and filters. Furthermore, they reduce system concerns of image frequency rejection. The
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Figure 3.43 Photograph of a push–pull PA AIA. (From Reference [31]. © 2000 IEEE. Reproduced
by permission of the IEEE.)

integration of a C-band quasi-Yagi and diode mixers is used to implement a subharmonic
direct conversion mixer [32]. Furthermore, the receiver provides quadrature outputs (I/Q).
In this case the antenna serves to receive the RF signal, as well as to split the signal into
I and Q components. Figure 3.44 shows the AIA prototype. The two CPS feeds of the
quasi-Yagi antenna split the RF input power to each subharmonic Schottky diode mixer. The
LO signal is split with a Wilkinson divider that has a 45� delay line on one branch, so that
there is a 90� phase difference at the second harmonic of the LO. The subharmonic design

Ground Plane

No Gnd Plane

LO 45°
phase delay

I

Q

Main Beam
Direction

Figure 3.44 Photograph of a direct downconversion mixer AIA with IQ outputs. (From Reference
[32]. © 2000 IEEE. Reproduced by permission of the IEEE.)
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cancels even-mixing products, thereby improving even-order distortion. Downconversion
and demodulation of a quadrature phase shift keying (QPSK)-modulated RF carrier signal
has been demonstrated successfully. A phase balance of less than 6� was measured with an
amplitude imbalance of 0.5 dB. Note that no tuning attempt was made to improve the circuit
performance after fabrication. A conversion loss of 9 dB is achieved for a LO pump power
of 4 dBm.

3.6 SUMMARY

This chapter has summarized the operation and presented some implementations of the
quasi-Yagi antenna. Prototype antennas with microstrip feeding and CPW feeding have
been discussed. This type of planar antenna offers a broad operating bandwidth, compact
antenna size, good front-to-back ratio and cross-polarization levels, with moderate gain and
high efficiency. The application of the quasi-Yagi antenna in antenna arrays has also been
investigated by characterization of passive and active one-dimensional arrays as well as an
8 × 8 two-dimensional array. Finally, use of the planar antenna as part of an active integrated
antenna power amplifier and mixer has been described.
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4.1 INTRODUCTION AND HISTORICAL OVERVIEW

Spiral antennas were introduced in the 1950s by Edwin Turner [1] who demonstrated exper-
imentally that an Archimedean spiral resulted in constant input impedance and circular
polarization over a wide range of frequencies. His work ignited great interest in spiral
antennas [2, 3] and frequency-independent antennas [2]. Some of the noteworthy early
works include those of Dyson for planar and equiangular antennas [4–7] (see Figure 4.1 for
typical spiral shapes). For works on two-wire Archimedean spirals, the reader is referred
to References [2] and [8]. The second-mode printed spiral is described in Reference [9]
and examples of array applications are given in References [3] and [10] to [15]. Four arm
spirals have been found to be particularly attractive for direction-finding applications due to
their polarization agility [16], whereas resonant [17–22] and other forms of spirals (spiral-
mode microstrip antenna [23]) have been considered for various wireless communication
needs. Over the past 10 years, conformal broadband antennas have been of interest [24, 25]
with efforts focused on recovering the gain and bandwidth lost in cavity-backed configu-
rations. The works of Nurnberger and Volakis [25, 26], Volakis et al. [27], Filipovic and
Volakis [28, 29], Kramer et al. [30], Wang and Tripp [31], and Wang [32] have focused
in this direction, demonstrating bandwidths greater than 25:1 for conformal, cavity-backed
spirals.

Analysis has played an important role in the understanding of spiral antennas. As early as
1960, Curtis [8] gave an explanation of the spiral’s radiation using a series of semicircles, a
concept also employed by Wheeler [33] to generate the pattern of the equiangular spiral. A
more general explanation of the spiral antenna radiation was given by Cheo et al. in 1961
[34]. More recently, Lee et al. [35] employed the concept of concatenated concentric loops
with a transmission line model to describe the curved wire element spiral’s operation below
its radiation band. By and large, recent spiral characterizations have been carried out using

Printed Antennas for Wireless Communications Edited by R. Waterhouse
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Two Arm Circular Equiangular Four Arm Circular Equiangular Circular Equiangular Wire 

Circular Equiangular Slot Circular Equiangular Complimentary Circular Archimedean Wire 

Circular Archimedean Slot Circular Archimedean 
Complimentary 

h

D

Cavity-backed Square Spiral 
(complimentary) 

Circular Archimedean Multiple 
Growth Rate 

Cavity-backed inner spiral of variable 
growth with outer slot for multi-

functional operation 

Meanderline Square Spiral 

Figure 4.1 Various wire, slot, and cavity-backed (conformal) shapes of spiral antennas used in the
literature.
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any of the popular numerical techniques, such as the moment method [36–38], the finite
difference time domain (FDTD) method [39], and the finite element method (FEM) [40, 41]
(see also References [42] and [43]).

This chapter is intended to provide a brief overview of spiral antennas with particular
emphasis on recent work relating to conformal and cavity-backed antennas. The chapter
begins with a brief review of the spiral’s operation principles (radiation modes) and analysis
models. Both free-standing, cavity-backed, normal (first-mode), and second-mode operations
are described and typical ideal patterns are provided. This is followed by a description of
pertinent design issues and more specifically cavity-backed antennas. Dielectric loading and
its impact on gain is considered and cavity depth, spiral growth, and antenna loading termi-
nator schemes are described. Subsequently miniaturization issues and reactive loading for
impedance correction are discussed aimed at enhancing antenna performance down to UHF
and VHF frequencies as size is reduced.

4.2 SPIRAL ANTENNA FUNDAMENTALS

4.2.1 Frequency Independence

Spirals belong to a class of frequency-independent antennas [27, 44–46] and are therefore
often described from this traditional point of view. Specifically, the single arm spiral shown
in Figure 4.2 will be considered.

The arm geometry follows the relationship:

r����� = g������� = g0���� = ea��+�s� (4.1)

in which ���, and � refer to the usual spherical coordinates and g���= g0 = 1 for the typical
flat spiral. Thus, the entire spiral curve can be described by the cylindrical coordinate ����,

Figure 4.2 Coordinates for the spiral geometries.
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viz. the radius in the xy plane measured from the origin to a point on the spiral curve. The
choices of

���� = ea��+�s� = �0ea� (4.2)

and

���� = �0eln � = �0� (4.3)

refer to the equiangular and Archimedean spirals, respectively (see Figure 4.1). Clearly, the
constants a and �0 in Equations (4.2) and (4.3) control the expansion of the spiral (how
quickly it grows out of the origin) as the angle � increases. Thus, they are often referred to
as growth factors.

Mathematically, a frequency-independent antenna must satisfy the relation

k� ��� = ��� + c� � c = constant (4.4)

so that k��� + c� will generate the same pattern at the frequency f = kf0, where f0 is the
operational frequency for the shape ����� 0 < � < 2�. This scaling holds true for the input
impedances as well, and it can be remarked that c depends on the scaling factor k but not
on (���). Thus, from Equation (4.4),

d
dc

	k� ���
 = ����
dk

dc
�

d��� + c�

dc
= k

d�

d�
(4.5)

implying that

�
dk

dc
= k

d�

dc
or

1
�

d�

d�
= 1

k

dk

dc
= constant = a (4.6)

It follows that d�/d�= a�, giving the solution ���� = �0ea�, stated in Equation (4.2)
and corresponding to the equiangular spiral. It is interesting to note that Equation (4.2) can
be rewritten as

����

�
= �0e+a��+�1�� �1 = 1

a
ln
(

1
�

)
(4.7)

In other words, changing the wavelength or frequency is equivalent to changing the starting
point of the spiral. This is simply another verification of the frequency independence of the
spiral since frequency change implies a rotation of the same geometry.

A parameter of interest is the spiral expansion ratio:


 = ��� + 2��

����
= �0ea��+2��

�0ea�
= e2�a (4.8)

Typically, 
 ≈ 4, which is similar to the expansion factor for log-periodic dipole arrays
(LPDAs).
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4.2.2 Radiation Occurrence

Radiation from the spiral occurs when the currents from nearby arms are in phase for construc-
tive radiation,whichoccurs (normalor firstmode)at the radiuscorresponding toacircumference
length of c = �. A more general condition that can be applied to antenna reactive loading for
varying the current phase velocities is �el ∼ 2�, where �e is the effective phase velocity of the
current along spiral arms. Figure 4.3 illustrates the current phases along a two-arm log spiral
with growth rates of a = 1/100 and a = 1/10, respectively, with a as defined in Equation (4.6).
At the feed point, the two arms are excited with a 180� phase difference and each arm is assumed
to vary along its length (free-space phase velocity). The dark greyscale indicates the positive
phase and the light greyscale refers to the negative phase.

If the spiral is large enough for a chosen frequency, a ‘band’ formed by several adjacent
arms with similar phases is seen to be located around the one-wavelength circumference
(shown as a thick dark area within the spiral). The amplitude of the current within this band
is also quite uniform. Therefore, the radiation of a spiral antenna at each frequency is similar
to that of a one-wavelength loop, except for the rotating excitation point in the spiral causing
circular polarization.

The slower the growth rate, the better the axial ratio due to better rotational symmetry
with the band. Usually, the amplitude of the current becomes highly attenuated outside the
band due to loss from radiation. If the growth rate is slow, there is no need for a termination
(resistor) at the spiral ends. As the operational frequency varies, the size of the band varies
accordingly. Therefore, the lower limit of the operational frequency is determined by the
spiral diameter. On the other hand, the upper frequency limit is determined by the arm details
(tighter arms) near the centre region.

Spiral radiation can be best described by considering the phase along each spiral arm for
a two-arm spiral, as shown in Figure 4.4. Therefore

� 1�2 = � 1�2
0 − �es = � 1�2

0 − 2�

�e

s (4.9)

where � 1�2 refers to the phase along each of the arms (arm1 and arm2), �e = 2�/�e is the
effective propagation constant along the spiral, and s is the distance from the centre. For a
balanced two-arm spiral feeding, � 1

0 = 0 and � 2
0 = � must be set, as shown in Figure 4.4.

(a) a = 1/100 (b) a = 1/10

radiation band
(negative phase)

radiation band
(positive phase)

radiation band
(negative phase)

Figure 4.3 Phase of currents flowing on an infinite two-arm equiangular spiral antenna with tight
winding. The greyscale indicates the absolute value of phase from 0� (black) to 180� (white).
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Figure 4.4 Typical normal mode radiation pattern of a two-arm spiral antenna with out-of-phase
excitation.

Referring to Equation (2) and substituting for s into Equation (4.8) gives

� 1��� = � 1
0 − 2�

ea� − 1
a�e

� 2��� = � 2
0 − 2�

ea��−�� − 1
a�e

(4.10)

where the � − � exponent in Equation (4.10) is due to the half-winding difference between
the two arms. To have constructive phases from the two arms, it is required that

� 2 ��� − � 1 ��� = 2m�� m = 0�±1�±2�K (4.11)

or

2�ea� 1 − e−a�

a
= �2m − 1��e (4.12)

However, if the growth rate is slow (small a), this reduces to

2�� = �2m − 1��e for �a�� << 1�m = 1� 2� 3� � � � (4.13)

since � = ea� from Equation (4.2). When m = 1, the normal or first spiral mode is obtained,
associated with the currents and pattern given in Figure 4.4.

When the feeding for the two-arm spiral is changed so that each arm is fed in phase, that
is � 2

0 = � 1
0 , the condition (4.11) for constructive radiation from adjacent arms leads to

2ea� 1 − e−a�

a
= 2n�e (4.14)

and for a slow growth rate

2� � = 2n�e for �a�� << 1� n = 1� 2� 3� � � � (4.15)

is obtained
It is clear that for in-phase feeding, radiation occurs when the circumference is even

multiples of �e. The resulting radiation pattern has a null at zenith (see Figure 4.5), which
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Figure 4.5 Typical even mode (null at zenith, � = 0�) radiation pattern of a two-arm spiral antenna
with in-phase excitation.

is referred to as the second spiral mode. It can be seen that this pattern is particularly useful
for applications where good horizon radiation is needed.

Although radiation from adjacent arms within the band are constructive, the total radiation
along the normal direction has a null due to cancellations from the opposite side of the
currents, which have similar phase but flowing in opposite directions. (In the normal mode,
the currents have opposite phase and flow in opposite directions.) The even mode can also
be excited with a single-arm spiral (shown in Figure 4.2) provided the phase relations (4.10)
of adjacent arms are modified as

� 1��� = � 1
0 − 2�

ea� − 1
a�e

� 1�� − 2�� = � 1
0 − 2�

ea��−2�� − 1
a�e

(4.16)

Note that � − � in the exponent has been replaced by � − 2�.
Expressions for the radiation patterns (see Figures 4.4 and 4.5) can be readily obtained

by using the radiation integral once the arm currents are available from a numerical analysis
tool [42, 43]. However, closed-form expressions for ���� = ea��−�0� are available from
Cheo et al. [34]. Specifically, from Reference [34] the E� (electric field) component (see
Figure 4.2) is given by

E� ≈ E0k
3
0A��� e j	n��+�/2�−����
 e−jk0r

r
(4.17)

where k0 = 2�/�0 is the free-space propagation constant with �0 being the corresponding
wavelength, E0 is a constant, and m is associated with the radiation mode (first or second
mode, see Equations (4.13) and (4.15)). The pattern and phase parameters, A��� and ����,
are given by

A��� = cos � �tan �/2�m em/a tan−1�a cos ��

sin �
√

1 + a2 cos2 �

� ��� = m

2a
ln
∣∣1 + a2 cos2 �

∣∣+ tan−1 �a cos ��

(4.18)

The computed A��� patterns for different growth rates (a = 0�1� 1/3� 1� 10) are given in
Figure 4.6. As expected, the patterns broaden with increasing a to the point where it loses
its typical single-lobe form.
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Figure 4.6 Equiangular spiral radiation patterns for different growth rates: a = 0�1� 1/3� 1, and 10.

This section will close by noting that the above analysis assumes a nonvarying current
propagation constant along the spiral arms. However, given that the spiral behaves as a leaky
antenna at certain frequencies, keff is not always constant over the radiation section of the
spiral. In that case, the phase expression in Equation (4.9) needs to be revised to read

� i = � i
0 −

∫
spiral
length

keff �s′� ds′ (4.19)

4.2.3 Input Impedance

The input impedance of an infinite equiangular spiral antenna with tight windings in free
space is purely real and frequency independent. Ideally, currents are excited from the centre
of a spiral antenna and flow outwards along the spiral arms. While travelling, they radiate
at the resonance ring without reflections. The latter implies that the input impedance at
the excitation port is the same as that of the equivalent transmission lines formed by
the spiral arms [47] at high frequencies, where the impedance depends on the geometry
layout including the conductor-to-air ratio and winding shape. For instance, a square spiral
antenna tends to produce more impedance variation due to reflections and diffractions from
corners.

Practical spiral antennas are truncated at some radius and thus the input impedance will
also be a function of the growth rate and frequency. However, since the currents decay
rapidly beyond the resonant rings in a tightly wound spiral due to radiations when the spiral
aperture is 5/4 times the radius of the resonant ring, the input impedance is not affected by
reflections from the truncation. This suggests a constant resistance, particularly when the
wavelength is shorter than 4/5 of the maximum circumference length. At lower frequencies,
where the spiral size is not large enough to support a resonant ring (and convert all currents
to radiations), a significant proportion of the arm currents are reflected from the spiral ends.
Such reflections introduce opposite polarization radiation as they flow inwards towards the
centre of the spiral and cause a frequency-dependent impedance with both resistive and
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feed point
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equivalent unwrapped transmission line 

αe

Z(s–Δs)
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αe

Figure 4.7 Equivalent transmission-line model of spiral antennas.

reactive components. An equivalent transmission-line model can be used to model this
situation, as discussed later (see Figure 4.7). The equivalent phase velocity and impedance
needed for this model can be obtained from the line capacitance and inductance, given by

Z = G

√
�



=
√

Leff

Ceff

(4.20)

v = 1√
�


= 1√
LeffCeff

(4.21)

Figure 4.8 plots the input impedance for a square (unterminated) Archimedean spiral
antenna 5 cm × 5 cm in size for three near-complementary conductor-to-air ratios
calculated using HFSS (the dark regions on the spirals indicate the perfect elec-
trical conductor (PEC) section of the spiral). The high-frequency region is indicated
in the shadowed region. As expected, above 1.85 GHz when the aperture circumfer-
ence (20 cm) is approximately 5/4 times of the wavelength (16.2 cm), the impedance
becomes mainly resistive and constant. It is also noted that the resistance increases
with the conductor-to-slot ratio. The impedance among complementary geometries is
of course expected to satisfy the following well-known relationship [48], Z2

sc ≈ ZsZw,
where the subscripts ‘sc’, ‘s’, and ‘w’ stand for ‘self-complementary’, ‘slot’, and ‘wire’,
respectively. However, Z2

sc �= �2
0/4 due to spiral geometry truncation. Clearly, the rapid

impedance variations at low frequencies are caused by the strong spiral end-reflections
and impedance transformation over a long transmission line from the spiral end to its
centre.
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Figure 4.8 Antenna impedance for square Archimedean spiral antennas.

4.2.4 Radiation Centre

In many applications such as arrays and reflector feeds, it is important to know the location
of the spiral’s radiation centre. This is particularly so for structures placed on platforms,
where a ground-plane is present. For the spiral antenna, it is even more important because
the phase behaviour described in Equation (4.18) indicates that the phase centre varies with
the pattern angle and growth rate. Focusing on the m=1 mode (normal mode), the antenna’s
rotational symmetry implies that the phase centre is below the z (vertical) axis, as shown in
Figure 4.9. Accordingly, it can be assumed that the phase of the far-zone radiated field will
be of the form

E ≈ B���e−j���� e−jk0r

r
(4.22)

in which

���� = k0d cos � (4.23)

The phase centre’s distance from the aperture is then found by equating (4.18) and (4.23),
giving

d���

�
= 	1/�2a�
 ln

∣∣1 + a2 cos2 �
∣∣+ tan−1 �a cos ��

2� cos �
(4.24)
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Figure 4.9 Determination of the equivalent phase centre location.

From Equation (4.24), it is clear that the radiation centre is located behind the spiral plane
and, in general, is a function of the pattern angle, �, and growth rate, a. Figure 4.10 plots
the normalized phase centre location as a function of � for four different growth rates
(a= 0�01� 0�1� 1� 2). It is observed that d becomes independent of the pattern angle when the
growth rate is less than unity. Specifically,

d

�
≈ a

2�
for a << 1 (4.25)
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Figure 4.10 Normalized distance of the radiation phase centre located behind an infinite equiangular
spiral.
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Using resonant band theory and Equation (4.25), the maximal radiation centre movement for
a finite equiangular spiral antenna with a maximal diameter D can be estimated using the
equation

dmax = a

2�
��D� = aD

2
(4.26)

Knowledge of the maximal offset is particularly useful when the spiral antenna is used as a
reflector feed.

4.3 EFFECT OF GROUND-PLANE BACKING

Many applications require antennas to be of low profile and mounted on electrically
conducting surfaces such as aircraft, automobiles, or unmanned vehicles. In these cases, the
separation between the antenna and the metallic backing is very small (less than �/20). Such
an electrically conducting backing greatly affects the pattern, impedance, and bandwidth of
the spiral. Of course, the spacing between the antenna and the ground-plane plays a crucial
role. At high frequencies, where the antenna size is large enough to establish resonances
and the electrical height above a PEC ground-plane is not too small (i.e. C > 4�0/3 and
h> 0�3�0, with C being the antenna’s circumference and �0 the operational wavelength), the
ground-plane effect can be described by the interference between the spiral and its image
(assuming negligible mutual coupling). The resultant boresight gain varies according to

Gon ground plane = Gfree space

∣∣1 − e−j2� 2h/�
∣∣2 (4.27)

where h refers to the antenna distance from the ground-plane. However, most applications
require low height profiles, making such a large height undesirable. Therefore, it is important
to understand the impact of the ground-plane. Figure 4.11 serves to demonstrate the impact
of a nearby PEC ground-plane on antenna radiation performance, namely boresight gain. The
shown spiral antennas refer to two nearly complementary wire and slot spiral antennas each
2 inch × 2 inch in size. For such a size, resonances exist above 2 GHz (since �0 ∼ 2 inch)
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Figure 4.11 Effects of an infinite PEC ground-plane on the realized gain (including mismatch loss)
of a square Archimedean wire spiral (left) and a slot spiral (right).
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and thus the gain levels off after 2 GHz (see the shaded region in the graph). Since the lowest
resonant wavelength is associated with the circumference (i.e. �min 	 3C/4), it is convenient
to normalize the height h with respect to C. For the chosen cases, the heights correspond
to �min/6��min/12, and �min/24 at 2 GHz. The characteristic impedance of the feeding lines
is set to 225 � for the wire spiral case and 110 � for the slot spiral case. Thus, in each
case, the strip line and the slot line impedances are matched to the antenna resistance at high
frequencies. The gain comparisons for the slot and wire spirals are given in Figure 4.11. As
seen, the gain is below 0 dBic for frequencies lower than 1.5 GHz and decreases significantly,
particularly when the distance from the ground-plane is S =C/16��min/16 at 1.5 GHz). The
gain also reduces at higher frequencies as the distance from the ground-plane drops below
�min/24�S = C/32�.

The gain reduction discussed above is primarily due to the excitation of nonradiating
transmission-line modes between the spiral conductors and the ground-plane. This can also
be explained by using image theory as illustrated in Figure 4.12. When the separation
becomes less than �min/16, the strong coupling between the spiral and its image excites a
nonradiating transmission-line mode and as the height continues to decrease (in terms of �0)
the antenna structure becomes an open-ended transmission line that ceases to radiate. This
also leads to significant mismatches caused by strong reflections from the spiral ends, as can
be seen by the oscillatory behaviour of the input impedance curves depicted in Figure 4.13
(as compared to a spiral without a backing). Clearly, the ground-plane’s presence leads to

Figure 4.12 Graphical display of the undesired transmission-line mode excited between the spiral
antenna and the nearby PEC ground-plane.
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oscillations similar to those obtained from a shorted or open-ended transmission line. The
strong reflected currents also generate radiation of the opposite polarization sense, resulting
in a high level of LHCP gain (see Figure 4.14). Termination of the spiral arm with a resistor
of value equal to the characteristic impedance of the spiral will reduce cross-polarization at
the expense of efficiency.

4.4 SPIRAL ANTENNA MINIATURIZATION USING SLOW
WAVE TREATMENTS

4.4.1 Introduction

Antenna miniaturization techniques using dielectric or reactive loading [49–56] are
commonly used to increase the antenna’s electrical size without a corresponding increase in
its physical size. However, each of these miniaturization techniques by itself faces important
performance trade-offs, especially when large miniaturization factors are pursued. In this
section, a hybrid approach is presented that involves both dielectric and reactive loading
to modify the effective inductance and capacitance of the equivalent transmission line
comprising the spiral. Specifically, the aim is to reduce the wave velocity along the spiral
arms while retaining a (constant) desirable line impedance. This can be accomplished by
increasing the effective capacitance and inductance while maintaining the ratio between
them so that the impedance remains unchanged. The present approach involves the use of
dielectric material on both sides of the antenna (substrate and superstrate) to increase the
effective capacitance of the antenna structure while maximizing the effect of the dielectric
material for a given dielectric constant and thickness. Concurrently, the thickness of the
dielectric material is tapered to suppress dielectric resonances and surface waves as well
as maintain high-frequency performance [47, 53]. The effective inductance is increased by
converting the spiral arms into inductive arms [35] using a two-dimensional meander line
or three-dimensional conical coils. The former is easier to fabricate but the latter achieves
greater miniaturization. To improve performance at low frequencies further, a combination
of PEC and ferrite is used as a ground-plane (ferrite in the outer region and PEC in the
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Figure 4.15 Novel miniature spiral antenna design concept.

inner). This hybrid backing serves to suppress the transmission-line mode between the spiral
arms and the PEC ground. Figure 4.15 displays the conceptual configuration of the proposed
miniature spiral antenna design.

The gain performance of the miniaturized spiral antenna shown in Figure 4.15 can be
estimated from three specific points corresponding to the total realized gain of −15, 0, and
5 dBi, using the empirical formulae shown in Table 4.1. In these formulas, W is the square
spiral antenna diameter in inches, MATL is the phase velocity reduction factor due to reactive
loading (or inductive arm), and 
e is the effective dielectric constant which is approximately
equal to the dielectric constant for double-sided loading. It can be remarked that the product
of 
0�2

e and M0�4
ATL is defined as the miniaturization factor. More details about each component

in this design will be addressed later and a design example under a size constraint of 6 inches
will be discussed.

4.4.2 Limit of Realized Gain at Low Frequencies (Below Resonance)

Before miniaturization is discussed, it is important to understand some fundamental limita-
tions related to miniature antennas. In doing so the usual size parameter, ka, will be used,

Table 4.1 Predicted gain performance for the
proposed miniaturization design.

Total gain (dBi) Frequency (MHz)

−15 ≈ 800


0�2
e × M0�4

ATL

× 2
W�inches�

0 ≈ c

4W

+5 >
c

2W
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where k is the free-space propagation constant and a is the radius of the smallest sphere
enclosing the entire antenna. The first well-known small antenna limit relates to the antenna
quality factor, Q, introduced by Chu [57] and many others [55, 56, 58]. This limit states that
the minimum achievable Q for an electrically small antenna (ka << 1) with a single mode
(TE or TM) excited is given by

Qmin = 1
2

[
1

�ka�3 + 2
ka

]
(4.28)

However, the antenna quality factor is related to the antenna impedance, ZA =RA + jXA, via
the relation

Q ≈ � dXA/d� ± XA

2RA

(4.29)

By treating the reactance of a small antenna like a capacitor or an inductor, this can be
further simplified to give

Q ≈ �XA�
RA

(4.30)

Therefore, the antenna impedance here becomes

ZA = RA + jQRA (4.31)

This implies that the imaginary part is more dominant in miniature antennas since Q
is large for small antennas. As will be shown, the magnitude of the real part decreases as
the degree of miniaturization increases. It is therefore difficult to attain complex impedance
matching (4.31) over a wide bandwidth. However, RA is typically small and slowly varying.
Therefore, it is possible to match the real part of ZA and, if so, the power mismatch loss is
given by

�� �2 = Q2

Q2 + 4
(4.32)

Combining Equations (4.28) and (4.32) leads to

��min�2 = 4 �ka�4 + 4 �ka�2 + 1

16 �ka�6 + 4 �ka�4 + 4 �ka�2 + 1
(4.33)

Equation (33) can be used to determine the maximum achievable realized gain from

max�Grealized� = G
(

1 − ��min�2
)

(4.34)

where G is the directive gain. Using Equations (4.33) and (4.34), the maximum achievable
realized gain is plotted in Figure 4.16 along with the curve for a typical spiral matched
to the characteristic impedance of the equivalent transmission line. These results indicate a
maximum size reduction of 64 % if the feeding line is matched to the radiation resistance.
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Figure 4.16 Maximum achievable realized gain for a miniature antenna with the feeding network
matched to the real part of the antenna impedance.

4.4.3 Limit of Realized Gain Limits at High Frequencies (Above
Resonance)

Now consider the effects of miniaturization on gain at higher frequencies where the antenna
is resonant when unloaded. As an example, consider a circular loop whose directivity is
first evaluated (see Figure 4.17) when its circumference is one wavelength in free space.
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Figure 4.17 Directivity of a miniaturized one-wavelength circular ring antenna.
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Figure 4.18 Patterns corresponding to the miniaturized circular loop antenna.

This corresponds to the case of m = 1 in Figure 4.17. Subsequently, the wave velocity is
artificially slowed down by a factor m while concurrently scaling the circumference of the
loop by the same factor. Thus, the loop can be considered at resonance while its size is
reduced, a situation that occurs during miniaturization. Figure 4.17 shows the directivity
of the loop miniaturized by a factor of 2, 4, and 10. As seen, the directivity approaches a
limiting value of 1.76 dB, corresponding to the directivity of an ideal dipole. Looking at
the corresponding patterns shown in Figure 4.18, it can be concluded that the directivity
decrease is due to pattern broadening as the antenna size approaches that of an electrically
small loop.

4.4.4 High Refractive Index Material Loading

Antenna miniaturization can be achieved by introducing high-contrast dielectric material in
the near-field region. The effectiveness of the dielectric loading depends on how the fields
are trapped/contained within the dielectric material. If the antenna was loaded with an infinite
half-space or full-space, the effective dielectric constant is given by


e =
{

�
r + 1� /2� for an infinite half-space

r� for an infinite full-space

(4.35)

These values provide the maximum achievable miniaturization (MAM) for single-side
or double-side loading cases. In practice, only finite thickness loading is applied (see
Figure 4.19). Therefore only a fraction of the MAM is obtainable depending upon the
configuration of the loading such as the thickness, width, shape, and so forth. Specifically,
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Figure 4.19 Impact of superstrate loading on miniaturization. Plot of MF versus thickness for the
superstrate for 
r = 9 and 
r = 16.

the combination of the dielectric loading and the distribution of the antenna near-fields
determines the effective dielectric constant and, therefore, the equivalent miniaturization.
The following discussion focuses on the miniaturization effect of dielectric loading on spiral
antennas. The −15 dBi realized gain point will be chosen as a reference point in evalu-
ating the amount of frequency shifting and the miniaturization factor (MF) will therefore be
defined as

MF = funloaded�−15dBi

floaded�−15dBi

(4.36)

Note that this MF is different from the phase velocity reduction (i.e. �/c). Rather, this MF
definition includes all impedance mismatches and pattern broadening effects, and is thus a
more practical and useful parameter.

Consider a square printed Archimedean spiral antenna loaded with a finite dielectric slab
as a superstrate (see Figure 4.19). The width of the spiral is designated as D = 53 mm (or
2 inches) and the superstrate width and thickness are denoted as L and t respectively. The
dielectric slab is also assumed to be lossless and has a relative permittivity 
r . Full-wave
simulations were carried out to compute the realized gain with the feeding-line impedance
matched to the antenna resistance at high frequencies, where the gain is almost constant.
The superstrate width L is chosen to be equal to the antenna diameter D. The thickness
of the slab is then varied for two cases with 
r = 9 and 
r = 16. The resulting MF curves
are shown in Figure 4.19 as a function of normalized thickness with respect to the guided
wavelength defined as �g ≡ �0/

√

r . The horizontal dashed lines represent the MAM for a

dielectric constant of 
r =9 and 
r =16 if half-space loading is applied. Initially (t< 0�02�g,
where �g is the guided wavelength in the dielectric), the MF increases rapidly for both
cases. However, this increase slows down significantly as the thickness is increased further
(t> 0�1�g) and stops well short of the MAM in each case. It is apparent from this figure that
a further increase in thickness will result in diminishing returns. This is primarily because
the current superstrate width is unable to capture the near-fields surrounding the sides of the
spiral antenna.
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Figure 4.20 Impact of superstrate width on miniaturization.

The effect of the superstrate width L is examined next. Figure 4.20 shows the resul-
tant MF curves for different width ratios, L/D, between the superstrate and the spiral
antenna superstrate for a fixed thickness of 0.212�g. These results clearly show that the
MF increases with the width of the superstrate, thereby confirming the assumption that
low-frequency fields extend outside the aperture of the antenna. It can therefore be inferred
that the maximum MF for any dielectric constant is achievable as long as the fields of
the antenna are loaded sufficiently. However, sufficient loading of the antenna fields is
not practical since it equivalently increases the overall antenna size. Therefore, for prac-
tical implementation, the width of the slab must be constrained by the diameter of the
antenna.

It is of course expected that the combined superstrate and substrate dielectric loading will
result in larger MF values. The issue is whether a distribution of the dielectric (equally)
between the superstrate and substrate will result in a larger MF than a superstrate of equal
total thickness. To answer this question, both sides of the spiral antenna were loaded with
a square slab of thickness t/2�L = D� with 
r = 9. The results were then compared to those
obtained from loading only a single side with a slab thickness of t, shown in Figure 4.21.
It is evident that for the same total thickness a larger or equivalent MF is achieved when
both sides of the antenna are loaded. Therefore, it can be concluded that loading both sides
of the antenna will always produce the same or more miniaturization for the same total
thickness.

Dielectric material loading for the purpose of spiral miniaturization has its limits.
Specifically, while the low-frequency gain is usually improved by dielectric material loading
the high-frequency gain tends to decrease if high contrast material is used. To demon-
strate this, the choice was made to simulate a four-arm spiral antenna (2 inches wide
and 0.5 inch high above an infinite ground-plane) with the dielectric material sandwiched
between the antenna and the ground-plane (the latter being the same size as the antenna).
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Figure 4.21 Comparison of the MF corresponding to single-sided and double-sided loadings for the
same total thickness.

To examine the performance, the broadside circular-polarized gain was extracted at two
different frequencies and plotted as a function of the dielectric constant (Figure 4.22). It can
be seen that an optimum value of the dielectric constant exists for the material, above which
the high-frequency gain begins to decrease.

Figure 4.22 Effect of the dielectric constant on spiral antenna gain.
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4.4.5 Embedded Inductive Loading

Having discussed miniaturization using dielectric loading, inductive loading will now be
considered. Based on the transmission-line model for the spiral antenna, it will now be minia-
turized by means of reactive loading, as demonstrated in Reference [35]; that is the phase
velocity of the guided wave will be reduced by enhancing the inherent inductance and
capacitance of the spiral antenna structure. This allows for an additional wave slow-down
with a negligible increase in weight. In Reference [35], this was accomplished using lumped
surface-mount inductors placed in series with the spiral arm and lumped surface-mount
capacitors placed in parallel with the adjacent spiral arm. This approach works well as long
as the number of lumped elements remains small so that the losses associated with soldering
and the inductor’s inherent resistance is kept to a minimum (there is no need for lumped
capacitors since dielectric loading can serve this purpose). However, for aggressive loading
the lumped elements lead to an excessive amount of ohmic loss. Therefore, implementing
reactive or inductive loading using lumped elements is not practical and some alternative
implementation is needed.

Another way to achieve inductive loading is through meandering of the spiral arm [48].
However, the meandering approach does not result in purely inductive loading. A better
way to achieve inductive loading is by coiling the spiral arm such that the arm resembles
a solenoid. This is accomplished by using standard PCB (printed circuit board) fabrication
to create a coil by alternating a series of traces on the top and bottom layers of a board, as
illustrated in Figure 4.23. In practice these traces are connected using vias to form square
loops. The amount of inductive loading is then primarily a function of the number of turns
(pitch) and the loop area (arm width × board thickness), which can be varied to achieve the
desired miniaturization. Figure 4.23 shows an example of this type of loading for a 6 inch
diameter square spiral. For this design the pitch is 60 mil, the trace width is 30 mils, and the via
diameter is 20 mils. The board material is FR4 (
r = 4, tan �= 0�015) with a thickness of 92
mils. This antenna also features multiple growth rates and a centre section that does not have
the inductive treatment. Both of these features help to provide a transition from the untreated
section to the heavily inductive section. Figure 4.23 shows a comparison of the measured gain

(a)

6 inches 6 inches6 inches 6 inches

Figure 4.23 (a) Inductive treatments on a 6 inch diameter circular log wire spiral antenna using
either three-dimensional conical-coil arms (left) or planar square meander-line arms (right). (b) The
numerical electromagnet code (NEC) calculated RHCP gain comparison.
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Figure 4.23 (Continued).

for the untreated and treated (inductive loading) 6 inch spirals. The spiral with the inductive
treatment was able to achieve a gain of −15 dBic at 146 MHz compared to only 266 MHz for
the untreated spiral. This is a considerable improvement in miniaturization and was achieved
with a minimal increase in weight and profile. It should also be noted that the transition can be
made more gradual to reduce reflections and thus improve gain between 250 and 500 MHz.

4.4.6 Hybrid PEC/Ferrite Backing

It is well known that the presence of a ground-plane behind an antenna affects the antenna
radiation pattern and impedance. The extent of the effect is of course a function of the spacing
between the antenna and the ground-plane, which is easily understood from image theory.
As the distance between the ground-plane and antenna decreases, the coupling between them
increases and eventually, as noted earlier, the antenna becomes a section of an open-ended
transmission line and ceases to radiate. This leads to the unavoidable realized gain reduction
at lower frequencies due to the increasing mismatch loss. To minimize these effects a large
separation is required, usually �/4 at the lowest operating frequency. However, such a large
separation is impractical for most applications. Also, most applications require unidirectional
radiation. Thus, eliminating the ground-plane or cavity is not possible. The ideal solution is
to use a perfect magnetic conductor, which can be placed as close to the antenna as desired
without negatively impacting on its performance. However, such a material does not exist
and alternatives must be considered with the goal being to maintain the free-space antenna
gain from the 0 dBi gain point and below.

As an alternative to the PEC ground-plane, a commercially available ferrite (TT2-111)
from TransTech was used. The initial permeability at 5 MHz is �r = 270, which decreases
to unity near 1 GHz. Also, the dielectric constant and loss tangent measured at 9.4 GHz are
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12.5 and less than 0.001, respectively. The ferrite backing was made by using seven 1 inch ×
6.5 inch × 0.25 inch bars to from a 6.5 inch × 7 inch ferrite tile. The gain of a 6 inch square
spiral was then measured using the ferrite tile as a backing with separations ranging from 0.5
to 2 inches. Figure 4.24 shows the measured gain for a separation of 1 inch, which provided
the best trade-off between a low profile and a good low-frequency gain. For this spacing the
ferrite tile allows recovery of the free-space gain up to 0 dB. However, the ferrite tile did not
provide an adequate performance at higher frequencies when compared to the free-space and
metallic ground-plane PEC backed spirals. Of course, this can be improved by increasing
the separation but is not an option. Therefore, it is desired to modify the ferrite backing to
increase the gain above 700 MHz.

Since the ferrite backing performed well below 500 MHz and the PEC ground-plane
above 800 MHz, the logical way to improve the ferrite backing is by combining it with
the ground-plane; that is the centre of the ferrite should be coated with a highly conductive
material while the periphery remains unchanged. In addition, a transition region is needed
between the ferrite and conductive material to minimize scattering that might occur at
the transition. The conductive coating was designed by first choosing a shape that was
subsequently optimized based on constraints placed on the −15, 0, and 5 dB gain points.
The shape of the conductive patch was chosen to be a circular patch with serrated edges. The
inner and outer radii as well as the number of serrations were obtained via the optimization
process using genetic algorithms and pattern search methods [59]. An illustration of the final
star patch design is shown in Figure 4.25. It has an inner radius of 1.5 inches and an outer
radius of 5.2 inches with 27 serrations. The actual patch was fabricated using copper tape.

Figure 4.26 shows the measured gain for the 6 inch spiral with the hybrid backing. It
is apparent that the hybrid surface provides a good compromise between the ground-plane

Figure 4.24 Measured realized gain for the 6 inch spiral antenna with ferrite and PEC backing (1 inch
separation in all cases).
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Figure 4.25 Illustration of the hybrid ferrite/PEC backing.

Figure 4.26 Measured realized gain for the 6 inch spiral antenna with hybrid backing (1 inch
separation in all cases).
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and ferrite tile alone. When compared with the ferrite alone, the hybrid surface is able
to recover the free-space gain almost up to the 0 dBi gain point, but most importantly it
significantly improved the gain above 800 MHz. Side walls could be added and the spacing
and patch shape must be optimized when dielectric material is present between the antenna
and backing.

4.5 INTEGRATION OF DIELECTRIC AND INDUCTIVE
LOADINGS

The real challenge in realizing a miniature antenna using both dielectric and reactive loadings
is their integration into a single antenna. Such an integrated antenna is shown in Figure 4.27
consisting of a square spiral sandwiched between two tapered dielectric pieces. Both the
superstrate and substrate have 
r = 9 and are 0.625 and 0.75 inches thick, respectively. The
measured realized gain of the antenna is shown in Figure 4.27 and is −15 dBic at 142
MHz. This means that the untreated cavity-backed spiral would need to be 2.35 times larger
to achieve the same gain at this frequency. However, the dielectric is rather ineffective
for further miniaturization. This is most likely a result of the coiled spiral arms not being
embedded in the 
r = 9 dielectric material. Since the inductive treatment confines more of
the field within the FR4 material, it is important to embed the spiral arms within the 
r = 9
dielectric material to maximize their effect. Figure 4.28 highlights these results and indicates
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Figure 4.27 Initial results for the integrated 6 inch miniature spiral antenna.
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Figure 4.28 Initial results for the integrated miniature 6 inch spiral antenna.

the design goal. Further improvements along these lines are currently being pursued with
the goal of best utilizing the volumetric antenna geometry.

4.6 SUMMARY

In this chapter a thorough review of printed spiral antennas has been presented. A historical
overview of the technology has been given and the fundamental EM equations that govern
the performance of this class of wideband antenna have been presented. Several techniques
to reduce the overall size of the spiral and the impact on the EM performance of the antenna
when it is loaded with a variety of materials have also been given.
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Printed Folded Beverage Antennas
Rod Waterhouse and Dalma Novak
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5.1 INTRODUCTION

In the lower microwave frequency spectrum (less than 6 GHz) there is an abundance of
wireless communication systems currently in service. With the multiple cellular communica-
tion bands already in use and also all the wireless local area network (WLAN) and wireless
personal area network (WPAN) systems, the need for a universal access point, in particular
for in-building systems, is paramount. A key element of this access point is the antenna that
must be able to operate over the entire frequency range (800 MHz to 5.8 GHz) in terms
of impedance match and gain. In addition, such a universal antenna must also exhibit all
the other aesthetic traits required for a base station antenna, namely being low in profile,
lightweight, and low in cost. A similar quandary is facing military sectors, where a small,
conformal antenna is required for the Joint Tactical Radio System (JTRS) [1] platform. In
this application there are also size constraints and in some instances a volumetric approach
for the antenna solution may be the most appropriate.

There is a variety of travelling-wave-based antennas that may appear suitable for the
wireless access point application, or other wideband applications. Several of these solu-
tions are presented in other chapters within this book. Spiral antennas are the most
common solution for wideband, omnidirectional applications (for example see Reference
[2]). Although the cavity-backed spiral can give the required radiation performance, the
size and weight associated with the cavity make this alternative not particularly attrac-
tive, especially for low-cost applications in the commercial market. The printed spiral [3]
resolves the height problem, but the surface area necessary for the conductors covers many
wavelengths and a balanced feed is also required to ensure good matching to the feed
network.

Tapered slot antennas can provide excellent bandwidth [4] and are also very efficient
as no power is wasted and dumped into a load element as for the case of spiral-based
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antennas. However, tapered slots are usually quite large, especially when required to operate
in the lower microwave frequency spectrum. In addition, the radiation pattern of a typical
tapered slot antenna is directional, which prevents the use of this form of radiator for
applications (such as an indoor wireless) where omnidirectional coverage is required. The
broadband transition from the tapered slot to a standard unbalanced transmission medium
can also be inefficient, with losses greater than 5 dB. Another issue with a tapered slot
solution is that it is principally linearly polarized and the creation of a tapered slot that can
accept multiple polarizations dramatically increases the complexity and size of the antenna
platform. Bow-tie antennas (for example see Reference [5]) can provide a physically small
radiating solution, but there are two drawbacks associated with this technology: the feed
can be complicated, especially when requiring operation over a large bandwidth, and the
antenna needs to be located away from any ground-planes to operate efficiently (in a similar
manner to the tapered slot). Printed antenna solutions based on aperture stacked patches
[6], quasi-Yagi–Uda antennas [7], and L-shaped probe excitation [8] simply do not have the
inherent wideband nature required here.

Probably one of the most well-known travelling-wave antennas is the Beverage, or long
wire or wave antenna [9]. The antenna was invented in the early 1920s by Harold Beverage
and variations of this form of radiator are very common, in particular in the MF (300 kHz–3
MHz) and HF (3–30 MHz) ranges. Here a long wire mounted above the ground is excited at
one end and terminated at the other port. The antenna is designed to have uniform patterns in
both current and voltage. To achieve this, the wire antenna must be appropriately terminated
to ensure that no reflections occur. The length of this form of antenna ranges from one to
many wavelengths. It is also possible to realize a printed version of a Beverage antenna. In
this configuration a probe soldered to the microstrip line is used to excite the antenna, and the
characteristic impedance of the transmission line is designed as 50 � and so the termination
resistance is also this value. The antenna can be well matched over a very wide bandwidth
(in excess of a decade) and its typical radiation pattern (including gain) is directed towards
the direction of wave propagation, namely endfire. In general, the printed Beverage antenna
radiates better when the height of the substrate is increased, but doing so can compromise
the input impedance response due to the discontinuity associated with the feed mechanism
as well as the load.

In this chapter a novel variation of the printed Beverage antenna is explored, namely a
folded version. Here the long conductor is wrapped back on to itself in a spiral fashion.
The new antenna has all the wideband traits of the conventional Beverage antenna but is
significantly smaller due to the folding effect. Another consequence of folding the conductor
is that the radiation response of the antenna is near omnidirectional due to the conductor not
being aligned in one direction. In its present form the folded Beverage antenna is similar to a
printed spiral antenna, but there are two important distinctions. Firstly, the folded Beverage
antenna does not require a balun to feed the radiator as the ‘currents’ are excited along
the one conductor and, in addition, the overall area should be smaller as two spiral-shaped
conductors do not need to be accommodated.

The outline of this chapter is as follows. In Section 5.2 a generic form is presented of
the proposed wideband printed antenna configuration. The basic design methodology for
the radiator is also discussed and the measured performance of the antenna over a large
bandwidth is presented, including the return loss response and the radiation patterns. In
Section 5.3 the design trends associated with the printed antenna are investigated, including
the trade-offs in material selection, the shape of the spiral, and the load impedance. In the next
two sections the printed folded Beverage antenna concept is applied to two size-constrained
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scenarios related to vehicle-mounted JTRS applications. In Section 5.4 the folded Beverage
radiator is applied to a height-constrained problem where the height of the antenna can be
no greater than 0�05�0 (where �0 is the free-space wavelength at the lower edge of the
frequency band. The measured wideband performance of the radiator is presented in this
section. In Section 5.5 a different scenario is investigated; here the height constraint is lifted
to 0�25�0, but the cross-sectional area has been restricted. Once again the measured wideband
performance of the antenna will be presented. Finally, in Section 5.6 the findings on this
form of printed antenna will be summarized.

5.2 PROPOSED ANTENNA CONFIGURATION AND GENERAL
CHARACTERISTICS

Figure 5.1 shows a schematic of the proposed printed folded Beverage antenna. In this
particular configuration the antenna is a rectangular-based spiral with mitred bends (other
spiral shapes will be presented in Section 5.3). In Figure 5.1 the radiator is fed at the centre
point with a small probe soldered to the etched conductor residing on a grounded substrate
of thickness, d, and with a dielectric constant, �r . The conductor trace of width, wB, is then
expanded in a spiral-like manner over the area dedicated to the radiator; the larger the area
(Ls ×Ws) or the greater the length of the antenna (LB), the more efficient the antenna will be
at lower frequencies. The conductor track is terminated at its end with a load resistor (RL),
as for the case of a conventional Beverage antenna or spiral.

There are several design parameters associated with the Beverage antenna that impact
its response: the characteristics of the material used to support the track conductor, the
track width, the height of the conductor above the ground-plane, and the termination of the
antenna. To achieve an ‘ideal’ travelling-wave response, this termination must be matched to

Ground plane 

Load (xL, yL)

Probe feed (xp, yp)

d

wB

gB

Ws

Ls
x

z

Figure 5.1 Schematic of a printed folded Beverage antenna.
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that of the impedance of the transmission line. Doing so will prevent reflections at the end of
the antenna and thereby reduce the likelihood of standing wave effects in both the radiation
patterns and the impedance response of the antenna. A thorough investigation of the antenna
was undertaken using a full-wave planar analysis tool and some of the performance trends
that were found will be presented in the next section. However, there are some general
characteristics that are pertinent to mention here. The printed Beverage antenna radiates
better when the height of the substrate is increased, but doing so can compromise the input
impedance response due to the discontinuity associated with the feeding mechanism as well
as that associated with the load. Another consequence of using a thicker material for the
substrate is that the track width becomes wider, which impacts on the overall size of the
radiator since the greater the thickness, the larger the area required to accommodate bends in
the folded antenna. This can be circumvented somewhat by using higher dielectric constant
substrates, at the expense of radiation efficiency.

The authors set about using these general design strategies to develop a printed folded
Beverage antenna that was impedance matched (a VSWR (voltage standing wave ratio)
< 2:1) from 800 MHz to 6 GHz. They used 3 mm RT/Duroid™ 5880 as the substrate for the
antenna as this material has a relatively low dielectric constant (�r =2�2) and the thickness is
neither too thin nor too thick over the frequency range to compromise the trade-off between
the size of the antenna and the impedance match. Over the required frequency range the
electrical thickness of the material varies from 0�008�0 to 0�06�0, where �0 is the free-
space wavelength at the corresponding frequency. Using standard microstrip transmission
line formulas (refer to Reference [10] for details), the width of the track was determined to
be 9.5 mm. The overall area of the antenna was limited to 150 mm × 150 mm (including
the ground-plane). Such a size was deemed tolerable for wireless equipment manufacturers
[11]. Given this size constraint they then set about laying out the folded beverage antenna.
Here the gap was set between the conductors of the antenna (gB) as 9.5 mm. Standard
mitring techniques were used (refer to Reference [10] for details) to minimize reflections
from the current discontinuity associated with the bend in the microstrip transmission line.
The structure developed was 145 mm × 145 mm in area. The impact on the overall shape of
the folded Beverage antenna will be examined in more detail in Section 5.3.

The antenna was fabricated using standard etching procedures. An SMA connector was
incorporated to feed the folded antenna. The feed and load ports were located 2 mm from
the beginning and end, respectively, of the transmission line. To realize the load for the
antenna a simple technique was utilized. Near the end of the transmission line of the antenna
the track was cut and a 50 � resistor was soldered across the gap. A via to the remaining
small section of track was then soldered to the ground-plane. A photograph of the developed
antenna is shown in Figure 5.2.

The return loss response of the antenna was measured and is shown in Figure 5.3. As
can be seen from this plot, the antenna easily satisfies the return loss requirements of less
than −10 dB over the specified frequency range. This is as expected for a loaded antenna
and is consistent with other forms of this class of radiator. The periodic ripples in the return
loss are due to finite reflections from the connector (which was not time-gated out) and
interactions with reflections from the mitred bends of the folded antenna.

The radiation patterns (including gain) of the printed folded Beverage antenna in the
principal planes (E- and H-planes) are shown in Figures 5.4 to 5.7 across the specified
frequency band. Here � = 90� corresponds to the broadside. There are two important trends
to observe in Figures 5.4 to 5.7. As suggested earlier, the size constraint limits the gain,
particularly at the lower frequencies, and in addition there can be a large undulation in the
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Figure 5.2 Fabricated folded Beverage antenna developed on RT/Duroid 5880.
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Figure 5.3 Measured return loss of a printed folded Beverage antenna.
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Figure 5.4 Measured radiation patterns and gain at 900 MHz of a printed folded Beverage antenna.
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Figure 5.5 Measured radiation patterns and gain at 1.84 GHz of a printed folded Beverage antenna.
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Figure 5.6 Measured radiation patterns and gain at 2.42 GHz of a printed folded Beverage antenna.
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Figure 5.7 Measured radiation patterns and gain at 5.8 GHz of a printed folded Beverage antenna.
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gain across the scan angle. The first trend can be easily resolved by making the antenna
larger, but in applications such as indoor wireless access terminals, the limited gain may not
be too much of an issue. In fact, having a lower gain in the lower frequency range can help
to provide compensation for the larger propagation losses observed at higher frequencies and
produce a more uniform power distribution at the front end of the receiver. This is important
for wideband applications such as the software defined radio (SDR) [12] or JTRS [1]. The
second trend that can be seen, namely the variation in gain with scan angle, can be an issue
for a system where polarization purity is important (such as satellite communications), but
this is typically not of primary importance when considering terrestrial wireless networks
[13]. One cause of the ripple in the radiation pattern is due to the layout of the conductor
track. This is examined further in the next section where a technique that can reduce the
radiation pattern ripple is also described.

5.3 DESIGN TRENDS

In Section 5.2 the general properties of the printed folded Beverage antenna were established.
The objective in this section is to investigate a means of achieving the optimum performance
of the wideband antenna. Throughout this section a full-wave planar analysis tool is used.
The simulation rigorously accounts for the probe feed and load but it does assume an infinite
ground-plane. Although the ground-plane can impact on the radiation patterns in terms of
gain undulation, the general design trends can still be observed with this design tool.

The first parameter investigated was in the shape of a spiral. Figure 5.8 shows three
configurations investigated: a circular spiral, a square spiral, and a square spiral with mitred
bends. Each of these folded Beverage antennas has the same number of turns (three), is
mounted on the same material used in Section 5.2, and also incorporates the same track
width and track gap as used for the antenna in Section 5.2. The overall dimensions of the
square-based folded Beverage antennas are 150 mm × 150 mm and the area of the circular
spiral-based folded Beverage antenna is 13 273 mm2.

Figure 5.9 compares the return loss for each configuration. As can be seen from this
plot, the square spiral performs significantly worse than the other two configurations due
to reflections off the track bends. The circular spiral has the best return loss performance,
which is due to the lack of potential current discontinuities.

Figures 5.10 to 5.12 show a comparison of the radiation patterns of the three configurations
at frequencies of 1, 3, and 6 GHz, respectively. Overall, the patterns are similar in form and
are consistent with those presented in Section 5.2. The gain of the circular spiral is slightly
lower than the other two cases, although this can be attributed to its smaller overall length.
In addition, the responses of the circular spirals have shallower nulls than the rectangular-
based spirals. This can be due to stronger resonance phenomena across the structure of the
rectangular-based spirals associated with the transitions in the direction of the printed spiral
conductor.

The relationship between the conductor track spacing (gB) and the performance of the
antenna was also explored. A circular spiral was considered similar to that presented in
Figure 5.8 with the outer dimension of the spiral set to be the same, but this time the track
spacing was reduced to half of the track width. Figure 5.13 shows a comparison of the return
loss between the two cases. As can be seen from this result, the return loss performance
is similar, although there is one very important advantage of the modified circular spiral,
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(a) (b)

(c)

Figure 5.8 Spiral geometry variations of the investigated folded Beverage antennas: (a) square;
(b) square with mitred bends; and (c) circular.

namely that for the same outer dimension, the overall track length is longer. As a result, the
gain of the antenna was approximately 2 dB larger across the frequency band.

Obviously the load resistor is a critical component of the radiator and directly impacts
the performance of the antenna since the lower the resistor value, the better the efficiency. A
parameter study was made of the return loss performance as a function of the load resistor
value and no unusual findings were found; as the load was decreased from 50 � down to
10 � the impedance matching was compromised as expected. Therefore, for the sake of
brevity a plot of this trend has not been included here.

The optimal thickness for the folded Beverage antenna is difficult to determine. Generally
as the substrate thickness is increased, the antenna becomes more efficient, which can be
simplistically attributed to the fact that as the width of a microstrip line increases, more
energy is radiated. Thus as the energy travels along the antenna, more of it is efficiently
coupled to free space. One issue associated with folded Beverage antennas mounted on thick
substrates is that as the thickness increases, the impedance mismatch associated with the
probe feed becomes more pronounced, in a similar manner to a probe-fed microstrip patch
antenna [14]. This effect will be most dramatic at the higher frequencies of operation where
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Figure 5.9 Comparison of return loss performance of various spiral-shaped folded Beverage antennas.

the material is electrically thick. A technique that will alleviate this problem is currently
being explored.

5.4 LOW-PROFILE, CONSTRAINED AREA DESIGN

Now that the general design methodologies for a folded Beverage antenna have been estab-
lished this technology will be applied to a constrained area, in this case a nonsymmetrical
area. Once again wideband performance is required and for the case in hand the operating
frequency range is from 225 MHz to 2.5 GHz. The antenna is to be located on a terrestrial
vehicle and the surface area constraints are: 90 cm × 20 cm. This corresponds to an electrical
area of 3�0 × 0�5�0, where �0 is the free-space wavelength at the lower frequency edge of
the band. As should be evident from this physical limitation, the antenna will not be efficient
at the lower frequency limit. The height of the antenna is constrained to be less than 1.5 cm.

From the previous sections it is clear that to make the folded Beverage radiator as efficient
as possible, low dielectric constant material should be used as the substrate of the antenna.
A setback associated with this approach is that the width of the conductor of the radiator
becomes large. For a thickness of 1 cm, the width of the track is 5 cm. Another means of
ensuring that the efficiency of the antenna is maximized is to make sure that the radiating
conductor should occupy as much of the space available. Doing so is slightly compounded
by the difficulty in making bends in the radiating conductor that do not consume a lot of real
estate due to the width of the transmission line. The best geometry (ensuring the maximum
length of the radiating conductor) was found to be the shape shown in Figure 5.14. Due to
limited real estate only three folds in the conductor could be managed.
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(a) (b)

(c)

Figure 5.10 Radiation performance of a square spiral-based folded Beverage antenna: (a) 1 GHz;
(b) 3 GHz; and (c) 6 GHz.

As can be seen from Figure 5.14, the mounting screws also had to be accommodated
within the size constraints, further limiting the available space for the radiator. To realize the
conductor of the antenna in Figure 5.14, a very thin layer of FR4 (0.254 mm) was used and
the conductor was etched on one side. There is a layer of 1 cm Rohacell foam between the
bottom cover and the radiator layer of FR4 (not shown in Figure 5.14). The bottom cover
is made from aluminium and acts as the ground-plane for the radiator. The same procedure
summarized in Section 5.2 was used to realize the 50 � load for the antenna presented in
Figure 5.14. A photograph of the developed antenna with its radome above it is shown in
Figure 5.15.

The return loss performance of the antenna was measured using a vector network analyser.
The response is shown in Figure 5.16. As can be seen from this plot, the radiator has a better
than −10 dB return loss over the entire frequency band of interest.
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(a) (b)

(c)

Figure 5.11 Radiation performance of a square spiral with mitred bends based folded Beverage
antenna: (a) 1 GHz; (b) 3 GHz; and (c) 6 GHz.

The radiation performance of the antenna was measured across the 225–2500 MHz band
and a summary of the patterns including the gain is presented here. The measurements
were conducted at 225, 512, 960, 1200, 2000, and 2500 MHz. The radiation patterns were
measured at an outdoor antenna testing facility at NAVAIR. Horn and Yagi–Uda gain
standards were used to measure the gain of the antennas at each frequency measured: the
Yagi–Uda for frequencies below 900 MHz and the TEM horn for frequencies greater than
900 MHz.

For the measurements of a low-profile folded Beverage antenna the following convention
was used. The middle of the top of the antenna was aligned to zero degrees. The orthogonal
axes (0 and 90�, or x and y) on the antenna were then marked (see Figure 5.17 for the
marking convention) and the patterns in these two cuts were rotated and measured, for both
vertical and horizontal excitations. These two planes are defined as pitch (P) and roll (R).
All radiation patterns in this section use this terminology.
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(a) (b)

(c)

Figure 5.12 Radiation performance of a circular spiral based folded Beverage antenna: (a) 1 GHz;
(b) 3 GHz; and (c) 6 GHz.

The radiation patterns (including gain) for the low-profile Beverage antenna at the previ-
ously mentioned measurement frequencies are shown in Figures 5.18 to 5.23. As can be
seen from these plots, the radiator shows a reasonable coverage area and good polariza-
tion diversity. The antenna does, however, suffer from low gain; at 225 MHz the gain is
approximately −10 dBi and increases with frequency. This is a consequence of the limited
area and height restrictions placed on the antenna. There is also noticeable scalping in the
radiation patterns for frequencies above 960 MHz. This is due to the nonsymmetric shape of
the antenna. The scalping is evident in the patterns measured along the longer dimension of
the radiator, which is consistent with long straight wire radiators. The final observation from
the plots shown in Figures 5.18 to 5.23 is that the gain decreases from 3 dBi at 2000 MHz
to 0 dBi at 2500 MHz. This could be due to the impedance mismatch discussed previously
and the losses in the materials used to develop the antenna since the terminating resistor is
only rated to 1 GHz.



146 PRINTED FOLDED BEVERAGE ANTENNAS

–40

–35

–30

–25

–20

–15

–10

–5

0

1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6

Frequency (GHz)

R
et

u
rn

 L
o

ss
 (

d
B

)

gB = wf
gB = wf/2

Figure 5.13 Comparison of the return loss performance when the gap between the conductors is
halved.
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Figure 5.14 Schematic of the rectangular printed folded Beverage antenna.
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Figure 5.15 Photograph of the printed folded Beverage antenna.
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Figure 5.16 Measured return loss performance of a low-profile folded Beverage antenna.



148 PRINTED FOLDED BEVERAGE ANTENNAS

Figure 5.17 Photograph of the low-profile Beverage antenna showing the measurement convention.
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Figure 5.18 Radiation performance of the low-profile Beverage antenna at 225 MHz.
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Figure 5.19 Radiation performance of the low-profile Beverage antenna at 512 MHz.
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Figure 5.20 Radiation performance of the low-profile Beverage antenna at 960 MHz.
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Figure 5.21 Radiation performance of the low-profile Beverage antenna at 1200 MHz.
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Figure 5.22 Radiation performance of the low-profile Beverage antenna at 2000 MHz.
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Figure 5.23 Radiation performance of the low-profile Beverage antenna at 2500 MHz.

5.5 THREE-DIMENSIONAL, CONSTRAINED AREA DESIGN

In the previous section the design of a folded Beverage antenna was investigated where the
surface area for the antenna was confined. Now consider a scenario where the volume in
which the antenna is to reside has been constrained, but the antenna must still operate over
the 225–2500 MHz bandwidth. In this particular case, the area will be further restricted to
30 cm × 30 cm, but the allowable height of the antenna will be increased to 25 cm. A new
form of Beverage antenna will then need to be created that can take advantage of the new
volume available. To differentiate the new form of Beverage antenna from the previously
developed radiator, the term three-dimensional folded Beverage antenna will be used to
describe the new antenna.

Figure 5.24 shows a schematic of the three-dimensional folded Beverage antenna. Once
again the current density on the radiator and the ground-plane have been plotted to highlight
the physical features of the antenna. To analyse this structure the authors’ FEM code has
been used. The design principles for the three-dimensional Beverage antenna are similar
to previously investigated solutions; the long ‘transmission line’ antenna is folded back on
itself within the given volume to maximize the length of the radiator and also to help convert
a typically directional radiation pattern into a more omnidirectional performance. As for the
low-profile cases, the three-dimensional version is terminated with a matched load (in this
case at the top of the structure shown in Figure 5.24). The ground-plane for this antenna
is a three-dimensional box shown below the radiating conductor in Figure 5.24. As for the
planar case, a low dielectric constant, thick material (Rohacell structural foam) is used as
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Figure 5.24 Current densities of the three-dimensional folded Beverage antenna highlighting the
features of the radiator.

the substrate for the antenna, which helps maximize the antenna efficiency. The conductor
width is chosen to be 50 � to ensure that a good impedance response can be achieved
for the radiator and the gap between the conductors is approximately half the width of
the conductor. In previous investigations the authors found that this helps to reduce ripple
in the radiation patterns and also allows for a longer conductor to be used in the given
volume.

The three-dimensional folded Beverage antenna was then prototyped; a solid drawing
of the radiator is shown in Figure 5.25. There is one important difference between the
radiator shown in Figure 5.25 and that modelled in Figure 5.24. For the prototype the
locations of the feed and the load are swapped. This was done because of the ease in
which the feed can be connected to the remainder of the mount when it is located at
the top.

To realize the three-dimensional antenna is not a trivial task. Similar to the low-profile
version, very thin (0.254 mm) FR4 was used to realize the conductors on the surface of
the cube. The ground-plane was realized by a metallic box. Between the ground-plane and
the FR4 material was a 1 cm layer of Rohacell foam. To join the conductors on each side
of the cube together copper tape was used. The same procedure was used to realize the
load as was used for the low-profile folded Beverage antenna. Finally, to create the feed
an SMA connector was extended to the appropriate track on the three-dimensional antenna.
Figure 5.26 shows a photograph of the developed antenna.

The measured return loss of the three-demenisonal folded Beverage antenna is shown in
Figure 5.27. As can be seen from the response the performance is similar to a conventional
folded Beverage radiator. The Beverage-based antennas have a similar performance and
show typical responses for loaded antennas mounted on thick material, namely they are very
well matched at low frequencies and then as the frequency increases the matching degrades.
This is due to the feeding mechanism for the antenna, where the coaxial cable is effectively
terminated at the ground-plane of the radiator and the centre conductor extends from this
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(a) (b)

Figure 5.25 Illustrations of the three-dimensional folded beverage radiator assembly without cover:
(a) top view and (b) bottom view.

Figure 5.26 Photograph of the three-dimensional folded Beverage antenna without its radome.
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Figure 5.27 Measured return loss of the three-dimensional folded Beverage antenna.

junction to the conductor of the radiator. As the frequency increases this ‘wire’ becomes
electrically longer and therefore has a greater impact on the input impedance response of the
antenna, as is evident in the plots shown in Figure 5.27. This effect can be easily rectified by
incorporating several alternatives: using a wideband balun at the feed, extending the coaxial
cable closer to the junction with the antenna conductor (effectively reducing the electrical
length of the ‘wire’), or using a multilayered feed arrangement.

The radiation performance of the three-dimensional folded Beverage antenna was
measured at NAVAIR, Pautxent River. Once again, due to the unusual shape of the antenna,
for the measurements the following convention was used. The middle of the top of the
antenna was aligned to zero degrees. The orthogonal axes (0 and 90�, or x and y) on the
antenna were then marked (see Figure 5.28 for the marking convention) and the patterns in
these two cuts were rotated and measured, for both vertical and horizontal excitations. These
two planes are defined as pitch (P) and roll (R). All radiation patterns in this section use this
terminology.

The radiation patterns (including gain) for the three-dimensional Beverage antenna are
shown in Figures 5.29 to 5.34. The advantages associated with lifting the height constraint
are evident in comparing these plots to the patterns of the low-profile version. The gain has
been increased, in particular at the lower frequencies, while the polarization diversity has
been maintained for this radiator. The gain at 225 MHz is −5 dBi. The maximum gain of 5
dBi occurs at 1200 MHz and then decays at the higher frequencies due to the reasons outlined
for the low-profile Beverage. The decay is more rapid for the three-dimensional Beverage,
which may be due to how the individual panels of the radiator were connected together
to form the three-dimensional antenna; here copper tape was used to form the electrical
connection between the panels. The three-dimensional Beverage shows less scalping than
the low-profile version as the folding is more symmetrical here.
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0°

90°

Figure 5.28 Photograph of the inside of the three-dimensional Beverage antenna showing the
measurement convention.
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Figure 5.29 Radiation performance of the three-dimensional Beverage antenna at 225 MHz.
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Figure 5.30 Radiation performance of the three-dimensional Beverage antenna at 512 MHz.
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Figure 5.31 Radiation performance of the three-dimensional Beverage antenna at 960 MHz.
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Figure 5.32 Radiation performance of the three-dimensional Beverage antenna at 1200 MHz.
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Figure 5.33 Radiation performance of the three-dimensional Beverage antenna at 2000 MHz.
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Figure 5.34 Radiation performance of the three-dimensional Beverage antenna at 2500 MHz.

5.6 SUMMARY

In this chapter a folded version of a printed Beverage antenna was presented. The antenna
displays the wide impedance bandwidth nature of a conventional Beverage antenna, as
well as a near-omnidirectional radiation pattern. In this work the general design parameters
associated with this antenna were presented and also its measured return loss and radiation
performance were reported. The authors then looked in detail at the techniques used to
improve the return loss performance and radiation response, in particular focusing on how
the shape of the conductor spiral impacts the overall performance. In the later sections of
this chapter, variations of the folded Beverage antenna were presented: a rectangular-shaped,
low-profile version and a three-dimensional prototype. The characteristics of these forms
of wideband radiators were measured and the responses were found to be similar to the
conventional folded Beverage antenna, highlighting the versatility of this form of wideband
radiator. The folded Beverage antenna is very useful as a radiating element for wideband
systems where the overall space and shape of the radiator is constrained.
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6.1 INTRODUCTION

Over the last two decades there has been an increasing interest in planar antennas for
microwave and millimetre-wave systems. The various kinds of planar antennas presently
in use may be classified into two categories: broadside radiating and endfire radiating
ones. Examples of planar antennas radiating in the broadside direction include resonant-
type antennas such as printed dipoles, slots, and microstrip patches. Broadside radiation
for these antenna elements occurs at their fundamental mode of operation, which is related
to the lowest frequency of their operation. These resonant-type antennas are formed by
suitably configured conductors printed on a dielectric substrate. Because of the use of planar
technology they are low-profile, easy to fabricate, and offer straightforward integration with
active devices. Their disadvantage is a relatively narrow operational bandwidth. Because
they feature a small effective aperture, their radiation pattern exhibits a large beamwidth
and thus these antennas are of a low gain. This characteristic makes them unsuitable for
a stand-alone use in applications requiring high directivity such as point-to-point wireless
communications. The requirement for a large operational bandwidth and higher gain can
be readily met by travelling-wave-type antennas which belong to the category of endfire
antennas. One prominent example of this type of antennas is a tapered slot antenna, which is
the subject of a thorough review in this article. This antenna can offer an exceptionally wide
operational bandwidth, and because of this property it is frequently used in radar, remote
sensing, and ultra wideband communications.

Tapered slot antennas (TSAs) were first introduced in the mid 1950s [1] and early 1960s
[2] when Eberle et al. produced a waveguide-fed flared slot antenna for use in aircraft
skins where conventional reflector or wire antennas could not be easily integrated. Early
predecessors of this type of antennas used longitudinal tapered slots on a semirigid coaxial

Printed Antennas for Wireless Communications Edited by R. Waterhouse
© 2007 John Wiley & Sons, Ltd. ISBN: 978-0-470-51069-8
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cable, which was also employed as the feed structure. Although covering several octaves
in bandwidth, this radiating structure was not simple to implement in practice since the
taper (100:1) had to be cut into the shield of the coaxial cable. In 1974, Lewis et al. [3]
designed several types of tapered slot antennas to get multioctave bandwidths and multiple
polarizations. In 1979, Gibson [4] developed a strip-line-fed exponentially planar TSA for
an 8–40 GHz frequency band, which he called the Vivaldi aerial. His design was the first
recognized TSA that showed symmetric E- and H-plane beamwidths, low sidelobes, and
moderate gain. In the same year, Prasad and Mahapatra [5] introduced the linearly tapered
slot antenna (LTSA). Their antenna was short, about one wavelength, and etched on a 25 mil
alumina substrate. Yngvesson et al. [6] presented experimental results on constant-width
slot antennas (CWSAs). In all these works, it has been demonstrated experimentally that
the tapered slot antenna can offer a very wide pattern bandwidth with a symmetric main
beam despite its planar geometry. With regard to theoretical modelling of this new class of
antennas, in Reference [7] Janaswamy applied the moment method to predict their radiation
properties. This theoretical model for predicting the radiation characteristics has been of
great assistance to obtain its successful design.

In this chapter a thorough examination is presented of tapered slot antennas. In Section 6.2
the various forms of TSAs are investigated. Then an overview is given of the advantages and
disadvantages of TSAs compared to other forms of antennas in Section 6.3. In Section 6.4
a review is presented of the procedures to model tapered slot antennas and in Section 6.5 a
parameter study associated with this radiator is given, where the impact on performance of
varying different parameters associated with the TSA, including the slot profile, is discussed.
Section 6.6 gives an overview on how to design TSAs and in Section 6.7 their feeding tech-
niques are examined. In Section 6.8 a review is given of how TSAs can be incorporated into
linear, planar, or circular arrays. Section 6.9 highlights some of the applications of TSAs and
finally in Section 6.10 a summary is given of the overall findings presented in this chapter.

6.2 TYPES OF TAPERED SLOT ANTENNAS

In its general form, the planar tapered slot antenna consists of a tapered slot cut in a thin
film of metal without or with an electrically thin dielectric substrate supporting it. The slot
is wide at the outer or endfire end (typically this width is at least one-half of a free-space
wavelength at the minimum operating frequency), and tapers inwardly such that the slot
eventually becomes very narrow, forming a slot line. The slot line at the base of the tapered
slot is usually coupled to a coaxial transmission line, microstrip line, or coplanar waveguide,
which is used as a feeding element. When launched from the feeding point, the travelling
wave propagating along the slot of a radiating antenna (at a phase velocity that is less than
the speed of light) gradually radiates in the endfire or outward direction.

TSAs can be classified into different types depending on the shape of the taper and/or
configuration of the antenna layers. The most important types are the linearly tapered slot line
antenna (LTSA), the constant width slot line antenna (CWSA), the exponentially tapered slot
antenna (ETSA or ‘Vivaldi’), the antipodal tapered slot antenna (ATSA), the broken linearly
tapered slot line antenna (BLTSA), the dual exponentially tapered slot antenna (DETSA),
and the elliptically tapered slot antenna (ELTSA). In the following, configurations of these
TSAs accompanied by their historical origins are described.

Figure 6.1 shows the configurations of the LTSA and the Vivaldi antenna, as introduced
by Prasad and Mahapatra [5] and Gibson [4], respectively, in 1979. Due to the requirements
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Figure 6.1 Schematic diagram of the LTSA (left) and ETSA (or Vivaldi) (right).

Figure 6.2 Schematic diagrams of the V-LTSA (left) and V-ETSA (or DETSA) (right).

for integrating the TSAs with the semiconductor devices, such as diode mixers, a new variant
of the TSA, known as V-antennas, was introduced in 1979 [8]. They are shown in Figure 6.2.
Here, the V-LTSA and a V-ETSA, also called DETSA, are excited by a coplanar strip line.

These antennas having a reduced ground-plane can enhance the antenna performance
by suppressing the surface waves. It has been found that careful design of the V-antennas
(including DETSA) can give improved directivity and half-power beamwidth (HPBW)
performance over the ETSA or the LTSA. It has to be noted that V-antennas are compatible
with uniplanar feed structures which allow the antenna to be excited using either a microstrip
line or a waveguide.

Another variation of TSA, named CWSA, is shown in Figure 6.3. Introduced in 1985 [9],
this antenna is composed of the main radiating element in the form of a constant width slot,

Figure 6.3 Configuration of the CWSA.
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Figure 6.4 The antipodal TSA.

which is preceded by a linear or exponential tapered slot ending with a slot line. This antenna
features a shorter length than the LTSA and exhibits a moderate gain and bandwidth.

Another variant of the conventional TSA is the antipodal tapered slot antenna, as shown
in Figure 6.4. The differences between this new antenna and its uniplanar counterparts are
as follows. In practice, the conventional planar TSA is fed by a balanced slot line. This
creates a challenge in terms of fabrication and impedance matching of the slot line. The
slot line fabricated on a low dielectric constant substrate has a relatively high impedance,
which makes matching to a microstrip feed a difficult task. The antipodal TSA of Figure 6.4
overcomes this problem as the impedance match and transition from a slot line to a microstrip
line is straightforward. Because of the antipodal arrangement, one of the radiating fins
can easily be converted to a microstrip line while the other one can be shaped to create a
ground-plane for the microstrip. This new layout allows for direct feeding of the TSA from
a microstrip line [10]. One disadvantage of this type of TSA is increased cross-polarization
radiation, which occurs mainly in the diagonal plane.

The BLTSA [11], shown in Figure 6.5, is another variation of a tapered slot antenna.
It consists of three linear taper sections. In comparison with the LTSA and the CWSA the
BLTSA exhibits a lower (around 2 dB) cross-polarization ratio in the diagonal plane. The
reason for this is a shorter distance between the phase centres of the E- and H-planes [12].
Furthermore, because of smaller dimensions than the Vivaldi or the LTSA, the BLTSA is
less prone to damage the fragile supporting membrane.

Figure 6.5 Configuration of the BLTSA.
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Figure 6.6 Two examples of the ELTSA: antipodal with a microstrip feeder (left) and antipodal with
a parallel strip feeder (right).

Figure 6.6 shows two varieties of antipodal elliptical tapered slot antenna, described in
References [13] and [14], which similar to the BLTSA fulfil the compact size requirement.
Because of the compact size, these antennas are considered good candidates for use in an
ultra wideband microwave imaging system [13, 14]. The two antenna varieties, being around
one effective wavelength height with length at the lowest frequency of operation, 3.1 GHz,
cover an ultra wide frequency band of 3.1–10.6 GHz.

6.3 ADVANTAGES AND DISADVANTAGES OF TAPERED SLOT
ANTENNAS

6.3.1 Introduction

One of the principal advantages of tapered slot antennas is that they can be easily fabricated
using standard integrated circuit lithography techniques. This approach is convenient from
the point of view of integration with hybrid or monolithic microwave circuits to form a
complete transceiver. Because of the use of planar substrates, similar to microstrip antennas,
the TSA can be low in profile and light in weight. In terms of size, a general constraint
applicable to all tapered slot antennas is that the width of the slot at the radiating end should
reach at least one-half of the free-space wavelength at the lowest frequency of operation. As
the aperture size becomes electrically larger at higher frequencies, the TSA antenna offers a
higher directivity or gain at these frequencies. Another significant advantage of tapered slot
antennas is that they are capable, despite their planar geometry, of producing a symmetric
beam in the electric (the E-plane) and magnetic (the H-plane) field planes when appropriate
dimensions and parameters for the slot shape, slot length, dielectric thickness, and dielectric
constant are chosen. Other desired radiation characteristics including beamwidth variation
can also be obtained by varying the slot length and the opening angle.

Some of disadvantages of this type of antenna are as follows. TSAs generally exhibit a
high cross-polarization level in the diagonal plane. Although the TSA is a directional antenna,
some types of it may have a broad main beam in both the azimuth and elevation planes, and
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contain several relatively high backlobes. In comparison with microstrip antennas, the TSA
lacks the versatility in terms of multifunction operation such as dual- or multifrequency, or
dual-polarization. It loses its planar architecture when used to form a circularly polarized
antenna or when it is employed in a two-dimensional array.

6.3.2 Limitation of the TSA as a Travelling Wave Antenna

Travelling wave antennas may be either a leaky wave or surface wave antenna. The former
uses a travelling wave that propagates along an antenna structure with a phase velocity that is
greater than the speed of light in air. These antennas produce a main beam in a direction other
than the ‘endfire’ direction and are not suitable for point-to-point communication. Surface
wave antennas, on the other hand, use a travelling wave structure (such as a dielectric on a
ground-plane or a periodic structure) for which the phase velocity of the travelling wave is
less than or equal to the speed of light. Surface wave antennas therefore produce (or receive)
endfire radiation, and so can be used in point-to-point communication systems.

As mentioned earlier, TSAs belong to the class of travelling wave antennas. Their oper-
ation is based on a travelling wave propagating along the surface of the antenna taper
with a phase velocity less than the speed of light. Under this condition the radiation is
endfire. Yngvesson et al. [9] empirically investigated three groups of TSAs: LTSA, CWSA,
and ETSA. They found that for certain conditions (i.e. thin substrates with low dielectric
constants), TSAs were well-behaved travelling wave antenna. They determined that in order
to remain as well-behaved travelling wave antenna, the effective dielectric thickness te,
which is given by; te

�0
= �

√
�r − 1�t/�0 should be in the order of 0.005–0.03 wavelengths for

4 − 10�0 antennas. Antennas outside these dimensions quickly diverge from travelling wave
antenna characteristics.

6.4 THEORETICAL MODELS FOR TAPERED SLOT ANTENNAS

Since the introduction of the TSA in the 1950s, its properties have been thoroughly inves-
tigated, and this has been done mainly using experimental means. In particular, the trial-
and-error and empirical approaches dominated the early years of design of the TSA. The
theoretical treatment of this antenna has not been extensive due to the complexity of dealing
with a relatively large electrically radiating structure, with the nonuniform distribution of
the wave in the tapered slot and the variable propagation constant and impedance in the
propagation direction. This trend has changed in recent years because of the development
of many numerical full-wave electromagnetic field analyses that can be run on powerful
computers. The techniques that are in use today can be classified as the moment method
(MoM) (both spectral and spatial domains), the transmission line matrix, the finite difference
time domain (FDTD), and the finite element method (FEM).

Janaswamy and Schaubert [15] presented a method for calculating the radiation pattern
of endfire TSAs with or without a dielectric substrate. Their theory is valid for any smooth
taper of the slot that can be approximated by piecewise linear segments. The approach is
illustrated in Figure 6.7.

The method of analysis consists of two steps. In the first step, the tangential component
of the electric field distribution in the tapered slot is obtained. In the second step, far-fields
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Figure 6.7 Piecewise linear approximation of the taper.

radiated by the equivalent magnetic current in the slot are obtained by using an appropriate
Green function.

Simulations and experimental results show that this method is useful only for antenna
with large dimensions (more than six free-space wavelengths in height). To overcome this
difficulty Janaswamy proposed another method based on MoM [7]. In the new proposed
method, the moment method solution of the electric field integral equation for the electric
surface currents flowing on the conducting plates of the antenna is applied. In order to model
the surface currents of the antenna properly, quadrilateral or triangular patches were used to
segment the plates of the antenna. This method results in a large number of unknowns. To
simplify the analysis, the geometry of the antenna is modified by assuming that the antenna
structure has two rectangular-shaped conductors. This approach has a negative impact on
the method’s accuracy, especially when the height of the antenna is comparable to the
wavelength. Koksal and Kauffman [16] used another version of the MoM to get more
accurate results by avoiding the modification in antenna geometry.

The spectral domain method was used by Wang et al. [17] to analyse the performance
of TSAs on dielectric substrates. The method is based on the exact Green function and the
moment method procedure in the spectral domain to obtain the reflection coefficient and
the unknown electric currents on the antenna. The currents are approximated by subsec-
tional basis functions in both the transverse and propagation directions. When compared
to measurements done on the LTSA this method shows a good accuracy, although it is
still inferior to finite difference time domain (FDTD) methods, such as those presented in
References [18] and [19].

Colburn and Rahmat-Samii [18] used the FDTD method to improve the radiation perfor-
mance of the LTSA. In this method, the linear taper slot was stair-step approximated using
five steps per wavelength. With this method they found that some perturbations in the
ground-plane of the antenna could have a significant effect on the radiation characteristics of
the antenna. In Reference [19] a three-dimensional FDTD method was employed to simulate
the complete structure of a planar Ka-band antipodal LTSA. Good agreement was found
between results of the presented method and measurements.

It has to be noted that the MoM or FDTD methods require considerable computer resources
in terms of memory and execution time. In Reference [20], Oraizi and Jam presented an
alternative method to obtain an optimum design of the TSA profile and geometry. The
optimization was achieved through modelling by a step line terminated in free-space intrinsic
impedance. The impedance matching of the TSA input impedance to the generator impedance
was achieved by minimizing an error criterion constructed as the magnitude squared of
the difference between the generator and input impedances over the desired bandwidth. The
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attenuation constant of the step line was computed by the broadside radiation of the TSA
and the longitudinal power flow. The spectral domain immitance approach [21] was used to
compute the broadside radiation, by first determining the electric field components in the slot
by the Galerkin method and then obtaining the equivalent magnetic surface current densities.
The power flow in the endfire direction of the TSA was computed using Poynting’s vector
in the substrate. The attenuation constant was calculated for various values of slot width.
Finally, the minimization procedure gave the slot line widths and lengths.

6.5 PARAMETRIC STUDY OF TAPERED SLOT ANTENNAS

A good understanding of the effects of the various parameters (length, width, dielectric
thickness, ground-plane size, taper profile, etc.) of a tapered slot antenna on its electrical
characteristics can be of great advantage to the designer. Here, a thorough study devoted
to this topic is provided. The main emphasis in the presented parameter analysis is on the
various factors of radiation pattern. The issue of return loss performance is not included
here. It is well known that the quality of return loss and bandwidth of the TSA are mainly
governed by the electrical length of this antenna. For the complete structure, the return loss
performance is further affected by the slot line-to-feed line transition, the finite width of
the antenna, and the type of taper used. These issues will be covered in a separate section
devoted to various feeding methods of the TSA.

6.5.1 Directivity and Beam Width of Tapered Slot Antennas

Despite the completely planar geometry, the TSA can produce symmetric radiation patterns
in the planes parallel to the substrate (the E-plane) and perpendicular to the substrate (the
H-plane). The beam width narrows and the directivity increases as the length (L) of the
antenna is increased. For a travelling wave antenna with a constant phase velocity, there is
an optimum phase velocity ratio, c/vp = 1 + �0/�2L�, which results in maximum directivity
[22]. For a larger total phase shift than this, the beam moves into invisible space and a null
develops on the axis, rendering the antenna useless.

The phase velocity along a TSA may be varied by changing the dielectric thickness,
the dielectric constant, or the taper shape, so that beam widths are obtained that are in the
required range. These considerations include the general constraint for the TSA that the slot
width should reach at least one-half of the free-space wavelength for effective radiation to
occur.

In the following, the finite element method analysis is used by the authors to study the
effect of length of the TSA on its performance. The findings are accompanied by the views
and comments presented in the antenna literature by other researchers. The antenna that is
assumed in the investigation is the LTSA with Rogers RO4003C substrate having a dielectric
constant (�r = 3�38). Different substrate thicknesses are considered. Results of the analysis
are shown in Figures 6.8 to 6.10 and the three-dimensional radiation patterns for different
antenna lengths are shown in Figure 6.11. The gain of a TSA increases with the length, L,
of the antenna, typically from 7 dB to around 14 dB as L increases from 1 to 4�0. The
maximum measured gain of 16–17 dB with a radiation efficiency of 80 % can be obtained
for a long TSA with L greater than 6�0.
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Figure 6.8 Variations of the directivity of the LTSA with antenna length.
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Figure 6.9 Variations of the E-plane HPBW of the LTSA with antenna length.

Results shown in Figures 6.8 and 6.9 indicate that the beamwidths, being inversely
proportional to the gain, decrease rapidly as the length is increased; however, the H-plane
beamwidth varies more slowly in comparison to the E-plane beamwidth, particularly for L
less than 2�0. In Reference [23] it was expected that the H-plane beamwidth follows 1/

√
L
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Figure 6.10 Variations of the H-plane HPBW of the LTSA with antenna length.

dependence, while the E-plane beamwidth depends more on the tapered angle. The results
presented in Figure 6.10 agree well this estimation concerning the H-plane beamwidth, while
for the E-plane beamwidth the results indicate that it follows 1/

√
L dependence when the

antenna length is more than 2�0 while it changes more rapidly for shorter lengths. It will
be shown in another subsection that varying the tapered angle changes the phase velocity
and hence the effective wavelength, which in turn changes the E- and H-plane beamwidths.
Thus, a constant beamwidth in both the E- and H-planes can be achieved with proper choices
of L and tapered angles.

The performance of a TSA is sensitive to the thickness and dielectric constant of
the dielectric substrate. The presence of a dielectric substrate has the primary effect of
narrowing the main beam of the antenna. The effect of dielectric substrates on the E-
and H-plane beamwidths of the LTSA on Rogers RO4003C is investigated at 10 GHz,
as shown in Figures 6.8, 6.9, and 6.12. By increasing the substrate thickness the E- and
H-plane beamwidths become narrower. Concerning the effect of the dielectric thickness on
the directivity it can be observed that, in general, increasing the dielectric thickness results
in increased gain, but with higher sidelobes. Yngvesson et al. [9] identified an approximate
optimum range of about 0.005–0.03 for the effective dielectric thickness of the substrate
(te) normalized to the free-space wavelength. For thinner substrates, the beamwidth becomes
wider, as shown in Figures 6.8 and 6.9, while for thicker substrates, the main beam breaks
up. It is therefore especially important to observe the upper limit to the thickness of the
substrate to avoid the main beam splitting.

For substrate thickness above the upper bound of 0.03�0, unwanted substrate modes develop
that degrade the antenna’s performance, resulting in low efficiency and narrow bandwidth.
This requires special attention with respect to TSAs operating at millimetre-wave frequen-
cies, as mechanically fragile substrates need to be of only a few hundreds of microme-
tres thick. To avoid these problems, TSAs are proposed to be fabricated either on thick
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(a) (b)

(c) (d)

Figure 6.11 Three-dimensional radiation pattern of the LTSA with width =�0, thickness = 0.25 mm,
opening angle = 20�, and length equal to (a) �0, (b) 2�0, (c) 3�0, and (d) 4�0.

perforated substrates [24] or on photonic bandgap dielectrics [25]. The former approach reduces
the effective substrate thickness, while the latter approach suppresses the surface modes.

6.5.2 Effect of Different Taper Shapes

In order to investigate the effect of different taper shapes on the TSA radiation pattern another
set of FEM simulations was performed by the authors. In these simulations, Rogers RO4003C
was assumed as the TSA substrate. The investigated antennas had the same dimensions
(length = 2�0 and width = �0) and opening angle (20�) but different taper shapes. In the
performed FEM simulations, it was found that the taper profile had a strong effect on both
the beamwidth and sidelobe level of the antenna. This is shown in the results in Figure 6.13.
In this figure, antenna numbers 1, 2, 3, and 4 refer to the LTSA, ETSA, CWSA, and ELTSA,
respectively. The results reveal that, in general, the E-plane beamwidth is narrower for the
CWSA, followed by the LTSA, ETSA, and then ETSA for antennas with the same length,
the same aperture size, and being developed on the same substrate. For the H-plane the
ELTSA has the narrowest beamwidth followed by the CWSA, ETSA, and then LTSA.
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Figure 6.12 Three-dimensional radiation pattern of the LTSA with width = �0, opening angle = 20�,
length = 2�0, and thickness equal to (a) 0.25 mm, (b) 0.5 mm, (c) 0.75 mm, and (d) 1 mm.
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Figure 6.13 Effect of taper shape on the beamwidth of the TSA.
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6.5.3 Effect of the dielectric constant

Figures 6.14 to 6.16 show the finite element analysis results for TSA antennas assuming a
0.25 mm thick substrate, length = 2�0, width = �0, and opening angle = 20� with different
values for the dielectric constant. The results presented in Figure 6.14 indicate that the E- and
H-plane HPBWs of the TSA decrease when using a substrate compared to the TSA without
substrate (dielectric constant = 1). For the E-plane HPBW there is a certain value for the
dielectric constant where the TSA has the least beamwidth. The same conclusion is true for
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Figure 6.14 Variations of the HPBW of the LTSA with dielectric constant of the substrate.
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Figure 6.15 Variations of the directivity of the LTSA with dielectric constant of the substrate.
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Figure 6.16 Three-dimensional radiation pattern for the LTSA with width =�0, opening angle =20�,
length = 2�0, and thickness = 0�25 mm, for dielectric constants equal to (a) 1, (b) 3, (c) 6, and (d) 9.

the H-plane HPBW although the minimum beamwidth could occur at a higher value for the
dielectric constant. The results also show that for a fixed value for the antenna dimensions,
length and width and substrate thickness, there is a certain value for the dielectric constant
where the E- and H-plane HPBWs are equal. Increasing the substrate thickness decreases
the value of the dielectric constant required to have equal E- and H-plane HPBWs.

Concerning directivity of the TSA, Figure 6.15 reveals that it increases with the dielec-
tric constant up to a certain value, after which the directivity begins to decrease with an
increasing dielectric constant. This phenomenon is apparent in Figure 6.16(c), where the
three-dimensional radiation pattern for a dielectric constant equal to 6 appears to have a
higher directivity in the endfire direction than those in Figures 6.16(a), (b), and (d), where
the dielectric constants are 1, 3, and 9, respectively. Figure 6.15 also shows that the peak
value for the directivity occurs at a lower value for the dielectric constant when the substrate
thickness increases.

6.5.4 Opening Angle of the TSA

Figures 6.17 and 6.18 show the finite element analysis results for the LTSA on Rogers
R4003C substrate when using different values for the opening, or tapering, angle. The



PARAMETRIC STUDY OF TAPERED SLOT ANTENNAS 175

5 10 15 20 25
30

35

40

45

50

55

60

65

70

Tapering angle [deg]

H
P

B
W

 [
d

eg
]

E-plane h = 0.25 mm

E-plane h = 0.5 mm
E-plane h = 0.75 mm

H-plane h = 0.25 mm
H-plane h = 0.5 mm

H-plane h = 0.75 mm
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Figure 6.18 Effect of the tapering angle on the directivity of the LTSA with width = �0 and
length = 2�0.

antenna width and length are �0 and 2�0, respectively, while different values for the substrate
thickness are considered. The E-plane beamwidth narrows somewhat as the opening angle
is increased while the H-plane beamwidth increases slightly. Concerning the directivity, it
seems that increasing the opening angle increases the directivity until a certain level, as
can be seen in Figure 6.18. Those conclusions can be verified using the three-dimensional
radiation pattern shown in Figure 6.19, where it is observed that the endfire directivity
increases and the sidelobe level decreases with an increasing tapering angle.
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Figure 6.19 Three-dimensional radiation pattern for LTSA with width = �0, length = 2�0, and
thickness = 0�25 mm. The opening angle is equal to (a)5�, (b) 10�, (c) 15�, and (d) 20�.

6.6 DESIGN OF TAPERED SLOT ANTENNAS

The design of the TSA is primarily based on a trial-and-error approach, which includes
the following simple guidelines as an initial step. The antenna aperture width W (see
Figure 6.20) is chosen to be at least equal to �0, where �0 is the free-space wavelength at
the lowest frequency of operation of the antenna. The slot characteristics are chosen such
that 1�05 ≤ c/vp ≤ 1�2, where c is the velocity of light and vp is the phase velocity of the
field along the slot. The effective thickness is chosen in the range 0�005�0 ≤ te ≤ 0�03�0.
The tapering angle or the opening angle is assumed to be typically 5 − 20�. The length of
the TSA, L, is chosen in the range from 1 to 10�0 (according to the required gain).

Following these initial considerations, the detailed design of the TSA involves two major
tasks: (1) the design of a broadband transition and feed structure offering a high return loss
over a very wide frequency range and (2) determination of the dimensions and shape of
the antenna in accordance with the required beamwidth, sidelobe, backlobe, etc., over the
operating frequency range.

In the following, a specific TSA design is presented for an antipodal elliptically shaped
TSA, whose layout is shown in Figure 6.20. The approach is similar to the one given in
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Figure 6.20 Configuration of the antipodal ELTSA showing the design parameters.

Reference [13]. The design objective is to obtain an antenna that is compact in size while
maintaining the 10 dB return loss bandwidth requirement of 3.1–10.6 GHz.

The design steps of this TSA are summarized as follows:

Step 1. Given the lowest frequency of operation (fl), thickness of the substrate (h), and its
dielectric constant (�r), the width (w) and length (l) of the antenna structure, excluding
the feeder, can be calculated using the following equation:

w = l = c

fl

√
2

�r + 1
(6.1)

Step 2. The radiating structure of the antenna is formed from the intersection of quarters of
two ellipses. The major (r1 and r2) and the secondary (rs1 and rs2) radii of the two ellipses
are chosen according to the following equations:

r1 = w/2 + wm/2 (6.2)

r2 = w/2 − wm/2 (6.3)

rs1 = k1l (6.4)

rs2 = k2r2 (6.5)

Values of the parameters k1 and k2 are in the ranges 1.2–1.5 and 0.4–0.8 depending on
the substrate characteristics.

Step 3. The width of the microstrip transmission feeder wm needed to give the characteristic
impedance, Z0, equal to 50 � can be calculated using the following equation:

wm = 120�√
�r

h

Z0

(6.6)



178 PRINTED TAPERED SLOT ANTENNAS

The presented design method is verified for an ELTSA antenna assuming a low dielectric
constant material, Rogers RO4003C (�r = 3�38	 h= 0�508 mm). Figure 6.21 shows the simu-
lated return loss of the designed antipodal elliptically tapered slot antenna. As can be seen
from Figure 6.21, the antenna operates from 3 GHz to above 11 GHz. The three-dimensional
radiation patterns calculated at 3, 6, and 9 GHz are shown in Figure 6.22. The front-to-back
ratio is greater than 15 dB. The gain of the antenna is shown in Figure 6.23. The peak gain
of the antenna is 11 dBi at 9 GHz.

Figure 6.24 shows another UWB ELTSA [14] whose configuration is an alternative to the
one shown in Figure 6.20. This antenna can be designed in a similar manner as the previous
ELTSA, but with some modifications. The design step 1 is the same as that used with the
first structure of Figure 6.20, but the other steps are different and are given as follows:
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Figure 6.21 Variation of the return loss with frequency for the designed ELTSA.
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Figure 6.22 Three-dimensional radiation pattern for the designed ELTSA.
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Figure 6.23 Variation of the gain with frequency for the designed ELTSA.
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Figure 6.24 Configuration of the designed ELTSA.

Step 2. The radiating structure of the antenna is formed from the intersection of quarters of
two ellipses. The major and the secondary radii of the two ellipses are chosen according
to the following equations:

r1 = w/2 (6.7)

r2 = w/2 − wm (6.8)

The secondary radii rs1 and rs2 can be calculated using Equations (6.4) and (6.5) as in the
previous design example.
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Step 3. The width of the microstrip transmission feeder wm needed to give the characteristic
impedance, Z0, equal to 50 � can be calculated using the following equations:
For wm/h ≤ 1:

Z0 = 60√
�m

ln
(

8h

wm

+ wm

4h

)
(6.9a)

For wm/h ≥ 1:

Z0 = 120�√
�m
wm/h + 1�39 + 0�67 ln�wm/h + 1�44��

(6.9b)

where the effective dielectric constant for the transmission line, �m, is given by

�m = �r + 1
2

+ �r − 1

2 ×√
1 + 12h/wm

(6.10)

Step 4. The ground-plane of the antenna consists of two parts. The first part is a structure
that is similar to that of the radiating element of the antenna. The second part is a tapered-
shape structure formed from the intersection of a rectangular conductor with two antifaced
quarter ellipses with dimensions r1 and rs2 at one side, and r2 and rs2 at the opposite side.
To improve the impedance matching of the antenna, the ground-plane is extended by yg.

The validity of the presented design method is tested by designing an antenna covering
the UWB frequency band from 3.1 to 10.6 GHz on Rogers RO4003C substrate. Figure 6.25
shows the simulated return loss of the proposed planar tapered slot antenna. As can be seen
from Figure 6.25, the 10 dB return loss of this antenna extends from 3.1 to over 11 GHz. The
three-dimensional far-field radiation patterns of the antenna are calculated and are shown in
Figure 6.26 at three different frequencies (3, 6, and 9 GHz). The front-to-back ratio is at
least greater than 10 dB for the three different measured frequencies. The variation of gain
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Figure 6.25 Variation of return loss with frequency for the designed ELTSA.
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Figure 6.26 Three-dimensional radiation pattern for the designed ELTSA.
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Figure 6.27 Variation of the peak gain with frequency for the designed ELTSA.

with frequency of the antenna is shown in Figure 6.27. The simulated gain for the antenna
for frequencies between 3 and 11 GHz shows that the gain increases with frequency and is
around 10 dBi at 11 GHz.

6.7 FEEDING PROCEDURES FOR TAPERED SLOT ANTENNAS

With respect to the input impedance/return loss frequency characteristics, TSAs resemble
tapered transmission lines, which exhibit high-pass properties. For these structures, the return
loss decays with frequency in an oscillatory manner. The rate of decay depends on the shape
of the taper [26]. Because of this property, theoretically TSAs have an unlimited return loss
bandwidth. In practice, their operational bandwidth is limited by the transition between the
feed and the antenna slot. The main task when designing the feeding structure for TSAs is to
obtain a feed of a shape and dimensions capable of maintaining a match to a specific input
impedance (for example 50 �) over the entire (return loss, gain, or pattern) bandwidth of
the antenna.
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When the feed utilizes other types of transmission line than the slot line, a suitable
transition between the two types of transmission lines is required. In the case of microstrip
or coaxial lines, the transition is a balun, as used in the early TSAs. In general, the transition
from the slot line to any feeder should have a small parasitic inductance and capacitance
over the whole bandwidth under consideration.

In the following, various transitions, including those from a slot line to a microstrip line,
a strip line, a coplanar waveguide, and a coaxial line, are described.

6.7.1 Microstrip Line Feed

A microstrip line is the most common form of printed transmission line used for feeding a
tapered slot antenna element. A microstrip line, being formed by a conductive metal strip
on one side of a dielectric substrate and a conductive ground-plate on other side of the
substrate, is an unbalanced line [26]. This is the opposite of the slot line, which is a balanced
transmission line. Because of this situation, feeding a TSA with a microstrip line requires a
wideband balanced-to-unbalanced transition (balun) to avoid compromising the broadband
performance.

A conventional microstrip line feeding arrangement for a TSA is shown in Figure 6.28.
In this transition, a microstrip line on one side of a dielectric substrate crosses over the
slot line of the planar slot antenna etched within the metallization layer on the other side
of the substrate. The slot line extends beyond the microstrip line by a distance of 0.25�s,
where �s is the wavelength in the slot line at the centre operating frequency of the antenna.
The microstrip line extends beyond the slot line by a distance of 0.25�m, where �m is the
wavelength in the microstrip line at the centre operating frequency of the antenna. The
metallization layer of the TSA forms the ground of the microstrip line. As observed in
Figure 6.28, at their ends the microstrip line is open-circuited and the slot line is shorted [27].

It is also possible for the slot line to terminate in an open-circuit, for example by adding
a relatively large circular patch at the end of the slot line, and for the microstrip line to be
shorted by means of a via that runs through the substrate to the ground metallization layer.
In either case, a balun is created at the crossover that matches the unbalanced microstrip line
to the balanced slot line of the antenna element. This electromagnetic coupling arrangement
permits signal transmission from the microstrip transmission line to the slot line (for feeding
the antenna). In general, the stronger the electromagnetic coupling, the better is the transition.

GND

Slot line

TSA

Microstrip

Figure 6.28 Slot line-to-microstrip transition.
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Figure 6.29 Slot line-to-microstrip transition using a wideband balun.

Figure 6.29 shows another type of balun that can be used for slot line-to-microstrip
transition [28]. This configuration has no inherent bandwidth limitation other than parasitic
inductances and capacitances. From configurations shown in Figures 6.28 and 6.29, it is
apparent that the balun in the unilateral TSA complicates the antenna structure and limits
the antenna bandwidth if it is not designed properly.

The use of balun is not necessary in the antipodal TSA. In this type of TSA, the feeding
from the microstrip transmission line to the slot line is shown in Figure 6.30. As seen in
Figure 6.30, in this feeding structure a microstrip line gradually tapers to a paired-strip
transmission line. The transition region is responsible for connecting the highly capacitive
feed structure to the inductive radiating section, and decouples the microstrip structure
from the radiating portion of the antenna. In addition, a properly designed transition region
converts the unbalanced feed into a balanced structure that can then be connected to the
radiating region of the antenna. The paired-strip section is slowly tapered away on each side
to develop into the radiating sections of the antenna. The taper into the radiating section
of the antenna is the most critical aspect of the design. The taper should be gradual and
as smooth as possible to avoid significant discontinuities at higher frequencies, which will
cause reflections resulting in performance degradation.

The method of feeding shown in Figure 6.30 has wideband behaviour with respect to
return loss but it causes a high cross-polar radiation pattern. In order to provide a clear
explanation of this undesired phenomenon, the electric field lines at different cross-sections
along the feed and the antenna are illustrated in Figure 6.31. The electric field lines, which
are spread out in the conventional microstrip structure, concentrate between the metal strips
of the balanced microstrip and finally rotate while travelling along the TSA. This field
rotation is responsible for higher cross-polarization in the antipodal type of TSA.

6.7.2 Coplanar Waveguide (CPW) Feed

The configuration of a CPW structure for feeding a TSA is shown in Figure 6.32. The
convenience of CPW feed is that it enables direct integration of active solid-state devices with
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Top layer

Microstrip

Ground

Parallel strip line Antipodal radiator

Bottom layer

Figure 6.30 Microstrip feeder for the antipodal TSA.

(a) (b) (c)

Figure 6.31 Distribution of electric field lines at (a) the input of microstrip feeder; (b) the balanced
microstrip transition; and (c) the antenna slot.

the antenna. Other advantages of CPW include such useful characteristics as low radiation
loss, less dispersion, and a uniplanar configuration. It can be etched on to the opposite side of
the dielectric to the tapered slot antenna. The finite ground-plane of the coplanar waveguide
can be connected to the antenna ground-plane metallization through via holes to provide
impedance match and odd-mode operation. In the configuration shown in Figure 6.32, a
plated through-hole interconnect from the metallized ground layer on the lower surface to
a metallized layer on the top of the substrate is used. The signal is coupled to the antenna
through a centre conductor of the coplanar waveguide which extends to form a crossover
with the antenna slot line.
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Figure 6.32 CPW to feed the TSA.
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Figure 6.33 Strip-to-slot transition.
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Figure 6.34 Uniplanar TSA and CPW.
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Tapered Coaxial

(Balun)

Figure 6.35 VTSA fed using a coaxial line with a tapered balun.

Other configurations in which the CPW can be used to feed the TSA are illustrated in
Figures 6.33 and 6.34 [29]. Figure 6.33 shows a strip-to-slot coupling used with the LTSA.
The TSA can also be fed by a direct slot-to-slot arrangement where the CPW and the antenna
are on the same side of the substrate. In order to excite the odd mode where the electric
fields in both slots of the CPW have the same amplitude but opposite direction, a bond wire
is usually placed across the slots to keep the two ground-planes at equal potential.

6.7.3 Coaxial Line Feed

The coaxial line is compatible with the slot line, coplanar microstrip, or balanced microstrip.
Therefore, it can be used to excite most of the TSAs. Its main disadvantages are that it is
nonplanar and unbalanced. All of the currents flow inside the inner connector and the inside
of the shield. As a result, feeding a balanced antenna, such as the TSA, with an unbalanced
coaxial feed causes currents to flow on the outside of the shield. This results in spurious
radiation leading to a significant power loss and serious distortion in the radiation pattern.
One common approach to cut off the flow of that current is with an open-circuit, which
is created by placing a ‘skirt’ one-quarter of a wavelength long around the outside coaxial
shield and shorted to the shield at one-quarter of a wavelength away from the load.

The most direct way of exciting a TSA with a coaxial feed is to extend its centre conductor
over the slot line section of the TSA and anchor the coaxial feed with a solder connection
to the ground-plane. Another design that has a direct application to V-TSAs is shown in
Figure 6.35 [30]. In this case, the balun impedance is tapered by cutting open the outer wall
of the coaxial cable so that the reflections at the input are minimized. The length of the balun
is determined by the lowest operating frequency and the maximum reflection coefficient that
occurs in the passband.

6.8 ARRAYS OF TAPERED SLOT ANTENNAS

As opposed to microstrip patches for which all of the radiating elements in an array can be
located on a single substrate (forming the so-called tile architecture), two-dimensional arrays
of TSAs require a number of substrates equal to the linear dimension of the array. As a result,
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these arrays are the combination of tile and tray types of array architectures. In comparison
with microstrip patch arrays, TSA arrays have some important advantages that make them
potentially very well suited to a number of applications. These include a larger operational
bandwidth and much narrower beamwidths because of higher antenna element gains. These
attributes make TSA arrays attractive for ultra wideband radar applications. In addition they
can be used as feeding elements illuminating reflector antennas and lenses directly with low
spillover losses. In these and other applications, an extra advantage of the TSA elements is
that their radiating portions can be well separated from the integrated circuit that follows
it, as there is ample space for the latter. This is in contrast to a microstrip patch, which
offers a limited space for inclusion of electronics mainly behind the radiating element. The
transverse spacing between TSA array elements can be made very small, especially using the
tray configuration of the array. This feature is advantageous in many applications including
a high-resolution millimetre-wave imaging involving TSA/reflector systems and satellite
communication antennas involving beam shaping and beam switching in which TSA arrays
can provide lightweight alternatives for traditional focal-plane feeds.

6.8.1 Mutual Coupling

In typical broadside arrays, such as those formed by dipoles with close spacing, individual
antenna elements show substantial changes in the input impedance compared to isolated
elements. This occurs due to mutual coupling. TSA elements radiating in an endfire direction
are more immune to this effect [22]. Shorting or open-circuiting other elements may have
very little effect on the input impedance and radiation pattern of the remaining elements.
This property is of high importance, especially in active arrays, because the failure of one
or a few elements of the array does not lead to catastrophic failure of the array.

In general, mutual coupling produces profound impacts on the performance of an antenna
array. These include impedance mismatch and scanning blindness, particularly for antennas
on thick dielectric substrates. With respect to TSAs, mutual coupling can be investigated
with respect to coplanar or stacked configurations involving two TSA elements, as shown in
Figure 6.36. The mutual coupling between two LTSAs in the two mentioned configurations
can be studied using a full-wave electromagnetic analysis. Here, the authors apply a finite
element method to study the mutual coupling for the coplanar and stacked configurations of
two TSAs shown in Figure 6.36. In the undertaken analysis, the antennas are assumed to
use RO4003C substrate with 0.25 mm thickness and having a width and length equal to �0

and 2�0, respectively.

Figure 6.36 Two configurations for array of TSAs: stacked (left) and coplanar (right).
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Figure 6.37 Mutual coupling between two LTSAs in two configurations.

The results are shown in Figure 6.37. It is clear that when the distance between the
antennas is small (∼ 0�2 − 1�0) the mutual coupling between the stacked antennas is higher
than when the antennas are coplanar. At a larger spacing (> 1�4�0) the stacked configuration
shows mutual coupling lower than the coplanar variety. This result agrees well with the
measured results presented in Reference [29].

6.8.2 Gain and Beamwidth of TSA Elements in Arrays

The presence of mutual coupling in the array affects the electrical characteristics of individual
elements. In many applications, the TSA array is used as a focal plane array in conjunction
with a reflector or lens focusing element. In this case, it is important to design a TSA array
that results in equal E- and H-plane beamwidths at about the −10 dB level (with respect
to the main beam peak value). This is required to obtain illumination of the reflector for
maximum aperture efficiency. With respect to this task, it has been found that the most
efficient TSA arrays are those with an element spacing of roughly 1–2 wavelengths. For
element spacings larger than this, the radiation patterns become similar to those of single
elements [22].

Another issue concerns the individual TSA element’s gain or directivity. While the
directivity and thus gain of a single element in principle may increase indefinitely by
increasing its length, this is not possible for array elements. The reason is that, in the array,
the element gain is constrained by the unit cell area it occupies. If, for simplicity, an array
with square symmetry and with an element spacing of d is assumed, then the element area
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is d2. Thus the effective aperture of the element and its gain is limited to the value of this
area [22]. This area is related to the area of a unit cell of a periodic array.

6.9 APPLICATIONS OF TAPERED SLOT ANTENNAS

TSAs have found a wide range of applications and some examples, such as inclusion in
feeds for reflectors or lenses, have already been mentioned in the previous section. Besides
their wideband characteristics, the main drive for using a TSA in stand-alone and array
configurations is that they are very inexpensive to fabricate. Also, because of the endfire
operation they offer space for hosting electronic modules and therefore can form low-cost
integrated antenna/receiver/transmitter units. The resulting broadband transceivers can be
used in millimetre-wave and submillimetre-wave imaging systems in radio astronomy [31]
or in medical applications [14]. When the cost or available space is precluded from use,
single-element TSAs can also do a proper job if moderate gain for the radiating structure is
sufficient. In this case, a single TSA can offer gains of up to 17 dBi.

An example of the use of a TSA in a millimetre-wave imaging system was described in
Reference [32]. A seven-element array with a hexagonal arrangement of the elements in a
cassegrain telescope with a 30 cm diameter main reflector at a frequency of 94 GHz was
used. Test signals from a source in the far-field region were detected directly by diodes
soldered across the narrowest portion of the tapered slot. A minimum beam spacing of 0�5�

was measured when the elements were 1.6�0 apart.

6.9.1 UWB Applications

Besides their traditional applications such as in radar and radio astronomy, TSAs may
be found as very useful radiators in emerging ultra wideband (UWB) technology. Due
to its inherent attributes, UWB is capable of bringing significant advances not only to
wireless communications (delivery of high data rate transmission in the presence of existing
communication systems) [33] but also to other areas such as microwave imaging [14].

UWB systems use narrow pulses to transmit data. Since no carrier frequencies are
involved, the transmitter and receiver hardware can be made very simple. UWB antennas
must cover multiple-octave bandwidths in order to transmit pulses that are of the order of
a nanosecond in duration. Since data may be contained in the shape of the UWB pulse,
antenna pulse distortion must be kept to a minimum.

The capabilities of the TSA to support very narrow pulses without distortions were
investigated in Reference [13]. To this purpose two copolarized UWB ELTSA antennas
developed on RT6010 substrate were used. Two ELTSA antennas, each with 5 cm × 5 cm
dimensions, were separated by the distance of 45 cm to investigate the pulse transmission.
The results of the transmitted and received (normalized to the peak values) pulses are shown
in Figure 6.38. The figure shows that the pulse duration of the antenna is 0.8 nanoseconds.
The pulse distortion of 0.12 compared to the peak of the normalized received pulse, which
is almost negligible, can be observed, indicating that the developed antenna supports a
narrow pulse almost without distortion, making it an excellent radiator for UWB applications
involving very short time duration pulses.
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Figure 6.38 Impulse responses of the designed antenna.

The presented results indicate that this small size UWB TSA antenna can be used for
portable UWB applications such as laptop computers or distributed sensor networks. Because
of its relatively small size, it can be easily integrated with transmitter/receiver hardware.

6.9.2 Other Applications of TSAs

As shown in Reference [34], TSA arrays can also be used for spatial power combining to
achieve power amplification and harmonic generation of solid-state devices. Combining the
power of many sources offers a method for making higher output powers available when
the amount of power from a single source is low, as is the case for most solid-state sources.
The high aperture efficiency of the array and the small element spacing make TSA arrays
attractive for this application.

An example of a 120 W X-band spatially combined solid-state amplifier employing trays
of TSAs is shown in Figure 6.39. A linear four-element LTSA array has been used for
combining interinjection-locked power [35]. As another important example of the appli-
cations of TSA arrays in mobile communication the K-band circular LTSA array, shown
in Figure 6.40, was proposed [36]. The 16-element array is fed by a 1:16 microstrip line
power splitter composed of T-junctions and right-angle bends. The output ports of the splitter
are electromagnetically coupled to the slot line of the LTSA through a microstrip-to-slot
line transition with the slot line and microstrip line characteristic impedances chosen to
be 120 and 100 � respectively. The array was placed over a reflecting ground-plane to
displace the beam above the horizon. This circular LTSA array produces an omnidirec-
tional pattern in the azimuthal plane and a beam displacement of about 28� in the elevation
plane.

The TSA array has found applications in intelligent transportation systems. A wide-scan
spherical-lens antenna at millimetre-wave frequency (77 GHz) was introduced for automobile
radars [37]. The multibeam antenna system is composed of planar TSAs which are positioned
around a homogeneous spherical Teflon lens. Beam scanning is achieved by switching
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Figure 6.39 Configuration of an amplifier combiner using tapered slot antennas.

Figure 6.40 Circular LTSA array.

between elements. Figure 6.41 shows a 33-beam spherical Teflon lens system which has
demonstrated an angular resolution of 5.5� and −3.5 dB crossover of adjacent beams.

In another development of a low-cost, multifrequency, and full-duplex phased array
transceiver that transmits at 10 or 19 GHz and receives at 12 or 21 GHz, TSAs were used to
achieve wideband performance. In addition, the system, illustrated in Figure 6.42, features a
low-loss and low-cost multiline phase-shifter controlled by dual piezoelectric transducers and
four channel microstrip multiplexers [38]. The array system has demonstrated scan angles
of about 40� at 10–21 GHz.

In recent developments, arrays of TSAs have been envisaged for biomedical engineering
applications. Figure 6.43 shows one of such applications in which a circular array of TSAs
is used in a microwave imaging system for breast cancer detection [14]. In this system, one
of the antennas is used to transmit a microwave signal while the rest of the antennas in the
array receive the scattered signal. The measured data are collected and then the measurement
procedure is repeated, with the second antenna transmitting the signal while the remainder
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Figure 6.41 A 33-beam array with a spherical Teflon lens.

Figure 6.42 Multifrequency and full-duplex phased array of TSAs.
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Figure 6.43 Microwave imaging system for breast cancer detection using an array of TSAs.
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are used for receiving the scattered signal. The array can be moved up or down with a linear
actuator. The process is used to create an image indicating the presence and location of a
highly scattering target representing a malignant tissue.

6.10 SUMMARY

In this chapter a thorough examination of tapered slot antennas has been presented and
the various forms of TSAs have been investigated. An overview of the advantages and
disadvantages of using TSAs compared to other forms of antenna has been explained. A
review of the procedures used to model tapered slot antennas has then been presented.
A parametric study of the tapered slot antennas has been used to investigate the effect of
each design parameter on the performance of the antenna. An overview has also been given
on how to design TSAs. Many techniques have been examined on how to couple power
to and from these radiators. How TSAs can be incorporated into arrays, linear, planar, and
circular, has been explained and some TSA applications have been highlighted.
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7.1 INTRODUCTION

Planar inverted-F antennas (PIFAs) are compact antennas that are compatible with printed
circuit technology and which are now widely used in a range of applications, including
hand-held terminals, such as cell phones and laptops, and also in vehicles [1]. Their operation
can be understood by considering their development from two well-known antennas, namely
the quarter-wavelength monopole and the rectangular microstrip patch antenna. Figure 7.1
shows the development from the monopole. The conventional monopole (Figure 7.1(a)), is
fed at the base and has an input impedance of 37.5 � for the thin-wire type at resonance
[2]. As this is a resonant structure, the current distribution is sinusoidal, with a peak at the
feed point and a zero at the monopole tip. This means that the impedance varies along the
wire length and it is possible to find a position with an impedance of 50 � suitable for
connection to standard connectors and cables. Figure 7.1(b) shows how such an antenna can
be fed. While the authors are not aware of use of this configuration as a passive antenna,
it has been used as an active antenna with a three-terminal device at the wire junction [3].
It is shown here merely to illustrate the PIFA development. It is also possible to reduce the
height of the base-fed monopole by bending the wire, as shown in Figure 7.1(c), to form
an L-shaped antenna [4]. To a first order the current distribution is the same as the straight
monopole so that the horizontal section introduces some cross-polarized components into the
radiation pattern. If these two concepts are combined, the inverted-F antenna of Figure 7.1(d)
is obtained [5]. This form has been widely used in vehicles and hand-held terminals and is
well suited for coplanar mounting on top of a printed circuit board. The planar inverted-F
antenna can be obtained from the wire inverted-F, by replacing the top wire by a rectangular
conducting plate and operating it over a ground-plane normal to the feed pin, as shown in
Figure 7.1(d).

Printed Antennas for Wireless Communications Edited by R. Waterhouse
© 2007 John Wiley & Sons, Ltd. ISBN: 978-0-470-51069-8
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Figure 7.1 Development of the planar inverted-F antenna from the monopole: (a) quarter-wavelength
monopole; (b) intermediate position-fed quarter-wavelength monopole; (c) inverted-L antenna; and
(d) planar inverted-F antenna.
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Figure 7.2 Derivation of the planar inverted-F antenna from the patch: (a) microstrip patch, with the
field distribution between the patch and the ground-plane, and (b) patch with shorting pins; the top
half forms the PIFA as the pin number is reduced.

An alternative development also helps understanding of the PIFA operation. Figure 7.2(a)
shows a rectangular microstrip patch. The patch is approximately half a wavelength long,
where the wavelength considered is that in the microstrip transmission line formed by the
strip and the ground-plane, between the so-called radiating edges A and B. The feed point
is located on the centre line of the transmission line about one-third of the distance between
the ends, and is positioned to achieve an input impedance of 50 � on resonance. Within
the resonator formed by the open-circuited transmission line is a half-sinusoid distribution
of a vertical electric field, between the strip and the ground-plane, as indicated in the figure.
At the centre of the patch is a voltage of zero. It is possible to insert a shorting plane at
this point without perturbing the field distribution in the excited half of the patch. Such a
shorting plane can be manufactured using shorting pins or vias (through hole plating). If
the unexcited half of the patch is then discarded, then a shorted quarter-wavelength patch
is obtained [6]. If the number of shorting pins is reduced then the frequency of operation
is lowered, resulting in a very compact antenna, as shown in Figure 7.3. Most frequency
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Figure 7.3 Effect of reducing the number of shorting pins in a quarter-wavelength patch to form a
planar inverted-F antenna: (a) PIFA_A; (b) PIFA_B; and (c) resonant frequency.

reduction is obtained if the remaining shorting pin is at the corner of the patch as the current
path is longer than in the case with the shorting pin at the centre of the edge. To obtain an
impedance of 50 � on resonance, the feed pin position is different from that of the quarter-
wavelength patch. Details of the design and operation of the planar inverted-F antenna are
given in the following sections.

7.2 SINGLE-FREQUENCY PLANAR INVERTED-F ANTENNAS

The development of the multimodal PIFA [7, 8] can be traced to its origin back to the simple,
single-frequency PIFA antenna design as illustrated in Figure 7.4. In this design, the PIFA
antenna consists of a simple rectangular patch with dimensions given by W ×L. The antenna
is usually suspended in free space. A shorting pin is placed at one corner of the patch with
the coaxial feed placed relatively close to the shorting pin. The operating frequency for this
simple planar inverted-F antenna can then be determined approximately by

f0 = c

4�W + L�
(7.1)

where c is the speed of light, W and L are the width and length of the radiating element, and
f0 is the operating frequency. For the design given in Figure 7.4, the above equation gives a
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Figure 7.4 Geometry of a simple, single-frequency PIFA.

good first-order approximation of the dimensions required for a PIFA to operate at a desired
resonant frequency.

Recently, transmission line modelling has also been used to model the resonant perfor-
mance of the planar inverted-F antenna, PIFA [9], or shorted patch antenna [10]. Vaughan
[10] has showed that an accurate transmission model for the shorted patch can be derived
from the cavity model. If only the effect of the radiating slot of the shorted antenna is
taken into account, the transmission line model will not be accurate. This is because the side
slots also have a significant impact on the impedance performance. Hence, the effects of
the radiating slot and side slots need to be taken into account for an accurate transmission
line model. This transmission line model gives a simplified circuit perspective into the inner
operation of the printed inverted-F antenna, PIFA, and shorted patch antenna.

One of the limitations of the traditional PIFA is its narrow bandwidth. This is usually not
a problem for current PCS and mobile antenna applications because the input impedance
bandwidth is usually very narrow, typically less than 7–10 %. In order to meet the needs of
future wireless communication systems, such as the broadband or ultra wideband (UWB)
communication system, a bandwidth in excess of 20 % or greater than 500 MHz with a
carrier frequency in the range of 3.1–10.6 GHz would be needed [11]. In order to meet
this future demand, there has been an intense research focus on improving the bandwidth
performance of the traditional PIFA.

There are numerous methods that can be applied to improve the bandwidth of the PIFA.
One of the simplest methods is to raise the height of the antenna [12]. This has the effect of
increasing the radiation loss resistance and reducing the amount of stored energy under the
PIFA structure. Thus the bandwidth of the antenna is improved. Another method involved
the use of two antennas placed in close proximity to one another to generate a dual resonance
effect [13, 14]. If the resonances are close to one another, a much broader bandwidth can
also be achieved. Similarly, the dual resonance modes can also be generated by perturbing
the patch antenna’s geometry, as shown in Reference [15]. However, if the PIFA geometry
is tapered, as given in Reference [16], the bandwidth of the antenna can also be significantly
increased.
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In most of the bandwidth enhancement methods highlighted above, it is usually the top
patch element that is being modified to improve the antenna bandwidth performance. It
should be noted that the size of the ground-plane on which the antenna is mounted can also
affect its antenna characteristic. Recently, Wang et al. [17] have shown that the bandwidth
of the PIFA can also be increased by modifying the ground-plane. In this design, a PIFA
mounted on a T-shaped ground-plane has been proposed as shown in Figure 7.5(a) and its
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Figure 7.5 (a) Geometry of the PIFA with a T-shaped ground plate and (b) measured return loss
performance (- - -, PIFA with a T-shaped ground-plate; ——, traditional PIFA with an unmodified
ground-plane). Extracted from Reference [17]. © 2004 IET. Reproduced with permission.
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measured results are showed in Figure 7.5(b). When compared to a similar printed inverted-F
antenna, a PIFA mounted on an unmodified ground-plane. The PIFA with the T-shaped
ground-plate has a better return loss performance and the measured results showed that it
has a bandwidth greater than 16 %.

Feick et al. [18] showed that the bandwidth of a PIFA can also be improved simply
by changing the feed plate silhouette. A number of designs shown in Figure 7.6 using
different feed plate silhouettes have been studied. Input impedance matching bandwidths for
the various feed plate silhouettes are also given in Table 7.1. The results suggested that the
bandwidth of the ds-PIFA-uf, PIFA-rf, and PIFA-btf surpass the bandwidth of the PIFA-wf
by factors of up to 2.3. The bandwidth improvement is close to that obtainable by a relatively
thick quarter-wave monopole without the associated increase in antenna size.

(a) (b)

(c) (d)

(e) (f)

Figure 7.6 PIFA designs with different feed silhouettes: (a) wire feed (PIFA-wf); (b) triangular
silhouette (PIFA-tf); (c) bitriangular silhouette (PIFA-btf); (d) rectangular silhouette (PIFA-rf);
(e) rounded rectangular silhouette (PIFA-rrf); and (f) U-shaped strip element (ds-PIFA-uf). Extracted
from Reference [18]. Reproduced with permission.
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Table 7.1 Input bandwidth of PIFA designs with different feed silhouettes.

PIFA designs Input bandwidth (%)

VSWR = 1.5 VSWR = 2
Numerical/measured Numerical/measured

PIFA-wf 6.2/5.6 11.2/10.7
PIFA-tf 7.8/— 13.5/—
PIFA-btf 13.8/12.0 24.1/25.2
PIFA-rf 9.9/9.2 19.1/19.5
PIFA-rrf 9.3/— 16.6/—
PIFA-uf 9.8/— 18.2/—
PIFA quarter-wave

monopole
14.3/14.6 27.2/27.2

7.3 MULTIPLE-FREQUENCY PLANAR INVERTED-F
ANTENNAS

7.3.1 Introduction

The PIFA is not only a compact but also a versatile antenna, realizing multiple bands.
Numerous researches have been reported and are largely driven by the rapid global growth
of mobile telephony. One of the key requirements is a multifunction terminal, allowing
subscribers to roam between different networks and systems. There are many techniques
to-date in designing a dual- and multiple-band PIFA. These techniques can be largely
grouped into five methodologies. Firstly, there are multiple resonator elements [7, 19],
where each element is fed individually. Secondly, spur lines, slots, and shorting pins can
be used to achieve multiple resonances using a single feed antenna [19–24]. Thirdly, other
forms of capacitive loading on the PIFA [25–27] and also its ground [28], including LC
resonators, can be used to achieve multiple bands [29]. Fourthly, parasitic elements can be
used to enhance the bandwidth of the antenna [30, 31] or to generate additional resonance
[32]. Finally, there is a need to identify innovative multiple-band resonators, such as the
fractal Sierpinski gasket [33, 34]. With the ever-increasing demands of requiring more
operating bands and bandwidths from mobile communication systems, combinations of
these techniques are often required to achieve this. Figure 7.7 shows a summary of the
techniques used.

7.3.2 Multiple-Band Resonators using Multiple Elements, Spur Lines,
Slot, and Strips

One of the first reported dual-band PIFA was designed to operate at the GSM and DCS bands
[7]. The author uses two resonators with separate feeds, while also ensuring that the DCS
antenna coexisted within the dimension of the GSM element (see Figure 7.7(a)). A dual-band
single-feed PIFA design was later realized by inserting an L-shaped spur line separating out
the lower frequency resonator to the higher frequency one [7,19]. This provided an equivalent
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

L

C

Figure 7.7 Examples of various multiple-frequency PIFA: (a) [7], (b) [19], (c) [20], (d) [22], (e) [23],
(f) [28], (g) [29], (h) [30], (i) [31], (j) [31], (k) [32], (l) [34].

of two resonators where each resonance can be individually tuned. Various frequency ratios
between the upper and lower resonance can be achieved by optimizing the element sizes as
shown in Figure 7.8(a). By using additional spur lines, a triple-band single-feed PIFA can
be obtained [19,20]. Figure 7.8(b) shows the return loss of a triple-band PIFA using dual
spur lines similar to that shown in Figure 7.7(b) [19].

Often a single-mode resonator is unable to provide a large enough bandwidth. Multiple
spur lines not only provide a lower band resonator but also tune the resonance of the
two upper resonators closed to each other such that the two modes are fused together,
providing a larger bandwidth [20]. With this concept of generating a larger bandwidth
from two modes, a �/2 resonant slot at the higher band was introduced within the lower
frequency resonator of a conventional dual-band PIFA (see Figure 7.7(c)) [24]. This effec-
tively broadens the upper resonance band while still maintaining a lower resonance. Another
approach using slots within the antenna element to generate triple bands was reported
using dual C-slots and two shorting posts, as shown in Figure 7.7(d) [22]. The slot width
and pin position optimizes the antenna for dual resonance with bandwidths (VSWR<3)
of 11.5 % (880–990 MHz) and 25 % (1710–2200 MHz). Finally, a combination of mean-
dered strip forming a slot-like configuration and a single-mode resonator patch achieving
five modes was demonstrated [21]. The two strips generating dual resonant modes are
tuned to approximately a quarter-wavelength for the GSM (global system mobile) bands,
while the middle patch and higher order modes of the strip accounts for the three reso-
nant modes of the PCS (personal communications services) bands. These various tech-
niques of generating multiple modes are widely used to broaden bandwidths of the required
bands.
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Figure 7.8 Spur line PIFAs: (a) frequency ratio tuning and (b) a triple-band single-feed dual spur
line PIFA.

7.3.3 Capacitive and Inductive Loading

In most PIFA design, resonators for each band can always be easily identified from the
current paths formed by the spur line or slot cuts. However, designing a multiband PIFA
from a single element folding upon itself is not always straightforward. A capacitively loaded
magnetic dipole antenna described in Reference [25] has arms that are configured to produce
a circulating current flow. The electrical length of the antenna generates the lower band
while the upper resonance is realized by an induced mode on the inner element, as shown
in Figure 7.9(a). A dual-band PIFA can also be realized from a single strip folding on itself,
as shown in Figure 7.9(b) [26]. The height of the antenna, folding dimensions optimized
by the length, and the gap between the top and bottom strips form the critical parameter
to its dual-band property. Additional capacitive loading was introduced to tune the upper
resonance of the antenna while keeping the lower band relatively unaffected. The same
technique can also be applied on a planar antenna configuration similar to that in Reference
[25]. This single strip with a single folding loop, shown in Figure 7.9(c), also provides a
dual resonance design [27].
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Lower frequency

Higher frequency

(a)

(b)

Feed

(c)

short

Figure 7.9 Capacitive loaded PIFA antennas: (a) a multiband capacitively loaded magnetic dipole
antenna [25]; (b) a curled PIFA with capacitive loading [26]; and (c) a bent radiating arm PIFA [27].

The PIFA being a small antenna is highly sensitive to its ground. A single-band PIFA
was reported to resonate with dual-band characteristics by designing parallel slot cuts on the
ground (see Figure 7.7(f)) [28]. The higher frequency is generated by the fundamental TM01

mode of the PIFA while the lower frequency is contributed by the resonance of the slotted
ground-plane. The proposed design resonates at 1.9 and 2.4 GHz, with a bandwidth of 9 and
8.4 % and a gain of 1.7 and 4.3 dBi, respectively.

Another method of realizing a dual-band design was to introduce RF traps with LC
resonators on the PIFA [29], similar to that implemented in the multiple-band monopole
or dipole (see Figure 7.7(g)). To achieve dual bands at 900 and 1800 MHz, the PIFA is
split into two halves where each has a specific transmission length. Using the transmission
line method, suitable LC components are then selected to provide the prescribed open/short
conditions of the operating frequencies. The authors have also implemented a number of
solutions to realize these LC components, using a meandered line and metal on the insulator
capacitor.
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7.3.4 Parasitic Elements

The use of parasitic elements has long been a popular technique to designing broadband
antennas by generating additional resonance. The Yagi–Uda antenna is a classic example.
The technique has since been employed in the design of electromagnetically coupled patch
antennas. The PIFA with its limited bandwidth from a single resonator also uses this technique
of parasitic elements to increase its bandwidth significantly or to migrate the degenerated
dual resonance into a dual-band antenna.

The method usually consists of the driven antenna with the parasitic element in close
proximity (see Figure 7.7(h)). The electrical lengths of the two resonators are often a
small offset from each other, and this dictates the overall required broadband, or dual-
band resonance. At close to the frequency of interest, the driven antenna is design to be
overcoupled at the feed. The parasitic antenna is then placed near the driven antenna. This
will result in a looped behaviour on the Smith chart that forms the basis of the additional
resonance property [30]. The size and location of this coupling loop is optimized by the feed
position, element separation, and the length offset between them.

Parasitic elements can be realized in a coplanar configuration (see Figure 7.7(h)) or
stacked configuration (Figures 7.7(i) and (j)). In the stacked PIFA configuration design, the
bandwidth of the antenna could be doubled [31]. A different configuration can also be realized
by orienting the parasitic antenna in the opposite phase (see Figure 7.7(j)). While the stacked
parasitic solution results in a thicker product, a coplanar solution as shown in Figure 7.10(a)
can also provide the required coupling loop on the Smith chart [30]. The parasitic element in
this case is tuned close to the higher resonant band and aligned beside the high-band resonator
of the dual-band PIFA. This results in a dual resonance effect at the upper band while leaving
the lower band undisturbed. Multiple parasitic resonators as shown in Figure 7.10(b) can also
be strategically placed where strong mutual coupling excites these elements for multiple-
band operation [23]. The overall antenna size measures about 38�5 mm × 28�5 mm × 8�5
mm with a lower bandwidth of 90 MHz (870–960 MHz) at a VSWR better than 2.5, while
the upper bandwidth of 460 MHz (1710–2170 MHz) has a VSWR less than 2.

Feed Short
(a) 

(b)

Figure 7.10 PIFA with parasitic elements: (a) single parasite [30] and (b) multiple parasites [23].
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Parasitic resonators are usually implemented separately to the driven element. However,
parasitic resonators can also be directly implemented on the feed of the antenna (see
Figure 7.7(k)). A compact six-band PIFA was achieved with a combination of a parasitic
stub loaded along the feed and a capacitive parasitic coupling plate under the feed element
[32]. The parasitic plate measures approximately the same dimension as the feed element
and shares the same shorting location as the fed element. The antenna was realized in a
space of 36 mm × 17 mm × 8 mm, and resonates with S11 < −6 dB at 930–1000 MHz,
1518–2314 MHz, and 2422–2587 MHz. Additional parasitic elements can be loaded on to
the feed to generate additional resonance. Parasitic elements can also be directly loaded in
a similar way on to the shorting pins of the PIFA to generate multiple resonances.

7.3.5 Fractal PIFAs

Multiple resonances from a single-element PIFA could result in complex structures
employing techniques such as additional parasitic elements and slot and spur lines. Fractal-
shaped antennas, in particular the Sierpinski gasket, is inherently a single-element multiple-
band antenna [33]. The monopole configuration of the Sierpinski gasket has been widely
reported. Its evolution to a PIFA design, employing only half the size of the gasket, was
reported by Song et al. [34]. The antenna is folded over and arranged in a planar configuration
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Figure 7.11 Planar shorted Sierpinski gasket antenna [34]: (a) configuration and (b) return loss
(i) and measured (ii) simulated antennas. Extracted from Reference [34]. © 2004 IEEE. Reproduced
by permission of the IEEE.
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where a shorting pin is then introduced to match the lower operating band. Figure 7.11(a)
shows the configuration of the design along with the measured performance, shown in
Figure 7.11(b). Tuning of the resonance band can also be achieved by optimizing the scaling
ratio of the gasket.

7.4 REDUCED-SIZE PLANAR INVERTED-F ANTENNAS

In recent years, the demand for compact wireless handsets has grown tremendously. This
has led to the increased demand for smaller wireless mobile devices. However, the size
of the wireless handset is usually limited by the size of the battery and its antenna. In
addition, the need to employ antenna diversity or adaptive antennas on the handset to improve
receiver performance are currently driving the need for a more compact antenna design. In
principle, the miniaturization of the PIFA can be achieved by using different approaches.
These methods are described in more detail in the following section.

One of the simplest methods for reducing the size of the PIFA is to load the antenna with a
high dielectric constant material [35]. The higher the electric permittivity, �r , the smaller is the
PIFA antenna. However, the drawbacks of using a high dielectric constant material, �r , would
be to degrade the antenna gain and its bandwidth performances. This would be unacceptable.
The combination of the substrate and superstrate with a high dielectric constant material
can be used to overcome this gain degradation problem [36, 37]. However, in this case, the
bandwidth of the antenna still remains very narrow. In order to overcome the bandwidth
issue, Lo and Hwang [35] have opted to increase the height of their miniaturized PIFA by
doubling it. An example of the proposed antenna is shown in Figure 7.12. Through the FDTD
simulation, they have shown that a size reduction of 75 % compared to a conventional PIFA
using a high dielectric constant material (�r = 38) is feasible. At the same time, the gain and
bandwidth of the PIFA have been improved to 7 dBi and 5.7 %, respectively. Similarly, the
magnetic material could also be used to load the PIFA to reduce its physical size [38].

It is also possible to reduce the size of the PIFA through reactive loading. One possible
approach is to use capacitive loading [9, 39]. The antenna structure with the capacitive

Superstrate
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Ground

Substrate

Feed probeShorting
plate

Figure 7.12 Configuration of a PIFA loaded with a high dielectric material. Extracted from
Reference [35]. © 1998 IEEE.
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Figure 7.13 Capacitively loaded PIFA structure. Extracted from Reference [39]. © 1996 IEEE.

load is illustrated in Figure 7.13. With this capacitor loading technique, Rowell and Murch
have managed to reduced the resonant length of the PIFA from �/4 to less than �/8. The
capacitive load is formed by folding the open end of the PIFA towards the ground-plane, to
produce a parallel plate capacitor for the load. When the dimensions of the capacitor load
are varied, the resonant frequency of the antenna can be changed. With increasing capacitive
load, the resistive and reactance peaks in the antenna impedance increase while the widths
of the impedance peak curves decrease. Hence a much narrower bandwidth is achieved with
increasing capacitive load. It should be noted that although the capacitor loading allows the
resonant frequency of the PIFA to be reduced, this is achieved at the expense of a poorer
impedance match and narrower bandwidth. However, the poor matching as a result of the
capacitive load can be easily overcome by the use of a capacitive feed to manipulate the
resistance and reactance curves.

Another possible method of achieving a significant size reduction is by perturbing the
PIFA antenna. This can be achieved by the introduction of slots appropriately placed in the
PIFA structure. Figure 7.14 illustrates two different compact PIFA designs that utilize slots
as a loading element. In Figure 7.14(a), the introduction of slots into the PIFA structure
has the equivalent effect of increasing the electrical length of the antenna. Hence for a
similarly sized PIFA structure, the modified PIFA is able to operate at a much lower resonant
frequency. In this design, Wong and Yang [40] showed that a reduction in the antenna
resonant length to less than �/8 is feasible. This is similar to the size reduction achievable
using the capacitive loading technique. However, the modified PIFA suffered from narrow
bandwidth due to the strong reactive near-field. In order to overcome the narrow bandwidth
problem, Wong and Yang introduced resistive loading in place of the shorting pin. Although
the bandwidth has been improved, this is at the expense of antenna gain due to ohmic
losses in the resistor. Another different compact PIFA design [41] with slots /or corrugations
added to its structure is shown in Figure 7.14(b). In this particular design, the slots are
introduced into a tapered PIFA. Similar to the design illustrated in Figure 7.14(a), the main
design concept for this antenna is based on lengthening the path of the current. This is
achieved through the introduction of the slots/corrugations. Due to the tapered PIFA design,
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Figure 7.14 (a) Geometry of a modified printed inverted F-antenna [40] and (b) geometry of a
tapered PIFA loaded with slot [40]. © 1998 IET. Reproduced with permission.

this antenna is capable of a much broader impedance bandwidth than the conventional PIFA.
In this case, the simulated (using CST Microwave Studio) and measured bandwidths are
16.64 and 20.3 %, respectively. Also, the overall volume of this corrugated tapered PIFA is
50 % smaller than the conventional �/4 PIFA structure.
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Wire antennas do not function effectively when positioned parallel or close to the perfect
electric conductor ground-plane. This is due to problem with out-of-phase image current.
With the recent development of researches on the electromagnetic bandgap (EBG), a high-
impedance surface with very interesting properties has been proposed [42]. One of the more
interesting properties of the electromagnetic bandgap (EBG) is its in-phase image current
property. This allowed antennas to operate very close to the high-impedance surface without
suffering from poor radiation performance. The proposed compact PIFA on the EBG-type
ground-plane is shown in Figure 7.15. In this design, a simple PIFA is used. The EBG-
type ground-plane of the antenna consists of a dielectric substrate on a metallic plate with
periodic patch overlays on the substrate [43]. The periodic metallic patches are connected
to the bottom metal layer by metal vias through the centre of the patches. The antenna
with a high-impedance surface is a type of inductively or capacitively loaded antenna. By
incorporating the EBG-type ground-plane the size of the PIFA can be reduced. In this case,
the operating frequency of the PIFA can be adjusted by modifying the thickness of the
EBG-type ground-plane. Note that the bandwidth and resonant frequency increases as the
dielectric substrate thickness of the ground-plane decreases.

Recent development has shown that fractal geometry can be successfully applied to
antenna design. One of the main advantages of using fractal geometry is the possibility of
a new fractal antenna with a much reduced size. This is due to the space-filling property
of the fractal geometry. When this is applied to an antenna element, it effectively increases
the overall electrical length of the antenna. Therefore, a much reduced antenna structure for
the same resonant frequency can be achieved. In a recent publication, Guterman et al. [44],
successfully applied the Koch curves in a PIFA configuration, as shown in Figure 7.16(a).
By doing this, a reduction in size of approximately 62 % in comparison with the simple
rectangular patch has been achieved. In an alternative fractal implementation, a Hilbert curve
could also be used to achieve the desired size reduction. One implementation of the Hilbert
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Figure 7.15 PIFA with a PBG-type ground-plane configuration. Extracted from Reference [43].
© 2003 IEEE.
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Figure 7.16 (a) Structure of a fractal PIFA with a U-slot [44] and (b) a dual-band PIFA consisting
of a Hilbert-type curve. Extracted from Reference [44]. © 2004 IEEE.
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fractal PIFA by Azad and Ali [45] is shown in Figure 7.16(b). Similar to the Koch curves,
the Hilbert curve is used to lengthen the current path on the antenna structure. In this case,
an overall size reduction of 50 % was achieved compared to a conventional PIFA.

7.5 SWITCHED-BAND PLANAR INVERTED-F ANTENNAS

7.5.1 Introduction

The increasing demand for antennas capable of operating in several bands has given rise to a
lot of work in the design of multiband planar inverted antennas. In parallel to this much work
is also being done on multiband RF front-ends. There are some important choices for the
circuit engineer that have a bearing on the antenna design. For example, it may be simplest,
from an antenna point of view, to have a multiple-band antenna connected to a superhetero-
dyne receiver that can be retuned to different bands. This poses considerable demands on
the receiver design such as the need for multiple-band, or wideband, low-noise amplifiers,
filters, and mixers, and this is also likely to result in lower sensitivity when compared to
a single-band receiver. On the other hand, multiple front-ends may be used to simplify the
design, albeit at the expense of equipment size. In the case of tunable receivers, an antenna
is required with a single connection that accesses the various bands of the antenna [7]. In
the case of multiple transceivers, antennas with multiple connection points [46] can be used.

Alternately an antenna with switches or tuning elements can also be used and connected
to a tunable front-end. There are two advantages to this. Firstly, the antenna presents the
minimum bandwidth to the incoming signal, as of course the antenna is the first filtering
element in the receiver chain, and this will reduce the noise contribution from external sources
in the environment. In the case of a multiband antenna with a single connector, the external
noise will be greater. However, a multiband antenna with multiple connection points will be
equivalent to a switchable one in this respect. On the other hand, the switches will introduce
additional loss into the system. Secondly, in a switched antenna, the whole of the antenna
volume is used in every band. In many multiple-band antennas, the various resonators are
separated, and each occupies a significant volume [7]. As there is a relationship between the
antenna volume and its bandwidth, it is more advantageous to use the whole antenna volume
at each band.

A further necessary function that can be incorporated into the antenna is that of the
duplexer, namely the separation of the transmit and receive signals. If frequency division
duplex is used then usually filters in the transmit and receive lines are used. If time division
duplex is used then a switch is usually incorporated.

Many diodes, such as the positive-intrinsic-negative (PIN) diode, can be used both as a
switch and as a device giving a continuous capacitance change. The following sections have,
however, been separated into those antennas that use switching and those that use continuous
tuning.

7.5.2 Switched-Band PIFAs

Frequency tuning can be obtained by inserting a switch into the surface of the planar inverted-
F antenna. A typical arrangement is shown in Figure 7.17 [47] and another related switching
arrangement is seen in Reference [48]. An extra length of PIFA is added, which is connected
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Figure 7.17 PIFA a with band switch [47]: (a) antenna and (b) diode circuit.

by a section of high-impedance line, containing the Philips BA682 UHF band PIN diode.
The high-frequency PIFA is 20 × 14 mm2, the connecting line length is 5 mm, and the extra
PIFA section is 10 × 14 mm2. This is etched on FR4 substrate with �r = 4�6; the substrate
thickness and whether it is air spaced are not given. The switch has an LC compensation,
which not only helps tune-out the parasitic capacitance at the diode’s reverse biased state
but also prevents a DC short-circuit introduced by planar inductance across the diode. Under
a reverse bias of −5 V, two resonance frequencies occur, at 900 MHz and l .74 GHz. The
higher frequency resonance is due to the patch, while the lower resonance is due to the LC
network and other reactive components. Under a forward bias of +5 V a single resonance
occurs at 1.12 GHz with an input return loss of 20 dB. The radiation pattern at both diode
bias conditions is well behaved. Continuous variation of the diode bias also gives continuous
frequency tuning. For a bias of 0 V to −15 V DC, the frequency varies from 1.43 to 1.63
GHz, which is 200 MHz or 14 %.

Figure 7.18 [49] shows a switching arrangement using multiple diodes to achieve wider
frequency shifting, which are located on the antenna ground-plane to simplify bias connec-
tions. Two PIFA top plates are also used to form a dual-band antenna; the lower plate
operates in the upper band and vice versa. In each part the normal single shorting pin is
extended into a shorting strap and many are used, each of which is attached to a BA682 PIN
diode. The inset shows the switch bias connections. A current limiting resistor of 680 �
is used to limit the DC bias current to less than 10 mA and surface-mounted capacitors of
10 pF are connected between the diode switch and the shorting strap to isolate the DC bias
current to flow to adjacent shorting straps, the patch, and the feed pin. Switch losses were
measured to be 0.3 dB under forward bias. By successively switching on the upper patch the
frequency changed from 730 to 810 MHz and for the lower patch from 1050 to 1250 MHz.
Limited information on radiation patterns is given, but were in general well behaved.
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switch array 

Figure 7.18 Dual-band PIFA tunable by switched shorting straps [49].

conductor

substrate feed and bias 

ground plane 

Figure 7.19 Dual-mode switched PIFA [50].

In Reference [50], a single HSMP 386C PIN diode switch, shown in Figure 7.19, has
been added to the PIFA at the opposite end to that shown in Figure 7.18. Few results are
given but a reduction of the radiation efficiency is noted, due to high forward bias resistance.
Diode switches have also been added close to the connection point in a self-diplexing PIFA
[46]. Four diodes are used, two for each band, which allows switching between the transmit
and receive functions.

7.5.3 Continuously Tuned PIFAs

In an arrangement similar to that of Figure 7.17, a pair of varactor diodes has been inserted
between the two sections of a split PIFA [51]. The diodes are placed at the edges of
the conductor as the current is strongest at those points. The PIFA sections were 32�25 ×
25�81 mm2 and 25�82 × 25�81 mm2, separated by a 6.46 mm gap in which the diodes were
located. For a −20 V to −1.25 V bias change, in which the capacitance of each diode varied
from 5 to 35 pF, a 14.7 % change in resonant frequency was noted around 900 MHz. No
information on radiation patterns or efficiency is given.

Figure 7.20 shows a PIFA in which both position of a second shorting pin, pin 2 in the
figure, and the effect of a varactor between the plate and ground-plane have been studied
[52]. This shorting pin was positioned at different points along the perimeter of the PIFA.
The resonant frequency increases with increasing distance from the feed point, due to the
higher inductance presented to the path of currents on the patch, but it reaches a plateau as
the pin approaches the corners. An effective relative bandwidth of 50 % is thus achievable.
If the second shorting pin is replaced by a variable capacitor of fixed position at the antenna
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shorting pin 1 

PIFA patch

shorting pin 2 
feed

varactor 

path of pin 2

Figure 7.20 PIFA tuned by a single varactor [52].

perimeter then tuning ranges of the order of 15–20 % can be achieved. The gain was found
to vary between 0.5 and −2 dBi across the tuning range.

Figure 7.21 shows a duplexing antenna [53], consisting of two narrowband PIFAs, whose
frequencies are located in the transmit and receive bands, respectively, and whose individual
frequencies can be tuned across the band using a number of varactor diodes located on the
sides of the PIFA plates. The PIFAs are mounted on either side of a pedestal ground-plane
and have a shape similar to the one shown in Figure 7.21, with wide sections 20 × 10 mm2

and a narrow connecting section 20×4 mm2, located 7 mm above the ground-plane, designed
for operation in the US 824–894 MHz band. In this arrangement 10 dB isolation between
transmit and receive is achieved. If the PIFA patches are replaced by rectangular ones, the
shorting pins are removed and four switched capacitors are introduced between the patch
edges and the pedestal ground, then much narrower band antennas are obtained, which can
be tuned across the bands. A capacitively coupled short to the ground acts in a similar way

pedestal ground plane 

PIFA patch 

shorting pin 

feed point 

Figure 7.21 Duplexing PIFA [53].
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to the conventional PIFA short and also allows postmanufacture tuning. The four switches
allow 16 frequencies to be selected, so the patches are designed to have an approximate
bandwidth of 1.6 MHz tunable across the 25 MHz band. The isolation between bands is
20 dB, which can be used to reduce the demands on the transmit–receive duplexer that
follows the antenna.

7.6 APPLICATIONS OF PLANAR INVERTED-F ANTENNAS

7.6.1 Introduction

The PIFA has been an attractive design for numerous mobile communication devices. Many
design techniques have since been developed as described in the earlier sections. Its config-
uration provides not only robustness and compactness but also the capability of receiving
both horizontal and vertical electromagnetic fields. This is highly favourable in a multipath
rich urban environment. One of the key successes is its ability to generate multiple bands
in a small space. Despite challenges to obtain a large enough operating bandwidth at each
band, designing multiple bands within the same space of the lowest operating band remains
a challenge. In the following sections, some of the most popular applications of PIFA will
be described.

7.6.2 Mobile Handsets

Since the astronomical growth in cellular communication, consumers have fuelled the
demands of a multiple-mode handset, enabling users to roam between networks and coun-
tries. With existing 2.5G/3G systems around the world and various other services such as
Bluetooth, 802.11a/b/g, GPS, FM radio, and even UWB in the future offered to mobile
subscribers, antenna engineers are challenged to provide multiple resonances in an ever-
reducing handset size and antenna volume. Table 7.2 lists the frequency bands used by
today’s cellular communication systems.

Pioneering handset designs in the early 1990s have widely adopted the monopole antenna
configuration. They are mostly realized with an external stubby and later evolved into small

Table 7.2 Frequency range of various mobile
communication systems.

System Frequency range (MHz)

GSM 824–894
EGSM 880–960
DCS 1710–1880
PCS 1850–1990
UMTS 824–894
Bluetooth, Wireless 1710–2170
LAN 802.11b/g 2400–2483
Wireless LAN 802.11a 5150–5250
GPS 1559–1610
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helical antenna. In recent years, a mobile handset has increasingly become a fashion icon.
The requirement for an internal antenna thus becomes a tremendously attractive solution. The
PIFA, due to its small size and multiband capability, has since been widely adopted in many
handset designs where volume for the antenna is critically limited. In order to ensure product
consistency throughout all manufacturers, the measurement procedure for the radiated RF
power and receiver performance such as that from the Cellular Telecommunications and
Internet Association (CTIA) [54] is becoming a standard requirement for most networks.
Figure 7.22 shows an example of a triple-band PIFA mounted on a rear housing of a mobile
phone. The size of the antenna measures approximately 20 mm ×38 mm ×6 mm (L×W ×H).
To date, the design of a popular handset configuration can be classified into three generic
categories. They are the candy bar phone, the flip phone, also known as the clamshell,
and, finally, the slider phone. Recently, more dynamic designs have emerged using a rotary
mechanical chassis.

As the size of a mobile telephone varies significantly, so does its radiated performances.
The PIFA being an electrically small antenna couples strongly to its ground-plane. Due to
this induced current, the resonance of the ground-plane should be taken into consideration in
the overall design. This will have a significant effect on the bandwidth and efficiency of the
PIFA and is also dependent on the operating frequency [14, 55, 56]. Figure 7.23 shows the
bandwidth variations with respect to the changing PCB (printed circuit board) ground length.
In both cases, the PIFA is placed at the top end of the PCB ground while the lower end of
the PCB is varied. Both results concluded that the bandwidth becomes very small for the
lower band (900 MHz) operations when the PCB length is small. From the radiation patterns
perspective, a dipole-like pattern is obtained from a typical handset PIFA at 900 MHz. It
could be hypothesized that the PIFA is a physically small feed end of a dipole while the
PCB ground forms the current’s return path. Hence at this lower frequency band the entire
handset is resonating.

The PIFA positioned at different locations of the ground will also excite different ground
currents and hence variations in overall antenna performance. In applications such as the
clamshell and the slider phone, the different ground conditions during the standby and talk
position will be a design challenge. Despite bandwidth and efficiency variations, frequency
shifts are also expected. With handset size, in particular its length slowly converging to
< 85 mm, designing a wider band and efficient antenna at the lower frequency band remains
a challenge.

Another design requirement for handset antennas is the health and safety mandate ensuring
that all manufacturers conform to prescribed RF exposure limits. The specific absorption

Figure 7.22 A triple-band antenna (courtesy of Sendo).
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Figure 7.23 (a) Bandwidth variations with respect to different PCB lengths [14]. (b) Simulated and
measured impedance bandwidth (S11 < −6dB) of 900 and 1800 MHz antennas in free space as a
function of chassis length [56].

rate (SAR) is a measure of radiation on to human tissue and is defined by the International
Commission on Non-Ionizing Radiation Protection (ICNIRP) [57] and the ANSI/IEEE [58].
A specific anthropomorphic mannequin, or ‘SAM’, is used as the head model for use in
SAR testing. Other systems such as the Dosimetric Assessment System (DASY) are also
widely used in various test laboratories for SAR compliance certification. The CTIA also
depicts radiated performance in the presence of the simulated head mode [54]. The current
SAR limit set by IEEE C95.1:1999 is 1.6 W/g in 1 g averaging mass while the ICNIRP sets
2 W/kg in 10 g averaging mass. Several methods of measurements have been defined by the
FCC [59] and European standard EN50361:2001 [60]. A lower SAR can be achieved from
a PIFA in comparison to the external helical antenna, since its orientation is usually towards
the opposite direction of the user’s head and is shielded by the PCB. This is certainly so when
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the operating frequency is higher at the 1800 MHz range where the PCB effect becomes
more prominent. However, at the 900 MHz range, the PCB ground becomes resonant and
no significant benefits can be expected from the PIFA compared to the external stubby.

7.6.3 Mobile Connectivity and Computing Device

Consumer desire for connectivity and a high data rate wireless access has been increasing
tremendously. Systems operating at the licence-free Industrial, Scientific and Medical (ISM)
bands such as Bluetooth have been widely adopted in recent years for wireless connectivity.
For example, the mobile handset industry offers a wireless hands-free kit. At the operating
frequency of 2.45 GHz, the PIFA measures about 24 mm, and can be easily fitted on to
the PCB of a small wireless device. Figure 7.24 shows a typical design integrated within
the PCB. In such designs, a suitable ground clearance >2 mm is required in order not
to short-out the antenna performance [61]. A peak gain of the antenna measures typically
>1 dBi. Other techniques such as meandering can also be applied to reduce the length of the
element. The simplicity of the design makes the integration of such antennas very attractive
and involves no additional material cost.

The IEEE 802.11 wireless local area network (WLAN) system offering a higher data rate
of >54 Mbps has also become very popular to mobile devices offering wireless internet
access. Coverage of these systems is often termed ‘hotspots’ and is rapidly increasing
worldwide. The standards are broken down into ‘a’, ‘b’, and ‘g’, each offering different data
rates. The two ISM band frequency bands allocated are 2400–2483 MHz for the 802.11b,g
system and 5150–5250 MHz for the 802.11a system. Figure 7.25(a) shows a simple design
of a dual-band PIFA for the 802.11 systems [62]. It consists of a shorter element exciting
the upper band while a longer element piggybacks on the shorter element. The longer
element is also folded to fit into a smaller overall space. Apart from realizing embedded
antennas on to laptops and other mobile devices, designs have also been implemented on a
PCMCIA network identity card (NIC). A typical implementation is shown in Figure 7.25(b)
and the measured S-parameters of this design are shown in Figure 7.25(c). In most WLAN
products, a pair of antennas is implemented to combat the dynamic fading environment.
These coexisting diversity antenna solutions must satisfy the envelope signal correlation
�e < 0�5. This can be easily evaluated with

�e < 25 �S21�2 (7.2)

where the magnitude of the S-parameters must satisfy the following condition [63]:

�S11� + �S22� + �S11� �S21� + �S12� �S21� < 0�25 (7.3)

Feed

PCB Ground

Figure 7.24 An integrated PIFA on a PCB.
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Figure 7.25 Dual-band 802.11a/b/g PIFA [62]: (a) antenna element; (b) NIC implementation; and
(c) measured results.

7.6.4 Multiband PIFA for vehicular telematics

There has also been significant development of PIFA solutions for vehicle telematics.
Hidden antennas that are flushed within the contours of the vehicle are very popular among
manufacturers, giving better styling and vehicle aerodynamics. These antennas are usually
implemented on the roof of the vehicle, windscreen, wing mirrors, or even bumpers. New
safety regulations for vehicle and pedestrian safety also mandate a requirement of flexible
construction if these antennas are >30 mm [64]. This makes the PIFA a suitable candidate
for such applications. Leelaratne and hangley [64] have proposed a capacitive gap feed PIFA
for cellular communication integrated with other antennas for GPS and FM/AM, as shown
in Figure 7.26(a). The PIFA measures a height of <30 mm and the roof mount configuration
gives good azimuth coverage in all bands (925, 1795, and 200 MHz). The authors later
implemented the PIFA flush mounted on a windscreen, as shown in Figure 7.26(b). Since the
antenna is within the body frame of the car, ripples along the radiation patterns are expected.
However, a very broadband PIFA suitable for multiple-band application is realized. The
measured results are shown in Figure 7.26(c). Operating in low-frequency systems especially
UHF bands could result in large long whip antennas. These long exposed antennas are not
only unsightly but could be easily damaged. An R-shaped dual-band low-profile PIFA [65]
has also developed for military applications operating at 225 and 450 MHz. The height of
the antenna measures only 3.8 cm and is mounted on the roof of the vehicle.
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Figure 7.26 Vehicle PIFAs [64]: (a) capacitive-fed PIFA on a multiple antenna module;
(b) capacitive-fed PIFA flush mounted on a windscreen; and (c) measured S11 results of a capacitive-fed
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7.7 SUMMARY

In this chapter several variations of the planar inverted-F antenna have been presented and it
has been shown how the structure can be modified to give multiband performance. Actively
integrated PIFAs that allow the frequency of operation to be tuned have also been presented.
Finally several applications have been given where planar inverted-F antennas have been
utilized.
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8.1 INTRODUCTION

The advent of broadband wireless communication has increased the need for portability
and mobility. Access to wireless communications such as 3G and internet (Wi-Fi) has
amplified the consumer need for new portable devices. The expectation is that new portable
devices will be able to cater for the increase in data connectivity [1–3]. Even for developing
countries such as Fiji, consumers can access broadband wireless communication with a
1 Mbps connection. With such a high-speed data rate, it is essential that those antennas
embedded in portable devices are able to maximize the offered bandwidth. Hence, there
is a need for aesthetically pleasing antennas that can provide the necessary size within the
constraints of space, bandwidth, and radiation requirements for applications of tomorrow.
Patch-based antennas can provide the solutions desired due to several key desirable features
such as light weight, low profile, conformal to planar and nonplanar surfaces, inexpensive to
manufacture, and when the particular shape and mode are selected they are very versatile in
terms of resonant frequency, polarization, pattern, and impedance [4–5]. However, there are
limitations at low microwave frequencies, principally in characteristics such as its size and
narrow bandwidth. Therefore, techniques to achieve the necessary requirement for patch-
based antenna are discussed.

In this chapter small patch antennas and techniques for improving the performance of
these antennas to meet specific requirements will be examined. In Section 8.2 an overview
is given of shorted patch antennas, which have been shown to have the most significant
reduction. It is shown that even further reductions can be achieved by maximizing the
direction in which the current travels. Due to the space constraint in a portable device, it is
advantageous to have dual frequency in a single patch, thus enabling two applications and
reducing the number of antenna on the device. The technique for creating a dual-frequency
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patch antenna is examined. This is followed by a discussion on bandwidth enhancement,
which can be applied to shorted patch antennas. Circular polarization is an important feature
that allows the antenna to receive a signal irrespective of the direction of the transmitter
and is usually applicable to satellite communication. The methods of generating circular
polarization on patch antennas will be discussed. Lastly, a means of reducing the high
cross-polarization level commonly associated with the shorted patch antenna is offered.

New small patch antennas are discussed in Section 8.3. A dual C-slot printed antenna
and perforated shorted patch antenna are presented. Both antennas, either embedding slots
or perforating the antenna, employ the concept of maximizing the direction of the current
path to reduce the shorted patch antenna. In Section 8.4 new dual-frequency small printed
antennas and their characteristics are presented. In particular, a spiral-like shorted patch
loaded with an additional shorting pin to generate the second resonance is presented as
well as a dual-frequency stacked shorted patch. Finally, techniques to reduce the level of
cross-polarization are presented in Section 8.5. A single feed and a balanced feed shorted
patch antenna are discussed.

8.2 MICROSTRIP PATCH ANTENNAS

8.2.1 Introduction

Microstrip patch antennas or patch antennas are gaining popularity due to the many advan-
tages mentioned. Different applications will have different specifications; therefore, to cater
for every need, some common ways to achieve the required specification is discussed.
Shorted patch antennas will be discussed in detail in Section 8.2.2. Various versions of the
shorted patch antennas are reviewed as well as the methods used to reduce the size of the
antenna. Techniques to generate dual frequency in planar antennas are then presented in
Section 8.2.3. One of the disadvantages of small patch antennas is their inherent narrow
bandwidth. This problem can be alleviated by applying certain bandwidth enhancement
techniques and are discussed in Section 8.2.4. In Section 8.2.5, methods of generating
circular polarization and its application to shorted patches are reviewed. Finally, ways to
alleviate the high level of cross-polarization due to the use of a shorting pin is discussed in
Section 8.2.6.

8.2.2 Reducing the Conductor Size

A microstrip-shorted patch antenna consists of a patch incorporating a single shorting post
in close proximity to the feed point. A probe-fed circular microstrip antenna incorporating
a single shorting post was investigated [5]. The antenna was mounted on a substrate with a
dielectric constant �r = 4�81. The antenna achieved a reduction in the printed conductor in
the order of 3 compared to a conventional microstrip patch mounted on the same dielectric
material. The reduction in size has been achieved at the expense of bandwidth, in this case
1.2 %. Since then, various conductor shapes incorporating a shorting post have been reported
[6–8]. The conductor shapes investigated include the triangle, semicircle, and annular ring
shorted patches. The yielding solutions demonstrate a real estate reduction similar to that in
Reference [5]. The impedance bandwidths reported have been less than 5 %.
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Although there has been a significant reduction in antenna size with the utilization of
a single shorting pin, further reductions can be achieved. One such example is the use of
strategically positioned notches on a shorted patch antenna [9]. The resulting antenna was
75 % smaller in surface area than a conventional microstrip patch. Various shapes of slots
and slits have been embedded on shorted patch antennas, which has been shown to reduce the
size of the antenna. However, the reported bandwidth has been relatively low in the order of
a few percents. It is worth noting that when perturbations such as slot or slits are embedded
on a shorted patch antenna, the current path of the antenna is increased. The antenna utilizes
the meander line technique traditionally used to decrease the size of the wire dipoles and
monopoles operating in the low MHz frequency range. Here the wire (of set length) is folded
back on itself to reduce the physical length of the antenna in a given direction. This in turn
leads to a very important postulation: to decrease the resonant frequency of an antenna for
a given surface area, the current path must be maximized within that area. This postulation
has been applied to the shorted patch concept. A reduction in the resonant frequency by
a factor of 10 compared to a standard microstrip has been achieved using spiral-shaped
conductors [10]. This frequency reduction corresponds to a decrease in area by a factor of
261 albeit at the cost of reduced bandwidth. This is the largest reduction recorded in the
literature.

8.2.3 Dual-Frequency Configurations

There are three basic categories of creating patch-based antennas with dual frequency [11].
The methods are orthogonal-mode dual-frequency patch antennas, multipatch dual-frequency
antennas, and reactively loaded dual-frequency patch antennas.

The orthogonal mode method can be achieved by any kind of patch shape that offers
two cross-polarized resonant modes. The antenna can be fed using a single-point or dual-
point feed. The simplest dual-frequency patch antenna can be accomplished by carefully
selecting the location of the feed point resulting in matched input impedance at the two
frequencies. This can be achieved with a probe-fed configuration as shown in Reference [12].
The antenna utilizing the dual-point feed can be excited by a separated microstrip feed. This
solution can provide more flexibility in designing the frequency ratio when compared to the
single feed.

The multipatch configuration is obtained by means of multiple radiating elements, either
vertically or horizontally, each of them supporting strong currents and radiation at the
resonance. This category includes multilayer stacked patches (vertical configuration) with
various radiator shapes [11]. The same multilayer structure can be used to broaden the
bandwidth of the single-frequency antenna when two frequencies are forced to be closely
spaced. In the latter case, the lower patch can be fed by a conventional arrangement while
the upper patch can be fed by proximity coupling with the lower patch. In order to avoid
the disappearance of the upper resonance, the size of the two patches should be close, so
that a frequency ratio close to unity can be obtained. A horizontal or coplanar multipatch
configuration can be obtained by printing more resonators on the same substrate. Radiation
patterns have been shown to be consistent at all operating frequencies and the antenna is
attractive for its simplicity.

Finally, the reactively loaded patch antenna method is the most popular technique for
obtaining dual-frequency behaviour. The simplest way is to connect a stub to one radiating
edge in such a way as to introduce a further resonant length that is responsible for the second
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operating frequency. An adjustable coaxial was utilized in Reference [13] to provide both
tuning and design of the frequency ratio. Other types of reactive loading are based on the
same principle of creating the same effect, as the stub includes introducing notches, pins,
capacitors, and slots with the advantage of reduced size.

8.2.4 Bandwidth Enhancement Procedures

One of the major disadvantages with using microstrip technology is the narrow bandwidth.
One way of increasing the bandwidth of the patch antennas is by placing driven antenna
elements in close proximity to the antenna [14, 15]. The driven elements can be placed
either horizontally or vertically and are gap-coupled, producing double resonance and thereby
increasing the bandwidth. A bandwidth of greater than 20 % has been reported in the
literature. Utilizing this technique increases the overall size of the antenna as the number of
driven elements is increased.

Another technique to enhance the bandwidth of printed antenna is by stacking the antennas.
A broadband-stacked shorted patch was reported [16]. The antenna is probe-fed with two
shorting pins. A 10 dB return loss bandwidth greater than 30 % was reported. The wideband
characteristic of this reported publication is due to the mutual resonance occurring in the two
patches. The shorted patches are overcoupled, therefore producing somewhat large coupling
loops similar to a conventional stacked patch when the patches are located too close together.
This phenomenon yields a loop in the impedance locus when plotted on the Smith chart.
It should be noted that an increase in substrate thickness was also reported utilizing this
technique.

The third method of increasing the bandwidth is by interleaving two shorted patch antennas
[17]. The impedance bandwidth is enhanced over a conventional shorted patch due to mutual
coupling between the two radiators, in doing so reducing the overall impedance variation at
the input of the antenna. A large conductor size reduction for the antenna is achieved by
maximizing the current path of each printed radiator.

8.2.5 Circular Polarization Techniques

Circular polarization (CP) occurs when the magnitudes of the two components (horizontal
and vertical) are the same and the time phase difference between them is 90�. This is an
important feature for applications where the transmitter and receiver are not stationary. An
antenna with circular polarization is able to receive power in all direction irrespective of
the orientation of the antenna. This is an important trait for satellite applications due to the
movement of the satellites relative to the earth.

A single-feed antenna can produce CP with some perturbations on the patch [18–20].
The perturbations can be slots, resistor loading, or slits, which introduce the 90� phase shifts
required to generate circular polarization. The single feed is the simplest form of antenna to
generate CP. However, the major disadvantage of using the single-feed configuration is due
to its narrow impedance and axial ratio bandwidth, typically less than 5 %.

The second technique to generate CP is feeding the antenna with two feeds at adja-
cent edges [21, 22]. A hybrid coupler or offset feeding line can be used to produce the
required power and 90� phase distribution to the antenna. Both the impedance and axial
ratio characteristics of dual-fed antennas are broader that those of single-fed antennas
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because the hybrid coupler is typically broadband in nature. The drawback with using this
method is that the improvements in the antenna performance have been achieved at the
expense of increased volume due to the feeding mechanism required to produce circular
polarization.

Sequential rotation is the third method that can be utilized to generate circular polar-
ization. Single circularly polarized [23] or linearly polarized [24–26] antenna elements can
be used to rotate each of the antennas sequentially. The advantage with using linearly
polarized patches is that the feed complexity is reduced and also the bandwidth perfor-
mance is improved. The reason for reduced feed complexity is that this technique only
requires a single feed for each antenna element while four feeds might be required for each
element in a conventional array [23], with a wide axial ratio bandwidth requirement. Another
feature of this uniquely arranged array is a reduction in the occurrence of mutual coupling.
The theories of sequential rotation of linearly polarized elements to generate CP have
been discussed in Reference [24], with the design principles presented in References [25]
and [26].

The principles of sequential rotation have been applied to a linearly polarized shorted
patch antenna element to generate circular polarization. Four shorted patch antennas were
sequentially rotated and fed with a 90� phase difference feed network located beneath the
ground-plane [27]. The feed network for the synchronous subarray had additional lengths of
microstrip line to provide the required 90, 180, and 270� phase shifts at three of the other
excitation ports. The antenna size can be further reduced by utilizing three shorted equilateral
triangle patch antennas [28]. In this instance, the antenna elements are sequentially rotated
at an angle of 120� and were fed in a 0, 120, and 240� phasing arrangement. Thus the
entire antenna demonstrated symmetry about the boresight. Finally, a compact synchronous
subarray using two concentric shorted ring printed antennas provides the smallest antenna in
terms of size [29]. It is important to note that the three configurations, namely utilizing four-
element, three-element, and two-element configurations, are able to achieve an impedance
and axial ratio bandwidth in excess of 10 %.

8.2.6 Cross-Polarization Reduction Procedures

There are several wireless communication systems, both terrestrial and satellite, that require
good polarization to give enhanced system performance. Some require pure linear polariza-
tion to enhance the system capacity. It is well known that shorted patch antennas have high
levels of cross-polarization. A common technique to reduce cross-polarized fields and hence
improve the purity of linearly polarized fields radiated from a patch antenna is to use a
balanced feed. This method was applied to a shorted patch antenna [30]. A cross-polarization
level of more than 20 dB below the copolarized fields in both planes was obtained. The
reduction of cross-polarized fields was achieved at the expense of an increase in the size
of the patch conductor. The patch antenna real estate had increased from an eighth of a
wavelength for a conventional shorted patch using a single shorting to approximately a
quarter-wavelength. The increase in antenna real estate was attributed to each excited probe
‘seeing’ the shorting post used for the other feed. This ‘inductive’ loading somewhat cancels
the ‘capacitive’ effect of the closeness of the excited probe and its associated shorting post
[31]. A compact dual concentric ring printed antenna utilizing the balanced feed configuration
achieved improved bandwidth and size [29].
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8.3 VARIATIONS OF THE SHORTED PATCH ANTENNA

8.3.1 Introduction

In this section, two new versions are presented of small-sized shorted patch antennas.
This work is an extension of the shorted patch concept summarized in Reference [32]. In
Section 8.3.2, a dual C-slot printed antenna is presented. The C-slots are embedded on a
shorted patch antenna. A perforated shorted patch is presented in Section 8.3.3. The concepts
of using slots or perforating the shorted patch antenna are based on the concept of maximizing
the direction of the current path. This reduces the resonant frequency of the antenna while
maintaining a comparable bandwidth of the antenna.

8.3.2 Dual C-Slot Printed Antenna

8.3.2.1 Introduction

In this section, a dual C-slot printed antenna is presented. The antenna consists of a shorting
post with two C-shaped slots surrounding the coaxial feed and the shorting post. The dual
C-slot is strategically placed around the feed within the printed conductor to maximize the
current path of the antenna. The concept utilized to reduce the size of the printed conductor
is to maximize the current path of the shorted patch. In doing so, the resonant frequency of
the antenna is reduced.

8.3.2.2 Configuration

Figure 8.1 shows the proposed antenna configuration. Here, the antenna has an overall
length L and width W and is printed on a substrate of thickness d, with a relative dielectric
permittivity �r . The antenna is fed by a coaxial probe of radius r0 located at (xp� yp) from
the centre of the antenna and consists of a shorting pin located in close proximity to the feed
positioned at (xps� yps) from the centre of the patch to reduce the overall size of the antenna.
Two C-shaped slots are embedded into the patch as shown in Figure 8.1 (labelled slots 1 and
2). The width of the slots is 0.5 mm. The length of slots 1 and 2 are 13 mm and 11.5 mm,
respectively. The vertical length of slot 1 is 8 mm and 5 mm for slot 2. The gap spacing
between the slots is 1 mm and there is a 1 mm gap between slot 1 and the edges of the
patch. As mentioned in Reference [10], the key to reducing the size of printed antennas is to
increase the current path of the antennas. Therefore, C-slots are introduced to maximize the
current path of the shorted patch antenna as shown in Figure 8.1. It is interesting to note that
having only one C-slot, namely slot 1, decreases the resonant frequency of the shorted patch
antenna, but a further reduction in resonant frequency can be observed with slot 2 inserted.

As seen from Figure 8.1, the current path of the shorted patch is increased from the feed
point by inserting the two C-slots, thereby reducing the resonant frequency of the antenna. It
should be further noted that different configurations of slots can be utilized, providing many
degrees of freedom. However, the present configuration provides a compromise between size
reduction and attainable bandwidth. The proposed antenna configuration achieved a reduction
of 15 % in resonant frequency compared to a standard shorted patch antenna mounted on the
same substrate.
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Figure 8.1 Schematic diagram of a shorted dual C-slot printed antenna.

8.3.2.3 Results and Discussion

Figure 8.2 shows the measured 10 dB return loss bandwidth of the proposed dual C-slot
printed antenna. The 10 dB return loss bandwidth of the antenna was 5.4 %. This value
is significantly higher than the shorted single spiral antennas [10]. On the other hand,
the impedance bandwidth of the proposed antenna is lower than the dual spiral printed
antenna [17], but the present configuration as shown in Figure 8.1 does not require an
external feed network. Hence, the dual C-slot antenna is compact and does not require any
complicated manufacturing process compared to a conventional patch antenna. As mentioned
previously, the proposed antenna achieved a reduction of resonant frequency in the order
of 15 % compared to a conventional shorted patch antenna (in this case from 2.6 to 2.22
GHz) mounted on the same material, making it suitable for applications where space is a
premium.

The far-field radiation patterns of the dual C-slot printed antenna were measured at
2.2 GHz and are shown in Figure 8.3 (note that the broadside is 0� in this plot). The
radiation patterns are similar to that of the shorted patch antennas [5]. However, the cross-
polarization level for this antenna is relatively high, particularly in the E-plane due to
the small-sized ground-plane. For this measurement, the ground-plane was very small,
extending 15 mm on each side of the printed conductor. The gain of the antenna was
1.3 dBi.
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Figure 8.2 Measured return loss of a shorted dual C-slot printed antenna (parameters: �r = 1�07�
d = 10 mm, L = 15 mm, W = 10 mm, r0 = 0�6 mm, r0s = 0�4 mm, xp = −2�5 mm, yp = 0 mm,
xps = 1�5 mm, yps = 0).
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Figure 8.3 Measured radiation patterns of a dual C-slot printed antenna at 2.2 GHz.
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8.3.3 Shorted Perforated Antenna

8.3.3.1 Introduction

Perforating or meshing the microstrip patch conductor has been shown to give reasonable
size reductions for a conventional patch antenna without compromising the radiation and
impedance performance of the printed antenna. In this section, a perforated shorted printed
antenna is presented. The printed antenna utilizes a shorting post as well as perforated slots
that are embedded within the single-layer printed antenna to reduce the surface area of the
antenna.

8.3.3.2 Configuration

Figure 8.4 shows the proposed antenna configuration. As can be seen from the figure, the
antenna has an overall length L and width W and is printed on a substrate of thickness
d with a relative dielectric permittivity �r . The perforated slots are embedded within the
printed antenna. Each of the perforated slots has a length of Ls and width Ws and is located
3 mm (W1) from the edge of the antenna. The separation between each of the perforated
slots is 2 mm apart. The antenna is probe fed by a via of radius r0 positioned at (xp� yp)
relative to the centre of the patch. A shorting post of radius r0s located in close proximity to
the feed probe is positioned at (xps� yps) relative to the centre of the antenna and is used to
reduce the overall size of the patch. A thin layer of RT/DuroidTM 5880 (�r = 2�2, thickness
of 0.254 mm) was used to etch the printed conductor. The size of the perforated slots has
been selected from running many simulations of the structure (using Ensemble 6.0TM ). As
mentioned in Reference [10], the key to reducing the conductor size of a shorted patch is to
create extra capacitance to counter the inductive nature of a patch. In addition, by creating
perforated slots within a shorted patch, the current patch of an antenna is increased, thereby
reducing the size of the antenna [33]. One of the advantages with the proposed antenna apart
from the reduction in antenna size is that components may be placed on to the perforated
slots for applications where limiting the size of the overall antenna platform is a premium.
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Figure 8.4 Schematic diagram of a perforated shorted patch (parameters: �r = 1�07�d = 10 mm,
L = 20 mm, W = 18 mm, Ls = 7 mm, Ws = 2 mm, W1 = 3 mm, r0 = 0�25 mm, r0s = 0�5 mm,
xp = 0� yp = −5� xps = 0� yps = −7).



238 SMALL PATCH-BASED ANTENNAS

As can be seen from Figure 8.4, the fabrication of the proposed antenna does not require
any complicated manufacturing process other than the conventional method for fabricating
a printed antenna.

The dimensions of the proposed antenna are given in the caption of Figure 8.4. The
size reduction of the new perforated shorted patch is considerable; the patch conductor area
is reduced by 30 % compared to a typical shorted patch [5] and by 93 % compared to a
conventional probe-fed microstrip patch antenna, both designed at the same frequency and
using the same material. Another advantage of the perforated (or meshed) shorted patch over
a conventional shorted patch is the increase in spacing between the shorting pin and the feed
for the new antenna. This distance was increased from 0.7 mm (for the conventional shorted
patch) to 2 mm.

8.3.3.3 Results

Figure 8.5 shows the predicted (using Ensemble 6.0) and measured return loss of the proposed
perforated shorted printed antenna. The predicted and measured resonant frequencies are well
matched. The measured 10 dB return loss bandwidth of the antenna is 8.1 % compared to a
simulated bandwidth of 5.1 %. The surprising increase may be due to the small ground-plane
used here (only extending 1 mm beyond each side of the printed conductor). Using Ensemble,
the small ground-plane cannot be taken into account, but it was thought that this scenario
would better approximate the environment in which small antennas are typically mounted.
An investigation of this effect is currently underway. The bandwidth of a conventional
shorted patch mounted on the same material is 5.9 % and for a traditional probe-fed patch,
7.7 %.

Figure 8.6 shows the measured radiation patterns of the proposed shorted perforated patch
antenna at 1.73 GHz. As can be seen from this plot, the antenna is omnidirectional, consistent
with other forms of the shorted patch antenna mounted on a small ground-plane. The gain
of the antenna across its 10 dB return loss bandwidth varied from 0.5 to 1 dBi.
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Figure 8.5 Measured and calculated return loss of a perforated shorted printed antenna.
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Figure 8.6 Measured radiation patterns of a perforated shorted printed antenna at 1.73 GHz.

8.4 DUAL-FREQUENCY SHORTED PATCH ANTENNAS

8.4.1 Introduction

Dual-frequency antennas have the advantage of having a number of applications on a single
device. In this section, two techniques providing means of achieving this while maintaining
the size reduction and reasonable bandwidth are given. In Section 8.4.2, dual frequency
is achieved by perturbation of an existing shorted patch to generate the second resonance.
Stacking two shorted patch antennas results in a dual-frequency patch antenna and this is
discussed in Section 8.4.3.

8.4.2 Dual-Resonance Spiral-Like Shorted Patch Antenna

8.4.2.1 Introduction

A simple structure that is small in size and has a dual-resonance characteristic is discussed in
this section. The antenna consists of a spiral-like printed conductor incorporating a shorting
post in close proximity to the probe feed. Spiral-like conductors were selected due to the
current travelling a longer distance, thereby reducing its resonant frequency. A further
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reduction of the conductor can be achieved with the shorting post in close proximity to the
feed location. An additional shorting pin is introduced to generate the second resonance of
the antenna.

8.4.2.2 Configuration

Figure 8.7 shows a schematic of the proposed spiral-like printed antenna. As can be seen
from the figure, the antenna has an overall length (L = 25 mm) and width (W = 17 mm)
with the conductor track folded back on to itself. The conductor track width and length is
1.2 mm. The separation between the conductor tracks (gap) is 1 mm. The antenna is fed
by a coaxial probe of radius r0 located at (xp� yp) from the centre of the antenna and has
a shorting pin of radius r0s located in close proximity to the feed positioned at (xps1� yps1)
from the centre of the patch to reduce the overall size of the antenna. Common techniques
such as introducing perturbations or shorting pins to an existing antenna can lead to an
introduction of a second resonance [11]. It has been shown that spiral-like printed conductors
achieve a significant reduction in antenna size due to the maximization of the current path
of the antenna [10]. This antenna configuration was selected due to its small size. A second
shorting pin positioned at (xps2� yps2) from the centre of the overall size of the antenna allows
for the introduction of the second resonance, utilizing the concept mentioned previously.
The antenna consists of three layers: a layer to etch the ground-plane, a foam layer, and
a layer to etch the radiator. Rohacell™ foam (�r = 1�07�d = 10 mm) was used to provide
a reasonable bandwidth and maximize the overall efficiency. To etch the ground-plane
and the radiator, RT/Duroid 5880 (�r = 2�2�d = 0�508 mm) was used. The antenna was
fabricated and tested experimentally. The photograph of the developed antenna is shown in
Figure 8.8.
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Figure 8.7 Schematic of proposed dual-resonance spiral-like printed antenna.
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Figure 8.8 Photograph of a proposed dual-resonance spiral-like printed antenna.

8.4.2.3 Experimental Results

Figure 8.9 shows the measured return loss of the proposed antenna. As can be seen from the
plot, there are two resonant frequencies, namely at 1.55 and 2.5 GHz. The lower resonant
frequency (f = 1�55 GHz) is due to the shorting pin in close proximity to the probe feed.
It has been shown that an antenna with the same dimension has a resonant frequency
at 715 MHz although the location of the probe and the shorting pin is dissimilar [10].
This is consistent with previous findings that multiple shorting pins increase the size of
the antenna. The present locations of the probe feed and the shorting pin is selected to
better match the antenna albeit at the cost of a higher resonant frequency. The second
resonance (upper frequency) at 2.5 GHz is due to the introduction of the second shorting
pin. The bandwidth of the antenna is 23 MHz (1.5 %) and 55 MHz (1.4 %) for the lower
and upper resonance frequencies, respectively. The bandwidth is comparable to single-
layer shorted patch antennas [5]. The overall size of the antenna at the lower resonance is
0�13�0 ×0�09�0 ×0�06�0 and 0�21�0 ×0�14�0 ×0�09�0 for the higher resonance at 2.5 GHz,
making it compatible for wireless applications where space is a premium (�0 is the free-space
wavelength).

The far-field radiation patterns for the proposed dual-resonance spiral-like antenna
were measured at the Nanyang Technological University anechoic chamber. The results
are shown in Figures 8.10(a) and (b) for frequencies measured at 1.55 and 2.5 GHz,
respectively. The patterns are omnidirectional, which is consistent with small antennas
due to their small ground-plane (note that the broadside is 0� on the plots). The cross-
polarization level is relatively high, particularly for the H-plane, which is a common trait
of small antennas. The ground-plane for this antenna extends for 1 mm on each side of
the printed conductor. The gain of the antenna is −0.6 dBi at 1.55 GHz and 0.6 dBi for
2.5 GHz.
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Figure 8.9 Return loss performance of printed antenna (parameters: r0s =0�325 mm, xps1 =−10 mm,
yps1 = 8�6 mm, xps2 = −3�6 mm, yps2 = −5 mm, r0 = 0�6 mm, xp = 6 mm, yp = 8�6 mm).
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8.4.3 Dual-Frequency Stacked Shorted Patch Antenna

8.4.3.1 Introduction

In this section a single-feed, small, dual-frequency printed antenna is examined. The printed
antenna consists of a stacked shorted patch geometry, where the lower frequency element
is fed by a probe and the upper frequency radiator is electromagnetically coupled to the
feed. The lower frequency radiator is a perforated (or meshed) shorted patch. The upper
frequency radiator is located below the other element and is in the shape of a shorted ring.
This combination of shaped conductors is chosen in an attempt to minimize the conductor
sizes and also to try to minimize the overlap of the current paths of each antenna, which
should in turn help provide relatively independent radiators.

8.4.3.2 Configuration

As mentioned before, the antenna structure is based on stacked shorted patch geometry
[16], although the overall height of the radiator is restricted to less than 0.04�0 (where
�0 is the free-space wavelength at the lowest frequency of operation). Restricting the
height greatly impacts the achievable bandwidth of the radiator [16, 34] and so a multiple-
resonator solution would appear to be the best option. The patch shapes chosen for the
small dual-frequency radiator were a modified perforated patch and a rectangular annular
ring. These geometries can give very small surface radiators, although the concept is not
limited to these geometries. One reason for choosing these conductor shapes was to attempt
to minimize the overlap of the current distributions on the conductor of each radiator.
The authors believe this can help provide two relatively independent radiators and there-
fore the capability of independently controlling the resonant frequency of each radiator.
Of course, the two radiators cannot be completely independent due to the shared feed
and also the close proximity of the radiators due to the restricted volume to house the
radiator.

Figure 8.11 shows the overall geometry of the dual-frequency shorted patch antenna. The
antenna consists of five layers: a layer to etch the ground-plane, a foam layer, a layer to
etch the higher frequency radiator, another foam layer, and a final layer to etch the lower
frequency radiator. Rohacell foam (�r = 1�07� d = 2�5 mm) was used throughout the radiator
to maximize the overall efficiency. For the conductor layers, RT/Duroid 5880 (�r = 2�2�
d = 0�508 mm) was used. The high-frequency radiator is located below the low-frequency
patch in order to minimize the compromise in bandwidth performance for this antenna, as
the bandwidth is directly proportional to the electrical thickness of the radiator. The feeding
arrangement for the dual-frequency small radiator is relatively straightforward. A coaxial
probe (radius 0.3 mm) extends through the ground-plane of the antenna and is connected
to the conductor of the perforated patch. A shorting pin (radius 0.6 mm) located in close
proximity to the feed [16] is connected to the perforated patch conductor and dramatically
reduces the resonant frequency of the radiator. The annular ring also has a shorting pin
(radius 0.6 mm) connecting its conductor to the ground-plane. This pin must be in close
proximity to either the shorting pin or the feed pin of the perforated patch to ensure that
the annular ring can couple efficiently to the feed port. The photograph of the developed
antenna is shown in Figure 8.12.
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Figure 8.11 Schematic of the proposed printed antenna: (a) perforated patch layer; (b) annular ring
layer; and (c) side view showing the appropriate layers.

8.4.3.3 Experimental Results and Discussion

The dual-frequency shorted patch using the geometry highlighted in Figure 8.11 was inves-
tigated using Ensemble 6.0. Although this analysis tool does not include the effects of a
finite-size ground-plane it can still give valuable design trends even for small radiators. To
prove the concept of the new radiator, the antenna was designed for operation at 1.8 and 2.6
GHz (refer to the caption of Figure 8.13 for the dimensions). Figure 8.13 shows the theo-
retical return loss response of the radiator. The resonant frequency of the shorted perforated
patch without the annular ring is 1.78 GHz, which is similar to that for the stacked configu-
ration, indicating that the annular ring has very little impact on the return loss performance
of the perforated patch.
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Figure 8.12 Photograph of the stacked shorted patch.
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Figure 8.13 Return loss performance of the printed antenna (parameters: Lp = 19�8 mm, Wp = 20
mm, xp = −6 mm, yp = 0 mm, gw = 6�6 mm, gl = 2�2 mm, wt1 = 2�2 mm, wt2 = 2�2 mm, xps1 = −7�2
mm, yps1 = 0 mm, xpat = ypat = −10 mm, Lr = 17 mm, Wr = 18 mm, wt = 2�2 mm, xps2 = −8�6 mm,
yps2 = 0 mm, xr = −10 mm, yr = −9 mm).
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The proposed stacked shorted patch antenna and the measured return loss results are
also shown in Figure 8.13. As can be seen from this graph, the measured results are in
good agreement with the theory. The discrepancies in the responses can be attributed to the
very small ground-plane used (20 mm × 20 mm), but its effect does not appear to be very
dramatic. There is some evidence of coupling between the ground-plane and the radiators
within the band of 1.9–2.2 GHz with a reduction in the return loss response over this band,
which is not present in the modelled results. Nevertheless, the results in Figure 8.13 validate
the proposed structure. The bandwidth at 1.8 and 2.6 GHz was 1.6 and 2.0 %, respectively. It
was found that using the configuration in Figure 8.11 the upper frequency radiator could be
tuned to within 16 % of the lower frequency and still get well-defined resonances. Beyond
that point the resonances merged. Using Ensemble 6.0 it was easy to extend the resonant
frequency of the upper frequency radiator beyond 4 GHz.

The radiation patterns of the proposed dual-frequency antenna were measured, and the
results at 1.8 GHz are shown in Figure 8.14. The radiation patterns at 2.4 GHz were similar
to those in Figure 8.14, with slightly more pattern scalping (up to 3 dB more), possibly
due to the field interaction with the perforated patch and the ground-plane. For the sake of
brevity these results are not presented here. The gain of the antenna was measured at each
frequency to be approximately 0.5 dBi at 1.8 GHz and −0.1 dBi at 2.6 GHz. These levels
are consistent with very small radiators.
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Figure 8.14 Radiation patterns of the proposed printed antenna at 1.8 GHz.



LOW CROSS-POLARIZED ANTENNAS 247

8.5 LOW CROSS-POLARIZED ANTENNAS

8.5.1 Introduction

One of the problems associated with shorted patch antennas is that the radiation patterns have
high cross-polarization levels. This problem can be alleviated if the antenna is balanced. In
Section 8.5.2, a single-feed shorted patch antenna with parasitic patches is presented. This is
a novel method and has been shown to have a significant reduction in the cross-polarization
levels. A balanced dual L-shaped patch antenna is presented in Section 8.5.3. Here, a feed
network is used and power is coupled to two shorted patches with a phase difference of 180�

between the patches.

8.5.2 A Single-Feed Shorted Patch Antenna with Low Cross-Polarized
Fields

8.5.2.1 Introduction

In this section, a small printed radiator with low cross-polarized radiation levels is
presented. The antenna consists of a conventional shorted patch with the addition of two
small shorted parasitic elements. These elements significantly reduce the cross-polarization
levels by an order of 10 dB. One very important advantage of the new antenna is
the simple feed arrangement, as the parasitic radiators ensure that a single feed only is
required.

8.5.2.2 Configuration

Figure 8.15 shows a schematic of the top view of the proposed radiator. Here a conventional
probe-fed rectangular shorted patch antenna (with two shorting pins to ease the manufacturing
tolerances of the radiator [31]) is etched on a grounded substrate of thickness d and dielectric
constant �r . For the design trends related to the shorted patch, refer to Reference [31]. As
can be seen from Figure 8.15, there are two parasitic rectangular shorted elements separated
from the driven element by a distance gi (where i = 1� 2).

The origin of this new radiator came from an unusual source [35] where the authors were
investigating a shorted patch with an integrated artificial magnetic conductor (AMC) and
the impact of the size of the AMC on the overall performance of the antenna. All of the
trends observed were readily explainable with respect to the properties of an AMC with the
exception of the low cross-polarized levels. As the number of unit cells of the AMC was
reduced from five to one, the cross-polarization fields were still very low. Even taking into
consideration the simplistic nature of an AMC, which if appropriately designed converts
energy directed towards the endfire (in the plane of the paper in Figure 8.15) and converts
it to radiated energy, the explanation for the low cross-polarization levels for such a small
AMC structure was not intuitive. It was discovered through simulation and examining the
current densities on the shorted patch and the unit cells of the AMC that there were strong
densities on the unit cells of the AMC adjacent to the shorted patch in the E-plane. The
radiator with only these adjacent unit cells were then investigated; the geometry is shown in
Figure 8.15. It was found that the theoretical cross-polarization levels were also 30 dB, below
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Figure 8.15 Top view schematic of a single-feed shorted patch antenna (parameters: material:
�r = 2�2, d = 9�51 mm; dimensions of patches: Lpd = 12 mm, Wpd = 6 mm, Lpp1 = Lpp2 = 5 mm,
Wpp1 = Wpp2 = 9 mm, g1 = g2 = 3�5 mm; shorting pins and feed pin: xp = 3�6 mm, yp = 0 mm, xpds1 =
−xpds2 =5 mm, ypds1 =−ypds2 =1�5 mm, xpps1 =−xpps2 =10 mm, ypps1 =ypps2 =0, r0 = r0ds1 = r0ds2 =0�6
mm, r0ps1 = r0ps2 = 0�5 mm).

that for the stand-alone shorted patch. The authors believe that the presence of the shorted
parasitic element provides electromagnetic symmetry to the radiator, thereby reducing the
cross-polarization radiated levels.

8.5.2.3 Results

The printed antenna shown in Figure 8.15 (refer to the figure caption for the dimensions)
was fabricated using standard PCB etching techniques. An SMA connector was used to feed
the radiator from below. Figure 8.16 shows the predicted (using a full-wave simulator tool
based on the integral equation technique) and the measured return loss of the antenna (using
an Agilent 8720B vector network analyser). As can be seen from Figure 8.16, there is good
agreement between the results and the antenna is well matched at the design frequency of
near 2.6 GHz.

The predicted and measured radiation patterns for both copolar and cross-polarization
far-fields in the principal planes (E(�=0�)- and H(�=90�)-planes) of the proposed antenna
at 2.57 GHz are shown in Figures 8.17(a) and (b), respectively. The measurements were
undertaken at the Nanyang Technological University anechoic chamber. The copolar patterns
are in good agreement, with the measured results showing slightly more scalping in the
copolar patterns than predicted. The cross-polarization levels are also higher for the measured
results. Both of these discrepancies can be attributed to the very small ground-plane of the
radiator, which extend only 5 mm beyond the edge of the conductors of the antenna. In
the simulation, infinite ground-planes are assumed. To put the results into perspective, the
measured H-plane cross-polarization levels for a conventional shorted patch developed on
the same material are 10 dB higher than that presented in Figure 8.17(b). The measured gain
of the new radiator was 2.25 dBi.
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Figure 8.16 Measured and calculated return loss of a single-feed shorted patch antenna.
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Figure 8.17 Radiation patterns of a single-feed low cross-polarization printed antenna at 2.57 GHz:
(a) theoretical and (b) measured.
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8.5.3 Small Dual L-Shaped Printed Antenna

8.5.3.1 Introduction

A shorted dual L-shaped printed antenna configuration that is small in size, has a broad
bandwidth, and low cross-polarization levels is examined. The antenna consists of an L-
shaped patch with a shorting post located in close proximity to the feed. A second patch is
rotated 180� above the first patch with a gap spacing between the antennas, hence interleaving
the two L-shaped patches and resulting in an antenna with a broad bandwidth. The concept of
a balanced feed is utilized to reduce the level of cross-polarized fields commonly associated
with small patch antennas. The dual L-shaped antenna is fed with a phase difference of 180�

between the first patch and the rotated/interleaved second patch, cancelling the unwanted
TM11 and leading to a low cross-polarization.

8.5.3.2 Configuration

The proposed antenna configuration is shown in Figure 8.18. As can be seen from the figure,
the antenna has an overall length L and width W and is printed on a substrate of thickness d
with a relative dielectric permittivity �r . The two L-shaped printed antennas are interleaved
with a gap spacing of 1 mm existing between the patches. Each of the patches has a length L2

and width W2 and contains a shorting post of radius r0s positioned at (xpsi� ypsi) relative to the
centre of the overall area (L×W ) of the patch. The shorting post located in close proximity to
the feed probe is to reduce the overall size of the patch [5]. As mentioned previously, a dual
antenna configuration provides a significant improvement in the impedance bandwidth when
compared to a single patch. This concept is based upon the principal of any dual resonance
antenna, namely that if a mutual resonance can be formed the overall impedance variation
of the antenna will be minimized, enhancing the bandwidth of the antenna. It is important
to note that the patches must not be in contact with each other to utilize the concept of dual
resonance [17].

L

W
L2

W2

x

y φ

(xps1, yps1)

(xps2, yps2)
(xp1, yp1)

(xp2, yp2)

Figure 8.18 Schematic diagram of the dual L-shaped printed antenna.
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Figure 8.19 Photograph of the dual L-shaped antenna.

To couple power into the antenna, the printed L-shaped patches were connected by probes
of radius r0 and positioned at (xpi� ypi) relative to the centre of the overall size (L × W) of
the antenna, on to the feed network located beneath the ground-plane. It is worth noting that
port 1 is excited 180� out of phase with respect to port 2 to ensure a balanced configuration.
As already mentioned, this feed configuration provides a balanced feed with the 180� phase
difference cancelling the unwanted high cross-polarized fields commonly associated with
shorted patch antennas [30]. To minimize the size of the feed network, a high dielectric
constant substrate was used (RT/Duroid 6010, �r = 10�2). In addition, a relatively thick
substrate was chosen (d = 2�5 mm) to ensure that the widths of the feed lines required were
not too small, thereby improving the robustness of the proposed antenna. The L-shaped
shorted patches were designed for 50 � so transformers were required on the feed network
to transform the input port into the radiators. It is important to note that an additional length
of microstrip line was used for port 1 to provide the required 180� phase shift. Figure 8.19
shows the developed prototype of the proposed antenna.

8.5.3.3 Results and Discussion

Figure 8.20 shows the measured return loss bandwidth of the proposed shorted dual L-shaped
printed antenna. The 10 dB return loss bandwidth of the antenna is 16.6 %. This value is
considerably higher than a single shorted printed antenna [5] and is comparable with dual
antenna configurations [17]. The somewhat larger bandwidth is achieved due to the mutual
resonance phenomenon between the two patches, which is evident in the plot of Figure 8.20.
It is important to note that the dual-resonance nature of the antenna is achieved without
sacrificing the size of the antenna. The overall size of the dual L-shaped printed antenna is
0�2�0 × 0�15�0 × 0�10�0.

The far-field radiation patterns of the shorted dual L-shaped printed antenna were
measured at 2.95 GHz and are shown in Figure 8.21 (note that the broadside is 0� in this
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Figure 8.20 Measured return loss of the shorted dual L-shaped printed antenna (parameters: �r =1�07,
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Figure 8.21 Measured radiation patterns of the shorted dual L-shaped printed antenna at 2.95 GHz.
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plot). It is evident from the plot that the cross-polarization level has been reduced. It can be
seen from Figure 8.21 that the cross-polarized fields are 15 dB (for both the E-plane and
H-plane) below the copolarized field. A further reduction in cross-polarized fields can be
achieved if a larger ground-plane is utilized. However, for this measurement, the ground-
plane was very small, extending 10 mm on each side of the printed conductor. The gain of
the antenna is 2.5 dBi.

8.6 SUMMARY

This chapter introduced small patch-based antennas. A shorted patch antenna was discussed
describing the methods of size reduction. This was then followed by an explanation of tech-
niques for developing dual-frequency patch antennas. Due to the inherent narrow bandwidth
nature of patch antennas, ways to alleviate this problem were provided. Circular polarization
methods applicable to shorted patch and ways to reduce the high cross-polarization level
associated with shorted patch were presented.

Small-sized shorted patch antennas were presented in Section 8.3. Firstly, a small dual
C-slot printed antenna was discussed. The antenna incorporates strategically placed C-slots
within the shorted patch to maximize the current path of the printed conductor. The resulting
antenna achieves a reduction in resonant frequency of 15 %. The 10 dB return loss bandwidth
was 5.4 %. Next, a perforated shorted patch was presented. The concept of perforating the
patch conductor has been applied to a shorted patch, yielding an even smaller radiator (by
30 %) without appearing to compromise the structural complexity or the impedance and
radiation properties of the antenna. The measured 10 dB return loss of the antenna was 8.1 %
and the gain across this bandwidth varied from 0.5 to 1.0 dBi.

Spiral-like printed antenna with a dual-resonance characteristic was examined in
Section 8.4. The antenna utilizes a spiral-like shorted patch and an additional shorting pin to
generate the extra resonance. The bandwidth for the antenna is at least 1.4 % for each of the
resonant frequencies and the radiation patterns are omnidirectional. The structure is simple
to manufacture. Another technique for the dual-frequency printed antenna was discussed.
The radiator consisted of a stacked shorted patch configuration, which always had relatively
independent control of the resonant frequencies of the antenna. A proof of the concept of
the proposed radiator was designed and developed and the measured response agreed well
with the predicted performance.

A single-feed shorted patch antenna that uses two parasitic elements to reduce the cross-
polarization levels of the radiator was discussed in Section 8.5. The performance of the new
radiator was experimentally verified, showing that the cross-polarization levels of a shorted
patch can be dramatically reduced, even for an antenna developed on a truncated substrate.
Finally, a small shorted dual L-shaped printed antenna was presented. The proposed antenna
utilizes the dual-resonance concept and the balanced feeding technique for increased band-
width with low cross-polarized fields. The 10 dB return loss bandwidth of the antenna is
16.6 % and the cross-polarized fields are 15 dB below the copolarized levels.
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9.1 INTRODUCTION

Wireless communications is a rapidly expanding area of technology. Cellular telephones,
portable computers, hand-held computers, and numerous other wireless communication
devices are used by ever-increasing numbers of people and have become ubiquitous. A corre-
sponding trend is that such equipment is becoming more compact and often lighter. With
reduced equipment sizes has grown a need for more compact antennas for use in cellular
communications and other wireless technologies, such as Personal Communications Services
(PCS), Bluetooth, and the IEEE 802.11 family of wireless local area networks (WLANs,
also called ‘wireless Ethernet’) (e.g. 802.11a, 802.11b, 802.11g, and 802.11j).

Antennas with the features of low cost, small size, and good performance are needed
for application in these wireless communication systems. Monopole antennas have been
well investigated and designed for the mobile communication systems such as GSM900,
DCS1800 or 1900, UMTS, etc. [1–4]. Among them, the planar monopole antenna is low
profile, etched on a substrate, and can provide the feature of broadband or multiband [4],
which makes it attractive to mobile handset antenna applications.

In this chapter, a variety of advanced planar antennas suitable for WLAN operations [5–7]
and mobile communications [8] are presented. The design techniques of using multiple-
branch strips and spiral monopole strips to achieve multiband operations are applied. In
Section 9.2, the designs of binding a dual-arm monopole strip into a rectangular shape to
achieve a compact structure and quad-band operations (IEEE 802.11a, 802.11b, 802.11g,
and 802.11j) are described. The techniques to obtain good impedance matching and band-
width in quad-band operations are discussed. As an example, a microstrip-fed dual-arm
monopole antenna was implemented and presented. Another similar, but CPW-fed (coplanar
waveguide), dual-arm monopole antenna providing the same quad-band operations is given

Printed Antennas for Wireless Communications Edited by R. Waterhouse
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in Section 9.3. Coplanar waveguides (CPWs) are increasingly used in microwave circuits
due to their various advantages, including the ease to integrate active components with CPW
lines, low dispersion, good characteristic impedance control, etc. [9]. By wrapping one more
strip around a dual-arm antenna element, one more operational band can be achieved. In
Section 9.4, a triple-arm monopole antenna design operating at 2.4/4.9/5.2/5.8 GHz and 1.8
or 1.7 GHz (WLAN and DCS1800 or PCS1900) with a compact configuration is presented.
In Section 9.5, a novel planar monopole antenna structure is presented to provide multiband
operation for mobile communication systems. By properly spiralling a monopole strip, the
antenna can provide multiple-resonant modes and the first two modes can resonate with
good impedance matching and better bandwidth. It is well known that the multiarmed spiral
antennas can offer a broad bandwidth and they are normally excited at the inside terminal.
In this proposed antenna, the spiral antenna element is fed by a 50 � microstrip line at
its outside terminal. The antenna is printed on an FR4/Epoxy substrate with an arbitrary
thickness. It is easy to be integrated with the associated microstrip circuits. This has the
benefit of cost reduction and improving system reliability. As examples, a quad-band antenna
for covering GSM900, DCS1800, PCS1900, and UMTS2000 and a triple-band antenna for
WLAN operations at 2.4, 4.9, and 5.2 GHz were designed and presented in this section.

Section 9.6 presents a novel monopole antenna to provide multiband operation for wireless
communication systems. By properly folding a metallic strip around a cuboid base that is
mounted on an FR4/Epoxy substrate and fed by a microstrip line, the monopole antenna can
provide two resonant modes with good impedance matching, better bandwidth, a relatively
low profile, and small size. The theory to achieve two resonant modes is the same as that of
spiral antennas. An example is designed and fabricated for mobile communication systems.
The simulated and measured results show that the antenna can operate at GSM900, DCS1800,
and PCS1900 bands.

9.2 DUAL-ARM PRINTED MONOPOLE ANTENNAS

One of the approaches to obtain multiband operations is to use the multiple-arm or branch
antenna element. In these antennas, the different branch lines resonate at different frequency
bands. Sometimes, one branch can resonate at two or multiple bands close to one another.
With the appropriate tuning techniques, good impedance matching can be obtained at those
resonant frequencies. Normally, printed multiple-arm monopole antennas have the charac-
teristics of a compact configuration, low profile, and multiband operation.

Figure 9.1 shows a dual-arm printed monopole antenna model for dual- or multiband
operations. As can be seen, the radiating element is fed by a 50 � microstrip line, which
has a width of Wf ; both are printed on an FR4 Epoxy substrate, which has a thickness
(H) of 0.8 mm and a dielectric constant (�r) of 4.4, making the structure very low profile.
The ground is on the other side of the substrate and truncated at or near a point where
the feed line is coupled to the first metal strip or the second metal strip. The dimension of
the ground-plane is Lg × Ws. Since the antenna is printed on a substrate, it can be easy to
integrate it with the associated microstrip circuits, which are printed on the same substrate.
The radiating element is composed of two metal strips, which will operate at two different
frequency bands. The two metal strips have the same and uniform width (W) and are folded
to make the element’s shape rectangular. The longer strip is wrapped around the shorter one,
leaving a small separation (d) between the metal strips for a substantial portion of the length
of the first metal strip. There are several advantages to this arrangement. Firstly, it makes
the configuration compact. Secondly, by selecting the value of parameter d, the distance
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Figure 9.1 A two-arm antenna model. (From Reference [5]. © 2005 IEEE.)

between the two end-stubs of the two metal strips, the first resonant frequency, determined
by the length of the longer strip, can be shifted in a small range. Thirdly, the selection of d
can affect the impedance matching at the resonant frequencies. Although the multiple-arm
antenna can operate at multiple-frequency bands, the good impedance matching (normally
below −10 dB) is not always obtained at these resonant frequencies.

As an example, the dual-arm antenna element in Figure 9.1 is simulated using the
commercial software Ansoft HFSS. The antenna has two operation bands, determined by
the two branch arms, at 2.4 and 4.9–6.0 GHz. The parameters of the two branch arms are:
S1 = 7�8 mm, S2 = 9�5 mm, S3 = 9�5 mm, S4 = 5�0 mm, and S5 = 6�0 mm. Figure 9.2 shows
the simulated S11 with respect to the variation of the parameter d. It can be seen that the

Figure 9.2 Simulated S11 with respect to the variation of d.
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first resonant frequency shifts to lower when the parameter d varies from 1.5 to 0.5 mm.
The resonant frequency at about 2.4 GHz is mainly determined by the length of the longer
branch. However, adjusting the value of d can make a minor shift in the resonant frequency.
In addition, the impedance matching at the first resonant frequency can be improved by
changing the parameter d. Due to the coupling effects between the two strips, the resonant
length of the longer strip is larger than that without the coupling. This will lower the resonant
frequency and change the impedance matching condition. A similar phenomena can be found
again in the design of the spiral antennas in Section 9.4. In addition, the separation T between
the end of the longer strip and the edge of the ground-plane will affect the impedance
matching at the resonant frequency determined by the longer strip. The small T will lead to
an adverse effect on the impedance matching at the resonant frequency.

Based on the above investigation, a microstrip-fed dual-arm design for 2.4 and 4.9–6.0
GHz WLAN bands is developed. The motivation of the antenna design is to operate at
the WLAN bands in IEEE 802.11a, 802.11b, 802.11g, and 802.11j. The parameters of the
antenna element are: S1 = 7�8 mm, S2 = 10�0 mm, S3 = 9�0 mm, S4 = 5�5 mm, and S5 = 3�5
mm. The total size of the element is around 10 × 10 mm2. The shorter metal strip is designed
to operate at the upper frequency band, which is 4.9 ∼ 6 GHz. Suppose the centre frequency
is 5.5 GHz and the start point of the strip is at the feed point, which is located at the end of
the transmission line and right above the end edge of the ground-plane, the resonant length
of the shorter strip is around half a guide wavelength at 5.5 GHz. For this kind of monopole
antenna, a frequency band of above 20 % can be obtained.

The longer metal strip operates at the lower band of 2.4 GHz. The length is also around half
a guide wavelength at 2.4 GHz. The size of the substrate (LS ×WS ×H) is 55×35×0�8 mm3

and the ground-plane has an area (Lg × WS) of 40 × 35 mm2. The other parameters are:
W = 2�0 mm, Wf = 1�5 mm, W1 = 14�0 mm, W2 = 14�25 mm, T = 1�0 mm, and d = 0�5 mm.

The antenna design was developed using commercial software Ansoft HFSS 8.5. A proto-
type of the design was fabricated and tested. Figure 9.3 shows the simulated and measured
return loss of the designed antenna. It can be seen from the measured one that two operating
bandwidths are obtained with good impedance matching over them. The lower bandwidth,

Figure 9.3 Measured and simulated return loss for the antenna shown in Figure 9.1. (From
Reference [5]. © 2005 IEEE.)
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which is determined by S11 of < −10 dB, reaches 218 MHz (9.1 %) and covers the IEEE
802.11b or 802.11g band (2.40–2.485 GHz). Comparing the two results in Figure 9.3, it is
noted that the measured resonant frequency shifts about 100 MHz upwards. On the other
hand, the upper band has a bandwidth as large as 1.755 GHz (32 %) and covers the bands
of IEEE 802.11a and 802.11j in Japan.

The radiation patterns for this antenna were also measured and are shown in Figure 9.4.
These patterns are measured in the xz plane (E-plane) and the yz plane (H-plane) at 2.45,

Figure 9.4 Measured radiation patterns at 2.45, 5.25, and 5.78 GHz for the antenna shown in
Figure 9.1. (From Reference [6]. © 2005 ANTEM. Reproduced with permission.)
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Figure 9.5 Two-arm antenna models of various shapes.

5.25, and 5.78 GHz. Most of the patterns of copolarization and cross-polarization in the
measured planes exhibit omnidirectional radiation and can operate at the three frequencies,
which is acceptable and an advantage in mobile communications. Only the level of the
cross-polarization pattern at 5.25 GHz in the YOZ plane is much smaller than that of the
copolarization one. The measured peak gain of the antenna is 2.0 dBi at 2.45 GHz and 2.1
dBi at 5.25 GHz.

Since the antenna element and the feedline are printed on a substrate, they are easy to
integrate with the associated circuits. The antenna element can be changed to other shapes
according to practical requirements, such as the lengths of them and the place they are
located. Some proposed antenna models with different shapes from that in Figure 9.1 are
shown in Figure 9.5. All these models can achieve multiband operations.

9.3 A DUAL-ARM CPW-FED MONOPOLE ANTENNA

The geometry of the proposed CPW-fed printed monopole antenna is shown in Figure 9.6.
As can be seen from this figure, the radiating element is fed by a 50 � CPW feed line,
and both the antenna and the feed line are printed on an FR4/Epoxy substrate, which has
a thickness of 0.8 mm and a dielectric constant of 4.4. The ground is on the same side
of the substrate and only surrounds the CPW feed line. Therefore, this antenna can be
easily integrated with the CPW-based microwave circuits, which are printed on the same
substrate.
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Figure 9.6 The configuration of the CPW-fed quad-band WLAN antenna.

The radiating element is composed of two metal strips, which efficiently radiate at two
frequency bands. The two metal strips are bent to save space, and the mutual coupling
between the two strips is accounted for when designing the radiating element. The overall
size of the radiating element is around 1 × 1 cm2. The shorter metal strip is designed to
operate at the upper frequency band, which is ∼ 4.9–6 GHz. Assuming that the centre
frequency is 5.5 GHz and the start point of the strip is at the feed point, which is located
at the end of the transmission line and right above the edge of the ground-plane, the
resonant length of the shorter strip is around half a guided wavelength at the upper oper-
ating frequency band. For this type of monopole antenna, a frequency band of above 20 %
can be obtained.

The longer strip operates in the lower band around 2.45 GHz. The longer strip is folded
to partly encircle the shorter one and to bring the two ends closer. This is important for the
antenna to operate at two bands above, because this arrangement improves matching and
moves the resonant frequency to the correct positions. The length of the longer strip is also
around half a guided wavelength at the lower operating band.

The antenna was designed using Ansoft HFSS commercial software. It was initially found
from the simulations that with the shape of the two metal strips as shown in Figure 9.6,
good matching in the higher band, say 4.9–6.0 GHz, is easy to obtain. However, in the lower
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band, i.e. 2.4–2.5 GHz, it is difficult to obtain a good (>10 dB) return loss. However, when
the two ends of the two strips are brought closer, good matching can be achieved, even
in the lower band. By adjusting the gap between the two end segments and the lengths of
the two strips appropriately, the resonant frequency can be moved to the desired frequency
while achieving good matching in both bands.

The parameters of the final design are listed in Table 9.1. The antenna has been fabricated
in-house and tested. Figure 9.7 shows the simulated and measured return loss. The lower
band, determined by a 10 dB return loss, covers the frequency range from 2.35 to 2.52
GHz, which fulfils the bandwidth requirements of IEEE 802.11b and 802.11j. The upper
bandwidth is about 2.28 GHz, from 4.6 to 6.88 GHz, which covers the frequency bands of
IEEE 802.11j in Japan and all three IEEE 802.11a U-NII bands in the USA. Such antennas
are known as quad-band WLAN antennas in the commercial world (although it is essentially
an antenna with two operating bands). The antenna also covers the HiperLAN2 WLAN band
in Europe.

The simulated radiation patterns at operating frequencies of 2.45, 5.25, and 5.78
GHz are plotted in Figures 9.8, 9.9, and 9.10. The patterns plotted in three planes (xy
plane, xz plane, and yz plane) are very consistent between the two operating frequen-
cies. Good omnidirectional radiation characteristics and broad beams are noted at the
three frequencies.

Table 9.1 Dimensions of the CPW-fed multiband antenna (in mm).

L W H Wf wp c g S1 S2 S3 S4 S5

56.0 35.0 0.8 3.0 2.0 0.5 1.5 9.0 10.0 9.5 5.5 5.0

(From Reference [6]. © 2005 ANTEM. Reproduced with permission.)

Figure 9.7 Simulated and measured return losses of the multiband antenna. (From Reference [6].
© 2005 ANTEM. Reproduced with permission.)
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Figure 9.8 The radiation pattern of the quad-band antenna at 2.45 GHz. (From Reference [6].
© 2005 ANTEM. Reproduced with permission.)

Figure 9.9 The radiation pattern of the quad-band antenna at 5.25 GHz.
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Figure 9.10 The radiation pattern of the quad-band antenna at 5.78 GHz. (From Reference [6].
© 2005 ANTEM. Reproduced with permission.)

9.4 THREE-ARM PRINTED MONOPOLE ANTENNAS

A planar monopole antenna composed of three branch strips for DCS1800/PCS1900/WLAN
multiband operations has been implemented. The configuration of the proposed antenna is
shown in Figure 9.11. As can be seen, the three branch strips are wrapped into a compact
rectangular structure and printed in a thin substrate together with its feed line. The ground-
plane is on the other side of the substrate and only covers the feed line section. The design
procedures are similar to those of dual-arm monopole antennas described above. In fact,
the triple-arm antenna is composed of a dual-arm antenna element and a third branch strip
wrapping around the dual-arm element. The dual-arm antenna element still operates at 2.4 and
4.9–6.0 GHz bands, covering the required bandwidth of standards IEEE 802.11a, 802.11b,
802.11g, and 802.11j for WLAN systems. Another frequency band determined by the third
branch strip can be tuned to appear within the range of 1.7–2.0 GHz, depending on the length
of the strip. This band can cover the required bandwidth of the DCS1800 or PCS1900.

The proposed triple-arm monopole antenna was designed with the aid of the commercial
software Ansoft HFSS. The antenna element and the feed line are printed on an FR4/Epoxy
substrate with a thickness of 0.8 mm, a dielectric constant of 4.4, and a size of 50 × 35 mm2

(L × W ). The ground plane is only below the feed line and has a size of 30 × 35 mm2

(L1 × W ). The dimension parameters of the antenna element, shown in Figure 9.11, are
listed in Table 9.2. The three strips are designed to operate at 1.8, 2.4, and 4.9–6.0 GHz
bands. The strip lengths, starting from the edge of the ground-plane, are about 39.0 mm
(about 0.234 wavelength at 1.8 GHz), 28.5 mm (about 0.233 wavelength at 2.45 GHz), and
14.5 mm (about 0.251 wavelength at 5.2 GHz), respectively. The 1.8 GHz band is mostly
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Figure 9.11 The configuration of the triple-arm WLAN antenna. (From Reference [10]. © 2006 IEEE.)

Table 9.2 The parameters of the designed triple-arm monopole antenna (in mm).

S1 S2 S3 S4 S5 S6 S7 S8 S9 t H L L1 W

8.0 17.0 14.0 9.5 7.0 11.0 6.0 5.5 3.0 2.0 0.8 50.0 30.0 35.0

(From Reference [10]. © 2006 IEEE.)

determined by the length of strip 1 shown in Figure 9.11. By tuning its length, the 1.8 GHz
band can be shifted to the 1.7, 1.9, or 2.0 GHz band. Similarly, the 4.9–6.0 GHz band is
determined by the length of strip 3. The 2.4 GHz band is determined by the length of strip
2 and the coupling between strips 2 and 3. As mentioned in Section 9.2, by reducing the
distance between the end stubs of strips 2 and 3, the resonant frequency will shift to the lower.

The designed antenna has been fabricated and tested. The simulated result of the return
loss, obtained from the commercial software Ansoft HFSS, and the measured result are
shown in Figure 9.12. It can be seen that the two results are reasonably conformed. The
three operational bands have bandwidths (about −10 dB return loss) of 170 MHz (1.8–1.97
GHz), 170 MHz (2.37–2.54 GHz), and 2.06 GHz (4.64–6.7 GHz), covering the required
bandwidth of PCS1900 and all the WLAN standards.

The radiation patterns of the proposed triple-arm monopole antenna were also simu-
lated. The simulated radiation patterns at 1.8, 2.45, and 5.78 GHz are presented in
Figures 9.13, 9.14, and 9.15, respectively. These patterns are simulated in the xz plane, yz
plane, and xy plane, respectively. The simulations show that there is not much variation
among the patterns in the xz plane and yz plane at the three frequencies. In the xy plane,
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Figure 9.12 Simulated and measured return losses of the triple-arm antenna. (From Reference [11].
© 2006 WARS. Reproduced with permission.)

Figure 9.13 The radiation pattern of the triple-arm antenna at 1.8 GHz. (From Reference [10].
© 2006 IEEE.)
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Figure 9.14 The radiation pattern of the triple-arm antenna at 2.45 GHz. (From Reference [10].
© 2006 IEEE.)

Figure 9.15 The radiation pattern of the triple-arm antenna at 5.78 GHz. (From Reference [10].
© 2006 IEEE.)
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with the frequency increasing, the radiation along the direction of the x axis will reduce. The
patterns in the yz and xy planes exhibit omnidirectional characteristics.

9.5 MULTIBAND PRINTED SPIRAL MONOPOLE ANTENNAS

An alternative method to achieve multiband operation is by binding a monopole strip into
a spiral shape. It is well known that a straight monopole can have several resonant modes.
The potential resonant frequencies of a printed monopole strip can be estimated by the
following formula:

fn = a
�2n − 1�c

2
√

�rL
� n = 1� 2� 3� � � � (9.1)

where c is the speed of light, L is the length of the monopole strip, �r is the dielectric
constant of the substrate, and a is a correction factor approximately equal to 0.88. However,
good impedance matching will only be achieved at the first resonant frequency. When the
antenna shape is changed into spiral shapes, shown in Figure 9.16, the resonant frequencies
will not always follow the formula (9.1). Because of the existence of the mutual coupling
along the slot, the resonant frequencies will normally shift to lower. Some of them are well
matched with their impedance, and some are mismatched or even disappear. Spiral antennas
were previously implemented in References [12] and [13]. These antennas operate at 0.9/2.4
bands and 2.4/5.5 bands, respectively, and their antenna elements are shorted at their feed
points through a matching bridge.

In this section, two printed spiral monopole antennas without any additional matching
branch are presented. The printed monopole strips have spiral shapes so that the
first two resonant modes are well matched with their impedance and cover the
GSM900/DCS1800/PCS1900/ UMTS2000 bands for mobile communications and 2.4/4.9/5.2
GHz bands for WLAN systems, respectively.

Figure 9.16 Configurations of the planar spiral monopole antennas. (From Reference [14].
© 2006 IEEE.)
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9.5.1 A Spiral Antenna for GSM900 / DCS1800 / PCS1900 / UMTS2000
Operations

Figure 9.16 shows the structure of the proposed planar monopole antenna, which is composed
of an antenna element, a microstrip feed line, a substrate, and a ground-plane. The antenna
element is a metal strip that is bent like a rectangularly spiral shape and etched on an
FR4/Epoxy substrate with a thickness of 0.8 mm and a relative permittivity of 4.4. A 50 �
microstrip feedline is printed on the same plane of the substrate. The ground is on the other
side of the substrate and only below the microstrip line, as can be seen in Figure 9.16.
It is well known that the multiarmed spiral antennas can offer a broad bandwidth and are
normally excited at the inside terminal. In this antenna, the antenna element is similar to
a single-armed rectangularly spiral antenna with a 50 � microstrip feed line at its outside
terminal. This structure can excite several modes and works at multifrequency bands.

In this design, the ground-plane was selected to be 40 × 39 mm2. The antenna element is
located in the extension of the substrate above the ground-plane. There is a transition part
between the feedline and the antenna element. As mentioned above, these antenna structures
can work at multifrequency bands. Here an effort will be made to design them to work
at the 900 MHz band and 1.7–2.1 GHz frequency range, which are related to GSM900,
DCS1800, PCS1900, and UMTS2000 applications. The simulations were performed by using
the commercial software HFSS.

Figure 9.17 shows the simulated results for the three antenna structures shown in
Figure 9.16. From these simulations, it was found that the lengths of the inside edges of
these structures are all within the range of 73–74 mm, which is slightly less than the quarter
free-space wavelength and half a guide wavelength of the operating frequency at 900 MHz.
The first resonant band is between 0.9 and 1.0 GHz. The second band moves from 1.6 to
2.5 GHz. From the result of the structure in Figure 9.16(a), where the width (wp) of the
element is 3 mm and the slot d1 is 0.5 mm, it can be seen that the two resonant bands
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Figure 9.17 Simulated return loss for the antenna structures in Figure 9.16. (From Reference [14].
© 2006 IEEE.)
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are closest. In the two results of the structure in Figure 9.16(b), where the width (wp) is 3
mm and the slot d1 is 0.5 and 1.5 mm, respectively, the second resonant bands move to the
higher resonant band, compared with the result in Figure 9.16(a); that is to say, the distance
between the two resonant frequencies in the structure in Figure 9.16(b) is more than that in
Figure 9.16(a), and the larger the slot d1, the larger is the distance between the two resonant
bands. The result of the antenna in Figure 9.16(c) is between the above two results, and
the second band, determined by −10 dB, covers the frequency range from 1.7 to 2.0 GHz.
In summary, the location of the two resonant bands of such a kind of antenna structure
can be controlled by proper selection of the strip length, the structure among the three in
Figure 9.16, and the dimension of the slot.

The substrate thickness (h) is 0.8 mm in previous simulations. Since the value of h
is not always 0.8 mm in practice, it is necessary to study the effects of the substrate
thickness on the impedance characteristics of the proposed antenna. The values of the basic
antenna parameters can be found in Table 9.3. The substrate thickness (h) will vary from
0.4 to 2.0 mm. The substrate and the ground-plane have the area of 46 × 25�5 mm2 and
20 × 25�5 mm2, respectively. The width of the feed line (Wf ) corresponding to the substrate
thicknesss 0.4, 0.8, 1.2, 1.6, and 2.0 mm are 0.75, 1.5, 2.3, 3.0, and 3.8 mm, respectively.
The effects of the variation of h are shown in Figure 9.18. It is observed that the bandwidths
and the impedance matching of the two resonant frequencies are not changed much with the
variation of h. Only a minor shift of both resonant frequencies can be seen when changing
the value of h.

Table 9.3 Parameters of the prototype monopole antenna (in mm).

S1 S2 S3 S4 S5 S6 S7 S8 Wf wp d1

18.0 22.75 24.0 18.25 9.0 13.75 13.5 9.25 1.5 4.0 0.5

Figure 9.18 Simulated return losses with variations of the substrate thickness (h) for the antenna in
Figure 9.16(c). (From Reference [14]. © 2006 IEEE.)
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Figure 9.19 Measured and simulated return losses for the spiral monopole shown in Figure 9.16.

A prototype of the proposed antenna, shown in Figure 9.16(c), was constructed. The
dimensions of the antenna are listed in Table 9.3. The substrate is FR4/Epoxy with a thickness
of 0.8 mm, a dielectric constant of 4.4, and an area of 66 × 25�5 mm2. The ground-plane has
an area of 40 × 25�5 mm2. Figure 9.19 shows the measured and simulated return loss (S11).
As shown in Figure 9.19, the measured data in general agree with the simulated results. The
measured lower bandwidth, determined by 1:2.5 VSWR, reaches about 90 MHz and covers
the GSM900 band (890–960 MHz). On the other hand, the upper band has a bandwidth as
large as 460 MHz (1.71–2.17 GHz) and covers the DCS1800 (1710–1880 MHz), PCS1900
(1850–1990 MHz), and UMTS2000 (1920–2170 MHz) bands.

Figures 9.20 and 9.21 plot the simulated radiation patterns in the xz plane (elevation
direction), yz plane (azimuthal direction), and xy plane (substrate surface) for the prototype

Figure 9.20 Computed radiation patterns of the spiral antenna at 0.9 GHz. (From Reference [14].
© 2006 IEEE.)
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Figure 9.21 Computed radiation patterns of the spiral antenna at 1.85 GHz. (From Reference [14].
© 2006 IEEE.)

antenna at 900 and 1850 MHz. It can be seen that the antenna has similar far-field patterns
at the two frequencies and good omnidirectional radiation patterns at the two operating
frequencies in the yz plane.

9.5.2 A Spiral Antenna for WLAN Operations

As the second example, a spiral antenna working at 2.4/4.9/5.2 GHz was designed and
presented here. Figure 9.22 shows the geometry of the spiral antenna, which is fed by
a transmission line and printed on top of a grounded FR4 substrate. The substrate has a
thickness of 0.8 mm, a relative permittivity of 4.4, and a size of 51�5 × 14�0 mm2 (l × w).
On the other side of the substrate, the ground-plane has an area of 40�0 × 14�0 mm2 (l1 ×w)
and does not cover the portion of the antenna element located. Since the antenna works

Figure 9.22 Geometry of the spiral antenna for the WLAN.
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Figure 9.23 Measured return loss for the spiral monopole shown in Figure 9.22.

at 2.4 and 5.2 GHz, the length of the inner edge of the strip should be about one-quarter
wavelength at 2.4 GHz. The strip starts from the feed point at the opposite side of the top
edge of the ground-plane. In order to obtain the second operational band at 4.9 and 5.2
GHz, the strip is fine spiralled. The width of the end section of the strip can be increased
to narrow the width of the slot along the spiral strip. This can fine-tune the locations of
the two resonant frequencies. The dimension parameters of the antenna element shown in
Figure 9.22 are: S1 = 6�5 mm, S2 = 9�0 mm, S3 = 11�5 mm, S4 = 7�0 mm, S5 = 1�5 mm,
wp = wf = 1�5 mm, d1 = 1�0 mm, and t = 0�0 mm. A prototype based on the design was
fabricated and tested. Figure 9.23 shows the measured return loss. The first band, determined
by −10 dB return loss, has a bandwidth of 295 MHz (2.225–2.52 GHz), which covers the
required bandwidth of WLAN standards IEEE 802.11b and 802.11g. The bandwidth of the
second band is 640 MHz (4.74–5.38 GHz) and covers the bandwidth of WLAN standards
IEEE 802.11j (4.9–5.1 GHz) and IEEE 802.11a (5.15–5.35 GHz).

9.6 A SURFACE-MOUNT MONOPOLE ANTENNA

In this section, a novel design of a triple-band small internal antenna is presented. This antenna
covers GSM900, DCS1800, and PCS1900 mobile communication bands. The proposed
antenna is made out of a thin copper strip, which is folded appropriately to achieve multiband
operation while reducing the size. The antenna is mounted on a dielectric substrate and fed
by a microstrip line.

The geometry of the surface-mount monopole antenna is shown in Figure 9.24(a). A 50 �
microstrip feed line is etched on an FR4/Epoxy substrate, which has a thickness of 0.8 mm
and a dielectric constant of 4.4. The truncated ground-plane (40 × 39 mm2), which is on
the back surface of the substrate, is limited to the feed line section. The antenna element is
mounted on the same side as the feed line, in the top portion of the substrate where there is
no ground on the opposite side.
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Figure 9.24 Configuration of the surface-mount monopole antenna. (From Reference [6].
© 2005 IEEE.)

Between the microstrip feed line and the antenna element there is a connection strip
with a trapezoidal shape and a length of t (see Figure 9.24(a)). A small portion of the
antenna is printed on the substrate, which has a length of s and a width of wp. Most of
the antenna element is composed of a folded metallic strip. It is noted that this folded
element is easily constructed by folding a metallic strip, which has the dimensions and
shape shown in Figure 9.24(b), on to a rectangular foam base with dimensions of about
b × c ×wp. The foam base has a dielectric constant of 1.007 and is used to support the folded
metallic strip. The folded portion a0 can be soldered at the end of the portion s, as shown in
Figure 9.24(a).

The antenna in Figure 9.24(a) supports two resonant modes, giving good impedance
matching in two bands. It is noted that a small portion of the antenna element is printed on
the substrate and most of the element is mounted on it. This makes the total length of the
antenna element to be between a quarter and half free-space wavelengths in the lower band.
By folding the strip into the shape shown in Figure 9.24(a), the area of the antenna has been
reduced. The cost is the increased antenna height, which is the same as the width of the
strip (wp).

An example antenna was designed using Ansoft HFSS and its dimensions are given in
Table 9.4. Figure 9.25 shows the measured return loss. The lower band, determined by −7 dB
return loss, covers the frequency range from 0.88 to 0.975 GHz. The higher bandwidth
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Table 9.4 Parameters of the surface-mount monopole antenna design (in mm).

wp W1 t s a0 A b C d e f G

3.0 6.5 1.0 5.0 3.0 14.5 19.0 14.0 10.0 13.5 17.5 14.0

(From Reference [6]. © IEEE 2005.)

Figure 9.25 Measured return loss of the surface-mount antenna.

Figure 9.26 Computed radiation patterns of the surface-mount antenna at 0.9 GHz. (From Refer-
ence [6]. © 2005 IEEE.)

is about 360 MHz, from 1.655 to 2.015 GHz. The two operating bands cover GSM900,
DCS1800, and PCS1900 bands.
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Figure 9.27 Computed radiation patterns of the surface-mount antenna at 1.85 GHz. (From
Reference [6]. © IEEE 2005.)

The simulated radiation patterns at operating frequencies of 900 and 1850 MHz are plotted
in Figures 9.26 and 9.27. The patterns plotted in the three planes, xy plane, xz plane, and yz
plane, are very similar in the two operating frequencies. Good omnidirectional characteristics
are noted at both frequencies.

9.7 SUMMARY

The multiple-branch strips have been found to offer the antenna engineer with a significant
amount of design flexibility to achieve multiband operations. By binding two or three
strips and printing them on an FR4/Epoxy substrate, a multiband antenna can be obtained
for WLAN systems and DCS1800 or PCS1900 operation with a compact and low-profile
configuration. The resonant frequencies can be changed by tuning the length of the strips
and the mutual coupling among them.

A spiral monopole can provide multiple-resonant modes. By properly spiralling the
monopole strip, good impedance matching and bandwidth can be obtained for the first two
modes. Considering the effects of the slots arising from the spiral strip, the location of
the resonant frequencies can be further fine-tuned. The antennas based on these techniques
have been successfully implemented with compact, low-profile configurations for mobile
communications and WLAN applications.
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Printed Antennas in Packages
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10.1 INTRODUCTION

The attributes of printed antennas – low profile, light weight, inexpensive to
manufacture – make them perfect candidates for integration into wireless communication
devices. Not only are they more aesthetically pleasing than simple linear antennas but they
are also more rugged and may be able to direct more energy away from the user.

Embedding an antenna into portable wireless packages, however, poses some interesting
problems. Most of these problems arise from the fact that the device of interest, be it a
cellular telephone, laptop computer, or other hand-held portable device, is usually comparable
in size to an operating wavelength. Since the antenna and the rest of the device both
act as radiating elements of the system, good antenna designs must incorporate not only
fundamental operating characteristics but also specific internal environments and potential
operating scenarios unique to a particular device.

These internal environments and operating scenarios often have more impact on final
antenna designs than fundamental electromagnetic performance. For instance, the location
of antennas in portable laptop computers not only depends on the antenna’s performance but
also on the cost and reliability of the coaxial cable that connects the antenna to the radio.
When placed in the laptop’s screen, for instance, this cable is lossy, expensive, and may be
subjected to repeated bending at the hinge between the screen and the laptop base, making
it a potential point of failure.

This chapter explores the effects of packaging on printed antennas as well as techniques
for developing antenna–package combinations that deliver desired performance. Section 10.2
describes the fundamental changes in printed antenna performance in both frequency and
radiation characteristics as a result of nonideal operating scenarios created by practical
packaging strategies. Section 10.3 presents several examples of antenna–package interaction
studies in this context. In Section 10.4, a number of design methods and approaches are

Printed Antennas for Wireless Communications Edited by R. Waterhouse
© 2007 John Wiley & Sons, Ltd. ISBN: 978-0-470-51069-8
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highlighted that provide guidance for those wishing to integrate antennas into wireless
devices. Finally, Section 10.5 briefly discusses the directions for future work in this area to
meet the challenges presented by multipurpose/multifrequency wireless devices.

10.2 EFFECTS OF THE EMBEDDED ENVIRONMENT ON
PRINTED ANTENNAS

Three main aspects of the portable wireless device environment can impact antenna perfor-
mance: (1) covers or other dielectric packaging, (2) finite and asymmetric ground-planes,
and (3) the presence of the user. Each one of these factors is discussed in detail with respect
to both frequency and radiation characteristics.

10.2.1 Dielectric Covers

Antenna integration with a package usually means that the antenna is placed beneath or
beside a plastic cover that forms the chassis of the device. Depending on the design and
the materials used, however, the effects of this cover on antenna performance can vary
dramatically.

In the case of frequency characteristics, a number of investigators have developed design
methodologies to anticipate and account for operating frequency shifts that occur with the
addition of a dielectric cover to a printed antenna. In Reference [1], conformal mapping and
the concept of equivalent capacitance are used to determine the effective permittivity of a
covered rectangular microstrip antenna, which is then in turn used to predict the antenna’s
operating frequency. Generally, the model is shown to provide results that are as accurate as
possible within the tolerance range of the structure’s electrical and physical parameters [1].
Guha and Siddiqui [2] performed a similar study using circular microstrip antennas.

According to Reference [3], a dielectric superstrate flush with a simple printed patch
antenna can also dramatically change the patch’s radiation pattern. In particular, substrates
up to about 0.14� thick will change the frequency characteristics of the patch and may reduce
the gain of the antenna. As the thickness increases above this value, the radiation pattern is
divided into two and then three nearly identical lobes that broaden the overall pattern but
result in a reduction in the absolute gain of the antenna [3]. A special case of this effect
involves the use of superstrates with high permittivities [4–6] or multiple superstrate layers
[7] that can be used to deliver high directivity and sometimes larger frequency bandwidth.
While the insertion of high-permittivity materials may also allow for antenna miniaturization,
the superstrate–substrate combination as well as superstrate spacing must be coordinated to
achieve designs that deliver comparable directivities and efficiencies to their counterparts
made with low-permittivity substrates alone [5, 7]. It is reasonable to assume that dielectric
covers will have similar effects on other types of printed antennas (such as planar inverted-F
antennas, etc.). At this time, inclusion of high-permittivity superstrate materials may not be
economical for portable wireless devices, but new metamaterials, which are discussed in
Section 10.5, hold promise for future designs.

One strategy adopted by some portable device manufacturers to reduce emissions from
devices (perhaps in the direction of a user [8]) while still keeping them light weight is the
use of conductive plastic as an outer chassis material. During fabrication, the liquid plastic
is mixed with carbon and other materials, creating an electromagnetically lossy superstrate
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Figure 10.1 Microstrip antenna in the vicinity of lossy dielectric packaging materials: exposed to
open air (top) and embedded in a lossless dielectric material (bottom) (from Reference [9]. © 2000
IEEE. Courtesy of the IEEE).

for any internally embedded printed antenna. Without proper consideration during the design
phase, placement of an antenna beneath this kind of cover has the potential to render the
antenna practically useless. In Reference [9], two possible internal antenna configurations
that include a lossy plastic chassis were investigated. The design geometries are shown in
Figure 10.1 (from Reference [9], Figure 1). In each of these designs, the lossy plastic cover
has an opening to allow the internal antenna to radiate properly.

In the design at the top of Figure 10.1, the microstrip antenna is exposed to the open air,
while the design at the bottom of Figure 10.1 is embedded in a lossless dielectric material
[9]. Results of this study indicate that the lossy dielectric cover, even at a distance from
the microstrip antenna, still affects the antenna gain, bandwidth, and impedance match.
As the thickness or the conductivity of the lossy material decreases, the optimal feed point
of the antenna shifts towards the edge of the element and a broader bandwidth is observed.
Also, as the spacing between the antenna and the lossy material decreases, the gain of the
antenna goes down dramatically while the bandwidth increases, since the lossy material will
act as a resistive load for the antenna. One interesting exception to this effect occurs when
the lateral spacing between the antenna and the cover is small (∼ 1 mm) and the conductivity
of the lossy plastic is high. In this case, the energy coupled to the chassis from the antenna
may be reradiated to contribute to the antenna pattern [9].

10.2.2 Ground-Planes

Integrated printed antennas require metallic ground-planes in order to operate properly. Since
theoretical designs assume infinite ground-planes, the small ground-planes found in most
portable devices create deviations from ideal behaviour.

In Reference [10], a study of the effects of ground-plane size on an internal multiband
PIFA antenna was conducted. The length of the ground-plane was varied from 60 mm
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(∼ 0.18� at 900 MHz and ∼ 0.375� at 1.9 GHz) to 100 mm (∼ 0.30� at 900 MHz and
∼ 0.625� at 1.9 GHz). For the antenna, which operated in bands centred at 900 MHz and
1.9 GHz, the 900 MHz band was essentially unaffected by changes in the ground-plane length
while the bandwidth first broadened and then narrowed and shifted as the ground-plane
length increased. These effects seem to contradict those found in References [11] and [12],
where performance of a dual-band printed antenna on a handset ground-plane operating at
900 MHz was optimized through selection of the ground-plane dimensions, while operation
at 1800 MHz seemed largely determined by the antenna design alone. However, since the
two antenna designs and their placements on the ground-planes were not identical, there are
obviously more variables involved in the overall design. Another effort in this area indicates
that the optimal bandwidth performance can be achieved in both bands of a dual-band
antenna through control of both lateral dimensions of the ground-plane [13].

In Reference [14], a study of the radiation Q of printed handset antennas concluded that
the efficiency of an internal planar antenna greatly depended on its orientation relative to the
printed circuit board to which it was attached. This makes sense, given that at frequencies
above about 1.5 GHz, any printed circuit board with a ground-plane will act as part of the
radiating system. Plots of simulated power density indicate that antenna configurations that
best exploit the ground-plane as a radiator have higher efficiencies and bandwidths [14].

While it may be desirable in some situations to use the ground-plane as an intentional
radiator, in other cases it may be useful to make the ground-plane look electrically larger,
thereby making it less important to the radiating system. One way to do this is to serrate the
edges of the ground-plane [15]. This technique may allow designers to achieve acceptable
microstrip antenna behaviour in small packages despite a nonideal environment.

Asymmetric ground-planes presented by larger devices, such as laptop computers, can
also have a significant effect on the radiation pattern of packaged antennas. As a simple
example, the patterns from a monopole antenna positioned in the same plane as the laptop
keyboard are directed by the asymmetric ground-plane presented by the shielding beneath
the keyboard towards the user [16]. For antennas that are integrated into laptop packages,
edge diffraction and asymmetries in the internal shielding may also create telltale scallops
in radiation patterns [17].

10.2.3 Presence of a User

Over the past 15 years, numerous researchers have investigated antenna–user interaction.
Most of this work has concentrated on the calculation of the specific absorption rate (SAR)
of energy in the user. Many of these studies have used simple monopole models for basic
linear antennas on handsets. Additionally, a number of excellent simulation and measure-
ment studies (e.g. References [18] and [19]) have determined that, for simple configurations
of printed antennas on handsets (mainly patches or variants of planar inverted-F antennas),
approximately 50 % of the energy radiated by an antenna is absorbed by the user. Addi-
tionally, the presence of a hand in proximity to a shorted microstrip patch antenna on
a handset at 1800 MHz has been shown to reduce the antenna’s efficiency by at least
10 % [19].

Certainly, this situation is not one that can be taken lightly and is likewise not easy to
improve through antenna design. A number of researchers, however, have proposed strategies
to address this very challenging problem. For instance, Hirose and Miyaki considered the
use of parasitic elements to increase the gain of an embedded PIFA antenna while directing
energy away from a handset user [20]. In another example, Lazzi et al. [21] used stacked
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Figure 10.2 Flexible miniaturized metallodielectric electromagnetic bandgap material embedded in
a handset case to mitigate antenna detuning due to a user’s hand (from Reference [24]. © 2005 IEEE.
Courtesy of the IEEE).

microstrip patches in handsets to increase antenna gain in a direction away from the intended
user. Fuhl et al. [22, 23] have also developed integrated antennas with small shields to reduce
user exposure to radiated fields.

A unique solution to coupling between internal handset antennas and the user’s hand has
been proposed in Reference [24]. A flexible miniaturized metallodielectric electromagnetic
bandgap structure as depicted in Figure 10.2 [24] were embedded in the handset casing as a
means to improve a PIFA’s performance in the presence of the user’s hand. The embedded
structure was found to reduce the amount of frequency detuning caused by the user’s hand
and improved the measured radiating efficiency by 9 % [24].

10.3 EXAMPLES OF OTHER WORK ON PRINTED ANTENNAS
IN PACKAGES

Spurred by the emergence of commercial wireless markets, an extensive body of literature
has developed over the past decade on small printed antenna designs suitable for portable
communication devices. Much of this work, however, has concentrated solely on the antenna
itself and may give little or no insight into how particular antenna designs would function
in an actual package. This section contains a brief and certainly not exhaustive overview
of some recent work in this area, which uniquely considers the packaging (and sometimes
the user) along with the antenna that can provide insight into the unique electromagnetic
environment posed by portable wireless devices.

Handset antenna design has received, by far, the most attention in the literature, and
rightly so. Handsets pose a particularly difficult problem for antenna designers, since the
internal space available for an antenna is limited. Additionally, the challenges to integrate an
antenna into situations with such demanding operating requirements and often nonideal envi-
ronments are substantial. Without prior consideration of accurate package and environmental
characteristics during antenna development, system performance can certainly suffer. With
a great deal of effort, industrial and academic designers have developed antennas for these
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packages that can deliver reasonable impedance characteristics, radiation patterns, and effi-
ciencies over one or more operating bands.

One of the most popular planar antennas for handsets is the planar inverted-F antenna
(PIFA) [25]. In its low-profile version, it delivers adequate bandwidth and radiation pattern
performance while retaining its ability to fit inside small packages. PIFAs also lend them-
selves well to multiband performance. Guo et al. [10] developed two multiband designs
based on PIFAs for integration into handsets. The internal handset circuitry in this case was
simulated by a printed circuit board as shown in Figure 10.3 [10].
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Figure 10.3 Planar inverted-F antenna designs for multiband performance: (a) internal dual-band
handset antenna and (b) internal dual-band handset antenna with a fine-tuning stub (from Reference
[10]. © 2004 IEEE. Courtesy of the IEEE).
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Figure 10.4 A multiantenna solution for handsets, including a planar inverted-F antenna and an
inverted-F antenna suitable for operation in cellular telephone bands as well as the global positioning
system (GPS) (from Reference [26]. © 2005 IEEE. Courtesy of the IEEE).

Related to the PIFA structure, two different shorted patch antenna designs have also
been developed and evaluated for operation at 1800 MHz in a handset [19]. To provide
insight into the effects of user proximity on antenna behaviour, simulations were performed
with the antenna and handset alone and then head and hand models were added. It was
found that the shorted patch antennas reduced the spatial peak SAR value in the head
by 70 % relative to a monopole on the same package. This work highlights the advan-
tages of planar antennas in operating scenarios where users are extremely close to the
antenna: the additional directionality provided by printed antennas can serve to route energy
more efficiently in directions where it can best contribute to the quality of the wireless
communication link.

Another team has also developed a multiband antenna system based on PIFAs for a
small handset, including an analysis of efficiency and power deposition in a user [26]. The
competing needs of the antennas for the cellular telephone bands at 800 and 1900 MHz, as
well as GPS (1575 MHz), were considered, including the selection of antenna feed points to
reduce the coupling and increase the efficiency of the antennas. A general topology for this
antenna system is shown in Figure 10.4 [26].

The other major platform for portable wireless communication is currently the laptop
computer. While the package is much larger than that of a handset, there is still little available
space in which to integrate an antenna. Moreover, the complex, large, and asymmetric
ground-plane can adversely affect the antenna’s radiation characteristics.

In Reference [27], a novel dual-band flat-plate antenna with a shorted parasitic element
for inclusion into the screen of a laptop computer is presented. The antenna can be inte-
grated into the supporting metal frame of the laptop’s display and has a very low profile.
The geometry and intended integration position for this antenna are shown in Figure 10.5
[27]. The antenna design operates over two frequency bands covering the 2.4 and 5.2–5.8
GHz wireless local area network bands. In Reference [28], a similar deployment scenario
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Figure 10.5 (a) Geometry of a dual-band flat-plate antenna with a shorted parasitic element for
an internal laptop antenna for WLAN operation. (b) Picture showing the proposed antenna mounted
on a laptop (the display portion only) for practical application (from Reference [27]. © 2005 IEEE.
Courtesy of the IEEE).
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is used for a planar inverted-F antenna with injected LCP material for structural support
that covers the 2.4 and 4.9–5.9 GHz bands. In Reference [29], a dual-band PIFA is inte-
grated into a very unique position in the centre back of the keyboard portion of a laptop.
This position eliminates the need for a long coaxial cable connection to the radio. While
simulated radiation patterns in both the 2.4 and 5.2 GHz bands show promise, the patterns
at 5.2 GHz exhibit some significant lobe effects that are probably due to antenna – chassis
interaction.

While most after-market wireless communication devices are designed for PCMCIA slots,
an approach to the inclusion of an after-market antenna with an existing package is the
vertically oriented antenna surface (VOAS) [30]. This is attached to a laptop and hangs
freely from the back of the display to maintain a vertical position that can provide antenna
operation independent of the display panel angle.

10.4 DESIGN METHODS FOR ANTENNAS AND ANTENNA
PLACEMENT IN PACKAGES

Given the complexity and variability of the system, it is difficult to formulate any general
design methodology that can be used to design antennas for particular packages. However,
a number of researchers have developed some techniques for the inclusion of antennas into
packages in situations where the antenna and the package are both comparable in size to an
operating wavelength.

Liu et al. [31] outlines a design methodology for developing antennas intended for
integration laptop computers. The first step initiates a simple antenna design that will fit
into the prescribed integration location on the package. This activity can be conducted using
mainly full-wave simulations, and then once a reasonable size and level of performance is
achieved, the second step is fabrication of the antenna and measurement of the antenna in
its intended environment. Once in the integration position, shifts in operating frequency or
radiation characteristics can be observed and the antenna design can be adjusted in the third
and final step [31].

In Reference [11], performance of a mobile telephone handset antenna–chassis combina-
tion is analysed. Using a resonant circuit model for the entire system, the work indicates that
the mobile handsets in the range of approximately 0.25�–1� can be described by treating
the system of antenna and chassis as a combination of the separate wavemodes of the
antenna element and the chassis. By matching the resonant frequencies of the antenna and the
chassis, very large bandwidths can be obtained and very small and practically nonradiating
coupling elements can be used to replace traditional antenna elements for lower frequency
operation [11].

Another related example is the use of ‘electromagnetic visibility’ to determine placements
for antennas on wireless devices [17, 32]. An electromagnetic visibility study (EVS) can be
considered as a shortcut to a full modal and diffraction analysis of the device and was first
considered in Reference [32] and expanded in Reference [17] to aid in the integration process
of antennas on to laptop computers. The EVS relies on the fundamental relationship between
the induced surface currents on the host device generated from incoming electromagnetic
fields and their impact on the antenna’s performance. The study works by locating suitable
regions on the host chassis with the highest steady-state current, and translates them into
regions of visibility, from high to low, for the antenna. The process begins with the host
surface (e.g. a laptop computer) defined by SObject�SObject = SLaptop� and that of the antenna
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Figure 10.6 Electromagnetic visibility study (EVS). (a) Laptop surface and antenna surface;
(b) realizable positions of the antenna on a laptop; (c) point representation of the integrated position for
book-keeping; (d) representation of plane waves illuminating the object; (e) representation of surface
currents on the laptop surface confined by the antenna’s surface; and (f) ranking of position based on
evaluation of the EVS (from Reference [17]. © 2004 IEEE. Courtesy of the IEEE).

defined by SAntenna (Figure 10.6(a) [17]). A set of guidelines is then followed for the conformal
integration scheme [17]:

1. For conformal integration, the antenna surface, SAntenna, must satisfy the physical restraints
for placement, and conformally occupy a surface on SLaptop (Figure 10.6(b) [17]):

SAntenna ∈ SLaptop (10.1)

2. Regions satisfying step 1 create a set of N candidate locations P (Figure 10.6(c) [17]):

�Pn�
N
n=1 = �P1�P2� � � � �PN � (10.2)

Practically, these positions are determined not only by the projected size of the antenna
but also by the availability of internal space for connections, cables, etc., within very
crowded packages.

3. The laptop is discretized and illuminated by plane waves incident from all angles in the
direction(s) and/or orientation(s) most likely to receive/transmit data. For this study, the
plane of incoming data is considered to be in the azimuthal plane of the laptop computer
(Figure 10.6(d) [17]) in the direction kinc. In the simulation space (typically using a finite
difference time domain (FDTD) or finite element (FE) full-wave solver), the laptop is
illuminated by plane waves propagating in the azimuthal plane (	 = 
/2) at intervals of
�� (= 
/6 for this study), for 0 ≤ � ≤ 2
. Doing so produces a total of M plane waves
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(where M = 2
/���� and m = 1� 2� � � � �M in the following equation), for which the
electric field polarization for these directions can be given as

{
EInc

m

}M

1
= M∑

m=1

(
�
cos�m ���x̂ + sin�m ���ŷ�Horizontal + 
ẑ�Vertical�

ej��t−k
x cos�m ���+y sin�m �����
) (10.3)

4. The magnitude of the steady-state conduction current density
{∣∣JCon

m

∣∣}M

1
on SLaptop gener-

ated by
{
EInc

m

}M

1
can then be determined. Once

{∣∣JCon
m

∣∣}M

1
is known for 0 ≤�≤2
�SAntenna

is revisited on the set of possible locations �Pn�
N
n=1 residing on SLaptop. In the FDTD solu-

tion space, this is realized as the surface of the laptop with discritized spatial dimensions
��x��y��z� confined by SAntenna (Figure 10.6(e) [17]).

5. With the information generated in step 4, the conduction current density in the region(s)
confined by SAntenna� u (with U being the total number of cells �u�U

1 ∈ SAntenna), can then
be used to find the average conduction current density, JC , over all incoming angles, M ,
and its standard deviation, �:

JC = 1
MU

M∑
j=1

U∑
i=1

∣∣JCon
ij

∣∣ A/m2 (10.4)

� =

√√√√√
M∑

j=1

[(
1
U

U∑
i=1

∣∣JCon
ij

∣∣)− JC

]2

M
A/m2 (10.5)

6. Using Equations (10.4) and (10.5), the areas of interest �Pn�
N
n=1 can be evaluated and

ranked using the average steady-state conduction current densities as well as the standard
deviation within the areas confined by SAntenna (Figure 10.6(e) [17]).

Extensive simulation and experimental studies indicate that, in general, positions with higher
levels of electromagnetic visibility (higher values of JC and lower values of �) will support
antenna operation closer to that of the free space [17]. Results from other independent studies
(e.g. Reference [33]) also confirm this.

A related but more rigorous methodology that provides more detailed information about
antenna position on packages is that of characteristic modes. While these methods have been
widely applied to situations where the package is much larger than an operating wavelength
[34, 35] (e.g. airplanes, ground vehicles, etc.), use of characteristic modes for antennas and
packages that are comparable in size has also proved to be helpful in explaining variations
in packaged impedance and radiation characteristics [11, 36–38].

10.5 DIRECTIONS FOR FUTURE WORK IN THIS AREA

While much is now known about integration of printed antennas into packages, a number
of challenges remain. The first, of course, is one of miniaturization. The trend for wireless
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devices to become smaller and smaller while supporting more and more functions necessarily
puts pressure on designers to reduce the occupied volume of the antenna further. Reduction
in size, however, has significant effects on antenna efficiency, which has a direct impact on
battery life and communication range.

Several research groups around the world are tackling this problem. Recently, the use of
magnetic materials has been proposed to miniaturize antennas in handsets and other portable
devices [39, 40]. Size reductions of 50 % and more may be realized, but are accompanied
by reductions in efficiency caused by the nonzero losses incurred in the magnetic materials.
Another group has also used artificial magnetic conductors to reduce the thickness and size
of internal printed antennas [41]. There remains, however, much more work to be done
in this area. Another possible solution is to simply use the chassis of the device as the
main antenna, but this requires careful coordination of the design team throughout product
development and may not be feasible in the short term with existing design processes.

A second major challenge for the integration of printed antennas in packages is the
development of multifunction devices that require more than one antenna. If a device has
multiple internal antennas, they generally share the ground-plane presented by the chassis
or internal circuit board of the wireless device. To minimize coupling between antennas, for
use of separate systems that share a frequency band (such as 2.4 GHz wireless local area
networks and Bluetooth), to isolate antennas on sensitive systems such as the GPS [26], or to
isolate antennas intended for multiple input–multiple output (MIMO) systems, one group has
implemented artificial magnetic conductors (AMCs) as part of the chassis [42]. A detailed
depiction of the AMC used in Reference [42] is shown in Figure 10.7 [42]. The AMC is
used as an edge treatment, as shown in Figure 10.8 [42]. As shown in Figure 10.9 [42], this
isolation technique can achieve up to 45 dB of isolation between antennas that share the
laptop ground-plane. This technique, however, may not be appropriate for smaller devices
that do not have the available space to contain the AMC.

Finally, another challenge for antenna packaging is the inclusion of tunable, adaptable,
or reconfigurable antennas into packages [17, 43]. While the ability to adjust the antenna to

upper patch

FSS
dielectric

FR4

Via
(dia 0.51 mm)

(b)

Ground plane

lower patch

(a)

t

d

upper patch

P

O

g/2

g

c

(c)

Figure 10.7 (a) AMC edge treatment; (b) stack-up of a typical AMC (t = 0�051 mm, d = 2�49 mm);
(c) drawing of the overlapping solid copper patches in a capacitive FSS (P = 3�96 mm, g = 0�25 mm,
c = 0�64 mm) (from Reference [42]. © 2003 IEEE. Courtesy of the IEEE).
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802.11b Antenna

AMC Treatments

Bluetooth Antenna

Figure 10.8 An 802.11b antenna and Bluetooth antenna placed around the screen of a surrogate
laptop with an AMC edge treatment located between them (from Reference [42]. © 2003 IEEE.
Courtesy of the IEEE).
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Figure 10.8, with and without the AMC edge treatment (from Reference [42]. © 2003 IEEE. Courtesy
of the IEEE).
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new operating environments or usage models promises to provide more reliability, security,
and noise immunity for wireless connections than is currently available, integration of
the necessary control circuitry and justification of the extra expense present two major
hurdles. However, as the available spectrum becomes more crowded, these antennas must
be considered as important components of new systems that need to exploit every possible
level of functionality to deliver more complex and demanding wireless services.

10.6 SUMMARY

In this chapter the complicated engineering problems associated with embedding printed
antennas into packages have been explored, in particular focusing on housing the antennas in
computer terminals. The impact of the surrounding environment on the performance of the
antenna has been looked at, including the impact of the user, and an overall design strategy
has also been given. Finally, some future directions in this antenna technology have been
discussed, including the incorporation of artificial magnetic conductors into the structures.
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11.1 INTRODUCTION

The conventional parabolic and shaped reflector antennas are widely used in both terres-
trial and satellite communication systems. They feature high radiation efficiency and a
large operational bandwidth, which is mainly governed by the bandwidth of the feeding
structure, which is usually formed by a single-horn antenna or a cluster. However, their
nonplanar format creates a challenge for manufacturers and is unwelcome in some applica-
tions. One limitation concerns an elaborate and expensive custom moulding production of
these antennas. The other drawback is associated with transportation and deployment. Due
to the three-dimensional shape they require a considerable storage volume, which is unwel-
come, especially in satellite communication applications, because of the limited stowage
space on board the satellite. Due to these reasons, efforts have been made to replace parabolic
and shaped reflector antennas by their planar equivalents.

The advantage of planar antennas is that their aperture is easier to establish and maintain,
especially when thin substrates are used for their construction. This is the case of light
inflatable antennas, which are envisaged for future satellite communication applications.
One example of a planar antenna, which replaces a parabolic reflector in many applications,
is a printed microstrip patch array antenna [1]. This array antenna is formed by many
planar antenna elements, arranged in a regular lattice, which are connected by sections of
microstrip or strip-type transmission lines. It has a low profile, low weight, and is easy to
manufacture using photolithographic techniques. However, it is limited to applications in
which the required gain is in the order of less than 30 dB [2, 3]. The reason for this limitation
is the loss of the circuit-type power combining network, which is formed by sections of
microstrip or strip-type transmission lines. For large gains this circuit becomes quite long
so the conduction and dielectric losses become excessively large. Such power loss leads
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to the poor radiation efficiency of a microstrip patch array. The poor radiation efficiency
of microstrip patch arrays can be overcome using alternative low-loss power combining
networks. One option is to use waveguides instead of microstrip or striplines to form a
feeding circuit. One such solution is a radial line slot array (RLSA) antenna [4–7], which
uses a radial cavity or waveguide to feed an array of slots that forms a radiating aperture. This
power combiner/divider is low loss and therefore makes the RLSA antenna more attractive
than the microstrip patch array in high-gain applications. However, the use of a radial cavity
as the power combiner comes at the expense of less flexibility in obtaining multipolarization
and multibeam operation.

A compromise between a parabolic or shaped reflector and a microstrip patch array is
a microstrip reflectarray [8–10], which is the focus of this article. This type of antenna,
whose origin can be traced to the work described in References [11] and [12], is formed by
a planar reflector constituted by many patches or printed dipoles arranged in a regular planar
lattice with a feed element in the form of a horn antenna. Being a type of planar reflector
antenna, the reflectarray combines positive features of the conventional reflector antennas
and planar patch array technologies into one. Similar to the microstrip patch array, it can
be developed using commonly available microstrip substrates and photoetching techniques.
This leads to a very reliable and low-cost manufacturing. Because it employs a horn antenna
as a feed, which acts as a spatial power combiner (with air as a combining medium),
conduction and dielectric losses present in conventional patch arrays with a circuit-type feed
network are avoided. The resulting low-loss power combining allows the creation of very
large aperture antennas. By employing flexible membrane materials they can be folded or
unfolded using a simple hinge-type mechanism [10, 13]. Due to the use of a horn feed
and many elements forming the reflector, it offers flexibilities of multipolarization and
multibeam operation similar to a parabolic reflector. The use of many elements forming the
reflector structure offers many degrees of freedom in shaping a radiated beam. Because of
a similar operation principle, its efficiency governed by spillover loss, aperture illumination
loss, and insertion loss is similar to that of a parabolic reflector. However, its bandwidth
is expected to be smaller than that of the parabolic reflector counterpart. The following
factors, the element bandwidth, element spacing, and the spatial phase delay, are responsible
for this phenomenon. Among them, the first factor is most crucial for a single pencil beam
reflectarray of moderate size [14]. It can be overcome by the appropriate design of the phase-
shifter element. However, for contoured beams or for very large reflectarrays, such as those
used in space applications, the third factor is the most significant in limiting the operating
bandwidth of the reflectarray. Parabolic reflector antennas use the physical curvature to
equalize signals arriving at the feed. This is the true time signal compensating method,
which in principle is frequency independent. In contrast, printed elements of the reflectarray
offer, similar to microstrip phased arrays, only phase compensation. The phase adjustment
acting as a signal delay mechanism is only valid over a limited frequency band. For large
apertures, the compensated path length differences (with respect to the centre elements) can
be in the order of many wavelengths for edge elements. In this case, the delay compensation
obtainable via the phase compensation becomes valid only over a very narrow frequency
band. The only counter measure to this adverse bandwidth narrowing is the introduction of
a true time delay mechanism. This approach can be implemented using stubs with a length
that varies in a range of several wavelengths. The inconvenience of this implementation is
that a large space is required to accommodate the long delay lines. An alternative approach
is to use a multilayer printed reflectarray with rectangular patches of variable size [15]. This
technique gives more degrees of freedom and allows the patch dimensions to be optimized
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in order to match, not only the phase shift at the central frequency but also its variation with
frequency. Using this technique, a 10 % bandwidth has been achieved for a 1 m reflectarray at
12 GHz [15–17].

11.2 PRINCIPLES OF OPERATION

The reflectarray operation can be explained using a ray-tracing approach with respect to its
transmission mode. At a given frequency, a horn antenna having a centre or offset position
produces a spherical wave, which is incident on to a planar reflector formed by many planar
antenna elements, as shown in Figure 11.1. In order for the reflected wave to be converted
to a plane wave travelling in a specified direction, the individual reflector elements need to
provide a suitable phasing, as given by [8, 13]

�i = k0 �Ri − r̄i • r̂0� (11.1)

Here �i denotes the reflection phase for element i, k0 is a wave number in free space, Ri is
the distance from the phase centre of the feed to the element, r̄i is the vector from the centre
of the array to the element, and r̂0 is the unit vector in the main beam direction.

The resulting value of �i depends on the physical size of the reflector. The difference
in the values of �i between the centre and edge elements can be in the order of many
integer multiples of 2�. Assuming a narrowband operation of reflectarray, the phase values
determined by formula (11.1) can be truncated to the <0� 2�> range by applying the
truncation rule �′

i = k0 �Ri − r̄i • r̂0� − 2�N , where N is a suitably chosen integer number.
Note that formula (11.1) only concerns the wavefront conversion from a spherical to a
planar one. It does not cover other issues such as polarization or the shape of a radiated
beam.

Figure 11.1 Configuration of the reflectarray with an offset horn.
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11.3 PHASING METHODS

In order to obtain the required phase compensation, as given by the truncated version of
formula (11.1), various phasing mechanisms can be applied. For a microstrip reflectarray
they are illustrated in Figure 11.2. These include (a) identical patches with variable-length
phase delay lines (in the form of open-circuit stubs) without [8, 10, 18, 19] and (b) with
variable angular rotations [13, 20, 21], (c) variable-size patches [22, 26], (d) variable-size
cross-dipoles [27], and (e) aperture-coupled patches with stubs of different lengths [28–30].
As required by the truncated version of phasing formula (11.1), each one of them should be
capable of producing the reflected wave phase range of approximately 360�. The reflectarray
design requires the availability of exact variations of this phase as a function of the variable
parameter such as the patch size, stub length, or patch rotation angle. Such data can be
obtained from measurements or computer simulations, in which a suitable EM field problem
is solved. The designer has to have a full understanding of the working principles of
the chosen phasing mechanisms and be aware of the accuracy limitations of the acquired
phasing data.

11.3.1 Rectangular Patches with Stubs of Different Lengths

Firstly, an explanation is provided for the phasing mechanism involving fixed-size patches
terminated in variable-length open-circuited stubs (Figure 11.2(a)). In this case, the spherical
wave produced by the feed is assumed to be an approximately plane wave incident on a small

Figure 11.2 Printed microstrip reflectarray with various types of phasing elements: (a) identical
patches with a variable-length phase delay lines without and (b) with variable angular rotations;
(c) variable-size cross-dipoles; (d) variable-size patches; and (e) aperture-coupled patches with stubs
of different lengths.
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cluster of adjacent antenna elements in the reflector. This assumption is used in the remaining
phasing methods shown in Figure 11.2. Because an arbitrary polarized wave can be resolved
into two linearly polarized waves, only the case of a linearly polarized wave is considered.
In general, this wave is obliquely incident, and therefore can be of H- (when the electric
field is parallel to the plane of the reflector) or E-type (when the magnetic field is planar to
the reflector plane). As a result, the reflected wave can depend on the angle and the type
(E or H) of polarization of the incident wave. However, the usual situation for centred-fed
reflectarrays is that the central elements of the reflector are the subject of an approximately
normal incidence. As this group of elements is responsible for reflecting the largest fraction
of the incident power, considerations only of the case of normal incidence may provide a
good approximation to working out the reflection coefficient phase curves. This assumption
is used in the following considerations; however, note that for offset reflectarrays the angle
of incidence is larger, and this approach may not be accurate.

Assuming that the patch dimensions are suitably chosen so it resonates, the power inter-
cepted by a patch is transferred to the stub. This transfer occurs without reflection if the patch
input impedance is equal to the characteristic impedance of the stub. The signal travelling
towards the stub’s end is reflected and travels back to the patch, which radiates it. Compared
with the incident wave, the radiated wave undergoes a phase shift, which is governed by
the patch itself and the length of the open-circuited stub. Assuming that the plane wave is
normally incident on two identical side-by-side configured patches, the differential phase
shift can be estimated as 2��l, where � is the propagation constant of the signal along
the stub and �l is the physical length difference between the stubs used in the two patches
[19, 31]. For offset reflectarrays, where the angle of incidence is large, the previous law
for a relative phase shift between elements will be valid if the angle of incidence in both
elements is not very different. For this reason, it is better to avoid large angles of incidence.
This simplified principle of operation of a resonating patch terminated in an open-circuited
stub forms a simple design principle of a microstrip reflectarray with a variable-length delay
line phasing mechanism [8, 10, 18, 19]. Prior to its use, the designer has to be aware of
its shortcomings. Firstly, it does not take into account the effect of mutual coupling due
to the presence of other elements. Because of mutual coupling the patch initially designed
in isolation may be mismatched to the stub. As a result of this impedance mismatch the
reflection coefficient at the connection point of the stub may not be given by the simple
formula 	stub = ej2�l, which is usually assumed in the design procedure. Another shortfall of
this approach is that it does not fully take into account the presence of the conducting ground-
plane supporting the patches. When the patches are sparsely distributed, the exposed portion
of the ground-plane that supports the specular reflection may adversely affect the formation
of the desired reflected wave [26]. These considerations show that the task of determining
accurate phasing curves for a microstrip reflectarray employing fixed-size patches with stubs
may require a more sophisticated electromagnetic field analysis which takes into account
the presence of the remaining patches, at least from the neighbourhood and the ground [32].
Such an accurate approach has been developed for reflectarrays using the variable-size patch
phasing mechanism. This is discussed later in this section.

Square patches with stubs can be used for single linear polarization when the stubs are
connected to only one side of the patches, as in Figure 11.2(a), or for circular, dual-linear, or
dual-circular polarization, when two delay lines are connected to orthogonal feeding points
in each patch [18]. In any case, the stubs are usually folded to be accommodated in the
space between patches, and the spurious radiation produced by the stubs increases the cross-
polarization. A solution was proposed in Reference [18] to reduce the cross-polarization,
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which is based on folding the stubs in different directions, keeping a symmetry with respect
to the principal planes of the reflectarray. As a result, the overall cross-polarization of the
reflectarray was reduced.

The phasing mechanism to obtain circularly polarized microstrip reflectarrays using
patches without and with rotation (Figure 11.2(b)) has been described in References [13],
[20], and [21]. Circular polarization can be obtained using dual-polarized patches [18] and a
circularly polarized feed, or by using a single linear polarized feed and sequentially rotated
patches with dual stubs in References [13], [20], and [21]. The second approach exploits the
principle of sequential rotation, which has been explained with respect to microstrip patch
arrays in References [33] and [34]. The assessment of the two types of phasing was carried
out in References [20] and [21]. Two types of circularly polarized reflectarrays of iden-
tical size, each producing about 42 dBi gain, were compared. The first type using identical
patches with variable-length delay lines achieved an overall 69 % aperture efficiency. The
second type with identical patches and stubs using variable rotation featured 60 % aperture
efficiency. The patches without the rotation produced higher cross-polarization. This could
be due to the choice of some lengths of the stubs that made them resonant. This problem
was overcome in the second design because the stub lengths were fixed and resonant lengths
were avoided.

A special case of fixed-size resonant patches with open-circuit stubs is when the patch
width is small and equal to the stub width. This configuration becomes equivalent to the
variable-length printed dipole configuration (Figure 11.2(c)). Its phasing properties cannot
be explained by considering separately a resonant patch and a phasing stub. This extreme
case shows that in order to obtain in an accurate manner the phasing properties of the patch
terminated in an open-circuited stub the two should be considered as one entity. Because
of the EM interactions between the patch and the stub, it is possible that the phase shift
may not necessarily be a linear function of the stub length. This example shows the shortfall
of the simplified explanation of the phasing mechanism involving a fixed-size patch and a
variable-length stub. One remedy to this problem is to use a right-angle bend arrangement
for a stub to minimize its EM interactions with the patch [32]. For this arrangement, the
assumption that the phase shift is a linear function of the bent part of the stub may be more
accurate. An undesired effect of this approach is an increased cross-polar radiation due to
the bent stub. However, in the array configuration this problem can be overcome using the
symmetrical feeding arrangement proposed in Reference [18]. The use of right-angle bent
stubs and the symmetrical feeding method could be the reason for reducing phase errors
and for achieving high-radiation efficiency with low cross-polarization for the microstrip
reflectarray described in Reference [18]. One extra challenge in this design concerns a very
high characteristic impedance of the phasing stub. As explained earlier, in order to meet the
condition of reflectionless power transfer between the patch and the stub, the characteristic
impedance of the stub has to be equal to the input impedance of the edge-fed patch. For
thin substrates it is represented by a very large value, typically in the order of 150 
. This
problem can be overcome using an inset patch feed arrangement. This is because moving
the feed point closer to the centre of the patch reduces the input impedance.

11.3.2 Aperture-Coupled Patches with Stubs of Different Lengths

A similar mechanism to produce the required phase shift in the reflectarray elements
using stubs of different lengths is based on the use of an aperture-coupled patch antenna
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Figure 11.3 Aperture-coupled element: (a) design model of the radiating element and (b) model for
computing the phase-shift curves.

(Figure 11.2(e)). In this configuration, each stub is formed by an open-ended length of
microstrip line on the opposite side of the ground-plane, which is electromagnetically coupled
to the radiating patch by an aperture in the ground-plane (Figure 11.3). The principle of
operation is as follows: when the plane wave representing the field coming from the reflec-
tarray feed antenna impinges on the resonant square patch, it is coupled to the microstrip
line on the bottom (dipole) and propagates until reaching the open-circuit extreme, where it
is reflected, coupled, and reradiated by the patch. This concept has been used for single and
dual linear polarization reflectarrays [28–30]. In this configuration, as in that of the attached
stubs, the phase of the reflected field is proportional to twice the length of the stub, and a
real phase delay can be achieved. The range of phase delay can be larger than 360� and is
only limited by the maximum length of the stub [29]. By printing the stubs in a different
layer than the radiating elements, there is more room for the line, so the range in phase delay
can be increased. The spurious radiation produced by the stubs is in the backward direction
with respect to the reflectarray main beam and can be eliminated by placing an additional
ground-plane. The main advantage of this configuration is that active elements or control-
lable phase-shifters can be included in the stub layer for reflectarrays with reconfigurable
beams [30].

For the design of the phase-shifter, the microstrip line or the dipole underneath the aperture
(see Figure 11.3) is considered as two segments seen from the aperture centre; the first
one is a stub of a fixed length, which is adjusted to match the radiating element, whereas
the second has variable length and is used to control the phase shift. Firstly, the aperture-
coupled radiating element must be designed to achieve a good matching between the line
and the patch, considering a microstrip feed line as in the case of conventional planar arrays
(see Figure 11.3(a)). At this step, by using a full-wave simulation tool, all the geometrical
parameters, such as dielectric materials, thickness, dimensions of the aperture, patch, and
fixed stub, have to be determined. The matching of the radiating element is important to allow
the energy coming from the feed to be coupled to the delay line, according to the reciprocity
theorem. Once the aperture-coupled radiating element is designed, the curves of the phase
shift are obtained by computing the phase of the reflection coefficient for different dipole
lengths when a plane wave is incident on the patches (see Figure 11.3(b)). Some simple
equivalent circuits have been proposed for the aperture-coupled patch [35, 36], though they
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do not provide sufficient accuracy for the design of the radiating element. This is because
the input impedance is very sensitive to some parameters, such as the aperture dimensions.
For both, the design of the radiating element and for the computation of the phase-shift
curves, it is preferable to use a full-wave simulation tool assuming the ‘infinite array model’.
Since the apertures and patches are identical, and usually the reflectarray comprises a very
large number of elements, the whole reflectarray can be considered as a periodic array,
with the exception of the stubs of different lengths. The technique based on the method
of moments applied to the infinite array model, proposed in Reference [37] and extended
in Reference [38] for stacked patches, is very accurate for the analysis of the radiating
element in the array environment. This is because it takes into account all possible coupling
effects between apertures and patches. The coupling between the stubs is neglected, but
this is less significant. For computing the phase-shift curves, the structure can be analysed
as a multilayer periodic structure using a method of moments technique, as described in
References [39] and [40]. This full-wave technique allows the phase shift to be computed for
any angle of incidence and for an arbitrary polarization of the incident field, expressed as a
combination of E- and H-type waves. The cross-polarization components are also computed
and are used to predict the cross-polarization patterns of the reflectarray.

In principle the curves of phase shift versus stub length is expected to be linear. However,
it was found in the simulations that the slope presents some variations. This is due to the
resonances of the dipole. These variations can be minimized by an appropriate design of the
radiating element. To achieve a large bandwidth of the phase-shifter element, the phase-shift
curves calculated at different frequencies must be parallel, so that only a constant phase is
added to all the elements in the reflectarray and the beam is not distorted when the frequency
changes. In addition, a linear variation of the phase shift is desirable not only to improve the
bandwidth but also to reduce the sensitivity to manufacturing tolerances.

For the experimental validation of the phase-shifter element, an aperture-coupled radiating
element as defined in Figure 11.4 was designed to have input impedance from the microstrip
approximately equal to 50 
 in the frequency band 7.5–8.0 GHz. The resulting phase shift
was measured for different lengths in a waveguide simulator. This is a well-known technique
used to measure the reflection coefficient in infinite arrays by inserting a few radiating
elements inside a waveguide, where an infinite array is emulated by the imaging action
of the waveguide walls [41]. Two radiating elements with 10 mm × 10 mm patches and
6.61 mm × 1.23 mm apertures were inserted in a WR112 waveguide, being the ground-plane
with the apertures fixed to the waveguide flange, so that the printed dipoles were out of the
waveguide. The printed dipoles were 1.6 mm wide with a length of 2.06 mm for the fix stub
(see Figure 11.3). The characteristics of all the dielectric layers are given in Table 11.1. An

Z
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D1
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Xa
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Yd

Xd

X

Y BYa Yp

Figure 11.4 Definition of the phase-shifter cell.
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Table 11.1 Dielectrics between layers of the
built cell.

Dielectric Thickness (mm) �r Tan �

D4 0
79 3.20 0.0030
D3 2
00 1.05 0.0002
D2 0
508 3.38 0.0050
D1 9
67 1.05 0.0002

additional ground-plane separated a quarter-wavelength of the dipoles by the Rohacell layer
D1 was added to eliminate the backward radiation produced by the apertures and dipole.
The comparison between the calculated and measured phase of the reflection coefficient is
shown in Figure 11.5(a) for 7.5 and 8.0 GHz as functions of the dipole length. The worst
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Figure 11.5 Phase of the reflection coefficient in the waveguide simulator (WGS): (a) comparison
of simulations and measurements; (b) measurements in a large range of lengths.
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Figure 11.6 Unit cell with the dipole length increased (U-geometry): (a) expanded view; (b) top
view; and (c) simulated amplitude and phase of the reflection coefficient.

difference between measurements and theoretical simulations is in the order of 20�, that is
within an acceptable range. These discrepancies can be due to manufacturing tolerances,
the finite dimensions of the two ground-planes, and the assumption of an infinite array of
dipoles in the simulations. Figure 11.5(b) shows the measurement results for dipoles having
dimensions in the order of 55 mm exceeding those of the waveguide dimensions. A very
large range in phase delay is achieved.

As shown, the phase delay range depends on the dipole length. To avoid the stub going out
of the unit cell, the dipole can be folded as shown in Figure 11.6. Using this configuration, a
large phase delay range and the linearity of phase delay versus dipole length can be accom-
plished. The linearity of the phase delay as a function of the dipole length can be improved
by modifying the matching stub as shown in Figure 11.6. The reflection losses and phase
delay are shown in Figure 11.6(c) at the central and extreme frequencies, for a structure with
the following parameters: square periodic cell of 20 mm, Xp =Yp =10 mm�Xa =6 mm� Ya =
1 mm�Xd = 2 mm� Yd = 2
7 mm + variable segment. The dielectric layers are the same as
defined in Table 11.1, except for D2, which is equal to D4. The phase delay is greater than
four times 360�. The amplitude of the reflection coefficient represents the dissipative losses
in the different dielectric layers, since a ground plane is considered underneath the dipoles.
These dissipative losses increase at the dipole resonances and are in the order of 0.1 dB.

11.3.3 Rectangular Patches or Crosses of Variable Size

The cross-dipole phasing illustrated in Figure 11.2(c) can be used to achieve dual-linear or
circular polarization. In this case, the reflectarray polarization is governed by the polarization
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of the feed. The remaining issue, similar to that for the other phasing methods, concerns
the phasing range the printed dipoles can offer. In order to provide the full beam-forming
capability, the phasing elements should deliver a phasing range close to 360�. This phasing
range is impossible to be fully achieved for a single-layer microstrip reflectarray. However,
it can be easily met using stacked patch configurations.

The phasing mechanism exploiting variable-size patches has been described in References
[24] to [26] and [42] to [44]. The analysis method for determining the phasing curves for
a single-layer microstrip reflectarray was first presented in Reference [44]. Works shown
in References [25] and [26] report on the extension of these analyses to the multilayer
microstrip reflectarray configurations. The variable-size microstrip patch phasing mechanism
relies on the fact that the phase of the reflection coefficient of a resonant patch varies over
a large range for frequencies close to the resonant frequency. As a result, for a resonating
patch a small change in its size leads to a wide range in phase variation of the reflected
wave. This behaviour was recognized first in microstrip patch array antennas where small
errors in the resonant length of a microstrip patch were found to cause large errors in the
radiated field [45]. In order to obtain the phasing curves for a microstrip reflectarray formed
by variable-size patches, solving the problem of scattering from an infinite array of identical
microstrip patches has been postulated [24, 44]. The relevance of this canonical problem
to the current problem is motivated by the fact that it should provide good approximation
because of small differences in patch size of the actual reflectarray. This approach takes into
account mutual coupling effects between the reflectarray elements, as well as the specular
reflection from the ground-plane supporting the patches.

The necessary analysis can be performed with respect to the configuration shown in
Figure 11.1. The incident electric field is assumed to be given by

Ēi = Ē0ejk0�xui+yvi+z cos �i� (11.2)

where ��i��i� is an arbitrary angle of incidence, ui = sin�i cos�i� vi = sin �i sin�i, and
Ē0 = E0�â� + E0�â�.

Assuming that identical patches arranged in a rectangular lattice form the reflectarray, the
total reflected field, being the sum of the field reflected from the ground dielectric substrate
and the field scattered from the patch elements, can be expressed as

Ēt = Ēr + Ēs = � ¯̄R + ¯̄S�Ē0ejk0�xui+yvi−z cos �i� (11.3)

where

¯̄R =
[

R�� 0
0 R��

]

are the component plane wave reflection coefficients for the dielectric substrate and

¯̄S =
[

S�� S��

S�� S��

]

are the component plane wave scattering coefficients for the patches.
Assuming that the given substrate and the element spacing do not introduce grating lobes

or surface wave generation, and assuming lossless dielectrics, the magnitude of the total



310 PRINTED REFLECTARRAY ANTENNAS

0

–50

–100

–150

–200

–250

–300

–350

–400
4 5 6 7 8

Patch length (mm)

1-layer 12.25 GHz
1-layer 12.5 GHz
1-layer 12.75 GHz
2-layer 12.25 GHz
2-layer 12.5 GHz
2-layer 12.75 GHz

P
h

as
e 

o
f 

R
ef

le
ct

io
n

 C
o

ef
fi

ci
en

t

9 10 11 12 13

Figure 11.7 Unit cells for a single- and double-layer Ku-band microstrip reflectarray and the corres-
ponding phasing curves reported in Reference [47].

reflection coefficient for the incident electric field Ē0 = E0�â� ���i��i� = ��i� 0�� is equal to
1: �Rt��� = �R�� + S��� = 1. As a result, only the total reflection coefficient phase becomes
a function of the angle of incidence. The solution to this electromagnetic field problem is
based on the Green function and Fourier transform approach and is similar in principle to
the one described in Reference [46]. Typical results for the reflection coefficient phase as
a function of the patch length for normal incidence (�i = 0�) over a narrow frequency band
are shown in Figure 11.7.

The results presented in Figure 11.7 concern single- and double-layer Ku-band microstrip
reflectarray designs, which were reported in Reference [47]. The single-layer design assumes
a Kevlar (relative dielectric constant, �r = 3
4) layer 0.105 mm thick, the metal patch array,
another 0.16 mm thick Kevlar followed by a 3 mm thick honeycomb layer (�r = 1
067),
and the ground-plane. The double-layer design concerns a 0.105 mm thick Kevlar layer
supporting the upper patch layer, followed by a 3 mm thick honeycomb layer, another 0.16
mm thick Kevlar layer supporting the lower patch layer, a 3 mm thick honeycomb layer, and
a ground-plane. The two designs assume square-shaped patches and a unit cell of 14 mm ×
14 mm. In the double-layer configuration, the size ratio for upper and lower square patches
is 0.67.

The phasing curves seen in Figure 11.7 confirm a rapid variation of the phase around the
patch resonance and the slow variation off-resonance for the single-layer microstrip config-
uration. Another property concerns an attainable phasing range. As observed in Figure 11.7,
the achievable phasing range for the single-layer microstrip reflectarray is approximately
360� × �1
0 − kh/��, where k is a wavenumber in the substrate and h is the substrate thick-
ness. This formula shows that thinner substrates offer a greater phase range of typically
more than 300�. However, this is achieved at the expense of a high nonlinear relationship
between the reflection phase versus patch size, which makes the design prone to manufac-
turing errors. Another problem associated with a thin substrate is that it limits operation of a
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reflectarray to a narrow bandwidth. By increasing the substrate thickness, a much smoother
phase variation and a larger bandwidth can be achieved. However, the resultant phase range
becomes reduced to less than 300�, making practical designs unfeasible.

In order to obtain simultaneously a gently varying reflection phase curve, a larger phasing
range, and a larger operational bandwidth, a multilayer structure involving stacked patches
can be used in designing a microstrip reflectarray [25]. To avoid surface waves, low-loss
low-dielectric constant materials (with properties similar to those of air) used as spacers
between thin substrates on which patches are developed are assumed for these structures. To
predict phasing characteristics for a multilayer patch structure an efficient electromagnetic
analysis based on the generalized scattering matrix (GSM) and cascading the different
matrices can be used [40]. This approach is similar in principle to the one described for
a single-layer microstrip reflectarray [44]. This is because the reflection phase curves are
obtained by considering an infinite periodic array, although this time formed by two layers of
radiating elements. Note that due to the periodic arrangement of square patches, the analysis
requires only a unit rectangular cell with appropriate periodic boundary conditions to be
considered [40]. The phase of the reflection coefficient as a function of patch size is usually
determined for an assumed ratio of patch size in the upper and lower layers. Similar to a
single layer, the phase of the reflection coefficient can be dependent not only on the element
size but also on the angle of incidence (�i��i) and type (E or H) of polarization. However,
it has to be noted [22] that if �i is less than about 40� the phase variation (considered as a
function of the angle of incidence) is small. In turn, the use of incidence angles �i greater
than 40� is not recommended. Hence to achieve proper behaviour, a microstrip reflectarray
design is often restricted to scan angles smaller than 40�. Although for a more accurate
design the angles of incidence must be taken into account, as pointed out in Reference [48],
this restriction indicates that for well-behaved reflectarrays, the reflection phase curves can
be estimated from the case of normal plane wave incidence on a periodic infinite array.
Based on this assumption, the phasing curves can be generated by using the equivalent unit
cell approach described in Reference [26]. By using the proper patch size ratio for upper
(smaller patch) and lower (larger size patch) layers the phasing curves can be optimized.
The ratio between 0.6 and 0.7 has been found both in References [25] and [26] to provide
a gentle slope of phase as a function of patch size. This is illustrated both in Figures 11.7
and 11.8.

(a) (b)

b1B b2

a1

h1

h2

a2

A

Patch Layer 1

GML 1100

Ground Plane

εr

εr

ECCOSTOCK®

PP-2 Foam

Patch Layer 2

0

–100

–200

–300

–400

–500
6 7 8 9 10 11

Patch side a2 (mm)

R
ef

le
ct

io
n

 P
h

as
e 

(d
eg

.)

12 13 14 15

a1 = 0.6 a2

a1 = 0.7 a2

a1 = 0.8 a2

Figure 11.8 (a) Configuration of a unit cell of a two-layer microstrip reflectarray and (b) a simulated
reflection phase at normal plane wave incidence versus square patch size, as obtained at 12.5 GHz [26].
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In Figure 11.8, the two patch layers use 0.078 mm (0.0031 inch) thick GML 1100 thin
copper laminate (�r =3
32) manufactured by GIL Technologies®. Layers of ECCOSTOCK®

PP-2 low loss foam (�r =1
03) of 3.2 mm (h1 =h2 =3
2 mm) in thickness are stacked beneath
the patch layers for bandwidth and phase range enhancement. As observed in Figures 11.7
and 11.8, not only is the slope of the phase curve gentler in comparison with the single-layer
one but also the phase range is increased to more than the required 360�. The two layers of
patches can serve not only the purpose of increasing the phasing range over an increased
operational bandwidth, as shown in Figure 11.7, but can also be used for the purpose of
obtaining a dual-frequency operation [49].

The phase curves for a unit cell comprised of single or stacked patch configurations
shown in Figures 11.7 and 11.8 have been generated using own-developed software described
in References [25] and [26]. An alternative method is to apply a modern EM simulation
software package such as the Ansoft High Frequency Simulator [26]. In this case, the newer
versions of this software, which have capabilities of handling periodic boundary conditions,
have to be used.

11.4 SINGLE-BEAM REFLECTARRAY DESIGN

The design of a single-beam microstrip reflectarray can be accomplished using the guide-
lines for designing conventional parabolic reflector antennas in conjunction with the element
phasing information, which is obtained via suitable computer simulations. The results of
these simulations are the geometrical parameters of the phase-shifter element (stub length
or dimensions of the patches), which realize the required phase distribution in the reflec-
tarray surface given by expression (11.1). Figure 11.9 shows two centred-fed configurations
of (a) a prime focus parabolic reflector and (b) a reflectarray whose operation can be
compared.

–fD

(a)

Feed

0
Zθs

θs

–fD

(b)

Feed

0
Zθs

θs

Figure 11.9 Configurations of (a) a prime focus parabolic reflector and (b) a reflectarray including
the associated subtended angles.
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Both antennas have the same subtended (half) angle �s but different f/D ratios. For the
reflectarray, the relation between �s and f/D is given by

�s = tan−1 D

2f
(11.4)

This expression differs from the one for the parabola: �s =2tan−1�0
25D/f�. The comparison
between the two expressions shows that for the same subtended angle and aperture size, the
reflectarray will have smaller depth, which can be of advantage in some applications.

The prime focus configuration of Figure 11.9 creates aperture blockage. An offset configu-
ration, shown in Figure 11.1, can provide a remedy to this problem. However, as the projected
aperture is reduced by the cos� factor so is the directivity. In order to minimize beam
squinting versus frequency the angle of the main beam has to be chosen close to the natural
specular reflection angle [24]. Given the value of the subtended angle �s a suitable choice
of a feed antenna has to be made to maximize the aperture efficiency. This is defined as the
product of spillover and taper efficiencies. Assuming an axis-symmetric feed-power pattern
of the form

Gf ����� = cosn � where n = 2� 4� 6� � � � (11.5)

and a circular array, the spillover efficiency is given by the closed-form expression

�S = 1 − cosn+1 �s (11.6)

Similarly, the amplitude taper efficiency is given by

�t =
2n

tan2 �s

�1 − cosn/2−1 �s�
2

�n/2 − 1�2�1 − cosn �s�
(11.7)

It has been shown [24] that for n = 2 an optimal aperture efficiency is obtained for a
subtended angle �Sopt of about 60�, for n = 4, �Sopt ≈ 50�, and for n = 6, �Sopt ≈ 45�. The
corresponding maximum aperture efficiency is about 72 % for n= 6 and is reduced to about
70 % for n = 2. These aperture efficiency values are slightly inferior in comparison with the
parabolic reflector because of a slightly lower taper efficiency.

The obtained results for aperture efficiencies assume that the feed phase centre is known
prior to the reflectarray manufacturing. This assumption is usually fulfilled, since the phase
centre can be accurately predicted with commercial software or measured, but in any case
small adjustments of the feed position can be made once the reflector is developed in order
to obtain the maximum measured gain.

In a reflectarray, the radiated field is composed of the scattered field by each element
and the field reflected by the substrate and conducting ground, as stated in Equation (11.3).
The scattered field due to individual antennas is computed by considering the infinite array
approach. The infinite periodic structures are characterized by the Floquet theorem, which
postulates the following. The scattered field due to a plane wave impinging on an infinite
periodic structure is defined by a discrete and infinite number of plane waves that only
depend on the incident wave and the periodicity of the structure. These plane waves that
define the scattered field are named Floquet harmonics [50]. In order to reflect and radiate
the field in a desired direction, the reflected field must be locally a plane wave when there
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are not higher order Floquet modes propagating. The condition that must be fulfilled to
ensure that the only propagation of the fundamental mode occurs is given by

A

�0

�
B

�0

≤ 1
1 + �sin ��max inc��

(11.8)

where A and B are the periodic cell dimensions, �0 the free-space wavelength at the design
frequency, and �max inc the maximum angle of incidence, defined in the geometry of 0 as
tan ��max inc� = (

SD − D/2 + ∣∣Yf

∣∣)/Zf . The use of incidence angles greater than 40� is not
recommended, as pointed out in Section 11.3.

Equation (11.8) closely relates the feed position with the periodic cell dimensions and
therefore is a key condition to proper design of a reflectarray antenna. In order to avoid
grating lobe generation, patch spacing in the range of 0.6–0.8 free-space wavelength is used
in practical designs. In addition, to minimize the blockage due to the feed and reduce beam
squint [23] an offset feed for illuminating the reflectarray is recommended.

Having chosen the reflectarray geometry, the next step concerns the design of the patch
array. It includes determining the dimensions of the patches (or stubs) to achieve at a given
frequency the phase shift distribution defined by Equation (11.1) for a pencil beam, or any
other phase distribution for a contoured beam. Sometimes the adjustment of the phase-shifter
elements is made in an approximate way using tables for phase shift obtained for normal
or oblique incidence. In this case, some approximations are made since the real variation of
phase shift with the angle of incidence and polarization of the field is not taken into account.
It must be noted that as the incidence is oblique in each element, the phases for E- and
H-polarizations may be different. For the design of reflectarrays based on stacked patches
with variable size, a more accurate process has been proposed in Reference [25]. In this
technique, the design of the reflectarray is carried out element by element, first at the central
frequency, assuming a fixed relative size of the stacked patches. In this stage, the dimensions
of the stacked rectangular patches are adjusted in each cell to match the objective phase
by using a zero finding routine that iteratively calls the analysis routine. The real angles
of incidence �i��i and the polarization of the field coming from the feed as a combination
of E- and H-type waves are considered. Therefore, when the reflectarray is designed for
dual-linear or circular polarization, the two dimensions of the patches are adjusted in order
to obtain the required phase-shift distribution for the two orthogonal polarizations, with the
electric field in the X and Y directions (Ex and Ey). In addition, this technique permits the
real amplitude and phase of the field incident on each reflectarray element to be considered,
which is available from simulations or measurements of the feed horn [51]. This leads to
producing the required phase distribution in a more accurate manner than from geometrical
optics, as offered by Equation (11.1). In addition, optimization of patch dimensions can be
used to overcome the frequency band limitation in large reflectarrays [15].

The design of a reflectarray in a frequency band is carried out using the following steps.
Firstly, the required phase delay �di�f �, which is the one given in Equation (11.1) without
truncation, is determined at the central and extreme frequencies in order to achieve a reflected
field with a progressive phase distribution in a predetermined frequency band. The difference
of phase delay at the extreme frequencies, Ddi�f2� f1� = �di�f2� − �di�f1�, depends on the
element location, and is larger near the centre of the reflectarray. Secondly, using the patch
dimensions obtained for the design at the central frequency, an optimization routine based
on the Fletcher–Powell algorithm is applied to adjust all the dimensions of the stacked
patches to match both the required phase shift �i and phase delay difference Ddi�f2� f1�.
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It has to be noted that using two stacked patches there are not enough degrees of freedom
to carry out the optimizations in a frequency band; however, using three array layers the
optimization can be successfully achieved. This has been demonstrated in the design of a
1 m reflectarray for 10 % bandwidth at 12 GHz [15].

Having completed the reflectarray design, its radiation pattern can be determined next.
This task can be accomplished using the information about the tangential component of
the reflected electric field over its aperture. This approach uses the EM field equivalence
principle in which the residual backward field due to feed is neglected. In practice, the
radiation pattern calculations are performed in a different manner when the two phasing
mechanisms, one employing the fixed-size patch with variable stubs and the other using
the variable size patches, are assumed. For patches with variable-length stubs, without or
with rotations, the preferable approach is to treat the reflectarray as a planar phased array of
patches [18, 20, 21]. In this case, mutual coupling effects between individual elements are
neglected, although they might be taken into account during the procedure of determining
the phasing curves. For the without-rotation case, when all the patches are copolarized, the
far-field pattern can be written [18, 20] as

E�R0� �0��0� = e−jk0R0

R0

∑
m

∑
n

Emne−jk0�rmn−z+�̄·R0�+j�mn (11.9)

where Emn = �Fmn/rmn�A�r̂mn · r̂c�A�r̂c · ẑ�, Fmn is the pattern function of the feed to the mnth
patch, A�·� is the pattern function of the mnth patch, r̂c is the unit vector from the feed to the
centre of reflectarray, r̂mn is the unit vector from the feed to the mnth patch, rmn is the distance
between the feed and the mnth patch, �̄ is the position vector of the projected aperture on the
z = 0 plane, and �mn is the phase delay due to the open-circuit stub connected to the mnth
patch. Note that expression (11.9) neglects the field terms concerning the specular reflection
from the ground and due to the diffraction at the edges of the ground-plane [21].

For the reflectarrays designed using variable-size patches, the radiation pattern is obtained
by treating the array as an assembly of unit cells [24, 25]. In this case, the far-field expression
is given by

E�R0� �0��0� = e−jk0R0

R0

∑
m

∑
n

¯̄Q��0��0� �mn��mn�
[ ¯̄R��mn��mn�

+ ¯̄S��mn��mn�
]

Ef ��mn��mn�ejk0�xmn sin �0 cos �0+ymn sin �0 sin �0� (11.10)

where xmn� ymn are the coordinates of the centre of the mnth patch, �mn��mn are the angles
of incidence from the feed to the mnth patch, and Ef ��mn��mn� is the field pattern of the

feed including the e−jk0Rmn/Rmn dependence. The dyadics ¯̄R��mn��mn� and ¯̄S��mn��mn� have
already been introduced in Equation (11.3). The dyad ¯̄Q��mn��mn� accounts for transforma-
tion from a plane wave field to a spherical wave and is related to the radar cross-section of
a rectangular plate [24]:

¯̄Q = −jAB

�2
0

êr êi�ẑ · êr × ĥi� (11.11)

where A, B are the dimensions of the unit cell, êr� êi are unit vectors representing the
polarizations of the incident and reflected waves, and ĥi represents a unit vector in the
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(a) (b)

Figure 11.10 A 161-element two-layer printed microstrip reflectarray with variable-size patches:
(a) multilayer structure construction and (b) mechanical layout [26].

direction of the incident magnetic field. The expression (11.10) includes both co- and cross-
polar components of the radiated field. Note that in contrast to (11.9), expression (11.10)
takes into account the specular reflection from the ground.

Usually, the theoretically predicted radiation patterns are compared with the measured
ones [18, 19, 24, 25]. A relatively good agreement between simulated and measured radiation
patterns obtained by many researchers gives the confidence in the developed theoretical tools
for designing and assessing the performance of reflectarrays with various types of phasing
mechanism.

The following figures show examples of single-beam microstrip reflectarrays, which have
been reported by the authors and other researchers in the antenna literature. Figure 11.10
shows the construction details of a small dual-polarized reflectarray for operation at the
Ku-band, which was reported in Reference [26]. In this design, the horn is pointing directly
at the centre element of the reflectarray offset by an incident angle, �i = 20�, away from
the broadside direction. The 161-element microstrip reflectarray is of elliptical shape and is
aimed for dual-linear polarization with an offset feed to scan the main beam in the direction
�r = 20�.

Figure 11.11 shows a breadboard of 406 mm diameter of a two-layer reflectarray with
patches of variable size. The reflectarray was designed to radiate a pencil beam in the direction
�0 = 25���0 = 0� at 11.95 GHz for two orthogonal linear polarizations. A commercial horn
is used with its phase centre located at coordinates Xf = −150� Yf = 0�Zf = 300 mm with
respect the reflectarray centre. Figure 11.12 shows the co- and cross-polar patterns in the
XZ plane measured at 11.95 GHz for X polarization (with the tangential electric field on the
reflectarray surface in the x direction). The simulated patterns are also represented, which
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Figure 11.11 Two-layer breadboard for dual polarization. (From Reference [25]. © 2001 IEEE.
Reproduced by permission of the IEEE.)
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Figure 11.12 Comparison between theoretical and measured patterns. (From Reference [25]. © 2001
IEEE. Reproduced by permission of the IEEE.)
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Table 11.2 Comparison of features for single- and two-layer reflectarrays.

Reflectarray [52] Reflectarray [18] Two-layer prototype [25]

Central frequency (GHz) 9.75 9.075 11.95
Band (GHz) 9.5–10.0 8.85–9.5 11.5–12.4
Band (%) 5.1 7.2 11.5–12.4 16.7
Polarization Linear Dual linear Dual linear
F/D 0.9 0.87 0.84
Radiation angle (deg) 25 30 19
Surface/�2 261.6 383.0 205.5
Maximum directivity (dBi) 34.7 36.2 33.8
Measured directivity (dBi) — — 32.47
Measured gain (dBi) 30.5 33 31
Gain variations (dB) 1.5 3 0.3 1.5
Cross-polar (dB) ≤ −17 ≤ −25 ≤ −26

are in very good agreement with the measurements. The results obtained for the orthogonal
polarization were similar and are not included here.

The features of the measured prototype are compared in Table 11.2 with the measured
results of the single-layer reflectarrays in References [18] and [52]. It is clear that the two-
layer prototype offers better characteristics in terms of bandwidth, gain stability, and cross-
polarization. For this design, a bandwidth of 16.7 % has been achieved for gain variations of
only 1.5 dB (±0.75 dB). It has been proved that the maximum measured cross-polarization
(−26 dB) corresponds to that generated by the commercial feed, where the cross-polarization
produced by the reflectarray is in the order of −30 dB.

11.5 SHAPED-BEAM REFLECTARRAYS

So far, the considerations have focused on the design of single-beam microstrip reflectarrays
featuring single, dual or circular polarization using single- or multilayer patch/substrates.
The design procedure follows the guidelines for conventional parabolic reflector antennas
accompanied by reflection coefficient phase simulations of the elements forming the planar
reflector.

The possibility of an independent phase adjustment for each reflectarray printed element
can be used to another advantage, which concerns multibeam or shaped-beam operations. In
particular, such antennas are welcome for direct broadcast satellite (DBS) application. In this
application, a large-size antenna positioned on board of a stationary satellite is required to
produce a number of high-gain beams, or a contoured beam, towards highly populated areas
and low-density radiation towards the remaining areas, for example representing other parts
of a continent or ocean. For contoured beam applications, the radiation patterns have to follow
the prescribed radiation outlines, usually accompanied by very demanding specifications in
terms of gain, cross-polarization discrimination, and isolation. One solution to this problem
is to use a parabolic reflector antenna with a cluster of feed elements [53]. Hundreds of
waveguide feeds can be employed for this purpose. This is the case of the Intelsat VI
satellite [53] where two sets of 146 C-band dual-polarized horns are used for transmit and
receive purposes. The use of clusters of feeds has advantages such as in-built redundancy
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and frequency reuse. Also, providing that the feeds are phased, the beam shape can be
reconfigurable. An alternative method for producing a shaped beam is via the use of a single
feed illuminating a shaped reflector. In this case, the reflector has to be shaped (deformed
in a continuous manner) so that the radiated beam pattern meets the specified contour
specifications. The task of obtaining the desired reflector shape is not trivial. However,
it can be facilitated with the use of modern antenna design software packages such as
COBRAW and POS, as offered by TICRA [54]. This software is based on physical optics
and uses a minimax optimization engine driving a reflector analysis program to arrive at
a smoothly curved reflector shape to meet target directivity within a given geographical
contour. The output of the program is defined either in the form of Zernike polynomials or
spline coefficients, which describe the reflector surface.

An already accomplished design of a shaped reflector can form the basis for designing a
shaped beam microstrip reflectarray. This approach has been demonstrated in Reference [55]
where the authors had an access to the parameters of the Ku-band shaped reflector, which
produced a specified contour beam for the European continent. To obtain the same beam
pattern with a reflectarray, they applied geometrical optics to translate the aperture phase,
which was available for the shaped reflector, to the patch reflection phase. The remaining
design step was realization of the phase data across the planar aperture by using variable-size
patches. This step is analogous to the one for realizing a single-beam reflectarray, which has
already been covered in an earlier section of this article. In Reference [55], the undertaken
approach has been fully demonstrated by manufacturing and testing an elliptically shaped
(110 cm × 90 cm) single-layer microstrip reflectarray illuminated by a linearly polarized
horn antenna. It has been found that the manufactured reflectarray provided illumination of
99 % of the specified coverage area with the minimum desired directivity of 23 dB in the
14 GHz frequency band. In their conclusions, the authors of Reference [55] indicated that a
better method would be to find the required reflectarray excitations by applying the power
pattern array synthesis directly, without the intermediate step of shaped reflector synthesis.
This alternative approach to designing shaped-beam reflectarrays has been demonstrated in
References [56] to [60].

In contrast to Reference [55] the work in References [56] to [60] has concentrated on
dual-polarization and multiple-layer microstrip reflectarrays. The use of two- and triple-layer
configurations used in these designs allowed for more degrees of freedom in order to obtain
the specified beam contours over a given frequency band [59]. Using two layers of patch
arrays, the bandwidth of the phase-shifter element is drastically improved, as pointed out
during the discussion of the various phasing mechanisms, and this is sufficient for designing
moderate-size reflectarrays with an increased operational bandwidth. On the other hand,
three-layer structures provide more flexibility for achieving the required reflection phase
values at different frequencies, i.e. to compensate the phase delay in a frequency band.
Therefore, a three-layer configuration is preferred for large reflectarrays, and particularly in
contoured beam reflectarrays, to reduce the contour distortions in the operational frequency
band of the antenna, as demonstrated in Reference [59].

The direct synthesis of a reflectarray amplitude pattern creates a significant challenge
due to the highly nonlinear nature of the problem, which leads to the use of iterative
numerical techniques to obtain the desired solution. Under the previously stated assumption
that the amplitude of the reflection coefficient of each reflectarray element is unity, the
amplitude of the reflections from individual cells forming the planar aperture becomes
fixed by the radiation pattern of the feed. Thus, the only variables to be optimized in
Equation (11.10) are the reflection coefficient phases of the reflectarray printed elements.
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A phase-only synthesis technique must be applied. The power pattern synthesis method
utilized in References [58] to [60] relies on the alternating projections technique, which
was first applied to array pattern synthesis in Reference [61]. In this technique, two sets
are considered: the available radiation patterns associated with the reflectarray geometry
(R) and the radiation patterns that fulfil the required specifications with an arbitrary shape
(M), both defined at the design frequency. The synthesis consists of minimizing the distance
between the two sets by projecting from R to M and vice versa successively. To accomplish
that task with flexibility (introduction of constraints in the excitations) and efficiency (fast
algorithm even for large number of elements), suitable definitions of the corresponding
projector operators are required, as described in References [60] and [61]. The choice of the
starting pattern belonging to set R becomes very important in order to avoid the chance that
the iterative synthesis process converges to a nondesired solution (represented by a local
minimum). The more the number of elements (variables), the higher the degrees of freedom
in the synthesis and, consequently, the more local minima make it difficult to achieve good
convergence of the method. Two different general choices are considered. The first one
takes as a starting phase distribution the one that is associated with the radiation pattern
of several pencil beams that approximate the desired shaped beam [56]. The second one,
simpler than the first, considers an out-of-focus beam being properly directed. Then, the
initial radiation pattern is projected into set M, by modifying the gain up to the specified
levels. From this modified radiation pattern that fulfils the requirements, both amplitude and
phase distributions are obtained by using a two-dimensional fast fourier transform (FFT)
algorithm. The projection into the R set is performed by changing the amplitude at each
element to the value imposed by the feed. The process is repeated until the algorithm
converges to a minimum distance between the two sets.

When applying the synthesis method to a reflectarray with several hundreds or thousands
of elements (DBS antennas), the convergence to a local minimum where the shaped pattern is
synthesized with narrow holes inside it is very common. To overcome this problem, the opti-
mization process is carried out in several stages where the illumination on the reflectarray’s
edge is gradually increased from one stage to the next one [60]. The flowchart associated
with the stepped pattern synthesis is shown in Figure 11.13. The feed-power radiation pattern

Starting phase distribution
Power pattern of the
feed-horn cosq(θ) q initial

Reflected field on the passive array

ALTERNATING PROJECTIONS METHOD

q > q0 reduce q factorIntermediate optimized
phase distribution

YES YES

Final optimized phase distribution + cosq0(θ)

Synthesized radiation pattern

NO

Figure 11.13 Phase-only synthesis technique consists of a several-stage process applied to
reflectarrays.
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is typically modelled as a cosine function to the exponent q, as in Equation (11.5), which
facilitates the variation of the taper of the amplitude distribution. The higher the taper, i.e. the
q factor, the smaller is the reflectarray’s edge illumination. In the first stage a very high taper
is usually chosen so that the illumination level near the border is very low, and hence only
the central part of the reflectarray surface contributes significantly to the resulting radiation
pattern. This is equivalent to reducing the size of the reflectarray and thus the number of
variables, since the outer elements undergo a negligible amplitude excitation. As a result
of the reduction of the number of variables, there is a smaller number of local minima.
Therefore, an improvement in the convergence is expected. The phase-only synthesis based
on the alternating projections technique is applied for a taper high enough that no holes
appear in the coverage region. In the following stages, the taper level is gradually decreased
(the level at the border increased) and the phase distribution obtained in the previous stage is
used as a starting point for the synthesis method. The procedure finishes with the phase-only
synthesis for the specified taper defined for q0 due to other antenna requirements, as for
instance spillover reduction, high illumination efficiency, or a compromise between the two
(maximum aperture efficiency). In case the field pattern of the feed is known, a final stage
of the stepped synthesis process can be realized where the cosine model is substituted by the
real field pattern, obtained from simulations or measurements. This last stage does not lead
to significant variations of the synthesized phase distribution if the feed antenna exhibits a
quasi-axisymmetrical radiation pattern, i.e. stepped circular, Potter, and corrugated horns, as
the modelled pattern does.

The above outlined procedure has been applied to designing a number of shaped beam
reflectarrays, which are presented here. The first design concerns a direct broadcast satellite
(DBS) application with Australia and New Zealand coverage [47, 58]. The information
concerning the required contours was obtained by accessing the information about Optus
B1 geostationary satellites. The available EIRP contours were translated into directivity
by subtracting 17 dBW due to the transponder power and then defined by applying the
student version of the program COBRAW, as offered by TICRA [54]. They are drawn
in Figure 11.14(a) with a thick grey line superimposed on to the world map expressed in
u and v coordinates referring to the reflectarray reference system (a translation from the
satellite coordinate system into the reflectarray one has been applied). It has to be mentioned
that the negative sign in the u coordinate is used to reflect the fact that the patterns are
seen from the satellite. The required directivity levels are 34 dBi for New Zealand, 27 dBi
for the coastal region including cities like Brisbane, Sydney, Melbourne, and Adelaide, 27
dBi for Perth, and 27 dBi for Broome, and not less than 23 dBi for other parts of the
Australian continent. The specifications so defined are suitable for use in the reflectarray
pattern synthesis summarized in Figure 11.13.

To achieve a contoured beam similar to that of the actual 2.4 m × 1.8 m reflector antenna
used on Optus B1 satellites, an elliptical planar reflectarray with axes of 1.9 m × 1.8 m
was assumed in the design. Note that Optus B1 uses a 38-element feed array while the
reflectarray only assumed a single feed. In order to achieve dual-polarization operation, a
periodic square cell structure forming the reflectarray was employed. With respect to the
selection of substrates and spacers, a two-layer structure formed by a Kevlar layer 0.105
mm thick covering a patch array supported over another Kevlar layer 0.16 mm thick was
assumed. Below this sandwiched structure a 3 mm-thick honeycomb layer was included.
These layers were repeated and the complete two-layer planar structure was supported by a
conducting ground-plane. Patch dimensions in the upper layer were assumed to be smaller by
a factor of 0.67 in comparison with the patches belonging to the lower layer. The thickness of
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Figure 11.14 Optus B1 DBS coverage: (a) required shaped-beam contours over the world map and
(b) directivity pattern of the double patch layer reflectarray at 12.5 GHz superimposed on to the
specified polygons.

the whole multilayer structure was approximately 6.5 mm. To allow propagation of only the
fundamental Floquet harmonic at the centre frequency of 12.5 GHz a cell size was chosen
of 14 mm, which is 0.58� at this frequency. This notion led to 13 460 elements forming the
reflectarray. With respect to the feed, an offset feed position was assumed 1.775 m away
from the reflectarray and 0.0 m (X direction) and −0.061 m (Y direction) with regard to its
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centre. The simulations were performed using the developed software described in Reference
[25] and Matlab routines for displaying the obtained results.

To complete the assessment of performance of the two-layer reflectarray design, the gain
radiation patterns at 12.25 and 12.75 GHz were determined. Figure 11.14(b) shows the
simulated radiation patterns for X-polarization (electric field parallel to the horizon). This
pattern was found to be in excellent agreement with the synthesized pattern [58]. Similar
results were achieved for the Y -polarization.

11.6 MULTIBEAM REFLECTARRAYS

The design procedure of a contour beam antenna is analogous to that used for multibeam
antennas. Multiple-beam reflectarrays can be designed using either single-feed or multifeed
arrangements. In the latter case, the antenna configuration and the design process is similar to
the one used in multifeed reflectors. Achieving several beams with a single-feed reflectarray
is possible due to the flexibility that is offered by the many individual phasing elements
forming a reflectarray. This task can be accomplished using multilayer patch configurations
and an accurate analysis and design method described in Section 11.4, which is demonstrated
as follows.

In order to radiate several pencil beams in the directions (�n��n), where n is an integer
number from 1 to the number of beams N , by a single reflectarray surface, the total tangential
field radiated can be considered as the superposition of the individual fields associated with
each beam, as given by

ER�xi� yi� = AR�xi� yi� ej�R�xi�yi� =
N∑

n=1

An�xi� yi� ej�n�xi�yi� (11.12)

where (xi� yi) are the coordinates of the centre of element i in the reflectarray (see
Figure 11.15(a)), An�xi� yi� and �n�xi� yi� are, respectively, the amplitude and phase on
element i to radiate a beam in the direction (�n��n). The phase distribution is a progressive
phase, given by

�n �xi� yi� = −k0 sin �n cos �nxi − k0 sin �n sin �nyi (11.13)

After performing the summation of the complex field distributions, the overall required
amplitude and phase distributions AR�xi� yi� and �R�xi� yi� in Equation (11.12) are obtained.
The phase distribution corresponding to the multiple beams can be implemented by simply
adjusting the phase shift at each element, as in the case of a single-beam reflectarray. When
the reflectarray is designed to produce the multibeam phase distribution, but with a smooth
amplitude variation imposed by the radiation pattern of the feed, normally the beams are
achieved in the required directions, but with high sidelobes produced by the difference in
amplitude. However, in some particular cases, as in the following example, a good multibeam
performance can be achieved by applying an appropriate design method.

Consider two symmetrical beams in the YZ plane at +27
5� and −27
5� from the Z axis
at 11.95 GHz that have to be obtained with a single feed placed in the XZ plane, as shown in
Figure 11.15(a). The required field in the reflectarray surface, given by expression (11.12),
becomes

ER�xi� yi� = 2A�xi� yi� cos �k0 sin�27
5��yi� (11.14)
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Figure 11.15 Two-beam reflectarray: (a) antenna geometry and (b) amplitude distribution in the y
direction.

which is real-valued as a result of the symmetrical beams. The absolute value of this
expression presents the periodical variations in the y direction associated with the cosine
function, as shown in the discontinuous line of Figure 11.15(b). The required amplitude for
the points separated by a semi-period (13.6 mm) is marked with circles.

For the reflectarray design the periodic cell is chosen as 13.6 mm × 13.6 mm (half a
period of the oscillations in amplitude), and the radiation pattern and position of the horn are
defined so that the amplitude of the incident field on the reflectarray, shown as a continuous
line in Figure 11.15(b), matches the values marked with circles. Once the phase distribution
and the feed position are defined, a two-layer reflectarray is designed, manufactured, and
tested. The design assumes dual-linear polarization. The structure is formed by two layers
of metallic rectangular patches printed on Cuclad (�r = 3
4) substrate 250 �m thick and
a ground-plane, separated from each other by 3 mm Rohacell (�r = 1
067) layers. The
breadboard is shown in Figure 11.16(a). The measured radiation pattern for E-polarization
(tangential electric field on the reflectarray in the x direction) is given in Figure 11.16(b),
which agrees very well with the simulated patterns. The patterns are also simulated and
measured at 11.7 and 12.2 GHz, showing a deviation in the beam directions of ±0
7� and
a reduction in gain less than 0.4 dB, in the whole frequency band. Similar patterns were
obtained for H-polarization but are not shown here. The dissipative losses measured in the
reflectarray are 0.35 dB.

For the multifeed arrangement, a reflectarray can be designed in a similar way as in
multifeed reflectors for multiple-beam applications with frequency reuse. The reflectarray
can be designed to generate a beam associated with each feed. The design simulates the
electrical behaviour of a parabolic reflector that generates a collimated beam in the direction
(�0��0) for a feed located at the focal point. When other feeds are located in the vicinity of
the focus, several beams are generated in the directions (�n��n), with subindex n varying
from 1 to the number of feeds. Figure 11.17(a) shows the radiation patterns at 12 GHz
for a 994 mm × 938 mm elliptical reflectarray with five feeds. One feed is placed at the
focus and the others are located in a plane perpendicular to the line from the focus to the
centre of the reflectarray. Some aberration effects can be seen in the radiation patterns for
the four surrounding beams due to the feed defocusing. This problem has been studied in
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Figure 11.16 Two-beam reflectarray: (a) breadboard and (b) measured radiation pattern at 11.95 GHz.
(From Reference [62]. © 2003 IEEE. Reproduced by permission of the IEEE.)
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Figure 11.17 Radiation patterns for a multifeed multibeam reflectarray: (a) without optimizations
and (b) for optimized feed positions.

parabolic reflectors [63], and optimal feed positions can be found to minimize the aberration.
Figure 11.17(b) shows the radiation patterns for the same reflectarray with the feeds located
at the optimal positions [63], where an improvement on the beam contour and lower sidelobe
levels are achieved. For further improvements, not only the feed positions but also the patch
dimensions in the reflectarray can be optimized.

11.7 FOLDED REFLECTOR ANTENNAS

The configurations of microstrip reflectarrays that have been considered so far are similar in
operation to conventional parabolic reflector antennas. This is because, like their conventional
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Figure 11.18 (a) Configuration of the folded reflector antenna; (b) illustration of the vector decom-
position of the incident and reflected electric field for 180� of the reflection phase-angle difference;
and (c) photographs of the developed prototypes for single- and multibeam operation. (From Reference
[59]. © 2004 IEEE. Reproduced by permission of the IEEE.)
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counterparts, they use a feed element and a reflector to produce a pencil or shaped beam. The
main difference concerns the shape of the reflector. The location of the feed away from the
reflector, in both antennas, is unwelcome in applications, in which the feed can be subject
to an accidental damage. This is the case of radar systems for automotive applications [64].
In order to overcome this problem, a folded reflector antenna structure, which employs a
reflectarray and a polarizing grid acting as an additional reflector and a shield, has been
proposed in Reference [65]. The configuration of this antenna is shown in Figure 11.18.

The antenna consists of a feed located within a printed reflectarray and a planar polar-
ization filter. As seen in Figure 11.18, the feed is a cylindrical waveguide feed horn, but a
planar array antenna may equally be used. The polarization filter is formed by a grid or a
resonant slot array, printed on a dielectric substrate, which acts as a radome. The detailed
operation of this antenna has been explained in Reference [66].

11.8 SUMMARY

This article has covered the principles of operation and design guidelines of microstrip
reflectarrays, which have been intensively researched over the last two decades at various
parts of the world. The reflectarrays that have been described here are able to produce
single- and multibeam operation with linear, dual-linear, or circular polarization. For the
target gain of up to 40 dB they are capable of providing high radiation efficiency that is
comparable with their parabolic reflector counterparts. The use of many phasing elements in
the reflectarray aperture allows a contoured beam operation to be obtained that is required in
direct broadcast satellite systems. Designs of such reflectarrays based on a flexible phase-only
synthesis procedure, accompanied by examples of working prototypes, have been covered in
detail. Another interesting application, which has been described here, deals with multibeam
reflectarrays, either single-fed or multi-fed spot and/or shaped beams. The design principles
accompanied by several examples of such antenna have been presented. Finally, it has been
shown that the reflectarray concept can also be utilized in folded reflector antennas for
automotive radar and communication applications.
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12.1 INTRODUCTION

Surface textures have been developed that can alter the electromagnetic boundary condition
of a metal surface to provide a variety of useful properties [1, 2]. Known as high-impedance
surfaces, or artificial magnetic conductors, these materials are typically built as subwave-
length mushroom-shaped metal protrusions. They can be analysed as resonant LC circuits, in
which the capacitance is provided by the proximity of the metal plates, and the inductance is
related to the thickness of the structure. Near their LC resonance frequency, these materials
provide a high-impedance boundary condition, and reflect incoming waves with a phase shift
of 0, rather than � as with an ordinary electric conductor. They are sometimes known as
artificial magnetic conductors because the tangential magnetic field is zero at the surface,
rather than the electric field, as with an electric conductor.

In addition to their unusual reflection phase properties, these materials have a surface
wave bandgap, within which they do not support bound surface waves of either transverse
magnetic (TM) or transverse electric (TE) polarization. They may be considered as a kind of
electromagnetic bandgap structure, or photonic crystal [3, 4] for surface waves [5]. Although
bound surface waves are not supported, leaky TE waves can propagate within the bandgap,
which can be useful for certain applications.

Engineered electromagnetic surface textures can be used to provide several important
properties for antenna applications. Because of their unusual boundary condition, high-
impedance surfaces can be used to build new kinds of low-profile antennas and to control
diffraction from metal structures. These materials can also be electronically tuned by incor-
porating varactor diodes between the capacitive plates. Tunable impedance surfaces can be
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used as simple, low-profile electronically steerable antennas. Finally, borrowing concepts
from holography, impedance surfaces can be patterned to provide arbitrary radiation patterns
from conformal surfaces.

12.2 HIGH-IMPEDANCE SURFACES

High-impedance surfaces typically consist of an array of metal protrusions on a flat metal
sheet. The protrusions are arranged in a two-dimensional lattice, and can be visualized
as mushrooms or thumbtacks protruding from the surface. High-impedance surfaces are
typically constructed as printed circuit boards, where the bottom side is a solid metal ground-
plane and the top contains an array of small (<< �) metal patches, as shown in Figure 12.1.
The plates are connected to the ground-plane by metal-plated vias to form a continuous
conductive metal texture. For greater capacitance, multilayer circuit boards with overlapping
plates can be used.

When the period is small compared to the wavelength of interest, it is possible to analyse
the material as an effective medium, with its surface impedance defined by effective lumped-
element circuit parameters that are determined by the geometry of the surface texture. A
wave impinging on the material causes electric fields to span the narrow gaps between the
neighbouring metal patches, which can be described as an effective sheet capacitance C. As
currents oscillate between the neighbouring patches, the conducting paths through the vias
and the ground-plane provide a sheet inductance L. These form a parallel resonant circuit
that dictates the electromagnetic behaviour of the material. Its surface impedance is given
by the following expression:

Zs = j�L

1 − �2LC
(12.1)

Figure 12.1 A high-impedance surface is built as a thin two-dimensional lattice of plates attached to
a ground-plane by metal-plated vias. The plates provide capacitance and the thickness of the surface
provides inductance. It may be modelled as an effective impedance surface, with the impedance
defined by a parallel resonant LC circuit. It has high electromagnetic impedance near its LC resonance
frequency.
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The resonance frequency of the circuit is given by

�0 = 1√
LC

(12.2)

Below resonance the surface is inductive and above resonance the surface is capacitive.
Near �0, the surface impedance is much higher than the impedance of free space.

12.3 SURFACE WAVE BANDS

The general behaviour of surface waves on an impedance surface is derived in several
electromagnetics textbooks [6]. The derivation proceeds by assuming a surface having an
impedance Zs and a wave that decays exponentially away from the surface with the decay
constant �, as shown in Figure 12.2.

It can be shown that TM waves occur on an inductive surface, in which the surface
impedance is given by the following expression:

Zs = j�
��

(12.3)

Conversely, TE waves can occur on a capacitive surface, with the following impedance:

Zs = −j��

�
(12.4)

In the above expressions, � and � are the permittivity and permeability of the space
surrounding the surface, which may be a vacuum, and � is the angular frequency of the wave.

Many of the important properties of the high-impedance surface can be explained using
the effective surface impedance model. The surface is assigned an impedance equal to that
of a parallel resonant LC circuit, as described above. The use of lumped circuit parameters
to describe electromagnetic structures is valid as long as the wavelength is much longer
than the size of the individual features. The effective surface impedance model can predict
the reflection properties and some features of the surface wave band structure, but not the
bandgap itself, which by definition must extend to large wave vectors.

The wave vector, k, is related to the spatial decay constant, �, into the surrounding space,
and the frequency, �, by the following dispersion relation:

k2 = �0�0�
2 + �2 (12.5)

Figure 12.2 A surface wave is a wave that is bound to a surface and decays into the surrounding
space.
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For TM waves Equation (12.5) can be combined with Equation (12.1) to find the following
expression for k as a function of �, in which � is the impedance of free space and c is the
speed of light in vacuum:

k = �

c

√
1 − Z2

s

�2
(12.6)

A similar expression can be found for TE waves by combining Equations (12.5) and (12.2):

k = �

c

√
1 − �2

Z2
s

(12.7)

Inserting Equation (12.3) into Equations (12.6) and (12.7), the dispersion diagram can be
plotted for surface waves, in the context of the effective surface impedance model. An
example of the complete dispersion diagram, calculated using the effective medium model,
is shown in Figure 12.3.

Below resonance, TM surface waves are supported. At low frequencies, they lie very
near the light line, indicated in Figure 12.3 by the dotted line with a slope equal to the
speed of light, c. The fields extend many wavelengths beyond the surface, as they do on
a flat metal sheet. Near the resonant frequency, the surface waves are tightly bound to the
surface, and have a very low group velocity. The dispersion curve is bent over away from the
light line. In the effective surface impedance limit, there is no Brillouin zone [7] boundary
and the TM dispersion curve approaches the resonance frequency asymptotically. Thus, this
approximation does not predict the bandgap.

Above the resonance frequency, the surface is capacitive and TE waves are supported.
The lower end of the dispersion curve is close to the light line and the waves are weakly
bound to the surface, extending far into the surrounding space. As the frequency is increased,
the curve bends away from the light line and the waves are more tightly bound to the
surface. The slope of the dispersion curve indicates that the waves feel an effective index of
refraction that is greater than unity. This is because a significant portion of the electric field
is concentrated in the capacitors.

Figure 12.3 The effective surface impedance model can determine many of the properties of the
high-impedance surface, including the shape and polarization of the surface wave bands. This is
the predicted surface wave dispersion diagram for a surface with sheet capacitance of 0.05 pF and
sheet inductance of 2 nH. The surface supports TM waves below the resonance frequency and TE
waves at higher frequencies. This model does not predict the bandgap, but it does predict a region of
radiative loss.
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The TE waves that lie to the left of the light line exist as leaky waves that are damped by
radiation, which can be modelled as a resistor in parallel with the high-impedance surface. The
damping resistance is the impedance of free space, projected on to the surface at the angle of
radiation. This blurs the resonance frequency, so the leaky waves actually radiate within a finite
bandwidth. Small wave vectors represent radiation perpendicular to the surface, while wave
vectorsnear thelight linerepresentradiationatgrazingangles. Inplaceofabandgap, theeffective
surfaceimpedancemodelpredictsafrequencybandcharacterizedbyradiationdamping.

In the effective impedance surface model described above, the properties of the textured
surface are summarized into a single parameter – the surface impedance. This model correctly
predicts the shape and polarization of the surface wave bands, and also the reflection phase,
to be described later. However, it does not predict the bandgap itself. For a more accurate
picture of the surface wave properties, a finite element numerical model can be used. The
metal and dielectric regions are discretized on a grid, and the electric field at all points on
the grid is described in terms of an eigenvalue equation, which may be solved numerically.
A single unit cell is simulated and Bloch boundary conditions [8] are used. The calculation
yields the allowed frequencies for each wave vector. An example high-impedance surface
is shown in Figure 12.4, along with the calculated dispersion diagram. The lowest band is
TM, the second band is TE, and both have a similar shape to that predicted by the effective
surface impedance model. A bandgap, within which the surface does not support bound

(a)

(b)

Figure 12.4 (a) The complete dispersion diagram can be obtained accurately using numerical
methods, and square lattices are often easier to simulate. The substrate, which is not shown, has a relative
dielectric constant of 2.2. (b) The lowest bands are qualitatively similar to that of the effective surface
impedance model. The finite element model also predicts a bandgap where bound surface waves of neither
polarization are supported, between the first two bands. It also predicts several higher bands.
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(a)

(b)

Figure 12.5 (a) Measurements were performed on a triangular lattice of hexagons, built on a substrate
with a relative dielectric constant of 2.2. (b) The high-impedance surface supports TM surface waves
at low frequencies and TE waves at high frequencies. Between these two bands is a gap, within which
waves of neither polarization are supported.

surface waves of either polarization, extends from the top of the TM band to the point where
the TE band crosses the light line. The finite element model also predicts additional higher
order bands that are not predicted by the simple effective surface impedance model.

Surface wave modes can be measured by recording the transmission between a pair of
small coaxial probes placed near the surface. Depending on their orientation, the probes will
excite surface waves with TM, TE, or both polarizations. An example of a high-impedance
surface and the measured surface wave transmission across a 12 cm sample is shown in
Figure 12.5 for both TM and TE polarizations. As predicted by both models described above,
TM waves are supported at low frequencies and TE waves are supported at high frequencies.
The TM and TE bands are separated by a bandgap within which bound surface waves of
either polarization are not supported.

12.4 REFLECTION PHASE

The surface impedance defines the boundary condition at the surface for the standing wave
formed by incident and reflected waves. For a low-impedance surface, such as an electric
conductor, the ratio of electric field to magnetic field is small. The electric field has a node
at the surface and the magnetic field has an antinode. Conversely, for a high-impedance



BANDWIDTH 337

Figure 12.6 The reflection phase was measured for the same surface as shown in Figure 12.5. The
phase is zero at the resonance frequency, but it approaches � for frequencies far from the resonance.
The phase crosses through 	/2 and −	/2 near the edges of the surface wave bandgap.

surface the electric field has an antinode at the surface while the magnetic field has a node.
Another term for such a surface is again an artificial magnetic conductor. Using the effective
surface impedance model described previously, the reflection phase can be determined for
the resonant textured surface described above. For a normally incident wave, the reflection
phase of the surface is given as follows:


 = Im
{

ln
(

Zs − �

Zs + �

)}
(12.8)

In the above expression, Zs is given by Equation (12.1) and � is the impedance of free
space. At very low frequencies, the reflection phase is � and the structure behaves like
a smooth metal surface. At higher frequencies, the reflection phase slopes downward and
eventually crosses through zero at the resonance frequency, where it behaves as a magnetic
conductor. Above the resonance frequency, the phase returns to −�. The phase falls within
�/2 and −�/2 when the magnitude of the surface impedance exceeds the impedance of free
space. The behaviour of the reflection phase predicted by Equation (12.8) is identical to
the measured result shown in Figure 12.6. This reflection phase curve was measured using
the surface shown in Figure 12.5. It is worth noting that for a wide range of geometries,
the edges of the surface wave bandgap occur at the same frequencies where the reflection
phase crosses through �/2 and −�/2.

12.5 BANDWIDTH

An antenna lying parallel to the textured surface will see the impedance of free space on
one side and the impedance of the surface on the other side. Where the textured surface
has low impedance, far from the resonance frequency, the antenna current is mirrored by an
opposing current in the surface. Since the antenna is shorted-out by the nearby conductor,
the radiation efficiency is very low. Within the bandgap near resonance, the textured surface
has a much higher impedance than that of free space, so the antenna is not shorted-out. In
this range of frequencies, the radiation efficiency is high.

The textured surface is modelled as an LC circuit in parallel with the antenna, and the
radiation into free space is modelled as a resistor with a value of the impedance of free
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space. The amount of power dissipated in the resistor is a measure of the radiation efficiency
of the antenna. The maximum radiation efficiency occurs at the LC resonance frequency
of the ground-plane, where the surface reactance is infinite. At very low frequencies, or at
very high frequencies, currents in the surface cancel the antenna current and the radiated
power is reduced. It can be shown that the frequencies where the radiation drops to half
of its maximum value occur when the magnitude of the surface impedance is equal to the
impedance of free space, as described by the following equation:

�Zs� = � (12.9)

In the above expression, � is the impedance of free space, and is given by the following:

� =√
�0/�0 (12.10)

Substituting Zs from Equation (12.1) into (12.9), allows � to be solved:

�2 = 1
LC

+ 1
2�2C2

± 1
�C

√
1

LC
+ 1

4�2C2
(12.11)

The terms in 1/��C�2 are typically small compared to the terms in 1/(LC), so will be
neglected. This approximation yields the following equation for the edges of the oper-
ating band:

� = �0

√
1 ± Z0

�
≈ �0

(
1 ± 1

2
Z0

�

)
(12.12)

In the above expression, Z0 can be considered as a kind of characteristic impedance of the
surface:

Z0 =√
L/C (12.13)

The two frequencies designated by the ± signs in Equation (12.12) delimit the range over
which an antenna would radiate efficiently on such a surface. The total bandwidth (BW) is
roughly equal to the characteristic impedance of the surface divided by the impedance of
free space:

BW = 
�

�0

≈ Z0

�
=

√
L/C√

�0/�0

(12.14)

This is the bandwidth over which the phase of the reflection coefficient falls between �/2
and −�/2, and image currents are more in-phase than out-of-phase. As noted in the previous
section, this range often coincides with the surface wave bandgap. It also represents the
maximum usable bandwidth of a flush-mounted antenna on a resonant surface of this type.
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It can be shown that the inductance of the surface L is equal to the product of the
permeability � and the thickness t. Using Equation (12.14) and substituting for L in Equa-
tion (12.13), a more useful expression can be obtained for the bandwidth of a thin (t << �)
nonmagnetic (� = �0) resonant textured ground-plane:

BW = 2�

�0

t (12.15)

In the above expression, �0 is the free-space wavelength at the resonance frequency. This
result is significant because it proves that the bandwidth is determined entirely by the
thickness of the surface, with respect to the operating wavelength. Note that the dielectric
constant of the substrate has no direct effect on the bandwidth, and dielectric loading cannot
be used to reduce the thickness, except at the expense of the bandwidth. A similar limitation
exists for all small antennas, and their bandwidth is determined by a relation analogous to
Equation (12.15), for three-dimensional problems [9–11].

12.6 ANTENNAS ON HIGH-IMPEDANCE SURFACES

In the frequency range where the surface impedance is very high, the tangential magnetic
field is small, even with a large electric field along the surface. Such a structure is sometimes
described as an artificial magnetic conductor. Because of this unusual boundary condition,
the high-impedance surface can function as a new type of ground-plane for low-profile
antennas. The image currents in the ground-plane are in-phase with the antenna current, rather
than out-of-phase, allowing radiating elements to lie directly adjacent to the surface, while
still radiating efficiently. For example, a wire antenna lying flat against a high-impedance
ground-plane is not shorted as it would be on an ordinary metal sheet.

An example of a horizontal low-profile antenna on a high-impedance ground-plane is shown
in Figure 12.7(a). A simple wire antenna is fed through the back of the surface by a coaxial cable,
in a manner similar to the monopole, and is bent over across the surface. The wire is typically
about a half-wavelength long at the resonance frequency of the surface. On a flat metal ground-
plane, a horizontal wire is shorted-out, and most of the power transmitted to the feed is reflected
back. However, on the high-impedance surface, a horizontal wire antenna is well matched if
operated within the bandgap, as shown by the return loss in Figure 12.7(b). The radiation pattern
in Figure 12.7(c) indicates that the antenna produces significant gain, despite being roughly 1
mm above the ground-plane. This is because the reflection phase of the surface is 0, rather than
	, as with an ordinary conductor. Thus, currents in the high-impedance surface reinforce the
currents in the wire, instead of cancelling them as a smooth metal surface does. This effect can
be used to build a variety of low-profile antennas that can lie directly adjacent to the artificial
magnetic ground-plane, such as antennas with various polarizations, including circular, as well
as various directive radiation patterns.

12.7 DIFFRACTION CONTROL

Surface textures such as artificial impedance surfaces can be used to control the diffraction
properties of a metal object for one or both polarizations. One way to visualize this is
through the support or suppression of surface waves. The high-impedance surface described
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(a) 

(b) 

(c)

Figure 12.7 (a) Low-profile antennas can be built on high-impedance surfaces, such as a horizontal
bent wire antenna that is a small fraction of a wavelength above the surface. (b) The measured return
loss of the horizontal wire antenna on the high-impedance surface (dark line) is low within the bandgap.
On a smooth metal ground-plane (light line) the antenna is shorted and does not radiate. (c) The
radiation pattern of the horizontal wire antenna on the high-impedance ground-plane is symmetrical,
and the E-plane pattern (dark line) is very similar to the H-plane pattern (light line).

above suppresses TM, TE, or both polarizations, depending on the resonance frequency of
the surface and the bandgap, in relation to the frequency of interest.

One example of where diffraction control can be useful is in the generation of circular
polarization. The task of designing an antenna that transmits or receives in circular polariza-
tion over a wide range of angles is often complicated by the presence of the metallic structures
on which the antenna is mounted. For example, antennas on a flat metal ground-plane will
tend to emit in vertical polarization at low angles, because horizontal fields are shorted by
the metal surface while vertical fields can propagate along the metal. The polarization purity
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of a wave is often described in terms of its axial ratio, which is the ratio of the major axis
to the minor axis of the polarization ellipse.

A simple aperture antenna, shown in Figure 12.8, demonstrates the use of the high-
impedance surface as a means of improving the symmetry of the radiation pattern. The
aperture was the open end of a standard Ku-band rectangular waveguide, which was attached
to a similarly sized rectangular hole in the centre of a high-impedance ground-plane. In this
particular case, the surface has a bandgap that spans from 12 to 18 GHz. The results from
this surface can be compared to an identical aperture antenna with a metal ground-plane of
the same size.

While the radiation pattern is somewhat affected by the shape of the aperture, it is
primarily determined by the geometry of the surrounding ground-plane and the electromag-
netic boundary condition of that surface. The flat metal ground-plane supports the propagation
of TM polarized waves, because in these waves the electric field is perpendicular to the metal
surface. Waves with this polarization can propagate for long distances in close proximity
to a metal surface. For this reason, the E-plane radiation pattern in Figure 12.9(a) is quite
broad. TE waves, on the other hand, cannot propagate at grazing angles to a metal surface
because their transverse electric field is shorted by the conducting surface. The H-plane is
therefore much narrower. This is the expected radiation pattern for an aperture antenna in a
conducting ground-plane.

On the textured ground-plane, the pattern is much more symmetrical, as shown in
Figure 12.9(b). This can be attributed to the suppression of both TM and TE surface waves
near the resonance frequency. The gain is also higher in the forward direction, which can be
attributed to standing waves that occur at the resonance frequency and surround the aperture,
and cause a slight increase in the effective aperture area. The radiation patterns shown here
are for 13 GHz, within the bandgap. The antenna produces a similar pattern throughout most
of the bandgap region. However, as the frequency is increased towards the upper edge where
leaky TE waves are supported, the H-plane actually becomes broader than the E-plane, as
shown in Figure 12.9(c). If a ground-plane were to behave as a magnetic conductor, a broad
H-plane and a narrow E-plane would be expected – the opposite of the electric conductor.
Thus, in this way the textured surface mimics a magnetic conductor.

Figure 12.8 The side view (left) and front view (right) of our aperture antenna in a high-impedance
surface. The unit cells of the high-impedance surface measure 3.7 mm and the size of the ground-plane
(not shown to scale) is 12.7 cm. The aperture is fed by a coax to Ku-band rectangular waveguide
transition.
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(a)

(b)

(c)

Figure 12.9 (a) The radiation pattern of an aperture antenna in a conventional metal ground-plane.
The E-plane (light line) has a much broader pattern than the H-plane (dark line) because horizontally
polarized waves are shorted out by the metal surface, while vertically polarized waves are allowed. (b)
The radiation pattern of the aperture antenna in the high-impedance surface. The E-plane and H-plane
are nearly identical at the resonance frequency of the surface, where waves of both polarization are
suppressed. (c) The radiation pattern of the aperture antenna in the high impedance ground-plane near
the edge of the TE band. The H-plane is broader than the E-plane, as would be expected if the surface
were a magnetic conductor.
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12.8 TUNABLE IMPEDANCE SURFACES

The resonance frequency and the reflection phase of a high-impedance surface can be tuned
by changing its effective capacitance by adding tunable lumped capacitors. Because the
reflection phase is determined by the frequency of the incoming wave with respect to the
resonance frequency, such a surface can perform as a distributed phase-shifter, and can be
used to build simple electronically steerable antennas.

An electrically tunable impedance surface can be built by connecting neighbouring cells
with varactor diodes. Changing the bias voltage on the diodes adjusts their capacitance and
tunes the resonance frequency. In order to supply the required voltage to all of the varactors,
half of the cells are alternately biased and the other half are ground in a checkerboard pattern,
as shown in Figure 12.10. At the centre of each biased cell, a metal via passes through a hole
in the ground-plane and connects to a control line located on a separate circuit layer on the
back of the surface. The varactors are oriented in opposite directions in each alternate row, so
that when a positive voltage is applied to the control lines, all the diodes are reverse-biased.
By individually addressing each cell, the reflection phase can be programmed as a function
of position across the surface. By programming the reflection phase as a function of position,
the tunable impedance surface can be used as an electronically steerable reflector [12].

While a reflector geometry is the simplest way of building electronically steerable antenna
with the tunable impedance surface, it is only useful for applications where a space feed
can be used. For applications requiring conformal printed antennas, the tunable impedance
surface can be used as the basis for an electronically steerable [13] leaky wave antenna
[14–17]. In this case, a surface wave is excited directly in the surface and then radiates
energy into the surrounding space as it propagates. This method involves programming the
surface with a periodic impedance function that scatters the surface wave into free space.
The period of the surface impedance can be varied to change the phase-matching condition

Figure 12.10 A tunable impedance surface consists of a high-impedance surface in which adjacent
cells have been connected by varactor diodes, which have voltage-tunable capacitance. Half of the vias
are grounded, but the other half are attached to a voltage control network on the back of the surface.
The grounded and biased plates are arranged in a checkerboard pattern.
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between the surface wave and the space wave, and thus steer the radiated wave. The beam
can be electronically steered over a wide range in both the forward and backward directions.
The decay rate of the surface waves can also be controlled independently of the beam angle
to allow adjustment of the aperture profile.

To build a steerable leaky wave antenna, a feed structure is integrated into the tunable
surface, such as the flared notch antenna shown in Figure 12.11. It can be as close as a small
fraction of a wavelength from the surface, but it should not be close enough to detune the
capacitance between the plates below it. A flared notch antenna will generate TE waves or
a wire antenna can be used for TM waves.

A periodic pattern of voltages is applied to the tunable surface to create a periodic
surface impedance function. When waves propagate across the surface, they are scattered
by the nonuniform surface impedance. The scattered energy radiates at an angle determined
by the wave vector of the surface wave and the periodicity of the surface impedance. The
radiation angle may be determined by assuming that a wave launched into the surface feels
an effective refractive index of neff . Its wave vector is k0neff , where k0 = 2	/� is the free-
space wave vector. The surface impedance has period p, corresponding to a wave vector
kp = 2	/p. The scattered radiation in free space must have a total wave vector of k0 and
phase matching requires that it have a component parallel to the surface, which is equal to
the sum of the wave vectors of the surface wave and the surface impedance function. As
illustrated in Figure 12.12, the radiation is scattered into the forward direction if kp < k0neff

and is scattered backward if kp > k0neff . In general, the radiation angle is given by the
following expression:

� = sin−1

(
k0neff − kp

k0

)
(12.16)

Radiation

Surface wave

Tunable impedance surface

–θ +θ

Flared notch antenna

Figure 12.11 The tunable impedance surface can be used as an electronically steerable leaky wave
antenna by incorporating a conformal feed, such as a flared notch antenna. The surface wave propagates
away from the antenna, but the radiation can propagate in either the forward or backward direction,
depending on the phase-matching condition at the surface.
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(a) (b)

Figure 12.12 The direction of radiation is determined by phase matching at the surface. The tangential
component of the wave vector of the space wave must match the difference between that of the surface
wave and that of the periodic surface impedance. (a) Forward leaky waves are generated when the
surface impedance has a period that is greater than the wavelength of the surface waves, corresponding
to a shorter wave vector. (b) Backward leaky waves are generated when the period of the surface
impedance is shorter than the wavelength of the surface wave.

(a) (b)

Figure 12.13 The surface can be configured for either forward or backward leaky wave radiation.
This shows examples of the leaky wave radiation patterns when the surface is programmed for (a)
forward radiation and (b) backward radiation.

For backward leaky waves, the energy still travels outward from the feed, so its group
velocity is in the forward direction, but its phase velocity, which determines the radiation
angle, is in the backward direction. Leaky wave structures capable of backward or broadside
radiation have been studied extensively [18–20], but tunable impedance surfaces are novel
because they can be electronically reconfigured to steer continuously from the forward to
the backward direction at a single frequency. Figure 12.13 shows examples of radiation in
both the forward and backward directions.

12.9 HOLOGRAPHIC ARTIFICIAL IMPEDANCE SURFACES

A common problem for designers of planar antennas is their integration into complex
metallic objects while maintaining the desired radiation pattern. Simple shadowing by the
surrounding structure can result in deep, wide nulls in the radiation pattern, so it can be
nearly impossible to achieve appreciable radiation to some angles. Furthermore, the antenna
excites currents in the surrounding structure, and these currents contribute to the radiation
pattern in unexpected ways. Artificial impedance surfaces can provide a way to control the
electromagnetic scattering and the propagation of surface currents around complex metallic
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shapes, to simultaneously enable greater flexibility in the design and position of conformal
antennas and more control over the radiation pattern.

Artificial impedance surfaces do not need to contain all elements of the high-impedance
surfaces discussed above; they can be created with a variety of simple planar metal patterns.
The material used here consists of a grounded dielectric layer covered with a pattern of
square conductive patches, avoiding the use of vertical vias for simplicity. The patches are
small compared to the wavelength of interest, so their scattering properties can be described
in terms of their effective surface impedance. By varying the geometry of the patches, the
surface impedance can be controlled as a function of position.

The surface impedance is designed using a method that is analogous to optical holography,
as the interference pattern between the expected antenna currents and the desired radiation
fields. Currents from the antenna are scattered by the modulated surface impedance to
produce the desired radiation pattern. The surface impedance can be designed so that surface
currents propagate over a desired distance before being scattered into free space, so the
radiation can reach regions that are not in the direct line of sight of the antenna. This method
decouples the performance of the antenna from the shape of the body to which it is attached
and its location on that body, thus allowing new kinds of conformal antennas that were not
previously possible.

Holographic artificial impedance surfaces combine concepts from three fields: (1) leaky
waves on modulated impedance surfaces, (2) holographic antennas, and (3) artificial electro-
magnetic media. The study of leaky wave antennas dates back as far as the mid 1950s [21].
Many early leaky wave antennas involved dielectric structures in which the thickness was
modulated [22, 23] or tapered [24] to vary the effective surface impedance. Oliner and Hessel
[25] developed a comprehensive model of leaky waves on modulated impedance surfaces.
This model describes how the propagation and radiation of leaky waves are controlled by
the surface reactance, modulation depth, and period, and it serves as a foundation for the
thin printed leaky wave antennas described here.

12.9.1 Generation of Microwave Holograms

The surface impedance is designed using the concept of holography. Originally demonstrated
at optical frequencies, holography involves producing an interference pattern using two
waves, one representing the object to be imaged, as illuminated by a laser beam, and the other
representing a reference plane wave from the same laser. The interference pattern formed
by these two waves is recorded on photographic film. When the reference wave illuminates
the developed film, it is scattered to produce a copy of the original image wave.

Microwave holography [26, 27] works in much the same way. A source antenna produces
the reference wave and the desired radiation pattern corresponds to the image wave. The
microwave hologram is a collection of scatterers arranged on the interference pattern between
these two waves. Like the optical analog, the microwave hologram scatters the reference
wave to produce the image wave. The reference wave can either be a surface wave [28] or
a plane wave propagating parallel [29] or perpendicular [30] to the surface. Most traditional
holographic antennas involve metal strips or dipoles [31, 32] that are printed on a dielectric
layer. However, silicon-based steerable holographic antennas have also been studied [33, 34].
Recent work shows that holographic antennas are capable of high efficiency if the surface and
feed are properly designed [35]. All of these previous structures can be considered as binary
holograms – they consist of discrete scatterers or alternating regions of metal and dielectric.
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Figure 12.14 A microwave hologram generated as the interference pattern between a point source
and a plane wave propagating at 60� to the surface.

Artificial impedance surfaces allow a continuous variation in the surface impedance, which
provides greater control over the scattering properties of the surface.

An example of a microwave hologram is shown in Figure 12.14. The interference pattern
that is formed by a point source in a two-dimensional plane and a plane wave propagating
60� from normal to that plane appear as a pattern of ellipses.

12.9.2 Characterization of Artificial Impedance Surfaces

Traditional holographic antennas are built using discrete scatterers, usually either metallic
strips or dipoles. Designs based on alternating regions of electric and magnetic conductors
have also been studied numerically [36]. Artificial impedance surfaces provide a continuously
variable surface impedance. Implemented as a lattice of subwavelength metallic patterns,
they produce an effective surface impedance that depends on the geometry of the metal
shapes. Compared to the previously studied binary holograms, artificial impedance surfaces
allow greater control over the radiation properties of the antenna.

Various kinds of artificial impedance surfaces have been studied in the past, such as pin-
bed structures [37] and high-impedance surfaces [2]. These materials can be combined with
the concept of tunable impedance surfaces [12] to allow for completely arbitrary electronic
reconfigurability of the surface scattering properties. Because the metallic patterns in these
structures are small compared to the wavelengths of interest, they can be described in terms
of effective medium properties such as the effective surface impedance. This permits the
use of fast numerical methods that can analyse structures that are many wavelengths in size,
without modelling the detailed structure of the material, which would render the problem
impractically large.

One implementation of an artificial impedance surface is a lattice of subwavelength metal
patches on a grounded dielectric substrate. Figure 12.15 shows an example of a single unit
cell of such a surface, and the surface impedance range as a function of the gap between
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Figure 12.15 (a) The effective surface impedance of the lattice of metal regions is simulated with
a single unit cell, consisting of a small metal patch on a grounded dielectric slab. Periodic boundary
conditions are imposed on the opposing pairs of vertical walls. (b) Calculated reactance of the square
unit cell with a period of 3 mm on a 1.57 mm thick slab of dielectric constant 2.2, as a function of the
gap between neighbouring unit cells.

the metal patches, as calculated by Ansoft HFSS electromagnetic software. The impedance
range is plotted for the case of a phase difference of 72� between neighbouring cells. The
impedance is defined here as the ratio of the average electric to magnetic field above the
surface, for the eigenmode that satisfies the periodic boundary conditions on the cell walls.
For gaps ranging from 1 to 0.2 mm, the effective impedance varied from 161j to 234j � at
a frequency of about 17 GHz.

12.9.3 Holographic Artificial Impedance Surfaces

The holographic pattern shown in Figure 12.14 is combined with the impedance versus
geometry data shown in Figure 12.15 to determine the required geometry versus position on
the surface, and generated a pattern of squares. A small section of the nonuniform pattern
of metal squares is shown in Figure 12.16.

The surface is fed by a small monopole antenna inserted from the back, at the focus of
the ellipses shown in Figure 12.14. Currents generated by the monopole are scattered by
the holographic impedance surface to produce a narrow pencil beam at 60�, as shown in
Figure 12.17, with a gain of about 20 dBi. Thus, the holographic pattern has transformed the
initial wave (the currents from the monopole) into the desired wave (a plane wave at 60�). For
comparison, a monopole on a similar smooth metal surface produces the expected pattern,
shown on the same plot.

12.9.4 Propagation Around Curved Surfaces

Holographic artificial impedance surfaces can be used to design antennas on curved shapes
to have radiation properties that would ordinarily be impossible. To illustrate this concept,
a holographic pattern was designed to enable a monopole antenna on a conducting cylinder
to produce a narrow beam on the other side of the cylinder, towards a direction that is
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Figure 12.16 A small section of the artificial impedance surface showing a nonuniform lattice of
metal squares. The squares are small compared to the wavelength of interest, so the wave only sees
the effective surface impedance of the artificial medium.

otherwise shadowed. The monopole antenna generates surface currents that propagate around
the cylinder, and a holographic impedance surface was designed using the interference
pattern formed by those surface currents and a plane wave at 135� on the opposite side of the
cylinder, as shown in Figure 12.18. As the surface currents propagate around the cylinder,
they are scattered by the modulated impedance surface. The scattered radiation experiences
constructive interference to produce a narrow beam at 135� on the other side of the cylinder,
the angle for which the surface was designed. This is shown in Figure 12.19, along with the
radiation pattern of a similar monopole antenna on an ordinary conducting cylinder.

Figure 12.17 Radiation pattern of a monopole antenna on the holographic artificial impedance surface
(dark line) and on a flat conducting surface of the same size (light line). The patterned surface
transforms the monopole into a highly directive antenna.
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(b)(a)

Figure 12.18 (a) A cylinder covered with an artificial impedance surface that is designed to produce
radiation on the other side of the cylinder. (b) A diagram of the propagation of the surface wave (light
line) and the radiation produced by the surface wave (dark lines).

Figure 12.19 Measured radiation pattern of a point dipole antenna above the patterned cylinder (dark
line) and on a smooth conducting cylinder (light line). On the holographic artificial impedance surface,
radiation from the monopole antenna couples into a surface wave that wraps around the cylinder and
radiates in a controlled manner to produce a highly directive beam on the other side, at 135�.

12.9.5 Numerical Tools for Analysis and Design of Large Surfaces

Radiation patterns from artificial impedance surfaces have been computed using software
such as the FastScat electromagnetic scattering code [38, 39]. FastScat is a frequency-domain
boundary integral code using high-order Nyström discretizations and the fast multipole
method. Impedance boundary conditions for varying impedance surfaces are handled by
a suitable extension of the usual boundary integral operators; e.g. the extended combined
field integral equation has two additional integral operator terms that include the effects of
arbitrary surface impedance profiles. Surface impedance profiles are specified by functional
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Figure 12.20 Calculated radiation pattern of a point dipole antenna above the patterned cylinder
(dark line) and on a smooth conducting cylinder (light line). The calculated result agrees with the
measurement shown in Figure 12.19.

form; hence, a holographic impedance surface is fully characterized by the functional forms
of the desired radiation and surface waves. The modelled surfaces are then the smoothly
varying approximations (as shown in Figure 12.14) to the constructed patched surfaces (as
shown in Figure 12.16). The FastScat results for the cylinder shown in Figure 12.18 are
plotted in Figure 12.20. A simple point dipole above the cylindrical surface is used to model
the monopole excitation. Good agreement is found between the simulated and measured
results for both holographic impedance and conducting cylinders. This is important for two
reasons: (1) it shows that the effective surface impedance is sufficient to describe the surface
properties to allow for accurate prediction of the antenna performance and (2) because this
method does not require the simulation of the detailed structure of the surface, it can be used
to simulate large objects with practical computing resources. Thus, the holographic artificial
impedance surface method can be used to design thin printed antennas on large complicated
objects with a high degree of confidence.

12.10 SUMMARY

Subwavelength textures can be applied to metal surfaces to change their electromagnetic
properties. Thin coatings containing lattices of grounded metal plates can behave as a
high-impedance surface and can be analysed using a simple lumped circuit parameter model.
These surfaces have two important properties: (1) they suppress the propagation of surface
waves within a bandgap and (2) they provide a reflection phase of zero at the resonance
frequency. The bandwidth of these properties is related to the thickness of the surface.
High-impedance surfaces can be used for a variety of antenna applications, such as to build
new kinds of low-profile antennas or to control scattering by the nearby ground-plane.

Electronically tunable impedance surfaces can be built by incorporating varactor diodes
into the lattice. These can be used with a conformal feed to build electronically steerable
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leaky wave antennas. Using this technique, the radiation pattern can be steered over a wide
range of angles in both the forward and backward directions. Because it involves only printed
circuit boards, varactor diodes, and low-frequency control electronics, tunable impedance
surfaces can be used as a simple, low-cost alternative to traditional phased arrays.

The concept of holography can also be applied to artificial impedance surfaces to allow
antennas with novel radiation properties to be formed into curved shapes. Some of the
important capabilities of these antennas include the ability to achieve high gain towards
angles that are otherwise shadowed. This technique can be used to build high-performance
conformal antennas with arbitrary radiation patterns on complex objects.
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13.1 INTRODUCTION

The twenty-first century has been witnessing a tremendous demand for wireless (untethered)
communications and information services, such as Personal Communications Services (PCS –
3G, 4G, and beyond), wireless data networks and internet access, position location, naviga-
tion, roadway informatics, and wireless sensor networks. While cost and form factor (size and
weight) have been primary drivers in the commercial arena, military systems must also be
highly reliable, rapidly reconfigurable, aware of their user/location/environment, and robust
in the quality of service under a wide range of hostile environmental conditions. Of course,
in both arenas, by definition, mobility demands low power dissipation.

The necessity for low-cost and high-efficiency system implementations for these unteth-
ered communications and sensor capabilities has generated an explosion in the development
of integrated circuit and packaging technologies, in both commercial and military sectors.
For example, radio frequency integrated circuits (RFICs) and/or monolithic microwave (or
mm-wave) integrated circuits (MMICs) are generally packaged together with very large scale
integrated (VLSI) digital signal processing (DSP) and microprocessor (�P) control chips in
advanced multichip modules (MCMs) or system-in-package/system-on-package (SiP/SoP)
implementations. Figure 13.1(a) shows a conceptual diagram of such an MCM for an RF
wireless communications node. The figure shows the various functional chips fabricated in
different integrated circuit (IC) technologies (e.g. GaAs HBT for power amplifiers, SiGe
BiCMOS for low-noise receivers, and Si CMOS for baseband and digital processing),
connected to the system using conventional wirebonding or solder ball grid arrays (BGAs).
In addition, discrete high-quality passives (or embedded passives in the MCM carrier),
and even antennas, can be provided as well. A key advantage of this approach is that the
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Figure 13.1 Conceptual diagrams of (a) multichip module (MCM) and (b) system-on-a-chip (SoC)
implementations of an RF wireless communications node.

optimum technology for each system function can be selected (e.g. GaAs HBT of RF power
amplifiers, Si CMOS for mixed-signal/DSP, off-chip passives for high-Q). On the other
hand, the MCM approach leads to greater manufacturing costs due to the requirements for
handling, mounting, and connecting the different components. In addition, this approach may
suffer from lower reliability and lower manufacturing yields.

Meanwhile, significant strides have been made in the development of mixed-signal
integrated circuits combining RF, and low-frequency analog and digital functions on
the same chip, now commonly referred to as system-on-a-chip (SoC) implementations
[1, 2]. The development of such SoCs is motivated by lower packaging and handling
costs, greater reliability, reduced size of the overall electronic system, reduced parasitic
reactances and flexibility in impedance matching, the ability to incorporate on-chip digital-
domain filtering, frequency synthesis, etc. [3], and the ability to provide increased func-
tionality/multimode/multiband products (e.g. for interoperability between different wireless
standards and services) at low cost.

Figure 13.1(b) shows a conceptual diagram of an SoC implementation of an RF wireless
communications node. However, the SoC approach does present some potential drawbacks.
Firstly, SoC fundamentally limits technology flexibility, since by definition all functions
will be implemented in one given technology (e.g. SiGe BiCMOS or Si CMOS) – in other
words, the best technology is not necessarily being used for every function. For example,
on-chip passive components tend to have lower quality factors in comparison to their off-
chip counterparts. On the other hand, device engineers and IC designers continue to push
IC technologies (primarily silicon-based) and system architectures, respectively, such that
high-performance SoC implementations are becoming a reality [4]. Other issues with the SoC
approach include longer design cycle times and significant mask redesign costs, mixed-mode
noise/coupling issues, and thermal dissipation issues.

This chapter focuses on transceiver architectures that can lead to highly integrated RF
front-ends, particularly from the point of view of silicon SoC integration. However, the
architectures and design trade-offs to be discussed are also relevant to RF transceiver
module/system-in-package/system-on-package (SiP/SoP) implementations as well. The
chapter will also briefly discuss the implications of such architectures on the design of the
RF front-end–antenna interface.

13.2 WIRELESS SYSTEM-ON-A-CHIP

Figure 13.2 shows a conceptual block diagram of a wireless system-on-a-chip design. From
the antenna and RF transceiver to the microprocessor and baseband input/output, all compo-
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Figure 13.3 Block diagram of a generic digital wireless transceiver, i.e. the ‘transmitter/receiver’
block from Figure 13.2. Blocks are categorized by circuit type and process (after Reference [6]).

nents are integrated in a single semiconductor technology on a common substrate. Focusing
on just one part of the entire system, Figure 13.3 shows the block diagram of a generic
RF transceiver (transmitter and receiver) categorized by integrated circuit technology and
circuit type (RF, analog, or digital). While the digital components are implemented in Si
CMOS, the RF sections of the receiver and transmitter, along with the frequency synthesizer,
can be realized with different technology options. The optimum choice of semiconductor
technology is a complicated issue, involving performance, wafer cost, level of integration,
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and time-to-market [5]. Although the use of multiple technologies ultimately may not be
cost effective, it has traditionally been necessary to meet the stringent performance standards
of wireless communication systems. In contrast, ‘system-on-a-chip’ (SoC) integration offers
the possibility of a low-cost, low-power, single-chip solution where all the functions of a
wireless communication system are fully integrated in a single technology on a single IC.

One of the biggest drivers for SoC integration to date has been the mobile phone. The
merging of the ‘cell phone’ and the personal digital assistant (PDA), along with the desire
for pervasive, high-speed connections to the internet, is currently driving the commercial
marketplace. However, to maintain a constant pace of improving cost and performance, more
than simple transistor scaling is required; rather, computation and digital signal processing
and analog functionality must be married into an integrated, mixed-signal system [7].

A number of unique challenges must still be overcome before a true single-chip solution
is commercially viable. For instance, the substrate of the IC has a significant impact on
the performance of an RF-SoC. For Si CMOS-based technologies, the relatively conduc-
tive substrate typically employed in commercially available processes can couple undesired
spurious signals into the sensitive receiver front-end and corrupt signal reception. Likewise,
switching noise from high-speed digital circuitry can leak through the substrate into the
RF/analog receiver front-end in the mixed-signal environment. These problems are being
addressed through aggressive use of substrate isolation techniques, such as deep trench and
guard ring technologies [8, 9]. The conductive substrate also hampers the integration of
high-quality on-chip passive components, and most certainly antennas, which are required to
meet the high-frequency performance specifications of wireless systems. Integration issues,
such as the off-chip filters (e.g. surface acoustic wave (SAW) filters) used for image rejec-
tion in heterodyne receivers, motivate the exploration of alternative receiver architectures
[10]. Transceiver architectures that are more amenable to monolithic integration, such as
direct conversion or low intermediate frequency (IF), circumvent the need for multiple,
highly selective bandpass filters and thereby reduce the total number of off-chip compo-
nents [11]. Such architectures interface directly with the digital domain via analog-to-digital/
digital-to-analog converters (ADC/DAC), a process sometimes referred to as direct digital
downconversion (DDC) or upconversion (DUC). These architectures will be discussed in
detail in the next section.

With regard to this last point, digital conversion is critical for the implementation of
future software-defined radios (SDRs) [12]. In fact, it has been postulated that, ultimately,
the received RF spectrum of interest could be directly sampled by a high-speed ADC with
all subsequent processing being performed in the digital domain. However, although high-
speed/high-bit-depth data converters capable of sampling at the RF frequencies of interest
while meeting stringent dynamic range limitations are currently available, such converters
have extremely high power consumptions, which rules out their implementation in mobile
communication transceivers for the foreseeable future.

13.3 RECEIVER ARCHITECTURES

The ability of RF wireless receivers to distinguish a desired, faint signal from a spectrum of
undesired and potentially interfering signals is a remarkable feat in electrical engineering. For
more than 70 years, this reception of transmitted information was accomplished primarily
with Edwin Armstrong’s superheterodyne receiver topology. However, recent advances in
IC technology have generated a great deal of interest in alternative receiver architectures
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that can provide higher levels of integration. The following sections give an overview of the
dominant receiver architectures in use today.

13.3.1 Superheterodyne Receivers

Traditionally favoured for their high selectivity and sensitivity, heterodyne receivers down-
convert an RF signal to sequentially lower intermediate frequencies (IFs) for amplification
and filtering prior to baseband processing [13]. The block diagram of a generic heterodyne
receiver chain is shown in Figure 13.4 and illustrates its operation: the RF spectrum received
by the antenna is first filtered (1) to select the overall frequency band of the communications
system of interest; a low-noise amplifier (2) follows to boost the weak, desired signal and
offset the typically high noise figure of the subsequent filter (3) and mixer (4); the mixer
performs the frequency downconversion, translating the RF spectrum to an intermediate
frequency determined by the local oscillator (LO); a channel selection filter (5) is then
employed to remove nearby, in-band interferers; finally, a series of high-gain stages (6)
amplify the signal for envelope detection, demodulation, or conversion to the digital domain.
In practice, multiple IF stages are used as discussed below.

The process of downconverting the signal to a lower, intermediate frequency provides
at least two important advantages: selectivity and tunability. The first is related to the use
of an intermediate frequency; by translating the desired signal to a lower frequency, the
need for prohibitively high filter Qs is alleviated. As illustrated in Figure 13.4, sharp cutoff
filters (‘high-Q’) are needed at some point in the receiver chain to attenuate any nearby
interferers that can corrupt the reception of the desired signal. Since typical filters exhibit a
trade-off between their insertion loss and the Q of their component resonators [6], placing a
highly selective filter for channel selection at the front of the receiver introduces a significant
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Figure 13.4 Block diagram of the superheterodyne receiver topology (after Reference [6]).
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amount of loss. This loss requires a large amount of gain from the first stage of amplification
and significantly degrades the overall receiver noise figure since the first stage sets the
minimum noise figure in a cascade of components. In other words, the ability of the receiver
to detect very low power signals, known as sensitivity, is degraded by the increase in noise.

A second advantage of the superheterodyne is in the tunability of the receiver. Since the IF
is determined by the frequency of the LO, the centre frequencies of the filtering components
after the mixer can remain fixed and the LO tuned to give a fixed IF for a range of RF
frequencies. LO generation is typically done with a voltage-controlled oscillator (VCO)
(often embedded within a phase-locked loop). In practice, VCO tunability is considerably
easier than retuning the bandpass filter used for channel selection each time the RF frequency
to be received changes.

A major drawback to the superheterodyne topology arises from the problem of image
frequencies. In the mixing process, the intermediate frequency is defined as

fIF = �fRF − fLO� (13.1)

where fRF and fLO are the frequency of the RF and local oscillator signals, respectively.
After mixing the RF and LO signals, the polarity of the difference between the two signal
frequencies is not maintained; thus, fRF − fLO yields the same IF as fLO − fRF. In other
words, the superheterodyne architecture downconverts the bands located an equal �f on
either side of the LO to the same IF frequency (Figure 13.5). In terms of the IF, the image
frequency (fIM) is located at

fIM = fLO − fIF = 2fLO − fRF (13.2)

for low-side injection (i.e. the LO is lower in frequency than the RF) and

fIM = fLO + fIF = 2fLO − fRF (13.3)

for high-side injection (i.e. the LO is higher in frequency than the RF, as depicted in
Figure 13.5). The desired RF signal and the image are separated in frequency by 2fIF.
With the image and the RF signal translated to the same IF, the image signal represents
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Figure 13.5 The image problem in heterodyne receivers.
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an unwanted interference component corrupting the desired RF spectrum. Furthermore,
at a significantly high power level the image acts like an in-band interferer, potentially
desensitizing the receiver front-end from the desired signal due to gain compression. To
mitigate these effects, an image-reject filter (IRF) must be placed before the mixer to attenuate
the image sufficiently. This filter is designed to have minimal loss for the desired channel
and large suppression of the image.

The choice of the IF frequency determines the image frequency and impacts the rejection
of the image signal. A low IF allows for high selectivity and suppression of nearby interferers
since the channel selection occurs at a low frequency. With an IF close to baseband, highly
selective, active, analog filters, which are straightforwardly integrated on-chip, can perform
the channel filtering. However, a low IF places the image close to the desired RF signal and
limits the image rejection that can be achieved with practical filters at the RF frequency.
Therefore, alternative methods of image rejection (to be discussed below) must be employed
to reduce the image; otherwise, since the image cannot be attenuated without affecting the
desired signal, greater image corruption must be tolerated within the communication system.
On the other hand, a high IF results in substantial image rejection with an RF filter, since
the image is far away in frequency from the desired RF spectrum and thus well into the
rejection band of the (properly designed) image reject filter. However, with such a high IF,
the receiver selectivity suffers because at a higher frequency, highly selective – but higher
insertion loss – filters cannot be employed for channel selection and thus nearby interferers
are poorly attenuated. Basically, heterodyne receivers exhibit a trade-off between sensitivity
(image rejection) and selectivity.

To ease the trade-off between selectivity and image rejection, additional stages of down-
conversion with successively lower IFs are used. The sequence of IFs allows for partial
channel selection with increasing filter Qs at each lower IF and thus provides greater selec-
tivity without requiring highly selective, lossy filters. In modern heterodyne receivers, the
image-reject filter is typically a surface acoustic wave (SAW) device that is relatively large
and expensive, sensitive to impedance mismatches, and currently not suitable for on-chip
integration (although there is significant ongoing research on integrating such devices on
chip, for example using microelectromechanical system (MEMS) technology). Given the
push for higher levels of integration, this disadvantage has motivated designers to look at
alternative receiver architectures.

13.3.2 Low-IF Image-Reject Receivers

The low-IF receiver architecture is an extension of the superheterodyne approach, where the
intermediate frequency is very near baseband [14]. As mentioned in the previous section,
the choice of a lower IF allows for the substitution of the RF image rejection filter with
an IC-based approach for removing the image, for example an analog technique such as
the Hartley or Weaver architectures [6] or a ‘mixer-free’ digital technique like subsampling
with delay processing [15]. The performance of an image-rejection methodology can be
quantified with the image-rejection ratio (IRR), the ratio between the power of the desired
signal, Psig, and the power of the image, Pim:

IRR (dB) = 10 log�Psig/Pim� (13.4)

An IRR in the order of 70–80 dB is typically required in modern RF applications.
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In a Hartley receiver, the desired RF signal is first downconverted in quadrature (i.e. into
parallel ‘I’ and ‘Q’ signal paths) to a low IF and then low-pass filtered, typically with an
integrated active filter [16]. The filtered Q channel signal is then shifted by 90� relative to
the I channel, and the two channel signals are then summed. The 90� shift operation on the Q
branch reverses the polarity of the image component such that when the I and Q signals are
summed together, the images in each branch cancel; meanwhile, the desired signal simply
experiences a 90� shift in both paths and its spectrum is theoretically downconverted without
corruption by the image.

Alternatively, the Weaver architecture replaces the in-line 90� shift operation with an
additional set of quadrature mixers at the IF to achieve the same result. Basically, the second
I/Q mixing stage provides the additional 90� phase shift needed to result in image subtraction.
Figure 13.6 shows the block diagram of a low-IF receiver with quadrature outputs using the
Weaver architecture for image rejection. It should be noted that in this figure, analogue-to-
digital (A/D) conversion occurs after the image-rejection processing occurs in the analog
domain. However, it is also equally possible to perform the A/D conversion on the I and Q
signal paths after the first stage of (reasonably) low-IF mixing, and then perform filtering,
second-stage quadrature multiplication, and subsequent processing in the digital domain.
In this latter case, the first stage IF selected will drive the ADC speed requirements, and
consequently the power consumption of the receiver architecture.

However, since the second set of mixers downconverts the signal to a second IF, a second
image signal exists and must be accounted for. Similar to the first image, and relative to the
first IF, the second image is located at

fIM2 = 2fLO2 − fIF1 = 2fLO2 − fRF + fLO1 = fIF1 − 2fIF2 (13.5)

for low-side injection and

fIM2 = 2fLO2 − fIF1 = 2fLO2 − fLO1 + fRF = fIF1 + 2fIF2 (13.6)
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for high-side injection. To suppress this image, the signal after the first downconversion
is passed through a bandpass filter rather than a low-pass filter. Further suppression can
be achieved by choosing the first and second IFs so that the location of the second image
frequency before any downconversion, which is given by

fIM2 = 2fLO2 − fRF + 2fLO1 (13.7)

is in an unused band that is not expected to have a significant amount of energy.
The downside of analog image-rejection architectures is their sensitivity to amplitude

(�) and phase (��) errors in the signal paths. In the case of the Hartley architecture,
the realization of a constant-gain, frequency-independent 90� phase-shifter is extremely
difficult; for the Weaver architecture, the LO signals must be exactly in quadrature, or image
suppression degrades significantly. The image-rejection ratio can be expressed in terms of �
and �� to show the impact of such errors:

IRR (dB) = 10 log
[
4/��2 + ��2�

]
(13.8)

For example, a gain mismatch of 0.1 % and a phase imbalance of 1� results in an image
rejection of ∼ 41 dB – far less than what is normally required. Thus, in practice, neither the
Weaver nor the Hartley architectures alone are sufficient. Other methods, such as additional
filtering or digital correction/calibration in DSP, are necessary. Nevertheless, since modern
ADCs and DSP can easily operate at low megahertz frequencies, low-IF architectures are
now an extremely popular alternative to the superheterodyne architecture, although power
consumption issues must be addressed.

13.3.3 Direct Conversion Receivers

Direct conversion receivers (DCRs), also known as zero-IF or homodyne receivers, are a
special case of the heterodyne approach. Instead of down converting to a finite IF, DCRs
translate the desired RF spectrum directly to DC, or 0 Hz, using an LO frequency exactly
equal to the RF. The simplicity of this architecture affords two major advantages over the
classical superheterodyne topology. Firstly, because the IF frequency is zero, the image to the
desired RF signal is the desired signal itself. In other words, the RF bands on both sides of
the LO signal contain transmitted information and need to be detected (see Section 13.3.3.4
below on I/Q mismatch). Thus, the bulky, off-chip, front-end image-reject filters required
in the superheterodyne topology can be eliminated [17]. Second, with the desired spectrum
downconverted directly to the baseband, channel selection can be performed either with a
simple low-pass filter or by converting to the digital domain with an ADC and digitally
performing channel selection in DSP. The capability of using DSP raises the possibility of
having a universal RF front-end, where any type of wireless standard (e.g. GSM, CDMA,
WiFi, WiMax, etc.) can be received with the same analog blocks and decoded using digital
methods. A fundamental, unchanging RF front-end is one of the keys in realizing multimode,
multistandard software radios. The block diagram of a DCR is shown in Figure 13.7.

Consequently, the direct conversion architecture is highly attractive for integrated RF
receivers. The reduction in off-chip components results in higher levels of integration and
lower costs. Furthermore, the elimination of off-chip filters simplifies interstage matching,
since the need to match the input and output impedances of the off-chip filter is eliminated.
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By filtering at baseband frequencies, device parasitics are less severe and less current is
needed for amplification; thus, DCRs also offer the potential for low-power consumption.
However, DCRs suffer from a number of unique issues, making their actual implementation
less than straightforward.

13.3.3.1 DC Offsets

RF band selection is the only filtering performed in the receive chain of a DCR before the
signal is downconverted to the baseband. Therefore, strong, nearby signals, including the
receiver’s own LO, can mix with themselves (self-mixing) down to zero IF, generating DC
levels (potentially time-varying) that appear as interference at the centre of the desired band.
Figure 13.8 shows three potential self-mixing mechanisms for creating DC offsets.

Figure 13.8(a) shows self-mixing due to the finite isolation between the LO and RF
ports of a mixer in one branch of the DCR. For an integrated mixer, port-to-port isolation
is limited by substrate coupling, bondwire radiation, and capacitive and magnetic coupling
[18]. Since the LO is typically a strong signal, in order to provide sufficient drive for the
mixer switching core, the LO can leak through these unintended paths with sufficiently high
amplitude back to the low-noise amplifier (LNA). There, the LO signal can reflect off the
LNA output back into the mixer input and mix with itself, generating a static DC level.
Furthermore, if the LO signal leaks back to the LNA input, the situation is exacerbated
since the LO is amplified. The LO signal can also be reradiated by the antenna, reflect off
obstructions such as a building or a moving vehicle, and be recaptured by the front-end.
With fading and multipath reception, the received power level can therefore rapidly vary,
resulting in a time-varying or dynamic DC offset (Figure 13.8(b)). The reradiation of the
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Figure 13.8 DC offset mechanisms: (a) LO leakage, (b) LO reradiation; and (c) strong in-band
interferer (after Reference [18]).

LO can also cause problems for other users in the same receive band. Since the LO is at the
same frequency as the RF, it appears in the passband of the RF band select filter of other
users in the system. Thus, as shown in Figure 13.8(c), a strong nearby interferer such as
another user’s LO, can also generate DC offsets by finding a path to the mixer LO port and
mixing with itself.

The impact of such DC offsets on a communication system depends on the type of
modulation being employed. For example, Gaussian minimum phase-shift keying (GMSK)
modulation, used in the Global System for Mobile Communications (GSM), has significant
signal content near DC. Thus, a time-varying DC offset can lead to severe signal corruption.
On the other hand, quadrature phase-shift keying (QPSK), used in code division multiple
access (CDMA) schemes, is less susceptible to DC offsets [17]. Nonetheless, DC offsets
appearing at the centre of the downconverted spectrum can dominate the output of the mixer.
If large enough, the DC levels can saturate or desensitize the baseband components after the
mixer, degrading amplification of the desired signal and thereby reducing sensitivity.

While the simplest solution for removing DC offsets is to high-pass-filter the spectrum
with a series AC coupling capacitor, this method is not always feasible. As mentioned
above, GMSK (and many other modulation schemes) has a significant signal content at
DC; capacitively coupling the mixer output can lead to a loss of information and higher
bit error rates (BERs). Furthermore, the corner frequency of the high-pass filter has to be
extremely low, in the order of tens of hertz; the required on-chip area for a series capacitor
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at these frequencies is prohibitively large. Large-size capacitors also tend to react slowly to
dynamically changing DC levels. Therefore, other methods, or combinations of methods, are
employed to mitigate unwanted DC levels, including:

• Improving isolation between RF and LO paths.

• Subharmonic or superharmonic mixing. With an LO at some integer multiple or fraction
of the RF, DC offsets due to LO self-mixing can be significantly suppressed [19].

• DC-free coding of the transmitted data. By removing the signal content at DC, reasonable
high-pass filtering can be employed, particularly for wideband channels (e.g. CDMA) [6].

• Offset calibration techniques. Digital sample-and-hold feedback, offset estimation with
corrective feedback at the baseband, and servo loops, can be used to track the DC offset
and remove it from the desired spectrum [17].

13.3.3.2 Flicker (1/f) Noise

Flicker (1/f ) noise is a significant problem in RF systems in general because nonlinear
devices and circuits can upconvert this noise spectrum into the RF range, such as in an
RF oscillator where the close-in phase noise is set by the 1/f noise of the active devices.
However, in the direct conversion case, low-frequency noise presents an additional challenge
as it can appear directly in the downconverted band and therefore degrade the overall signal-
to-noise ratio SNR. The 1/f corner frequency f�, is the frequency at which the flicker
noise and the receiver thermal noise floor are equal and is often used to specify device
noise performance. The value of f� is dependent on the semiconductor process: for bipolar
devices, a corner frequency as low as ∼8 kHz can be achieved, while for metal oxide
silicon field-effect transistors (MOSFETs), f� can range from tens of kilohertz to a few
megahertz [17].

Like DC offsets, the impact of 1/f noise depends on the modulation scheme. For narrow-
band systems like GSM, high corner frequencies can effectively raise the noise figure and
degrade the SNR of the received signal; on the other hand, in wideband systems, such as
CDMA, 1/f noise has a more minimal effect.

13.3.3.3 Even-Order Distortion

Intermodulation distortion (IMD) can have deleterious effects on the system performance of
a radio transceiver. IMD products result from the interaction of large signals with circuit
nonlinearities, resulting in signal components arising at frequencies in or near the passband
of a receiver or at baseband frequencies. IMD products can cause an increase in bit errors,
suppress receiver sensitivity, and/or generate interference to other users or systems. Products
due to odd-order distortion (in particular third-order) are a significant problem in the design
of all receivers as third-order intermodulation products (e.g. IM3) fall directly within the
band of interest and cannot be filtered easily. For direct conversion receivers, even-order
distortions must also be considered as they lead to second-order intermodulation products
(e.g. IM2) that either fall within the downconverted baseband spectrum [20] or, in the
case of a large single-tone interferer, generate a time-varying DC offset [21]. Second-order
nonlinearities are also problematic for signals with strong envelope variations, such as a
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signal that undergoes fading during propagation, since these amplitude modulations (AM)
are essentially demodulated into baseband components by even-order nonlinearities [22].

To see the effects of second order distortion on a direct conversion receiver, Figure 13.9(a)
shows the front-end of a generic DCR that experiences a second-order nonlinearity within
the LNA. For analysis purposes, the nonlinear response of the LNA can be approximated
with a power series approximation:

y�t� = k1x�t� + k2x
2�t� + k3x

3�t� + · · · (13.9)
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Applying two tones of equal power (A1 = A2 = A) at the LNA input, i.e. the input is
given by x�t� = A cos 2	f1t + A cos 2	f2t, the resulting output spectrum can be found by
substituting x�t� into Equation (13.9). Using trigonometric identities, the resulting equation
can be simplified and leads to the second-order product k2 cos[2	�f1 − f2�t]. This frequency
component can then leak through the mixer (due to finite RF-to-IF isolation) and appear
at the baseband, as shown at point 3 of Figure 13.9(a). Though not depicted here, the
mixer can also have second-order nonlinearities and further degrade the desired baseband
signal.

In the case of a single-tone applied at the LNA input, where x�t�=A cos 2	ft, the output
is given by:

y�t� = k1A cos�2	ft� + k2A
2 cos2�2	ft�

= k1A cos�2	ft� + 1
2 k2A

2 
1 + cos�2	�2f�t�

= 1

2 k2A2 + k1A cos�2	ft� + 1
2 k2A

2 cos �2	�2f�t�
(13.10)

The first term in Equation (13.10) is a DC component related to the second-order nonlinearity
of the circuit, k2, and is magnified by the square of the input signal amplitude. Therefore,
any large signal within the passband of a direct conversion receiver can generate a large DC
offset if the even-order performance of the receiver is poor (i.e. if k2 is relatively large).

A common method for characterizing intermodulation distortion is the well-known two-
tone test. Here, two (typically) equal-amplitude tones, slightly offset in frequency, are
applied to the input of a circuit. The power levels of the second- and third-order IM
products and the fundamental tones are measured at the circuit output. The measured data
are linearly extrapolated beyond compression until the IM curves intersect with the curve of
the fundamental. These intersections, which are in reality nonphysical since they lie beyond
the compression point, are known as the intercept points (IPs) for the different IM products.
Figure 13.9(b) shows the locations of the input second-order intercept point (IIP2) and the
input third-order intercept point (IIP3). Assuming the slope of the second-order IM product
is roughly 2 and the slope of the third-order IM product is roughly 3, the intercept points
can be calculated from a two-tone test at a single-input power level (Pin) using the following
equations:

IIP2 = 2Pin − IM2 (13.11)

IIP3 = 3
2

Pin − IM3/2 (13.12)

The intercept points give the absolute power level of the IM products for a given input power
level. From these, the relative suppression (RS) of the unwanted products with respect to the
fundamental can be determined:

RS2 = Pin − IIP2 (13.13)

RS3 = 2�Pin − IIP3� (13.14)

The required relative suppression for each block in a receiver chain is determined by the
overall system design.
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Two common ways to combat even-order distortion include the use of well-balanced, or
differential, circuitry and the use of feedback. Balanced circuitry is effective because ideally
common-mode signals are rejected and thus second-order nonlinearities become a nonissue.
Although device mismatches make the actual nonlinearities nonzero, balanced circuitry is
still extremely effective. The downside of this approach is the increased power consumption
and die area required for essentially twice as much circuitry. For an LNA in particular, a
differential topology requires two times the power of its single-ended counterpart to achieve
the same noise figure.

13.3.3.4 I/Q Mismatch

The translation of the desired RF spectrum to DC mandates the use of quadrature downcon-
version to recover the negative-frequency portion of the spectrum [13]. Because the LO is
at the same frequency as the RF, the negative-frequency spectrum, an equal but mirrored
image of the desired spectrum, is also converted to DC, making it impossible to differ-
entiate between the two spectra. Therefore, analog I/Q demodulation (which is subject to
mismatches that lead to nonzero gain and phase imbalances, as mentioned above in the
context of image IRR) is necessary to properly receive the desired signal. These imbalances
introduce distortions into the received I/Q constellation and result in an increased BER [23].
An example of distorted I/Q constellations is shown in Figure 13.10.

Figure 13.11 illustrates the use of quadrature downconversion in an ideal DCR to remove
the negative frequency portion of the spectrum. Here, the I and Q branches are assumed to
have perfect amplitude and phase balance and the system is assumed to be noise free. For the
in-phase channel, which by convention denotes the side multiplied by cos(2	fLOt), an equal
but mirrored image of the desired spectrum is centred at −fRF; after downconversion, this
negative spectrum falls at DC on top of the desired signal. Without a quadrature channel, the
resulting IF spectrum is a mixture of the two halves of the bandwidth on either side of the
LO, each half indistinguishable from the other, as in Fig. 13.11(c.i). On the other hand, with
an orthogonal quadrature channel, where the input signal is multiplied by sin(2	fLOt), the

Q
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Ideal

(a)

Q

I

Ideal

(b)

Figure 13.10 Effect of I/Q mismatch on signal constellation: (a) gain error and (b) phase error (after
Reference [6]).
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negative frequency portion of the spectrum can be removed, as shown in Figure 13.11(d.i)
or (d.ii). The inset of Figure 13.11 shows how the I and Q channels interact to remove the
image.

The 90� separation between the I and Q paths is typically accomplished in the LO path of
the downconversion mixers, as shown in Figure 13.11. Quadrature signals can be generated
with one of several different methods: RC polyphase filters [24], quadrature VCOs [25],
frequency divider stages [26], and ring oscillators [27]. To remove the negative frequency
portion of the spectrum completely, the amplitude and balance of the I and Q branches must
be perfect; otherwise, imbalances between either the I and Q amplitudes or the phase (or
both) result in greater corruption of the desired signal by the negative frequency spectrum.
Although all components in the receive path contribute to gain and phase errors, the balance
of the LO is critical. Negative frequency rejection (NFR) is one way to characterize the
effects of I/Q amplitude (�) and phase (��) imbalances. Given in dBc, the NFR for a
receiver is approximately

NFR ≈ 10 log ��2 + tan2 ��� (13.15)

For an amplitude and phase imbalance of 0.1 dB and 1�, respectively, the associated NFR
is ∼ 35 dBc. With careful design techniques, gain and phase imbalances can be minimized.
Furthermore, since the imbalances tend to be static, both analog and digital (DSP) calibration
and adaptation methods can be used to correct the mismatches [28, 29].

13.4 TRANSMITTER ARCHITECTURES

When selecting an RF transmitter architecture, the type of modulation that will be employed
should first be considered. For example, the familiar analog frequency modulation (FM) (or a
simple digital frequency shift keying (FSK) modulation, for that matter) can be generated
by tuning the frequency of the transmit VCO (either by directly tuning the varactor control
voltage of the VCO or through programmable control of a phase locked loop (PLL)/frequency
synthesizer). However, most modern wireless communication systems employ some type
of digital phase modulated signalling scheme, which in turn typically necessitates I and
Q signal paths in the transmitter. In principle, the I and Q baseband data can be directly
upconverted in quadrature to RF; however, in practice, pulse shaping must be performed on
the data streams using a combination of analog and digital techniques in order to minimize
intersymbol interference [6]. Also, as with the direct conversion and low-IF receiver archi-
tectures described above, I/Q transmitters are sensitive to gain and phase mismatches in the
I and Q signal paths.

This section will discuss two transmitter architectures that are currently in use for such
systems.

13.4.1 Direct Conversion Transmitters

In direct conversion (also known as direct modulation) transmitters, the transmitted carrier
frequency is equal to the local oscillator frequency; in other words, modulation and upcon-
version occur simultaneously [6]. This is basically analogous to the direct conversion receiver
architecture described above. The basic implementation of this architecture with I and Q
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Figure 13.12 Block diagram of (a) direct conversion transmitter architecture and (b) open-loop polar
modulation transmitter.

signal paths is shown in Figure 13.12(a). As can be seen, the I and Q baseband data streams
are upconverted to RF, combined, and then amplified prior for transmission from the antenna.
A bandpass filter is typically required between the driver amplifier and the PA in order to
suppress transmitted noise outside the transmit band.

A major issue with this architecture is PA output leakage feeding back to the VCO.
Although the RF carrier frequency is at the same frequency as the LO, the PA output is a
‘noisy’ modulated spectrum around that LO frequency [6]. Energy located near this centre
frequency, which leaks back to the VCO, can result in ‘injection pulling’ or ‘injection locking’
of the VCO frequency, which in turn will cause the transmitted RF spectrum to be at an incor-
rect centre frequency. This effect can be mitigated somewhat through shielding strategies,
including simply placing the PA and related circuitry in a separate module, rather than in
the same environment as the transmit VCO. Another approach is to generate the transmitter
carrier frequency by mixing two ‘offset’ VCOs whose individual oscillation frequencies
are well away from the desired transmit centre frequency, which significantly reduces the
potential for injection pulling or locking to occur. Alternatively, a more conventional two-
step transmitter (analogous to the traditional superheterodyne receiver) can be used, which
avoids VCO pulling problems through suitable selection of intermediate frequencies. Further-
more, sensitivity to I/Q mismatches is reduced since quadrature modulation occurs at lower
frequencies [6]. However, significant high-Q filtering is required to suppress transmitted
noise and spurious frequencies, which increases component requirements (in some cases
off-chip) and degrades transmitter power efficiency. Single-sideband (SSB) mixer topologies
can be used to suppress unwanted sidebands, but at the expense of further increased circuit
size, complexity, and power consumption.
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13.4.2 Polar Modulation Transmitters

Meanwhile, emerging higher data rate digital wireless communications standards (such as
EDGE, enhanced data rates for GSM evolution) have led to implementations employing
higher-order modulation schemes (such as a modified 8-PSK in the case of EDGE). At
the same time, existing voice and other lower data rate services must also be supported,
leading to modern multimode radio architectures. Of course, such higher-order modulation
schemes typically require higher levels of PA linearity due to their higher peak-to-average
voltage ratios. An increasingly popular approach to this problem is the polar modulation
transmitter [30].

In the polar modulation transmitter architecture, the I/Q baseband data streams are
converted into magnitude/phase data, using a digital processing algorithm such as the
CORDIC (coordinate rotation digital computer) scheme. The phase data are then modulated
on the transmit VCO phase, while the magnitude data are modulated directly on the PA bias.
This is advantageous in that AM–AM and AM–PM conversion problems in nonlinear PAs
can be largely mitigated, allowing the use of more power-efficient PA topologies to be used.

A basic diagram of a polar modulation transmitter is shown in Figure 13.12(b). The
architecture shown is an open-loop polar modulation transmitter. However, this approach
imposes stringent requirements on the linearity of the magnitude signal input to the PA
bias, and typically requires some predistortion in order to transmit the amplitude information
accurately over the full range of PA output voltage swings [30]. In addition, some predistor-
tion or correction to the phase input may also be required. Such predistortion and correction
schemes must also account for variations in temperature, supply voltage, etc. An alternative
approach is a closed-loop polar modulation transmitter (also known as a polar-loop trans-
mitter), wherein closed-loop feedback control is applied to both the amplitude and phase
control paths based on the sensed PA output signal [30]. This architecture can inherently
correct for nonlinearities in the amplitude and phase control paths, and obviate requirements
for calibration and predistortion. However, stability of the closed control loops can be an
issue and may impose operational bandwidth limitations on the system.

13.5 FRONT-END–ANTENNA INTERFACE AND
INTEGRATION ISSUES

This chapter has focused so far on transceiver architectures that can lead to highly inte-
grated RF front-ends, particularly from the point of view of silicon SoC integration. As
described above, direct conversion/low-IF receivers and direct modulation transmitters have
emerged as the architectures of choice for modern wireless communications transceivers due
to their high level of integration, direct digital interface, and suitability for implementation
of multimode/multiband products. However, the aforementioned receiver architectures are
susceptible to a number of impairments, including I/Q mismatches, second-order nonlinear-
ities, 1/f noise, and static/dynamic DC offsets (DCR only). The transmitter architectures
can also be impaired by I/Q mismatch errors, as well as PA leakage and harmonic issues.
Nonetheless, the significant advantages of these architectures for low-cost, multiband, multi-
mode architectures has led to the development of various device, circuit, and system level
strategies to overcome such impairments.

An important design approach in modern integrated transceivers is the use of well-
balanced differential circuits in both I and Q signal paths. Such differential circuits mitigate
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second-order distortion effects, as well as offer common-mode noise rejection. However,
this in turn requires careful consideration of the single-ended-to-differential transformation
process where required. Of course, the simplest case is that of a balanced antenna, such as a
printed dipole or bow-tie antenna, which could in principle be directly coupled to differential
transmit or receive circuitry. For example, in Reference [31], 2 mm long dipole antennas
were integrated on standard bipolar-grade (20 � cm) silicon substrates with integrated
transmit and receive circuits, and interchip communications at 24 GHz for up to ∼5 m ranges
was demonstrated. Naturally the gain of the link was quite low owing to the lossy silicon
substrate, but was sufficient for the short ranges in question. Similar antenna structures
were integrated into silicon ICs for intrachip wireless clock distribution around 10 GHz
over distances of 2.2 cm [32]. However, these single-chip transceiver nodes did not include
front-end band-select filtering or duplexing functions, required for most modern wireless
communication transceiver architectures, as shown in Fig. 13.12. The latter situation is
complicated by the need to support multiple transmit and receive bands, which is currently
addressed by using multiple filters (e.g. SAWs) and switch bank modules (‘switchplexers’),
which are not typically available in differential form. Therefore, the current approach is to
employ single-ended antennas off-chip, single-ended filter/duplexer structures, and perform
single-ended-to-differential conversion at the LNA or PA. This conversion can be performed
with either (1) passive balanced-to-unbalanced (balun) structures or (2) single-ended-to-
differential active circuit topologies in the LNA and/or transmit amplifier chains. The first
approach is undesirable since it adds additional off-chip components and may introduce
additional front-end losses in the low-noise receive and high-power transmit paths; the
second approach may introduce differential path imbalances and impedance matching issues.
Integration of on-chip balun structures is generally impractical for RF frequencies below
∼10 GHz due to their large die area consumption and losses on typical silicon substrates,
although it may become practical at higher (millimetre-wave) frequencies on semi-insulating
substrates and/or by exploiting higher interconnect metal layers.

Additionally, while integrated antennas with reasonable on-chip dimensions are prac-
tical at higher microwave and millimetre-wave frequencies (>30 GHz), it is a significant
challenge to integrate antennas on-chip at the lower RF range frequencies typically used
in mobile/wireless communication systems. For example, in Reference [33] a ‘chip-scale’
integrated patch antenna was demonstrated for the 5–6 GHz range in a commercially avail-
able GaAs MESFET (metal semiconductor field effect transistor) power amplifier process
(Figure 13.13). The antenna was fabricated on the backside of the chip through backside
lithography. An integrated class-A tuned MESFET PA fed the antenna through a backside
via and was output-matched directly to the antenna driving point impedance. The size of
the antenna was ∼4.2 mm × 4.2 mm, which is ∼1/13 of �0 at ∼5.6 GHz. The structure
was mounted with the antenna facing up and is compatible with flip-chip technology. The
combined active antenna had a measured gain on boresight of −3 dBi, ∼10 dB greater than
the passive (no PA) comparison antenna. This level of performance is of course contin-
gent on the semi-insulating GaAs substrate, and a comparable approach on standard low-
resistivity silicon would be impractical (although RF/mixed-signal IC processes employing
high-resistivity silicon substrates are now becoming available).

The competing alternative to complete SoC integration is a module-based approach, also
referred to as system-in-package (SiP) or system-on-package (SoP) solutions. As discussed
in the introduction, a key advantage of module-based implementations is that the optimum
technology for each system function can be selected. With respect to the specific issue of
off-chip high-Q passives and efficient, low-loss antennas, a module-based approach enables
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(b) (c)

Figure 13.13 (a) Simplified circuit diagram of the integrated power amplifier; (b) active antenna
(backside view); and (c) antenna mounted in an anechoic chamber for gain and pattern measurements.

such structures to be mounted on or directly fabricated in a low-loss module material (such
as a low-temperature co-fire ceramic (LTCC) or liquid crystal polymer (LCP)). The larger
nonsemiconductor area associated with the module or package structure allows for planar
and multilayer antenna (and balun and filter) integration without sacrificing the relatively
precious semiconductor die area. For example, in Reference [34], a circularly polarized
slotted-patch antenna was implemented in a low-loss microwave laminate material, which
was in turn used as the top shield of a multichip module, for 5.25 GHz WLAN applications.
A three-dimensional feeding structure was used to couple the front-end circuits on the lower
part of the MCM to the antenna feed points. In this case, the antenna size was much
larger than what could economically be integrated at the IC level (2.3 × 2.3 cm2), but with
commensurate gains in performance. The module antenna demonstrated a measured gain
of 6 dB in the boresight direction and a measured efficiency of 70 %. In Reference [35],
LTCC substrates were stacked with micro-BGAs used for vertical interconnects between the
substrates. Stepped cavities fabricated in the LTCC substrates provided space for embedding
RF devices and ICs (and potentially MEMS), which are wirebond or flip-chip interconnected
with the LTCC boards. Low-loss distributed and passive components, and antennas, could
also be directly integrated into the LTCC structures.

Another advantage of a module-based approach is PA isolation. As discussed above,
in direct conversion transmitters, PA output leakage can lead to undesired VCO injection
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pulling or locking. Therefore, location of the PA chip(s) in a separate module, perhaps along
with transmit/receive/band-select switches and low-loss filter components, is currently the
approach of choice.

Of course, the module-based approach potentially leads to greater manufacturing costs due
to the requirements for handling, mounting, and connecting the different components, and
may also suffer from lower reliability and lower manufacturing yields. However, based on the
discussion in Reference [36], SoP currently tends to be the lower-cost solution overall, partic-
ularly when integration of high-Q passive elements and antennas is considered. However,
such cost-benefits are not realized if the various RF, baseband, and data-conversion/DSP
functional blocks are implemented as individual ICs within the module or package. Therefore,
in conclusion, a continued push is expected for high-level integration of RF/analog/mixed-
signal functions in an SoC environment, while high-Q/low-loss passive components are
likely to continue to be integrated off-chip in the module or package environment for high-
performance applications. Potentially disruptive technologies such as RF MEMS filters may
ultimately lead to further advances in the level of integration of RF/wireless SoCs; however,
based on basic physical limitations, antenna integration on-chip will be limited to particular
short-range or low-performance applications. Antenna integration at the module or package
level, on the other hand, is very likely to be an attractive option of highly integrated RF
front-ends. In any case, careful system/package/module/chip co-design is required to obtain
optimum performance from the chosen topology.

13.6 SUMMARY

In this chapter transceiver architectures have been presented that can lead to highly integrated
RF front-ends. An overview has been given of wireless systems on a chip and both transmitter
and receiver architectures have been looked at that can be utilized in this important wireless
application. The focus has been directed to the point of view of silicon SoC integration,
but the architectures and design trade-offs discussed are also relevant to RF transceiver
module/system-in-package/system-on-package (SiP/SoP) implementations.
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Frequency-Agile Antennas for a
Software-Defined and Cognitive
Radio
J. T. Aberle, S.-H. Oh and G. A. Taylor
Department of Electrical Engineering, Arizona State University, Tempe, Arizona, USA

14.1 INTRODUCTION

At the present time, there is tremendous demand for antennas with high efficiencies in
very small form factors that fit inside ever-shrinking portable wireless devices like handsets
and personal digital assistants. These antennas must cover a variety of frequency bands
and support different wireless standards. In the past, antenna engineers have attempted
to design antennas for these applications using computationally intensive full-wave elec-
tromagnetic simulations followed by long hours in the lab tweaking performance. It has
become increasingly apparent that the requirements of the software-defined radio (SDR)
and its proposed successor, the cognitive radio, will render this approach untenable. In this
chapter, a new approach is described for allowing electrically small radiating structures to
be used in multiband, multimode radio transceivers. In this approach, the narrow instanta-
neous bandwidth of the radiator is automatically tuned over a much wider frequency range.
The approach described in this chapter is becoming increasingly attractive as low-loss,
highly linear control devices such as RF MEMS switches become more widely available at
low cost.

The frequency selectivity inherent in electrically small antennas (ESAs) can greatly
simplify the RF front-end design for multiband, multimode radios by reducing the require-
ments for analog filters. This reduction in filter requirements leads to a decrease in the size,
cost, and power requirements of these radios. The frequency-agile antenna can be tuned to a
specific narrow bandwidth over a much wider frequency range by reconfiguring its geometry
using appropriate control elements such as RF switches or varactors. In principle, the control
elements can be configured in an open-loop fashion based on a digital word received from the
radio’s baseband processor. However, open-loop tuning cannot be used in practice because of

Printed Antennas for Wireless Communications Edited by R. Waterhouse
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limitations on the values of commercially available components, tolerances associated with
physical components, and variations in the antenna’s response due to environmental changes.
These factors can cause the exact centre of the antenna’s narrow instantaneous bandwidth to
fluctuate in an unpredictable way. Furthermore, open-loop tuning is not compatible with the
ultimate goals of SDR and cognitive radio, where the radio can be reprogrammed to cover
new frequency bands and modes of operation simply by downloading new software. Thus,
the implementation of a closed-loop automatic antenna tuning unit (AATU) is imperative. It
will be shown that the AATU makes the tunable antenna fully compatible with the goals of
the SDR and cognitive radio.

The basic block diagram of the proposed AATU system is shown in Figure 14.1. The
closed-loop system for antenna matching ensures that a narrowband antenna is automatically
matched to any desired frequency under all environmental conditions using practical compo-
nent values and tolerances. However, as the block diagram reveals, the antenna system is no
longer simply an electromagnetic transducer, but a mixed-signal system that involves several
microelectronic circuits as well as appropriate software algorithms running on one or more
programmable logic devices (PLDs) such as field programmable gate arrays (FPGAs) or
digital signal processors (DSPs). The central component in realizing the AATU is a tunable
RF matching network that is configured into one of some number of possible states by a
command from the antenna control unit (ACU).

In implementing the tunable matching network, a pi-network impedance synthesizer is
used that consists of variable reactive components. Variable capacitors of the impedance
synthesizer are realized using a bank of switched capacitors [1]. The control elements are RF
switches such as PIN diodes, FET switches, or RF MEMS switches. To provide feedback
data to the ACU, the incident and reflected powers at the input to the impedance synthesizer
are measured using a three-line directional coupler and RF power detectors.

The role of the ACU is to reconfigure the impedance synthesizer such that the matching
state is optimum by generating the required switch control signals based on the acquired
incident and reflected power levels. The ACU determines the optimum state for the RF
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Figure 14.1 Block diagram of the closed-loop automatic antenna tuning unit (AATU).
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switches by running a search algorithm. Employing a PLD for the ACU provides the end users
with compete control over the implementation of the impedance synthesizer and antenna.

In this chapter a number of practical issues concerning on AATU is studied, focusing on their
tunable matching networks and concomitant control circuitry and algorithms. In Section 14.2,
a new theoretical tool is discussed for characterizing antennas from a system point of view,
allowing their frequency selectivity to be incorporated into the RF front-end design. This new
tool involves modelling the antenna as a two-port device. In Section 14.3 tunable matching
networks are discussed as well as appropriate analog and mixed-signal control circuitry to allow
frequency-agile antennas to be reconfigured on demand by the radio’s baseband processor. In
Section 14.4, the implementation of an AATU prototype is discussed.

14.2 TWO-PORT REPRESENTATION OF AN ANTENNA

In many situations it is desirable to model an antenna as a two-port network. Such a model
can be used in circuit simulations to compute the overall efficiency of the antenna with a
matching network. Furthermore, such a representation of the antenna could be quite useful in
overall link simulations that include a channel model. In this section a procedure is presented
for deriving a rigorous two-port model for an antenna [2], and its use with a matching
network is demonstrated.

The approach described here produces an exact model of the antenna from the given data
in the form of two-port network parameters that can be readily imported into a commercial
circuit simulator. The idea presented here is remarkably simple and profoundly useful and
can be applied to any antenna (with a single feed point), and does not require the assumption
of a particular equivalent circuit.

14.2.1 Two-Port Antenna Model

Given the input impedance and radiation efficiency of an antenna at a specified frequency
(from either simulation or measurements), a two-port representation of the antenna can be
derived as follows. Let the complex input impedance of the antenna be denoted by Za and
the radiation efficiency (as a dimensionless quantity between 0 and 1) be denoted by ecd.
Then the equivalent circuit (valid at that specific frequency) is shown in Figure 14.2, where

Za = Ra + jXa = Rr + Rl + jXa

Rr = ecd Ra = radiation resistance
Rl = �1 − ecd� Ra = dissipative loss resistance
Xa = antenna reactance

(14.1)

Since the radiation resistance represents power that is ‘delivered’ by the antenna to the rest
of the universe, the radiation resistance can be replaced with a transformer to the impedance
of free space or, more conveniently, to any port impedance that is required (such as 50 �).
The turns ratio of the transformer is given by

N =
√

Rr

Z0

(14.2)
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Figure 14.2 Equivalent circuit of an antenna (valid at a single frequency).
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Figure 14.3 Two-port representation of the antenna (valid at a single frequency).

where Z0 is the desired port impedance. The resulting two-port representation of the antenna
is shown in Figure 14.3. At each frequency, a two-port representation of the form shown
in Figure 14.3 can be constructed, and the two-port scattering matrix evaluated and written
into an appropriate file format (such as Touchstone) for use in a circuit simulator. Note that
when port 2 of the two-port network shown in Figure 14.3 is terminated by the proper port
impedance, the antenna’s input impedance is obtained as

Za = Z0

1 + S11

1 − S11

(14.3)

and its total efficiency is obtained as

etot = �S21�2 = �1 − �S11�2� ecd (14.4)
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14.2.2 Use of the Proposed Model with Matching Networks

In this subsection, the efficacy of the proposed two-port model developed above will be
demonstrated. To do so, the performance of an electrically small antenna with a passive
matching network will be determined. Particular interest will be taken in the overall radiation
efficiency of the antenna with the passive matching network. The two-port model of the
antenna presented here allows these parameters to be evaluated readily.

Consider the input impedance of a shorted patch antenna (SPA) designed for operation
at 1.8 GHz. Any number of passive matching circuits can be used to provide a (theoretical)
perfect match to the SPA at a specified frequency. One of the most common ways to match
such an antenna is to use an L-section consisting of two reactive elements as shown in
Figure 14.4 (however, a �-matching network topology is used for the design of an AATU,
as will be demonstrated in Section 14.3). Using readily available design formulas for the
L-section (e.g. from Chapter 5 of Reference [3]), the following values for the inductor and
capacitor are obtained for a perfect match at 1800 MHz where the measured antenna input
impendence is 9�3 + j96�6 �:

L1 = 2�24 nH� C1 = 0�81 nH

The major disadvantage of using a passive matching network with an electrically small
antenna is that any dissipative losses in the components of the matching network reduce the
overall radiation efficiency. To examine this effect, assume that the inductor and capacitor
have a Q of 50 and infinity, respectively, and that the antenna radiation efficiency ecd is
equal to 1. The combination of the matching network and two-port model of the antenna can
be analysed using an appropriate circuit simulator. Here the HP-Advanced Design System
(ADS) is used. The schematic of the antenna along with its matching network captured from
the ADS is shown in Figure 14.4. The computed return loss looking into the input of the
matching network is shown in Figure 14.5, and the total efficiency of the antenna together
with its matching network is shown in Figure 14.6. Of course, the return loss result could
have been obtained readily without the proposed two-port model of the antenna. However,
without the use of a rigorous two-port model of the antenna, the total efficiency result would
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C = 0.81 pF

L1
L = 2.24 nH

L-Section
Matching Network

R = 0.47

+ +

–

–

–

Term1
Num = 1
Z = 50 Ohm

Term
Term2
Num = 2
Z = 50 Ohm

Figure 14.4 Schematic of an SPA with the L-section matching network for analysis in the Agilent
ADS.
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have to be calculated outside the circuit simulator. With the use of the proposed two-port
model for the antenna, it becomes possible, for example, to use the circuit simulator’s built-in
optimization tools to maximize the overall radiation efficiency over commercially available
inductor values.

In the following section, the usefulness of the proposed two-port antenna model will be
used to evaluate and optimize the overall radiation and AATU system efficiencies.



AUTOMATIC ANTENNA TUNING UNIT 385

14.3 AUTOMATIC ANTENNA TUNING UNIT (AATU)

14.3.1 Introduction

In Section 14.2, reconfigurable antennas were presented as a frequency-agile selective
component to simplify RF front-end design for multiband, multimode radios. The bandwidth
limitation and environmental effects of electrically small tunable antennas for hand-held
devices were then discussed. In this section, an automatic antenna tuning unit (AATU) will
be introduced, which, as will be seen, makes the tunable antenna fully compatible with the
goals of the SDR and cognitive radio.

AATUs can be designed using both closed-loop and open-loop control schemes. In
the open-loop control scheme, the ACU shown in Figure 14.7 reconfigures the tunable
antenna without feedback. The ACU receives operating frequency information from the
radio’s baseband processor and refers to a look-up table to generate required switch control
signals to reconfigure the tunable antenna. However, the narrowband tunable antenna is
very sensitive to component tolerances and environmental factors, and its characteristics
vary over the operating frequency range. Furthermore, the instantaneous bandwidth of the
antenna tuned by the open-loop control is not usually wide enough to cover all chan-
nels in an operating band for current RF wireless communication systems. In order to
overcome these limitations, a closed-loop matching network is implemented. In order to
meet the requirements of a current RF wireless system such as frequency hopping and
multiband operation, high-speed tuning techniques for the closed-loop matching system
are used.

In this section, the major issues in AATU design are studied from the perspective of
current RF communication systems. These include the design, fabrication, and measurement
of the tunable matching network, RF power sensor, and analog and mixed-signal control
circuitry.
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Matching
Network

L-Matching
Network
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DSP
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Figure 14.7 Block diagram of the open-loop tuning unit.
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14.3.2 Closed-Loop Antenna Tuning System

In this subsection general considerations related to the design and performance of a closed-
loop antenna tuning system are discussed. A closed-loop system is one that uses feedback
from the output to control the input [4]. As shown in Figure 14.1, the inputs of the closed-
loop ACU are the incident and reflected power levels, which are measured by a directional
coupler and power detectors. The output of the ACU is a set of digital (control) signals used
to reconfigure the impedance synthesizer. The details of the closed-loop control scheme are
studied in Section 14.4.

One of the benefits of the closed-loop AATU system is that it does not require accurate
antenna impedance measurements, which are usually very hard to achieve in a constantly
changing environment. Moreover, the AATU system will be able to match almost any kind
of antenna automatically. Also, by automatically reducing the mismatches at the output of
the power module, the system can eliminate the need for an isolator, which is an expensive
and bulky component.

In the following subsections, major issues in AATU design are discussed. These include
the analysis, design, fabrication, and measurement of the impedance synthesizer, directional
coupler, RF power detector, and the ACU.

14.3.3 Impedance Synthesizer

To provide a complex-conjugate matching capability for a wide range of impedances and a
variety of antennas that might be used under changing environments, an impedance synthe-
sizer will be introduced. Firstly, the basic topology of a tunable pi-matching network will
be described, and then a discussion is provided realizing the tunability of the network using
PIN diode switches controlled by a digital microcontroller (ACU). In later subsections, the
practical design issues are discussed for the fabrication of the impedance synthesizer and its
measurement methodology.

14.3.3.1 Tunable Pi-Matching Network

In order to design a tunable matching network, a lowpass-type pi-matching network is
considered due to its harmonic rejection capability and wide matchable impedance range [5].
Figure 14.8 illustrates the basic topology of a lowpass-type pi-matching network configu-
ration. With a fixed inductor and two variable capacitors, the matching network is capable
of generating a wide range of tuning possibilities. Although the matching network provides
better tunability if a variable inductor is used, the use of a tunable inductor is eliminated in
order to simplify the AATU design.

Note that, for the AATU design, there is more interest in a matchable domain at a given
frequency for given ranges of component values (C1, C2, and L), rather than specific solutions
for a given load impedance. This is because, for practical purposes, the AATU is required to
be able to match a wide range of impedances of various types of antennas under constantly
changing environment conditions [6]. Thus, if the range of the antenna impedance is within
the matchable domain, the antenna can always be matched by tuning the component values.
Methods of determining the matchable domain for given ranges of component values are
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L

C1C2

Figure 14.8 Tunable pi-matching network configuration.

described in detail in References [7] to [9]; for completeness these are also discussed in the
following subsections.

14.3.3.2 Impedance Transformation and Conjugate Matching

The object of the tunable pi-matching network is to transform an antenna impedance to a
specified system impedance such as 50 �. Figure 14.9 shows a pi-matching network placed
between an arbitrary antenna impedance ZA and a system impedance Z0. The impedance
seen looking into the matching network Zout at frequency f0 is expressed by

Zout =
1

1
1

�1/Z0 + jB2�
+ jXL

+ jB1

(14.5)

where

XL = 2�f0L
B1 = 2�f0C1

B2 = 2�f0C2

Notice that the impedance Zout is easily obtained by a series or parallel circuit combination.
The maximum power transfer from the input of the matching network to the antenna

will occur when the antenna input impendence is conjugate-matched to the impedance seen
looking into the matching network; i.e.

L

C2Z0
C1

ZA

ZOUT
Matching Network

Figure 14.9 A pi-matching network transforms an arbitrary antenna impedance ZA to a system
impedance Z0.
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ZA = Z∗
out (14.6)

Substituting Equation (14.5) into Equation (14.6) gives

ZA = 1
1

1(
1
/

Z0 − jB2

) − jXL

− jB1

(14.7)

which represents the antenna impedance to be matched. Provided that the component values
(C1�C2�L) are adjusted from zero to infinity, the pi-matching network is able to synthesize
any antenna impedance. However, the ranges of component values of the matching network
that can be realized in practice are limited.

14.3.3.3 Binary Capacitor Array

In this subsection a means of realizing the variable capacitors (C1�C2) shown in Figure 14.9
are discussed. To realize variable capacitors, a binary capacitor array [8] is considered, and
its configuration is shown in Figure 14.10. The capacitance of the variable capacitor C is
expressed as

C1 = �a020 + a121 + a222 + · · · + aN−12N−1�Cmin (14.8)

where the coefficients are either 1 or 0 representing the switch status (i.e. 1 when the switch
is on and 0 when the switch is off) associated with each capacitor, N is the total number of
capacitor elements used to replace the variable capacitor C, and Cmin is the lowest capacitor
value of the array that determines the minimum increment of the capacitance.

By switching the binary array of the fixed capacitors on and off, the capacitance C varies
from zero (when a0 = a1 = a2 = · · ·= aN−1 = 0) to �2N − 1�Cmin (when a0 = a1 = a2 = · · ·=
aN−1 = 1) in steps of Cmin. In other words, 2N uniformly distributed capacitance values can
be generated by using N capacitors and N switching elements. Later it will be shown that
the lowest capacitor value Cmin determines the resolution of its matchable domain, and the
number of capacitors N determines the highest capacitor value of the array and the range of
the matchable impedances. The most important characteristic of the binary capacitor array
is that it can interface with a microprocessor as long as the switching elements can be
controlled by a digital signal.

C 20Cmin 21Cmin 2N –1Cmin

Figure 14.10 Binary switched capacitor array as a variable capacitor.
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There are several types of RF switches that can implement the impedance synthesizer in
practice, depending on whether the switching time is fast enough and whether the losses
and parasitic effects are appreciable or not. Among these RF switches are PIN diodes, FET
switches, and RF MEMS switches. Here the application of PIN diodes as the switching
elements is considered in detail as these elements are currently the most appropriate low-
cost devices available for the frequency range considered here. Fortuitously, as RF MEMS
switches become more widely available at low cost, the deleterious effects of control element
parasitics and nonlinearity will become less important.

In this design for the binary capacitor array, a single-pole, single-throw (SPST) series PIN
diode switch is chosen, which is commonly used when a minimum insertion loss is required over
a broad frequency range [10]. Figure 14.11 shows a binary capacitor array structure combined
with PIN diode switches. Notice that additional RF chokes are used to provide a bias voltage
(i.e. digital control signal). Practical issues involved in implementing the PIN diode switches,
such as losses and parasitic effects, are discussed in detail in a later subsection.

14.3.3.4 Impedance Synthesizer Configuration

The tunable pi-matching network is configured with a fixed inductor and two binary capacitor
arrays as shown in Figure 14.12. Notice that the DC biasing circuits (refer to Figure 14.11)
are not included in the figure.
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Figure 14.11 Binary capacitor array structure combined with PIN diode switches.
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Figure 14.12 Impedance synthesizer configuration.
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The variable capacitors C1 and C2 shown in Figure 14.8 are replaced with binary capacitor
arrays, as discussed in the previous subsection. The values of L�C1min and C2min, and the
numbers (N1 and N2) of capacitors in the configuration are determined by the desired
operating frequency and matchable region, discussed in the following subsection. Using
Equation (14.8), the capacitance values are expressed as

C1 = �a020 + a121 + a222 + · · · + aN1−12N1−1�C1min (14.9)

C2 = �b020 + b121 + b222 + · · · + bN2−12N2−1�C2min (14.10)

The total number N�N = N1 + N2� of capacitors composing the two binary capacitor arrays
generates 2N different matching states. For the rest of the analysis, it is assumed that the
number of capacitors composing each binary capacitor array are the same, i.e. N1 = N2.

14.3.3.5 Matchable Domain

With the preceding study about the tunable matching network, it is now pertinent to discuss
the matchable impedance domain based on its operating frequency and component values.
It is important to note that any type of matching network is capable of producing a perfect
match as long as its component values are variable from zero to infinity. However, the
practical component values that can be realized are limited. Component values will define
the frequency range, dynamic range, and resolution of the domain. For example, the total
number of capacitors, N , will determine the dynamic range. Also, for a set of N�C1min

and C2min affect the dynamic range and the resolution; decreasing C1min and C2min increases
the resolution at the expense of the dynamic range. Therefore there are many trade-offs
associated with the realization of the tunable matching network. Of course parasitic elements
associated with the devices (for example the PIN diodes) need to be taken into consideration,
but for the sake of brevity this will not be included here.

14.3.3.6 Matchable Domain with Parasitics Effects

The effects of the PIN diode parasitics on the matchable domain of the impedance synthesizer
are discussed in this section. Figure 14.13(a) shows the simulated matchable domain for a
12-capacitor impedance synthesizer at 900 MHz when ideal switches are used. The values
of ideal reactive components of L, C1min, and C2min are 3 nH, 0.5 pF, and 1 pF, respectively.
Now an observation is made on how the deterioration and distortion in the dynamic range
and resolution occur due to the PIN diode parasitics.

Figure 14.13(b) shows the case when a series parasitic resistance Rs = 2�3 � is included
in the simulation. When the PIN diode switch is ON, the parasitic resistance Rs generates
loss to the impedance synthesizer. Therefore, as can be seen in Figure 14.13(b), there is a
contraction of the dynamic range when compared to Figure 14.13(a). Note that losses of the
impedance synthesizer will become significant as the number of switch elements increases
mainly due to the series resistance of the PIN diodes.

Figure 14.13(c) shows the case when a series parasitic inductance Ls =2�8 nH is included
in the simulation. When the PIN diode switch is ON, the parasitic inductance is in series
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Figure 14.13 Simulated matchable domain at f = 900 MHz with 12 capacitors (212 = 4096 states).
Values of ideal components of L�C1min, and C2min are 3 nH, 0.5 pF, and 1 pF, respectively: (a) ideal
PIN diode; (b) PIN diode with only series parasitic resistance (Rs = 2�3 �); (c) PIN diode with only
series parasitic inductance (Ls = 2�8 nH); (d) PIN diode with series parasitic resistance and inductance;
(e) PIN diode with only parallel parasitic capacitance (Cp = 0�18 pF); and (e) PIN diode with both
on-state and off-state parasitic effects.

with each one of the capacitors of the impedance synthesizer, which introduces loss to
the impedance synthesizer and fails to distribute the matchable impedances uniformly. It
should be noted that, as the operating frequency is increased, the impedance of the inductor
increases, so the effects of the parasitic inductor are significant.

Figure 14.13(d) shows the case when both the series parasitic inductance (Ls = 2�8 nH)
and resistance (Rs = 2�3 �) are included in the simulation. As can be seen, the dynamic
range is contracted and distorted due to the parasitic resistance and inductance. Notice that
the matchable impedances are no longer distributed uniformly on the Smith chart.

When the PIN diode is OFF, the parasitic capacitance Cp = 0�18 pF is added in series
with each one of the capacitors of the impedance synthesizer. This limits the minimum
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capacitance values (C1min and C2min) that can be realized in practice, and hence deteriorates
the resolution of the matchable domain. This is because, as discussed earlier, the resolution
is determined by C1min and C2min. Figure 14.13(e) shows the matchable domain when only
the parasitic capacitance is included.

Figure 14.13(f) depicts the matchable impedance domain for the impedance synthesizer
when both the on-state and off-state parasitic effects are included in the simulation. In later
sections, it will be shown that the parasitic effects of the PIN diodes ultimately set the
limit on the impedance synthesizer, in terms of efficiency, matching domain, and its control
methodologies.

It should be mentioned that when the parasitics are involved in the impedance synthesizer,
the matchable impedances plotted on the Smith chart no longer represent impedances that
can be perfectly matched to the system impedance, but rather represent impedances that can
be matched with a reasonable return loss.

A dramatic performance improvement of the impedance synthesizer can be achieved by
using low-loss, low-parasitic switches. The most promising technology for implementing
these switches is considered to be MEMS. However, MEMS switches are not yet commer-
cially practical due to size and cost. The PIN diode based impedance synthesizer can be
refined with RF MEMS switches when possible.

14.3.3.7 Impedance Synthesizer Prototype Design and Fabrication

The compromise between large matchable domains and small losses led to consideration of
an impedance synthesizer with six switches (26 =64 states). In general, variations of antenna
impedance due to the environmental conditions are limited to a certain region of the Smith
chart. Thus, it is not necessary for the dynamic range of an impedance synthesizer to cover
all the Smith chart area, but be sufficient to generate the complex conjugates of the antenna
impedances confined to a certain region on the Smith chart. In other words, fabricating an
impedance synthesizer for the purpose of matching a particular antenna (as opposed to any
antenna) will require only a small tuning range of capacitors. Therefore, engineering trade-
offs are necessary to determine the optimal number of matching states with an acceptable
dynamic range.

To determine the required values for Ls, C1min, and C2min, a series of simulations was
performed with a circuit model designed with HP-ADS software. As shown in Figure 14.14,
all the parasitic effects (i.e. Rs = 2�3 ��Ls = 2�8 nH, Cp = 0�18 pF, and Rp = 1�92 k �)
of the PIN diodes are included in the circuit model, as well as the transmission line effects of
the PCB on which the components of the impedance synthesizer are mounted. The vales of
L, C1min, and C2min are determined to be 1.0 nH, 4.7 pF, and 2.2 pF, respectively. It should
be noted that the matchable domains presented here are only a sample of many simulations
performed. Other values of L, C1min, C2min, and N could possibly be better in terms of both
dynamic range and matching capability.

A 1 nH SMD-type inductor (0402CS-1N0XJLW Chip Inductor, Coilcraft, Inc.) and thin-
film capacitors (Accu-P® Thin-Film RF/Microwave Capacitors, AVX Corp.) were used to
build the impedance synthesizer. The commercially available values for the design and part
numbers are shown in Table 14.1.

The photograph of the impedance synthesizer prototype fabricated on FR4 board is shown
in Figure 14.15. The simulation results with the commercially available values are shown in
Figure 14.16.
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Figure 14.14 ADS system simulation schematic layout.

Table 14.1 The calculated and commercially available values of capacitors for the
fabrication of the impedance synthesizer.

Calculated values (pF) Commercially
available values (pF)

Part numbers

C11
= C1min 4.7 4�7 06035J4R7BBTTR

C12
4�7 × 21 = 9�4 10 06035J100GBTTR

C13
4�7 × 22 = 18�8 18 06035J180GBTTR

C21
= C2min 2.2 2�2 06035J2R2BBTTR

C22
2�2 × 21 = 4�4 4�7 06035J4R7BBTTR

C23
2�2 × 22 = 8�8 8�2 06035J8R2BBTTR

Figure 14.15 Photograph of the fabricated impedance synthesizer.
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(a) (b)

(c) (d)

Figure 14.16 ADS simulated matchable domain results at (a) 800 MHz, (b) 900 MHz, (c) 1800
MHz, and (d) 1900 MHz.

Figure 14.17 shows the measured matchable domains of the fabricated impedance synthe-
sizer at different frequencies. The measured results are in moderately good agreement with
the results (see Figure 14.16) from the HP-ADS. Differences between the simulation and
measured results are due to the tolerances of PIN diode parasitics, capacitors, and RF chokes.
It is expected that, with good layout techniques and the use of tighter tolerance compo-
nents, even better agreement between the results from simulation and measurement could be
achieved.

14.3.4 Other components

14.3.4.1 RF Power Sensor

To control the status of the switches in the impedance synthesizer, the AATU requires
feedback data that allow it to determine the impedance mismatch corresponding to a given
state. In certain applications (CDMA, for example), the incident power level is constantly
being adjusted to optimize signal-to-interference plus noise ratio for all users. Hence, it is
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Figure 14.17 Measured matchable domain of the fabricated impedance synthesizer with six capacitors
at (a) 800 MHz, (b) 900 MHz, (c) 1800 MHz, and (d) 1900 MHz.

generally necessary to measure incident power levels as well as reflected power levels in
order to be able to determine the input reflection coefficient. In the next subsections, the
RF power sensors used to detect the incident and reflected power levels at the input of the
impedance synthesizer are considered. Implementation of these sensors includes the design
and fabrication of a three-line directional coupler, RF power detectors, and ADCs. The
design of the coupler and power detectors use standard RF design principles and therefore
for the sake of brevity will not be included here.

14.3.4.2 Analog-to-Digital Converter (ADC) and Data Acquisition

After detecting the incident and reflected power level with the RF power detectors, it is
necessary to convert the analog signal to a digital signal for further digital signal processing
of the ACU. The National Semiconductor’s ADC1173 15 Msps ADC is chosen to digitize
the analog voltage signals from the outputs of the RF power detectors. An evaluation board
(ADC1175EVAL Evaluation Board, National Semiconductor Corp.) was purchased and is
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Figure 14.18 Photograph of the ADC evaluation board (ADC1175EVAL Evaluation Board, National
Semiconductor Corp.) and digital interface board (WaveVison™ Digital Interface Board, National
Semiconductor Corp.).

shown in Figure 14.18. The ADC1173 is a low-power, 15 Msps converter that digitizes
signals to 8-bits while consuming just 33 mW of power.

The 8-bit digital output from the ADC1175EVAL Evaluation Board is provided in parallel
format. To capture the digitized signal and feed the data into a microprocessor for further
signal processing, the National Semiconductor’s WaveVison™ Digital Interface Board is
chosen and connected to the ADC1175EVAL Evaluation Board, as shown in Figure 14.18.
The WaveVison™ software is used to evaluate the performance of the ADC and eliminate
the need for a logic analyser.

14.3.5 Antenna Control Unit (ACU)

The reconfigurability of the antenna system, i.e. a tunable antenna and impedance synthesizer,
is achieved by altering both the geometry of the antenna and the state of the impedance
synthesizer by an antenna control unit (ACU). The ACU employs an open-loop and closed-
loop system for the tunable antenna, as discussed before, and the impedance synthesizer
(discussed in Section 14.3.3), respectively.

14.3.5.1 Closed-Loop ACU for the Impedance Synthesizer

After the electronically tunable antenna is reconfigured by the open-loop ACU, the AATU
adopts a closed-loop system to ensure that the coarsely tuned antenna is automatically
matched to any given frequency under all environmental conditions. Based on the coupled
incident and reflected signal levels (refer to Section 14.4), a search algorithm running on the
ACU tries to minimize the impedance mismatch of the antenna.
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Figure 14.19 Block diagram outlining the functionality of the closed-loop ACU.

The block diagram of the closed-loop ACU is illustrated in Figure 14.19. The dashed
arrow lines indicate the feedback signals of the closed-loop control system. The ACU receives
the feedback from the RF power sensors, i.e. the directional coupler, RF power detectors,
and ADCs, to measure the ratio between the incident and reflected power, and consequently
control the impedance synthesizer. The ACU controls the switches of the impedance synthe-
sizer via the digital output voltages from its output pins which generate TTL level voltages. In
order to be compatible with current RF communication systems such as UMTS/W-CDMA, it is
necessary to find an optimum matching state quickly and efficiently.

14.3.5.2 Tuning Method for the Impedance Synthesizer

The purpose of the closed-loop ACU is to generate proper switch control signals automatically
which reconfigure the impedance synthesizer for an optimum matching state based on the
incident and reflected power level information. The search algorithm running on the ACU will
efficiently determine the switching status required to produce a conjugate matching between
the impedance synthesizer and antenna at a desired operating frequency. The cost function
that is used to optimize the impedance matching condition is the reflection coefficient, 	imp,
seen looking into the input of the impedance synthesizer. Referring to Figure 14.20, 	imp

can be obtained by [11]

	imp = S11 + S12S21	ant

1 − S22	ant

(14.11)

where 	ant is the reflection coefficient seen looking toward the antenna, which can be
calculated in terms of the antenna impedance, Za, and the characteristic impedance, Z0,
given by

	ant =
Za − Z0

Za + Z0

(14.12)
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Figure 14.20 Impedance matching network.

As long as the antenna impedance Za falls into the matchable impedance domain of the
impedance synthesizer, the antenna can be matched perfectly to the system impedance, Z0,
if the search algorithm finds the proper switch control signals required for the impedance
synthesizer to produce

S∗
22 = 	ant (14.13)

which reduces Equation (14.11) to

	imp = S11 + S12S21S
∗
22

1 − S22S
∗
22

= 0 (14.14)

In practice, a perfect impedance match is not realizable due to various issues such as
the parasitic effects of PIN diodes [12]. For this reason, the perfect matching condition of
Equation (14.14) cannot be achieved in practice. In most cases, values of 	imp between −15
dB and −20 dB are considered acceptable.

14.3.5.3 Nearest Neighbor Search Algorithm

A number of different types of search algorithms can be implemented according to References
[1], [6], and [8]. In Reference [1], several different algorithms such as the ‘Hooke and Jeeves’s
Algorithm’, ‘Powell Algorithm’, ‘Simplex Method’, and ‘Single-Step Algorithm’ were tested
to compare their performance, and the ‘Single-Step Algorithm’ was implemented in an ASIC
prototype. In Reference [12], a search method was developed based on genetic algorithms,
and the implementation of the tuning algorithm using a microprocessor is considered.

In this section, the focus will be on a nearest neighbor search algorithm that is very
similar to the ‘Single-Step Algorithm’ of Reference [1]. The proposed search algorithm has
also been implemented in hardware using FPGA technology, and its implementation using
DSP is also considered.

In order to find the switching status for the optimum matching condition, a two-
dimensional search plane is considered, shown in Figure 14.21. Each axis of the plane
corresponds to the decimal representations of Ni binary digital control signals. Note that, as
discussed earlier, the impedance synthesizer consists of binary capacitor arrays and that the
switching elements of the each array are controlled by Ni digital signals.

The search process starts from an arbitrary point on the two-dimensional plane. The
algorithm compares the ratios of the incident and reflected power levels detected from this
point and its eight nearest neighboring points. From among these nine points, the one that
generates a minimum ratio of these power levels is selected as the new starting point. The
search continues to iterate until it finds a starting point that produces a smaller mismatch
than any of its nearest neighbors.
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Figure 14.21 Topology of nearest neighbor search.

It has to be mentioned that the number of iterations required to find an optimum point
depends on its initial search point. Therefore, occasionally, the algorithm will require many
iterations before a satisfactory matched condition is reached. In order to reduce the search
iteration, a look-up table can be used to determine a beginning search point that is close
to the optimum point. The look-up table can be created by storing optimum points from
previous operating frequencies [6]. The number of iterations required can also be reduced
by ending the search process when an acceptable return loss has been achieved, even if it
would be possible to improve the return loss further by additional iterations.

A significant drawback of the nearest neighbor search algorithm is that it requires the
return loss (reflected power level) to converge monotonically. In other words, if other local
minima exist, the algorithm might end up finding a local minimum point that does not provide
a proper matching condition. To overcome this problem, random global searches such as
generic algorithms [12] can be developed. A thorough examination was undertaken of the
nearest neighbor search algorithm using MATLAB and it was concluded that the results
suggest that to ensure a successful result, the nearest neighbor search algorithm requires
either that only one local minimum exists in the search plane or that a look-up table should
be used to determine a proper beginning search point.

14.3.5.4 Hardware Implementation of ACU

The system requirements are to design and implement tuning algorithms by using a low-cost
platform. Since DSPs and FPGAs provide inexpensive and expandable platforms that allow
rapid design prototyping, both approaches will be discussed in the following sections.

14.3.5.5 FPGA Implementation

The ACU is programmed and implemented using an FPGA device (Altera UP2 Education
Board, Altera Corp.), shown in Figure 14.22. The FPGA is an array of logic gates that can
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Figure 14.22 Photograph of the Altera UP2 Education Board.

be programmed dynamically in the field after it is manufactured and often used to prototype
digital integrated circuits [13].

Both the open-loop and closed-loop algorithms are programmed using very high-
speed integrated circuit hardware description language (VHDL) and compiled using the
MAX+PLUS II Software. To run the algorithms, the EPF10K70 device on the Altera
board is configured in-system with the ByteBlasterMV download cable, which is a hard-
ware interface to a standard parallel port. More details about the board can be found in
Reference [14].

Employing the FPGA for the ACU provides the end users with complete control
over the tunability of the impedance synthesizer and antenna. For large-scale production,
improved performance, and low-power consumption, the VHDL code can be retargeted to an
application-specific integrated circuit (ASIC). In Reference [1], an ASIC unit is developed
to implement a complex search algorithm.

14.3.5.6 DSP Implementation

DSPs are specialized microprocessors used to perform digital signal manipulations efficiently.
Since a DSP chip is a very common component of almost all commercial wireless devices,
the existing chip can be utilized to implement the ACU. The search algorithms can be written
in high-level languages such as C and C++, which can be developed efficiently and easily
[15]. Also by using a DSP platform, DSP commands can be simulated, implemented, and
specified, e.g. operating frequency information required to reconfigure the tunable antenna
and matching network on demand.

The ACU prototype is being developed using a DSP device (Sundance SMT8036 Soft-
ware Defined Radio Kit, Sundance Digital Signal Processing, Inc.), which contains ADCs
(AD6645-108)/DAC(AD9777) as well as a baseband DSP (TMS320C6416), and is shown
in Figure 14.23. Code Composer Studio Software is used to develop, debug, and optimize
C-code for the search algorithms and to configure the DSP chip on the board.
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Figure 14.23 Photograph of the Sundance SMT8036 Software Defined Radio Platform.

14.4 AATU PROTOTYPE AND TEST SETUP

In the previous sections, the design issues associated with the development of the closed-loop
AATU were discussed, with particular emphasis on the impedance synthesizer. To establish
the feasibility of using the AATU in SDR and cognitive radio applications, an AATU system
was constructed and demonstrated.

14.4.1 AATU Prototype

In order to verify the AATU functionality experimentally, the overall AATU prototype
system shown in Figure 14.24 was assembled using the components discussed throughout
Section 14.3. The AATU demonstration setup is based on the block diagram shown in
Figure 14.1.

The impedance synthesizer discussed previously was placed next to the electroni-
cally tunable antenna. The power detector combined with the three-line direction coupler
was inserted between the impedance synthesizer and an RF MEMS switch (Magfusion
MagLatch™ RF Switch, Magfusion, Inc.). The RF MEMS switch is not part of the AATU,
but employed to switch automatically between an RF signal generator (Agilent E4432B
Signal Generator) and a VNA (HP-8510C Vector Network Analyser). The detailed photo and
description of the current off-the-shelf (COTS) RF MEMS switch is shown in Figure 14.25.

It should be mentioned that, in this AATU prototype, the ACU reconfigures the impedance
synthesizer based on the reflected power level only. A 50 � matched load is connected to the
output of the incident power level detector. However, note that, as discussed in Section 4.4.1,
it is necessary to detect both the incident and reflected power level to be compatible with
the dynamic power variation scheme in an RF communication system such as the CDMA.

14.4.2 AATU Measurement Results

Based on the system setup discussed in the above subsection, the system return loss of the
AATU will be measured. Note that in evaluating the AATU system performance, the most
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Figure 14.24 Photograph of the AATU demonstration setup.

Figure 14.25 Photograph of the RF MEMS (Magfusion MagLatch™ RF Switch, Magfusion, Inc.)
switch evaluation board.

important quantity is the return loss of the system. This is because the purpose of the AATU
is to eliminate automatically the impedance mismatch between an antenna and a power
module for the maximum power transfer.

Now consider the case where the frequency of an RF signal applied to the input of the
directional coupler (output of the signal generator) is arbitrarily set to 1.87 GHz. Firstly, the
tuning circuit of the SPA is controlled by the open-loop ACU discussed before. The solid line
in Figure 14.26 presents the measured return loss of the SPA which is reconfigured based on
the frequency information received by the ACU. Then, the nearest neighbor search algorithm
running on the FPGA tries to minimize the reflected power level in order to eliminate the
impedance mismatch between the antenna and impedance synthesizer. Figure 14.26 shows
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Figure 14.26 Narrowband tuning ability of the AATU. The SPA is tuned to 1890 MHz.
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Figure 14.27 Automatic tuning ability of the AATU.

the results achieved by the prototype. As can be seen in the figure, the AATU enables very
narrowband tunability.

Hand-held devices are generally used under constantly changing environment conditions.
To demonstrate how well the AATU compensates for changing environmental conditions,
the antenna is brought to close proximity of a human hand. Figure 14.27 shows the detuned
response of the antenna when it is in contact with the human body. As can be seen, significant
degradation of the antenna’s performance occurs. Once the antenna is detuned, the search
algorithm automatically reconfigures the impedance synthesizer to correct for this sudden
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Figure 14.28 Narrowband tuning ability of the AATU. The SPA is tuned to 880 MHz.

environmental change. The retuned response, with the antenna still in contact with the hand,
is shown in the same figure.

In many wireless applications it is necessary to change the operating frequency of the
transmitter. To emulate this situation, the operating frequency is changed to 880 MHz from
1.87 GHz. Based on the frequency information, the ACU first reconfigures the SPA to work
at a lower frequency band, as shown in Figure 14.28. Then the search algorithm finds an
optimum switching configuration for the impedance synthesizer. After tuning, the measured
response is shown in the same figure.

14.5 SUMMARY

In this chapter a thorough investigation into the development of frequency agile antennas
for a software-defined and cognitive radio has been presented. In particular, attention has
been focused on a number of practical issues concerning the design and modelling of
electrically small antennas, as well as their tunable matching networks and concomitant
control circuitry and algorithms. A new theoretical tool was presented for characterizing
antennas from a system point of view, allowing their frequency selectivity to be incorporated
into the RF front-end design. Tunable matching networks were also presented as well as
appropriate analog and mixed-signal control circuitry to allow frequency-agile antennas to
be reconfigured on demand by the radio’s baseband processor. Finally, the implementation
of an AATU prototype was discussed.
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15.1 INTRODUCTION

This chapter addresses the evaluation of antennas for communications. Most antenna
applications concern a digital communications link. The antenna gain has a direct impact
on the link performance including the spectral efficiency. The classical directive gain and
its measurement are reviewed with the natural progression to the distributed gain and the
diversity gain for antennas designed for multipath situations. With most links operating in
multipath, multielement antennas with high distributed gain and good diversity performance
are required. In developing compact antennas, multielement antennas with statistical perfor-
mance measures require convenient experimental evaluation techniques.

15.1.1 Background: Digital Communications Link Performance

Most antenna applications are for the transport of digital information. The link performance is
measured by a statistic – the throughput of correctly detected bits per bandwidth, or capacity
efficiency. For transmission, the digital data are typically encoded into a finite alphabet of
analogue symbols comprising several bits of information. If the bit error rate (BER) can
be kept to less than about 10−4, then forward error correction coding can reduce the coded
bit error rate to a negligible value. For most applications, a negligible error rate is not
necessary, and an acceptable uncoded BER for wireless communications can be as 10−3

low as or even 10−2. A direct evaluation of the capacity of a link, or its digital outage,
etc., is relatively straightforward, involving digital test sequence analysis. However, such an
evaluation, dealing with only the data channel, does not reveal the mechanisms causing the bit
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errors, or where link improvements could be made within the system. While fractions of a dB
improvement are a cause for celebration in data coding research, much larger improvements,
especially in most personal and mobile links, can be made at the antennas, through better
matching (spatial, polarization, and impedance), leading to higher gain designs. Figure 15.1
depicts the channels of a communications link.

Independent of the encoding and alphabet size, the primary parameter that defines the
average uncoded BER is the average energy per bit over the noise energy density, denoted
�b/N0, where the energy averaging is over the alphabet of symbols. The �b/N0 relates
directly to the signal-to-noise ratio (SNR) at the receiver (see Equation (15.1) below). The
instantaneous SNR is calculated by time averaging over several RF cycles. The noise is
normally dominated by the receiver thermal noise, which is otherwise independent of the
wireless link. In a changing link, such as in mobile communications, the SNR becomes a
random variable, and its distribution is estimated over either a fixed duration or over a set
of environments for link characterization.

The Shannon capacity efficiency, in C bits per second, over the bandwidth used, B in Hz,
is related to �b/N0 by Shannon’s law

C

B
= log2

(
1 + C

B

∈B

N0

)
= log2�1 + SNR� (15.1)

This leads to the limiting wireless link capacity (and also the achievable or practicable
capacity) and the capacity efficiency, being directly related to the signal energy at the
receiver. The signal energy for a given signal design and regulated transmitter amplification
level is determined by the path loss and antenna gains. The importance of the capacity
efficiency metric lies with the need to use wisely the radio spectrum, a finite and shared
resource.

With communications signal processing techniques such as equalization, rake reception,
and error correction coding, wireless digital communications systems can now operate within

Raw
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digital
coding
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symbol &
waveform

coding

frequency
shift

antenna
processing

beamforming
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e-m channel

Multipath
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Figure 15.1 The channels of a digital link. Evaluation of the link is simplest using digital data
sequences, but this reveals little about the RF performance and how it may be changed to improve
the link. With the communications signal processing capability having reached its limits of capacity
improvement for a channel, it is the performance of the antenna, and in particular the multielement
antenna, that remains the source of potential capacity improvement.



INTRODUCTION 409

fractions of a dB (in the SNR) of the Shannon capacity limit. In this sense, the signal
processing capability has progressed to achieve effective saturation of the Shannon capacity
efficiency.

In the meantime, the antenna gain has not only maintained its fundamental role in
the wireless link but has now become the only capacity-limiting factor left within the
control of the link designer. If the antenna’s physical aperture can be allowed to increase
in order to increase the antenna gain, then the capacity efficiency can increase. Such a
capacity efficiency increase is unbounded, at least in a mathematical sense. The increased
aperture can be achieved using multielement antennas, and the associated signal processing
technology, together called multiple-input, multiple output (MIMO), has opened up relatively
new possibilities for the capacity efficiency. Consequently, multielement antennas are key
for high-capacity efficiency systems.

To illustrate the power of multielement antennas, the Shannon capacity efficiency for Mtx

combined transmit antennas andMrx ≥Mtx receive antennas can be written in an approximate
form as

C

B
≈Mtx log2

(
1 + Mrx

Mtx
SNR

)
≈M log2�1 + SNR�� Mrx =Mtx =M

(15.2)

This is a parallel-channels capacity formula [1]. It relates to Equation (15.1) in that there are
Mtx independent (i.e. parallel) channels with the total transmit power divided evenly between
the channels. The channels each have the same mean SNR, which is now SNR/M tx, and
there is also a receiving array gain of Mrx for each channel. The simplification in Equation
(15.2) follows from having the same number of elements at each end of the link. Equation
(15.2) can be considered as an upper limit to the Shannon capacity for MIMO links, both
for the known channel (at the transmitter) case and the unknown channel case.

In an MIMO link, the antenna signals should be mutually uncorrelated over the fading
from the multipath propagation. Relative to capacity efficiency limits for MIMO operating
in multipath, the parallel channels equation above is optimistic by a few bits/s Hz for modest
antenna numbers, say M< 12. However, the approximation is highly illuminating: there is
a striking comparison between the single-channel case of Equation (15.1) and the MIMO
case of Equation (15.2). While the receiver SNR still has the same logarithmic impact on
the capacity efficiency as in the classical Shannon relationship, the linear dependence on M
illustrates the unbounded (except by practicable considerations) growth of capacity efficiency
with antenna dimension. For a fixed spectral cost, i.e. bandwidth and transmit power, the
capacity can grow by simply adding antennas. The associated signal processing required for
this is currently under development for commercially viable systems.

If there is unobstructed line-of-sight (LOS) between the M-element transmit and receive
arrays, then the capacity efficiency will exceed that of the multipath case. In this case,
conventional, directional beamforming would be used.

15.1.2 Interference-limited links

Most applications occupy a spectrum that is shared, intentionally or inadvertently, and the
signals from other users, or interference, dominates the thermal noise as the unwanted signal.
The primary parameter for communications capacity, instead of being the SNR, now becomes
the signal-to-interference plus noise ratio (SINR).
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With multielement antennas, array signal processing techniques can also be applied to
suppress the interference power, which of course increases the SINR. This is a compounding
motivation for using multielement antennas in communications.

In the following, techniques are developed for the evaluation of antennas that can provide
the signals suitable for realization of high-capacity efficiencies.

15.2 BASIC ANTENNA PARAMETERS AND EVALUATION
WITH IDEAL POINT-TO-POINT

Classically, antenna performance is gauged by the antenna pattern in a well-defined direction.
This section introduces the classical parameters of antenna performance [2]. The principle
of reciprocity is invoked throughout so that transmit and receive results can be interchanged
except where stated otherwise.

The far-field pattern of an antenna is denoted here by

h�����=h�������̂+h�������̂ (15.3)

By convention, the antenna pattern refers to the electric field of the transmit pattern, and
the unit of h is length, in metres. The transmit pattern is the same as the receive pattern
except for a conjugation that stems from a reversal of the wave direction. Therefore the
power patterns, e.g. �h�������2, for transmit and receive, are the same. For linearly polarized
antennas, the conjugate makes no difference to the polarization.

The open-circuit voltage at the receiving antenna is the product of the incident electric
field, Einc�����, in volts/m, and the receiving pattern, here written with the frequency
dependence made explicit for both the antenna and field:

Vo���= Einc����	�� · h∗����	��
=Einc�����	��h

∗
�����	��+Einc�����	��h

∗
�����	��

(15.4)

This defines the pattern. Here the vertical (�̂) and horizontal (�̂) have been used for
the polarizations, but any convenient orthogonal pair will do. In satellite communica-
tions, the right-hand �R̂� and left-hand �L̂� circular polarizations (RHCP and LHCP) are
often used. RHCP means that the tip of the radiating transverse electric field vector
follows a right-handed helical locus as it moves through space. Seen from the receiver,
the electric field vector is turning anticlockwise. The unit vectors for circular polarizations
(CPs) are

R̂ = 1/
√

2��̂− j�̂�e−j�	 L̂ = 1/
√

2��̂− j�̂�ej� (15.5)

and the ej� term is not required for magnitude-only patterns. Note that the transmit pattern
is of the opposite hand to the receive pattern, and confusion here is a common pitfall in
CP antenna and link design. Here it is assumed that the time dependency is ej�t; for a time
dependency of e−j�t, the RHCP and LHCP are interchanged. The copolar pattern refers to
the pattern in the wanted polarization and the cross-polar is the orthogonal, or unwanted,
polarization.
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15.2.1 Directive Gain

The classical performance measure for an antenna is the antenna gain, which is the normal-
ized total (both polarizations) radiated power density in the direction of its maximum, denoted
��0��0�. The total radiated power from pattern h����� is represented by

Prad = 1
4


2�∫
�=0

�∫
�=0

(�h�������2 + �h�������2
)

sin � d� d� (15.6)

and the gain of the antenna is

G��0��0�=�ant

�h���0��0��2 + �h���0��0��2
Prad

=�antD��0��0� (15.7)

Here, the directivity, D��0��0�, is a purely total-power pattern shape parameter, and all the
ohmic losses (metallic and dielectric) of the antenna are represented by the antenna efficiency
factor, �ant.

It is convenient to deal with normalized, unitless patterns, here denoted g�����, meaning
that Prad =1 when g����� is used instead of h����� in Equations (15.6) and (15.7); therefore

2�∫
�=0

�∫
�=0

(�g�������2 + �g�������2
)

sin � d� d�= 4� (15.8)

For antenna evaluation, the gain is separated into the polarized gains, written here for
normalized patterns as

G�����=G������+G������=�ant�g�������2 +�ant�g�������2 (15.9)

Therefore, for evaluating either the copolar gain or cross-polar gain, patterns of both polar-
izations are needed, and there is also a need to be able to calculate the total radiated power.
Figure 15.2 gives the basic spherical coordinate system showing linear polarizations and the
relation between the electric far-field and the normalized pattern, developed below.

15.2.2 Antenna Efficiency Terms

The concept of efficiency in antennas is illuminated by a basic circuit model (Figure 15.3)
with an excitation current at the RF carrier frequency, I = I0ej�ct, running through series
resistances whose dissipated powers respectively represent the radiated power and the antenna
ohmic losses. Here the antenna impedance mismatch loss is included as well.

The link between the physical situation and the circuit model is the radiated power, and
equating respective expressions for Prad defines the radiation resistance. Voltage excitation,
preferred for most printed patch antenna models, is also possible of course; the radiation
power, for example, would 1

2Grad�Vo�2, be where Grad is the radiation conductance.
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Figure 15.2 The far electric field, E�����, decays as 1/r and has a phase of e−jkr ; its relation to the
normalized antenna pattern is g�����.
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Figure 15.3 The radiated power links a circuit model and the physical situation. The match resistance
includes losses in any balun present. The antenna efficiency includes only the ohmic losses resistor
since the matching circuit is not strictly part of the antenna.

The antenna efficiency, sometimes called the antenna radiation efficiency, is now defined
from the network circuit:

�ant =
Rrad

Rrad +Rohmic

(15.10)

When there is a matching circuit required for the antenna, the impact on efficiency is included
through the radiation efficiency:

�rad = Rrad

Rrad +Rohmic +Rmatch

(15.11)
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The radiation efficiency is not strictly an antenna parameter, since it includes the matching
network. However, in a link budget, which is of course necessary for antenna evaluation, it
is necessary to account for matching losses, and the antenna matching is normally a part of
antenna design. Any balun required for an antenna falls within the matching network here,
so any balun losses are accounted for by the radiation efficiency.

For compact antennas, for example an electrically small printed small loop, the radiation
resistance can be just fractions of an ohm and can have a balanced port. Matching this
to a typical interface, say 50 ohms unbalanced, requires a network that can have a series
resistance of several ohms, so that most of the power is dissipated in the matching network
rather than the antenna radiation. Often the balun and matching are integrated with printed
antennas, and for comparing different designs, care must be taken to include all the feed
losses for a fair comparison between antennas. In terms of size, a compact antenna may
need a matching and perhaps a balun network, each of which can be physically much bigger
than the antenna itself. Unless the matching circuit and its losses are included, it is again an
unfair comparison to pit the unmatched antenna size against a larger antenna that is already
matched. Comparison of compactness between antennas is discussed further below.

In practice, the polarizations may not be aligned, and the polarization efficiency

�pol =
(

ptx · p∗
rx

�prx� �ptx�
)2

(15.12)

is used in a link budget, where p denotes the vectors describing the antenna polarizations in
the LOS directions. The tx and rx subscripts here can refer to the transmitter and receiver.
Recall that the pattern is the transmit pattern, which is why the conjugate appears, or
of course one of the polarization vectors could refer directly to the wave rather than an
antenna.

For linear polarizations that are offset from each other by an angle 
, for example
ptx = �̂�prx = cos
�̂+ sin
�̂, then �pol = cos2 
. The alignment accuracy is not critical
in terms of power loss in the copolarization – a 0.5 dB polarization mismatch loss means
that the polarization alignment should be within about 20�. However, for suppressing a
signal in the unwanted polarization, the alignment accuracy is critical, the dependence
being sin2 
. For example, when there is no cross-polar component, keeping the cross-polar
measurement below −40 dB requires an alignment of better than about half a degree. For
circular polarization, there is no such polarization alignment required, except in terms of
getting the hands correct; if the transmit antenna has an RHCP transmit pattern then the
receiver should have an LHCP pattern, i.e. an RHCP transmit pattern.

Finally, the matching efficiency, also called the impedance match gain or the mismatch
factor, is M = (1 − �� �2), with � the voltage reflection coefficient at the antenna port. This
is taken to be the same whether the antenna is transmitting or receiving.

15.2.3 Effective Aperture and Equivalent Circuits

The transmit antenna produces a power density at the receive antenna of S̃=PtxGtx/�4�d
2�

watts/m2. It is insightful to view the receiver as a cross-section that intercepts this flow of
power density. The power intersected by this area is the power delivered to the load at the
receiver, which is why it is called an effective aperture, denoted Aeff . The received power
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is S̃Aeff . This can be equated with the received power calculated from a basic Friis link
equation for free space (see Equations (15.25) and (15.26) below), which results in

Aeff����	�pol	�rx	Rohmic�=
�2

4�
Mrx��rx��pol�radDrx����� (15.13)

where the dependencies on the receiving antenna are made explicit: direction, polarization
match, load match and ohmic losses in both the antenna and any matching circuit. The latter
inclusion means that the radiation efficiency term, �rad, can be used in this equation.

By equating the received power in terms of the electric field, S̃Aeff = 1
2 �E�2/��0Aeff�,

with the power in the load, 1
2 �I�2RL, of a series equivalent circuit model comprising an

open-circuit voltage source, an antenna impedance of ZA = �Rrad +Rohmic�+ jXA, and a load
impedance ZL, the relation between the effective aperture and the pattern is obtained as

Aeff����	�pol	�rx	Rohmic�=
RL�0

�Rrad +Rohmic +RL�
2 + �XA +XL�

2
�pol �h������2 �general�

Aeff����	�pol = 1	�rx = 0	Rohmic = 0�= 1
4
�0

Rrad

�h������2 �losless, matched�

(15.14)

Therefore, for matched and lossless conditions the pattern relates to the directivity (now the
same as the gain) as

�h������2 = 4
Rrad

�0

�2

4�
D����� �lossless, matched� (15.15)

Because the effective aperture represents only the power absorbed by the load of the
receiving antenna, it does not represent the power scattered by the antenna or any ohmic
losses in the antenna and any matching circuit. The capture area is the name given to the
aperture that represents the total power gathered by the antenna. For a minimum scattering
antenna (the MSA is an idealized, lossless element, which is well approximated by single-
mode antennas, such as a printed patch), the scattered power and the power in the load are
the same, and the scattered power has the same pattern as the radiating pattern [3,4]. The
equivalent circuit is the open-circuit voltage source in series with the self-resistance, Rrad,
and the load, RL =Rrad (cf. Figure 15.11, below, with M = 1). The power dissipated in Rrad

is the scattered power, or reradiation of the incident wave with the antenna pattern. Even if
the antenna is lossless and matched in polarization and impedance, only half of the power
captured reaches the load for signal detection, and the other half is scattered – a bad start
for efficiently gathering power! For this reason, a more accurate name for MSAs would be
equal scattering antennas [5]. Aperture antennas can do better, as noted in the following.

For larger, directive antennas, such as printed arrays, the efficiency of the physical
aperture of the antenna is of interest. With such aperture antennas, the scattered power in any
direction is not simply related to the aperture efficiency (the ratio of the effective aperture
to the physical aperture) of that direction; the scattered power has a different pattern to the
receive pattern. A limiting case is when there is no power scattered back in the direction
of incident power, i.e. a zero radar cross-section. Aperture antennas have measured aperture
efficiencies of up to 85 %. If the capture area is close to the physical aperture size, which is
often the case for large arrays and reflectors, then this means that only 15 % of the power
passing through the capture area is reradiated or dissipated in ohmic losses. As noted above,
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the corresponding value is never more than 50 % for an MSA. For non-MSA antennas such
as aperture antennas, a more complicated equivalent circuit model is required, with multiple
sources, than the single-source circuit for MSAs [5]. In summary, for a small, single-mode
antenna such as a dipole or resonant cavity patch, the basic series, single-source, equivalent
circuit holds. For aperture antennas, for example an antenna comprising a combination of
elements, the situation is more complicated. MSA principles can be used for appropriate
aspects of element evaluation, but not for combined arrays.

15.2.4 Impedance Bandwidth and the Q Factor

The bandwidth of an antenna is best discussed in relation to the quality factor, Q, a
fundamental parameter of a resonant circuit [3, 6]. It is defined as the ratio of the energy
stored to the energy dissipated in a circuit. In terms of calculatingQ from an input impedance,
there is no differentiation between the antenna losses and the antenna radiation. Only if the
antenna is lossless, so that RA =Rrad, does the impedance-measured Q refer to the radiation
Q, a point discussed further below. For a current excitation, Q can be expressed in terms of
the slope of the reactance as

Q= �

2Rrad

�XA

��
(15.16)

The dual expression for a voltage excitation has Grad, the radiation conductance, in place of
Rrad and the antenna susceptance, BA, in place of XA. These exact relationships offer a way
to estimate Q��� from an impedance measurement around a nominal operating frequency.
Foster’s reactance theorem is that the slope of the reactance is always positive for a lossless
circuit. In a measurement, the slope can be negative owing to the finite loss, and the absolute
value of the slope may be taken.

Most antennas operate at or near resonance. This allows a simple series RLC circuit to model
the impedance behaviour. With the resonance frequency�0 = 1/

√
LC, the impedance is

Z=R+ j
(
�L− 1

�C

)
=R

[
1 + jQ

(
�

�0

− �0

�

)]
(15.17)

Over a narrow bandwidth, the resistance is taken as fixed while the reactance changes, and
the result is the classical relationship between Q and the half-power, or 3 dB, double-sided
bandwidth

��3dB

�0

= �f3dB

f0

= 1
Q

(15.18)

In a measurement, there is not an open, or unloaded, circuit, of course. For a perfectly
matched antenna, the resistance in the equivalent circuit doubles (because of the conjugate
match) and so the loaded bandwidth is twice this value from the equation. The loaded Q,
which is measured in a perfectly matched circuit, is half of the unloaded Q, viz. Q= 2QL.

It is convenient to use the VSWR or the voltage reflection coefficient, � , which is
normally taken as the same as the measured single-port scattering parameter, S11, to estimate
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Q. The relation is VSWR = �1 + �� ��/�1 − �� ��. If the antenna is not perfectly matched,
then the overcoupled solution can be written [7]

Q= 2QL

1 − ����0��
(15.19)

Different bandwidth definitions can be used. A couple of useful cases are for
� = −10 dB�VSWR = 1�925� and VSWR = 2�� =−9�54 dB�, which are almost the same.
The expressions are

Q�� =−10 dB� = 2
3

(
���=−10dB

�0

)−1

	 Q�VSWR=2� = 1√
2

(
��VSWR=2

�0

)−1

(15.20)

For finding the relative bandwidth for other values of the VSWR for a single resonance, the
following formula is used:

(
��VSWR

�0

)
=
(
��VSWR = 2

�0

) √
2�VSWR − 1�√

VSWR
(15.21)

and a general relation is

Q= VSWR − 1

Q
√

VSWR

(
��VWSR

�

)−1

(15.22)

As noted above, using impedance measurements for estimating the antenna bandwidth
has a pitfall. The Q of an antenna comprises the radiation losses and the ohmic losses. If the
antenna is particularly lossy, or has lossy material in its near-field, such as with a cell phone
situation, the measurements can indicate a large bandwidth, but it must be remembered that
this is the impedance bandwidth and does not reflect the radiation bandwidth. The relation
between the impedance-measured Q and the Q contribution from the radiation and that from
the ohmic losses is

1
Qmeas

= 1
Qrad

+ 1
Qohmic

(15.23)

which is used below for compactness evaluation. In summary, a lossy situation can create
the impression that an antenna is well matched and has a large bandwidth. Placing hands,
or other lossy matter, around a microwave antenna and observing the impedance behaviour
illustrates this – the impedance can become perfectly matched but virtually no radiation
occurs!

In printed antennas such as patches, dipoles, and loops, the metallic and dielectric losses
are readily estimated from calculations of modelled current distributions or fields of cavity
modes, etc. For losses in the near-field where deterministic methods are difficult, numerical
estimates of the loss must be made using FDTD-type solutions.

15.2.5 Compactness Evaluation

The Q factor is useful for benchmarking the bandwidth performance for compact antennas
[8,9]. The size is taken from the electrical circumference of an inscribing sphere around the
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antenna, ka, where a is the radius. This may not be an ideal measure for printed antennas,
where the design goal is probably a low-profile panel, rather than a small spherical shape.
However, it serves as a benchmark since different antennas can be compared for compactness
in this way. For printed patch-type antennas with a ground-plane, the ground-plane must be
included as part of the antenna. For benchmarking, a way around accounting for an arbitrarily
large ground-plane is to use the shape of the antenna plus its ground-plane image.

The Chu [8] and McLean [10] limits relate the minimum size of the antenna’s inscribing
sphere for a given Q. The Chu limit applies for a single-dipole mode, either TM or TE. The
McLean limit corresponds to operation with the energy shared equally between both modes,
allowing a lower limit. These limits are [10]

Q�TM�= 1
�ka�3

+ 1
ka

�Chu�� Q�TM+TE�= 1
2�ka�3

+ 1
ka

�McLean� (15.24)

and for small ka, the cubic term shows the halving of the Q limit from using both modes.
The limits are plotted in Fig. 15.4, along with some antenna examples [11]. Any antenna
with its measured impedance giving an operating point below the appropriate limit must be
lossy. Equation (15.23) can be used with the limits to indicate the amount of loss, as shown
by the curves for antenna efficiencies of 50, 15, and 5 %. As an example, a so-called chip
antenna which fits into a sphere with ka= 0�2, with an impedance-measured Q of 6, must

Figure 15.4 The bandwidth, expressed as a Q factor, against the size of the antennas expressed as the
electrical circumference of the inscribing sphere, for compact antennas (ka<1). The Chu limit applies
for a single-mode antenna (TE or TM dipole mode), while the McLean limit is for the dual-mode
or circularly polarized (equal TE and TM), antennas. Some antenna examples are included, with the
wideband patch from [12]. The limits are for lossless antennas, and the other solid curves are labelled
with the single-mode antenna efficiency.
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be, at best, less than 5 % efficient (and likely much less), which means that it contributes a
link loss of more than 13 dB.

15.2.6 Free-Space Links for Gain Measurement

A Friis link equation lays out the role of the antenna gain and the antenna impedance match.
Here the ratio of received power to transmitted power is

P=Prec/Ptx =�polGtxMtxGrxMrxGpath (15.25)

where the subscripts denote transmit and receive. In general, the Friis equation defines the
path gain. For free-space propagation, the path gain is the inverse square relation resulting
from the spherical waves:

G
�FS�
path �d�=

(
1

4�d/�

)2

(15.26)

Here d is the nominal distance between the antenna phase centres and � is the wavelength
at the centre frequency. By equating the power density (see Equation (15.13)) from an
impedance- and polarization-matched transmit antenna with the copolar field strength at the
receiver, 1

2 �Erx�2/�0 =PtxGtx�4�d
2�−1, and using �0 = 120
 ohms, the relation between the

antenna gain and the field strength at the receiver is

�Erx� =
√

30PtxGtx

d
(15.27)

as indicated in Figure 15.2 above. Therefore, for frequency-independent antenna gains, the
field strength is independent of frequency and the path gain is inversely proportional to the
frequency squared.

Although the path gain is a power ratio, it has a well-defined, associated phase term,
e−j2
d/�, which relates to the complex amplitude path gain. It is used below in the complex
amplitude form of the Friis equation used for pattern measurement.

In a pattern measurement, the antennas should be spaced apart by at least the far-field
distance, say d ≥ 2D2/�, where D is the largest aperture dimension of the antenna. For
compact antennas (D/�� 1/
), the directivity is low but it is preferable to still maintain
d>�, and for large antennas, such as reflector antennas and large arrays, d can easily be
tens of kilometres. In this case, a large outdoor range (including the use of radio stars for a
transmitter), or else a near-field measurement with near–far transformation, is required for
evaluating the pattern. The gain is not sensitive to modest reductions of the measurement
distance from its minimum far-field value, but pattern detail becomes inaccurate and, in
particular, pattern nulls become filled in when the measurement distance is too small.

15.2.7 Gain evaluation

The deterministic nature of G�FS�
path is used for evaluating antenna gain for reciprocal antennas.

Free-space conditions are approximated by using a radio–anechoic chamber where the
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reflections of the walls of the chamber are minimized by using absorbing material. The
measurement distance d is fixed at a far-field value.

In the gain substitution method, an antenna with a known gain is used with the unknown
gain antenna. The measurement comprises pointing the two antennas at each other in their
known maximum directions with their polarizations aligned, so that �pol = 1. A calibrated
transmitter and receiver is connected to the antennas so that the transmit power is known
and the received power can be measured. From the Friis equation, the unknown gain can be
estimated from the measurement using

Gunknown��0��0�=
P

G
�FS�
path �d�Gknown��0��0�

(15.28)

When no known-gain antenna is available, the two-antenna method uses two identical
antennas with the same unknown gain. These are polarization-aligned, the transmit and
receive power is measured, and then the Friis equation gives the gain as

G��0��0�=
√

P

G
�FS�
path �d�

(15.29)

The single-antenna method uses a single antenna pointing at a large flat reflecting surface
so that the antenna’s image acts as the second antenna. The distance to the screen is d/2, and
the screen should be larger than the first Fresnel zone for a reasonable basic estimate of the
gain. Because the single antenna is both transmitting and receiving, a circulator is required
for separating the transmit and receive paths. The circulator is not part of the antenna, and
it must be included in the calibration path of the test set (see below). For CP antennas, the
transmit polarization is (say) RHCP and the reflected wave undergoes a change of hand,
making it LHCP, which is the polarization of the receiving pattern.

Finally, the three-antenna method estimates three unknown antenna gains. Applying the
combinations of the three antennas to the two antenna measurement arrangement, three
measurements are obtained of the various products of gains. If these measured gain products
are denoted X, Y and Z, these relate to the antenna gains as

G1G2 =X	 G2G3 = Y	 G1G3 =Z
or

G1 = √
XZ/Y 	 G2 = √

XY/Z	 G2 = √
YZ/X

(15.30)

15.2.8 Nonreciprocal Antennas

Nonreciprocal antennas include those that use magnetized ferrites or plasmas, or ‘active
antennas’, or where, for some reason, perhaps the integrated construction, the active compo-
nents are electrically inseparable from the antenna port. Here there are problems with gain
measurement. Only the gain substitution method will work, and in the case that they may
be different, both the transmit gain and the receive gain of the known antenna are required.
The reason for this is as follows. If the two-antenna method could be used, for example,
with each antenna having unknown transmit and receive gains, a measurement of

G1txG2rx =X	 G1rxG2tx = Y (15.31)
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would be obtained, and even if the two antennas are identical, with G1tx =G2tx	G1rx =G2rx,
and so X = Y , the transmit and receive gains cannot be separated from the measurements
of their products. If the antennas are not identical, then there are four unknowns and two
equations.

15.2.9 Complex Pattern Cut Measurement

For undertaking the complex pattern measurements, a traditional setup is to use a two-port
microwave test set with an automated rotating pedestal. The test set has a vector network
analyser, preferably with a scattering parameter test set. Normally, an automated measure-
ment of all of the scattering parameters, as a vector of frequencies, is a straightforward
capability of a commercial test set. The test set has a matched receiver load and generator,
and the calibration plane is at the antenna port (see Figure 15.5).

Returning to reciprocal antennas, the Friis equation can be written as a complex amplitude
quantity. For example, for the ith measurement of an azimuthal pattern cut, the complex
amplitude form of the Friss equation (15.25) is

[
S21

�1 − �S11�2�1/2 �1 − �S22�2�1/2
]

=√�pol h1 ��0��0�h
∗
2 ��0��i�

√
G
�FS�
path �d�e

−j2�d/� (15.32)

where all the terms are understood to be a function of frequency. Here, antenna 1 is the
testing antenna and is transmitting. Antenna 2 is the antenna-under-test and is receiving.
Normally the testing antenna polarization is set up to be the reference polarization (for

Fixed testing antenna
antenna

pattern cut
measured

rotating
pedestal

Two-port test set

Figure 15.5 A pattern cut measurement is a coupling measurement between the testing antenna
and the antenna under test. An anechoic chamber reduces the reflections to reduce inaccuracy from
multipath.
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both co- and cross-polarization pattern cuts), so that √
�pol�1 in the pattern measurement.

Simplifying further, a complex pattern cut is proportional to the measurement of S21, i.e.
S21��i�=�h∗

2��0��i�, where � is complex.
For complete pattern cut information, a complex measurement is required for each polar-

ization and the testing antenna needs to be able to be set up for transmitting co- and
cross-polarizations. Each of the S parameters are sampled at, say, k= 1 to K� frequencies,
denoted �k, and the i= 1 to I� azimuthal angles, �i, of the antenna-under-test, so that the
dimension of each S parameter is complex (K�, I�) for each polarization. Ideally, the reflec-
tions, S11 and S22, will not change with the changing azimuth angle of the antenna under
test. However, this can happen in practice as the relative positions of the rotating antenna
and the close-proximity feed cable change as the antenna rotates.

To improve the accuracy, reciprocity is used, and a complex average of S12 and S21 is
taken, which replaces the S21. The quantity

� = �S12 − S21�
1
2 �S12 + S21�

(15.33)

represents the difference between the reciprocal measurements, which is typically kept below
–20 dB to indicate good measurement accuracy. In the single-antenna method, this trick
cannot be used since both transmit and receive are already needed for a single measurement.

For evaluating the distributed gain (see below), a measurement of the complete three-
dimensional pattern is required. In a three-dimensional far-field measurement, several two-
dimentsional pattern cuts need to be taken. This can be very time consuming, even with
an automated system. One technique developed commercially for fast pattern acquisition is
the Satimo system. This uses a ring bearing many testing antennas, which rotates about the
antenna under test, with each testing antenna taking azimuthal cuts at different zenith angles.
This spherical sampling can be either in the far-field or the near-field.

Near-field sampling is another technique for pattern measurement [13, 14]. This is partic-
ularly useful for large antennas, where the far-field distance is large. In a near-field measure-
ment, the tangential E and H fields on a well-defined surface are sampled and stored. These
are transformed to the far-field patterns using a knowledge of the surface shape. A limitation
is that some part of the surface enclosing the antenna-under-test cannot be probed because
of the mechanical support system and cabling. The measurement is usually undertaken in
an anechoic chamber, and an automated probing system is required. Spherical surfaces can
be used although this means expensive probing mechanics, but the Satimo system offers a
solution to this. Cylindrical surfaces are the most popular for near-field measurement, where
the antenna-under-test is rotated as the probe is moved up and down the cylindrical surface.
Normally the cylinder ends are not probed, with at least one of the ends occupied with the
feed cabling and mechanical support. Planar surfaces can also be used but such a surface
is confined to directive, broadside patterns in a hemisphere only, as with a planar printed
array, for example.

Finally, the frequency dependence of the gain requires comment. Normally in a measure-
ment, the S parameters are taken automatically over a range of frequencies, and each
measurement can be multiply-sampled and averaged in time for an improvement in the SNR.
Both of these dimensions require more time for a given measurement of course. The SNR,
after averaging, improves by 3 dB with each doubling of the number of samples. The issue
of gain definition for an antenna operating over a wide bandwidth now arises. The direc-
tional gain of an antenna is frequency dependent and even operating over a modest relative
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bandwidth, say 10 %, the variation may be several dB. In the spirit of the single frequency
gain definition, which is taken as the maximum over the set of directions, it seems reason-
able to cite the maximum gain over the bandwidth. However, it is more useful to use the
average gain over frequency for a given direction. In the absence of standards guidance,
wideband gain specifications should include information on the gain definition used.

This completes the review of the antenna parameters through the concepts of impedance
measurement and free-space point-to-point link measurement. For a line-of-sight link, the
pointing direction of the maximum antenna gain is used for each antenna of course. However,
if there are strong interference sources in certain directions, then the optimum pattern
maximizes the SINR and the pattern shape is typically arranged to minimize the interference.
The resulting maximum gain direction may not coincide with the direction of the link.

15.2.10 Line-of-Sight Links

In practice, most wireless links will have multiple-path propagation, so several directions,
instead of one, become important. For a mobile antenna, the same propagation path will be
seen by different pattern directions as the mobile terminal rotates and moves within fixed
geographic directions-of-arrival (see Figure 15.6).

Fixed LOS radio links are analysed using only the LOS antenna gain. The primary antenna
parameter in this situation is the copolar directive gain. (Recall that the antenna gain is
defined by its maximum directive gain and that this includes both polarizations.)

Free-space conditions seldom apply in practice. Even LOS links using highly directive
antennas experience some multipath propagation, for example from a ground bounce. At the
receiving antenna, the arriving energy is not confined to one direction in the pattern, but
instead occupies two or more different angles. In the ground bounce case, the two angles
may not be resolvable, so there are two waves arriving within the same angular bin (see
Figure 15.6(b)). The path gain factor, as d changes, experiences variable fading caused by
the constructively and destructively interfering signal components combined in the receiving
antenna. Now, instead of the antenna gain being a variable (Figure 6(a)), it is the path gain

Simple two-path with unresolvable path directions;
directional gains constant for both rays

Path gain of effective single direction influenced by
interference between rays as distance changes

Mobiles at different orientations; same path length between
mobile and base

Directional
Gain

~2 dBi

Directional
Gain

~ –5 dBi

Base
Station

(a) (b)

d

Figure 15.6 (a) A point-to-point mobile link, here depicted with the mobile antenna in two rotation
positions, experiences changing received power because of the changing directive gain at the mobile.
The path gain remains the same in this situation. (b) A point-to-point link with fixed directive gains
but a path gain that changes with a changing separation distance. Here the received power is variable
because the path gain, comprising two closely spaced interfering rays, is variable.
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term that is a random variable. So the main impact of the multipath is that the path gain
term is no longer a deterministic quantity except in the simplest of multipath scenarios, and
that the antenna gain term is also variable. For simplification, new definitions for the path
gain and antenna gains are required. Even a mobile LOS link with fixed antenna patterns
illustrates the need for a stochastic approach to link analysis.

15.2.11 Mobile NLOS Link

Most wireless links are non-line-of-sight (NLOS) and so they rely only on non-line-of-sight
propagation which is the multipath. Here, the path gain term is assigned to be the only
variable – in the spirit of the classical Friis link equation – and the antenna gains and
matching are fixed to their mean values, where the averaging is over all angles.

The transmit and receive antennas, and their impedance matching, are all considered to
be mutually independent. Mathematically, the mean normalized received power can then be
written

	P
 = 〈�polGtxMtxGrxMrxGpath

〉= 	Gtx
 	Mtx
 	Grx
 	Mrx

〈
Gpath

〉
(15.34)

The angled bracket indicates averaging over the mobile channel, which in practice means time
or spatial averaging, or both if required. The received power depends on directional gain, which
changes with the mobile movement. The distributed gain, discussed below, replaces the direc-
tional gain in order to get round this issue, and at the same time it absorbs the polarization
efficiency term. The reason for including the impedance matching gain here as a random vari-
able is that, with personal terminals, in particular cellphones, the antenna is in close proximity
to a changing environment – for example the head, hand, and body of a cellphone user or the
changing desk-top environment next to a laptop antenna. The matching gain of a cellphone
antenna can change by several dB as the user changes the handset position. At a cellphone
base station, which is well isolated from close-proximity changes, the matching is of course
unchanging. However, the mounting structure and environment may result in a different match
to that measured in controlled conditions such as an anechoic chamber.

In stochastic situations, the averaging detail is a critical aspect for evaluation. As a
wireless link sees a changing physical environment, the observed changes in the received
power can be attributed only to the product of terms at the right-hand side of the Friis
equation. The question arises as to how to allocate the changes to the different terms. For the
changing matching at a hand-held terminal, the averaging is over the usage habits (the way
the cellphone is held, etc.). The average matching gain depends somewhat on the particular
user. A manufacturer designs the matching to suit an ensemble of users, rather than for a
single-user habit.

The first step in analysis is to express the open-circuit voltage from a continuum of
incoming waves cf. (Equation(15.4)):

Vo���=
2�∫

0

∫
0

�

Einc����	�� · h∗����	�� sin � d� d� (15.35)

which also shows the inseparable nature of the antenna pattern and the incident wave distribu-
tion in the received signal. To clarify the averaging, the average overangle in Equation (15.20)
is denoted by
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Vo���= 	Vo��	����
��� (15.36)

and the dependence of the incoming waves, on position or time, for a mobile terminal is
understood. The receiving antenna pattern is taken as fixed and its angular coordinates are
referred to the receiving terminal orientation.

The incident waves are generally assumed to be uncorrelated in angle. This means that
the fading multipath signal from one direction is uncorrelated, when averaged over space
or time, with that from any other direction, relative to the receiving antenna coordinates.
Similarly, the polarizations are assumed to be mutually uncorrelated for all directions.
Dropping the frequency dependence for brevity, the average received power is proportional
to the autocorrelation, 	VoV

∗
o 
, where Vo���= Vo is understood to be averaged over angle,

and the time or space averaging (denoted with no subscript on the angle bracket) is

〈
�Vo�2

〉
= 〈(∫∫ Einc ����� ·h∗ ����� sin � d� d�

) (∫∫
Einc ����� ·h∗ ����� sin � d� d�

)∗〉
= ∫∫ 〈�Einc� ������2

〉
�h� ������2 sin � d� d�+ ∫∫ 〈∣∣Einc� �����

∣∣2〉 ∣∣h� �����∣∣2
× sin � d�d�

(15.37)

Because the open-circuit voltage is used here, with no current flowing in the equivalent circuit
model, no loss factor explicitly appears. The incident angular power is now represented
as a distribution, denoted from now on as, for example, 	�Einc�������2
�= S������ (the
proportionality constant is understood), and as the vector S�����= S�������̂+ S�������̂
in watts/m2 steradian, and as a scalar S�����= S������+ S������.

The received power of Equation (15.37) is here using the normalized pattern times the
antenna efficiency and normalizing by the incident power

P
�n�
rec

Pinc

=
�ant

∫∫ (
S� ����� �g� ������2 + S� �����

∣∣g� �����∣∣2) sin � d� d�∫∫ (
S� �����+ S� �����

)
sin � d� d�

(15.38)

and the incident power, Pinc, can be viewed as the power received by a pair of colocated,
omnidirectional, unity gain, lossless antennas, each of which receive an orthogonal polar-
ization, viz. g������= g������= 1. (Such patterns are a concept only – an antenna cannot
easily be built with these patterns.) This ratio of powers can be viewed as an antenna gain,
which is formalized in the following.

This angular incident power is scaled in order to introduce probability density functions
(PDF) for each polarization, denoted and p������ and p������, where

∫∫
p� ����� sin � d� d�= 1�

∫∫
p� ����� sin � d� d�= 1 (15.39)

(Note that this is a different normalization than that of the pattern, Equation (15.8), and it is
also different, by a factor of sin � from that of a standard mathematical two-variable joint
PDF, which is

∫ ∫
p�������� d� d�= 1.) The scale factors are �����, respectively, so that

p������=�−1
� S������, for example, and the incident power normalization is expressed by

∫∫
S� ����� sin � d� d�=���

∫∫
S� ����� sin � d� d�=�� (15.40)
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The total, incident, angularly distributed power at the terminal location is Pinc =�� +��. As
noted above, to receive the total power available with an antenna would require lossless,
omnidirectional reception in both polarizations.

The ratio of the averaged power in each of the polarizations, called the cross-polar
ratio (XPR), can be expressed as a function of angle, averaged over the mobile channel
(e.g. averaged over time) or, respectively, averaged over both time and the angle,

XPR �����= S� �����

S� �����
	 XPR = ��

��
(15.41)

If the receiving antennas were isotropic in each polarization, the XPR would also represent
the time- and incident angle-averaged cross-polar ratio as seen from the power received by
the polarized antenna ports. In general, however, the XPR is an incident power ratio and is
independent of the antenna.

The received power by an antenna pattern in a distributed source environment, for example
in multipath, normalized by the total incident power, is equivalent to the distributed directivity
[15–17], and has also been called the mean effective gain [18], although the mean effective
directivity would be a more correct name since this latter formulation contains no losses. The
distributed gain is expressed as the power received by the antenna over the incident power,
(15.38), here using the normalized antenna power pattern, �g������2, and the corresponding
gain pattern, G�����=�ant�g������2, as

G�D� = 	G�����
���=�antD
�D�=�ant 	D�����
���

=�ant

∫∫ (
��p� ����� �g� ������2 +��p� �����

∣∣g� �����∣∣2) sin � d� d�

�� +��
= XPD

1+XPD

∫∫
p� �����G� ����� sin � d� d�+ 1

1+XPD

∫∫
p� �����G� ����� sin � d� d�

(15.42)

and the antenna efficiency is here taken as the same in each polarization.
The distributed gain can interpreted as the fixed gain when the instantaneous incident

power is fixed and given by S�����. The antenna pattern is a spatial, or rather an angular,
filter, and in this sense, for high distributed gain, the fixed pattern should be match as well
as possible to the source distribution. Another interpretation is that if the source distribution
is changing relative to the antenna coordinates and has a mean value of S�����, then G�D�

is the statistical mean of the gain.
To help fix ideas, consider the simplest distributed source distribution as omnidirectional,

with the same power in each polarization; i.e. it is completely random, so the PDFs are
p� = p� = 1/�4
�. This is often used as an averaged indoor scenario for mobile terminals.
In this case, note that the distributed gain is half of the antenna efficiency, G�D� = �ant/2,
independent of the antenna pattern. Therefore, the maximum value of the distributed gain is
1
2 , which is the value of the averaged polarization efficiency. The explanation is that from
an equal allocation of incident power to each polarization, a single-port antenna can only
receive one polarization – that of the receiving pattern, which corresponds in this case to
half of the incident power. This is how the polarization efficiency, which is explicit in the
point-to-point case, is absorbed into the distributed gains of the multipath case.

Note that, in general, the distributed gain is dependent on the incident sources, a strange
concept in some ways, but one that is necessary in order to have a fixed gain in the changing
multipath environment of mobile communications. Including the averaged parameters of the
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multipath is helpful in Equation (15.42) because now the distributed gain is in terms of
parameters of the averaged source scenario referred to the receiving antenna coordinates.
The Friis equation (15.34) can now be written using the distributed gain terms, for example
	Grx
 =G�D�rx , and if the matching gains are fixed, the variation in the changing channel is
attributed solely to the path loss:

	P
 =G�D�tx MtxG
�D�
rx Mrx

〈
Gpath

〉
(15.43)

15.2.12 Scenario Models for Distributed Gain Estimation

For antenna design and modelling, the average source scenario requires modelling. Recall
that the averaging is over time, which can also be interpreted, in the case of mobile antennas,
as averaging over space (the locus travelled by the mobile), including angular orientation
changes. Outage statistics apply to each mobile terminal operating in the same coverage
area. Another interpretation of the averaged scenario is to average over many fixed users in
different fixed environments:

Sav �����=
1
Nu

Nu∑
i=1

Si ����� (15.44)

This is applicable for many fixed terminals in an area associated with a central base station
system, for example. Here the average distributed gain of the terminal becomes a distributed
gain averaged over many different users, and now the outage applies as a statistic over the
users, rather than over time or space, for each user. In the mobile case, there may be an
outage of, say, 90 %, meaning that each terminal has no connection for 10 % of the time,
whereas, in the fixed terminal case, 10 % of the terminals are not connected.

It is clear that the averaged source distribution should play an important role in antenna
evaluation. For modelling the signals of the mobile channels, the notion of an effective source
distribution refers to the product of the source distribution and the antenna pattern. For fixed
patterns, the receiver cannot separate the pattern effect from the source distribution effect.
The true source distributions are seldom known and the source modelling approximation is
a major limitation in analytic approaches to antenna evaluation.

15.2.13 Distributed Source Models

As noted above, for indoor mobile terminals, a convenient model is simply to have a uniform
distribution over the whole sphere, so that p�=p�= 1/�4
�. For a wall- or ceiling-mounted
antenna – typically printed antennas on a ground-plane structure – a hemispheric distribution
can be used, for example p� = p� = 1/�2
�. If the signals from behind the antenna are
important, for example for interference calculations when the interference is incident from
behind the ground-plane of the antenna (coming through the wall or ceiling), then clearly
the full sphere needs to be considered for the antenna pattern.

Other source scenario models that are sufficiently simple but are widely used include the
Clarke model, which is the ring of sources in azimuth, here shown for one polarization only
(�−1
� = 0):
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S �����= S ��� �̂∝ ���−�/2� �̂ (15.45)

The Clark model is useful for vehicular antennas, where the source directions are often close
to the horizon and on average are essentially vertically polarized owing to the essentially
conducting ground. A uniform distribution in azimuth and from 0� to 30� in elevation has
been used to evaluate the distributed directivity, D�D�, of roof-mounted patch antennas [19].
Variations include adding elevation dependence but maintaining a form that lends itself to
integrations. For example [20], an elevation angular extent of 2��, which is centred on the
horizon so that the waves arrive from below the horizontal, can be expressed using the
elevation angle �=�/2 − �:

S� �����= S� ���∝
cos �� ����

sin��
� ��� ≤ ���� ≤�/2

= 0 elsewhere
(15.46)

A variation is to remove the discontinuity at the support edges, �= �a, using a scenario
proportional to cos2��
/2���/�a��, for example.

For more directive situations such as for elevated base stations in an urban environment,
where the transmitting mobile is seen as a cluster of scatterers, Gaussian forms are conve-
nient. For a mean angle, (�m��m), and angular spreads represented by (�����), the vertical
polarization, for example, can be written

S� �����∝ exp

(
− ��− �m�

2

2�2
�

− ��−�m�
2

2�2
�

)
� 0 ≤�≤ 2�� 0 ≤ �≤� (15.47)

The Laplacian shape (double-sided exponential) gives a better experimental fit in azimuth
than the Gaussian in urban environments [21]. It is written, again here for just the vertical
polarization, that

S� �����∝ e−�
√

2/�L����� −�≤�=� (15.48)

and �L represents an azimuthal angular spread of the source distribution. These directive
distributions suit the evaluation of arrays of printed antennas, etc., used at base stations.

There are many more models and these are often chosen as a trade-off between a likely
realistic representation and a simple, for example an easily integrated, form. Often, the
models need to be developed to suit a specific application.

15.3 NOISE

The noise power is as important as the signal power since it is the SNR that defines the system
performance. It is of particular interest with satellite antennas [22]. The SNR is also required
for the signal combination of diversity antennas. Here, the noise contribution from the front-
end amplifier, the antenna noise, or noise from radiation incident on the antenna, and the
feed cable noise contribution, are reviewed. All use the concept of temperature to describe
their thermal contribution to the noise at the receiver. For detail on noise measurement in
multielement antenna systems, see Reference [23].
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The branch SNR can be estimated by first measuring the noise power and then the
signal plus noise power, and then calculating their ratio which gives (SNR+1) (see Equa-
tions (15.52) below). The thermal noise of the front-end amplifier can be viewed as the
branch power with the antenna terminals shorted. However, for measuring this, some ampli-
fier specifications require a correct termination, say RL, at their input. This resistor’s available
power to the amplifier load is Pav = V 2

R/�4RL�= kBTR�f watts, where kB = 1�38 × 10−23

joules/degree is Boltzman’s constant, TR is the temperature of the resistor in degrees kelvin,
and �f is the receiver bandwidth in Hz. This power is multiplied by the gain of the amplifier,
Gamp, to give the noise power from the resistor at the output of the amplifier. The contribution
from the terminating resistor can be calculated and subtracted from the measured noise at
the amplifier output. If the total measured power in a matched output load is Pmeas watts,
then the estimate of the amplifier’s thermal noise contribution, in watts, is

Pamp =Pmeas − kBTR�fGamp (15.49)

The antenna noise stems from blackbody radiation incident on the receiving antenna.
The fields relate to the angular brightness distribution [15], B�����, as B������f =
1
2	�E�����inc�2
t/�0. It is randomly polarized, i.e. it is the same for any polarization, and so it
is not expressed as a vector. The brightness of a blackbody is proportional to the temperature
as B������f = 2kBc

2/
[
f 2TB�����

]
watts/m2 per steradian per cycle (Rayleigh–Jeans law).

This leads to a useful parameter, the antenna temperature. It is the mean of the effective
temperature distribution over the (normalized) distribution of the antenna directivity:

TA = 	T�����
�g������2 = 1/�4��
∫ ∫

TEB������g������2 sin � d� d� (15.50)

TA is the temperature of a source resistor that models the antenna noise power contribution.
The term effective follows because the distribution includes the effect of any impedance
mismatch and the radiation absorption coefficient of the antenna (which would include any
antenna ohmic losses), etc.

For a matched antenna that absorbs all of the incident radiation (�ant = 1) and a constant
temperature distribution TEB�����= T0, then TA = T0. This would apply to an indoor envi-
ronment where all of the visible region is at a room temperature, usually taken as T0 =290 K.

As with the distributed signal scenario, models are used for the effective temperature
distribution, which are not elaborated here. The terrestrial blackbody temperature is taken as
290 K and the sky is often taken as 3 K (not blackbody), but the effective sky temperature
is significantly increased at higher frequencies (above 10 GHz) by atmospheric absorption.
At low frequencies (less than a few hundred MHz) the galactic antenna noise normally
dominates the receiver thermal noise, so at these frequencies the antenna noise must be
accounted for in evaluating the performance of an antenna.

Normally, a front-end amplifier is located as close as possible to the receive antenna
port, and with printed antennas it can be integrated within the antenna. However, if there
has to be a long feedline between the receive antenna and the amplifier, then this will both
attenuate the power from the antenna and also introduce its own thermal noise contribution.
If the line is L metres long, is at temperature TL kelvin, and has attenuation � nepers/m,
then the temperature of the antenna, or a terminating resistor at the input of the amplifier, is
TAL =TAe−2�L+TL

(
1 − e−2�L

)
. Then TAL is used for the temperature of the input terminating

resistor for the amplifier and the available power to the receiver is kBTAL�f .
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15.4 GAIN FACTORS FOR NON-LINE-OF-SIGHT

Antenna diversity is a well-established technique for countering the fading power gain of
the multipath channel. The basic idea is to have two or more antenna ports that receive
uncorrelated fading signals and combining these signals so that the combined signal fades
less. The reduction in the fading signal is illustrated in the eight-branch combination example
of Figure 15.7 [11]. Signalling techniques also allow the diversity action to be undertaken
at the transmit end. MIMO systems can be implemented using a form of diversity at each
end of the link.

In diversity, the combination of two antenna branch signals provides a resultant signal that
has less fading. Mathematically, this is explained as follows. Denote an equivalent baseband
signal s= rej�= x+ jy. If, for example, two uncorrelated signals are added, then we have a
resultant power signal r2

tot = r2
1 + r2

2 =x2
1 + y2

1 + x2
2 + y2

2 and this is distributed as a chi-square
with 4 degrees of freedom (DOF). The normalized (by the mean squared) variance of the
chi square reduces by the number of Gaussian components, so relative to one antenna signal
(two real Gaussians), a two-branch combined signal (four real Gaussians), for example, has
its normalized variance halved.

Signals before and after ideal diversity combination of 8 branches

5% value of maximum ratio combined

Maximum ratio combined
Equal gain combined

5% diversity
gain for mrc
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one branch signal
(8 others with same mean SNR not shown)
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Figure 15.7 A single-antenna fading signal and various combinations of eight such antenna branches
with uncorrelated fading and the same SNR. The dB difference between the 0.05 % outage levels of
the two signals is the diversity gain. In this example, the diversity gain is about 18 dB.
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The fading power level caused by the changing multipath prompts the link outage as
a performance parameter. The outage is derived from the cumulative distribution function
(CDF) of the link gain. The digital outage is the relative time (or relative number of terminals
at a given time in a multiuser system, as discussed above) for which the BER or capacity
falls below some acceptable level, whereas the analogue outage refers to the SNR or SNIR.
For a given outage probability, a diversity gain can be defined, which is the increase in the
SNR of the combined antenna signal relative to the best SNR of the single antennas. There
is no standard for the probability value, but it is often taken as 0.5 % The diversity gain can
be mathematically defined here in dB, as

G�DIV��dB�=
[

C

�C

�dB�− 
1

�1

�dB�
]

Given probability
(15.51)

where 
C is the SNR of the combined signal and �C =	
C
 is its mean SNR value, with the
averaging over the mobile channel of interest; and similarly for 
1, which refers to the best
SNR of the antenna signals being combined. It is assumed here that 
1 represents a sensible
single element gain. Taking a poor single-branch performance for 
1 may artificially inflate
the diversity gain. This can happen with antennas near lossy matter, such as a cellphone,
where, for example, two poor SNR branches may yield a good diversity gain, but their
combined SNR performance may still be worse than that of a good single-antenna element,
such as a dipole well separated from the lossy material. In summary, it is understood that the
multielement antennas do not represent overly compromised designs in terms of their mean
SNRs, relative to a single-element antenna.

With an outage probability defined, the diversity gain can be included in a statistical
version of the Friis link equation along with the other gain factors, such as the path gain. For
small percentage outage probabilities, the diversity gain can be very large, which represents
the attraction of antenna diversity.

It is traditional to use a signal description for the signal-to-noise ratios. A closer look at
the signal definitions during a signal combination is instructive. The signals are depicted in
Figure 15.8, including their connection to a receiver for optimum detection. The received
signal at the antenna has its SNR degraded as it passes through the antenna feed line. Once
it has passed through a front-end amplifier, the SNR is established.

The baseband equivalent signal voltage at the ith branch is denoted �i and the baseband
equivalent noise voltage is ni, with the noise power taken as constant and the same for all
branches, N0 =Ni=�ni�2. Here the overbar indicates an average value over several RF cycles,
and it is assumed that this average, for practical considerations, is the same as the ergodic
mean, denoted N0. The branch voltage is �i + ni and its SNR is 
i = ��i�2/N0, where the
averaging, if necessary, is over many RF cycles to establish sampled power levels for the
baseband signals. The SNR is a local, or instantaneous, value in terms of a fading channel
(see below).

Now with the antenna connected, including any matching network, and the wanted signal
only being received, the received power is ��i + ni�2 = ��i�2 +N0 since the received signal
is uncorrelated with the noise. The SNR can now be calculated from the ratio of the two
measured powers, averaging over many RF cycles:

(
��i�2 +N0

)
N0

= ��i�2
N0

+ 1 ⇒ SNR =
(
��i�2 +N0

)
N0

− 1 (15.52)
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α1 + n1 α2 + n2

w1α1 + w1n1 w2α2 + w2n2

w1α1 + w1n1 + w2α2 + w2n2

 |w1α1 + w2α2|2

2N0

SNRC =

SNR2 = 
⏐α2⏐

2

N0
w1 w2

Figure 15.8 The combined signals and instantaneous SNR representations for signal combination.
The branch SNR is assumed to be established after the front-end amplifier and it is not affected by the
weight, although the weights determine the combined signal SNR.

From now on, the RF averaging for �i is understood and the overbar notation is dropped.
In such a measurement of the SNR, interference should be avoided since it will spoil the

accuracy of the measurement of the power in the wanted signal. This may require a shielded
environment measurement with the wanted signal transmitted in controlled circumstances.
(Normally, interference is present, but its power is also a random variable and the interference
at the test site is likely to be different to that at an operational site.)

The signal-to-noise ratio of the combined signal, with the RF averaging understood, is

SNRC = �w1�1 +w2�2�2
�w1n1 +w2n2�2

= �w1�1�2 + �w2�2�2 + 2Re �w1w
∗
2�1�

∗
2�

�w1 +w2�N0

(15.53)

where the branch noises are taken as mutually uncorrelated over several RF cycles.
The discussion of SNR above refers to its local, or instantaneous, value. If the fading

of the channel is now averaged, correlation of the fading between the branch signals is
introduced. Again the averaging over the mobile channel, for practical considerations, is
taken to be essentially the same as the ergodic value, written 	�1�

∗
2
≈R�1�2

=E��1�
∗
2�. The

covariance is C�1��2
=E���1 −	�1
���∗

1 −	�∗
1
��. The correlation coefficient, or normalized

covariance, is normally used:

�=��1�2
= C�1�2

��1
��2

≈ 	�1�
∗
2
 − 	�1
 	�∗

2
√〈
��1 − 	�1
�2

〉 √〈
��2 − 	�2
�2

〉 (15.54)

and the multipath is modelled with zero mean, complex, circular, normalized Gaussian signals
(see Equations (15.56) to (15.60) below); �= x+ jy, where E���= 0�E�x2�= E�y2�= �2�
E�xy�= E�yx�= 0, and the Gaussian correlation coefficients are E�x1x2�= −E�y1y2�=
�x1x2

�E�x1y2�= −Ex2y1 =�x1y2
, so that C�1�2

=R�1�2
and ��1�2

= 2
(
�x1x2

− j�x1y2

)
.
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15.4.1 Signal Description of Combining: No Interference

Maximum ratio combining (MRC) is a benchmark combining technique, offering the best
combined SNR which is also the sum of the branch SNRs. The two-branch case is
described in the following. The weighting is the ratio of the conjugate of the signal voltage-
to-branch noise power, for example w1 = �∗

1/N0. After the MRC weighting, the branch
wanted signal voltage over the noise voltage and the corresponding signal-to-noise ratio are,
for example,

Signal voltage
Noise voltage

= w1�1

w1n1

= ��1�2/N0

n1�
∗
1/N0

= �1

n1

	 SNR1 = ��1�2
N0

(15.55)

The combined signal, here for uncorrelated signals, ��1�2
= 0, has an SNR of

SNRC =

(
��1�2
N0

+ ��2�2
N0

)2

(
n1 ��1�2
N 2

0

)
+
(
n2 ��2�2
N 2

0

) = ��1�2
N0

+ ��2�2
N0

(15.56)

which has been implicitly averaged over the fading of the mobile channel, i.e. 	SNRC
 =
	SNR1
 + 	SNR2
. Therefore, for equal mean branch powers, a two uncorrelated branch
MRC results in a signal with twice the mean SNR of each individual branch.

Using a signal notation for the complex amplitude of the SNR, r1 = ��1�/
√
N0, and its

power signal, r2
1 , the algorithm for the M-branch MRC can be written as rMRC =√∑ r2

m.
Other common combination algorithms include equal gain combining (EGC) (all weights the
same), rEG =∑ rm/√M , and selection combining (SC) (one only non-zero weight at a time),
rS = max�r1� r2� � � � � rM�. A variation of selection combining is switched combining, where
a fading channel is tracked until it reaches an outage state, measured from, for example, the
BER or from the instantaneous SNR or just the received power. For notation, the SNR as a
power ratio is denoted 
= r2 and its mean is �
 = 	

.

With selection and switched combining, only one branch, or one fixed combination of
the branches, is used at once. With MRC and EGC, etc., multiple channels are combined
simultaneously, and even if the branch SNRs are too low for signal detection, the combined
signal can have sufficient SNR to provide an acceptable outage. It is evident that any mutual
coupling in the antennas will have an impact for MRC and EGC, but may not for selection
and switched combining.

The diversity gains from these combining algorithms are approximately related for SNRs
well below the mean, so if the diversity gain is known for MRC (the easiest to calculate),
the others can be estimated, which can be difficult to calculate [24]. For M uncorrelated and
equal mean branch SNRs, the ratio of the MRC diversity gain to that of SC, for 
� �
 ,
is M

√
M!, and the diversity gain of EG falls between these. For example, for two ideal

branches, the dB diversity gain difference is about 1.5 dB, and for eight such branches it is
almost 6 dB.
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15.4.2 Many-Branch Complex Gaussian Statistics

In general, there are M correlated branches with unequal mean branch SNRs. The statistical
description is fundamental to the antenna performance so it is reviewed as follows. A signal
description is used here with the complex amplitude SNR denoted by zT = �z1� z2� � � � � zM�,
and each of these distributed are given as complex Gaussians, written as z ∼CN��z�Cz�,
with � the vector of means. The covariance matrix is

Cz= Cx + j Cy + j
(
Cxy + jCyx

)= 2
(
Cx − jCxy

)
(15.57)

where, for example,

Cx =E {�x − �x� �x − �x�
T}=

⎡
⎢⎢⎣

�2
1 �1�2�12 � � � �1�N�1N

�1�2�12 �2
2 � � � � � �

� � � � � � � � � � � �
�1�N�1N � � � � � � �2

N

⎤
⎥⎥⎦ (15.58)

and the associated joint PDF for the real components is

px �x1� x2� � � � � xN �=
1(√

2

)N √�Cx�

e− 1
2 �x−�x�

TC−1
x �x−�x� (15.59)

with the complex form

pz �z�=
1


N �Cz�
e−zHC−1

z z (15.60)

15.4.3 Sample Sizes for Estimating the Mean Power and the Gaussian
Correlation

For estimating the diversity gain, the most accurate technique is to sample the branch
SNRs, computer-combine these, and then calculate the diversity gain from these results.
The question now arises as to how large should the sample be in order to get a statistically
respectable result. The moments of interest are the mean and correlation, so the estimates of
these, i.e. for the mean SNR and the correlation coefficient, are of direct interest. The mobile
channel variation of the branch signal1 (Rayleigh-distributed amplitude fading) means that
the power is modelled as exponentially distributed, a result directly from Gaussian PDF
transformation. Therfore samples of the power (envelope squared) are distributed as

p
 �
�=
1
�


e−
/�
 (15.61)

and the usual mean estimate from N samples is 
̄= �1/N� N∑
i=1

i, with variance � 2



=� 2



/N

if all the SNRs have the same variance. It is now assumed that the mean estimate is Gaussian
distributed and in the usual way the distribution of the estimate, 
̄∼ N��
��� =�
/

√
N�,
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is normalized to �∼N�0�1�, with the transformation �= �
̄−�
�/��
/
√
N�. This allows a

convenient confidence interval for the SNR mean estimate:

Prob

[
1 −

(
X�
√
N�


)
<

̄

�

< 1 +

(
X�
√
N�


)]
= erf

(
X√
2��

)
(15.62)

and putting X= 2�� gives a 95 % confidence level, i.e. the limits in this equation will hold
for 95 % of the measurements. Figure 15.9 gives the limits in dB for the continuous wave
(cw) or zero-bandwidth case, which is labelled Bs= 0, as well as some cases for a finite
bandwidth. The finite bandwidth is not elaborated here except to note that a measurement
over a wide bandwidth can increase the measurement accuracy [25]. Recall that these curves
are approximations only, especially for the smaller numbers of samples. As an example,
for 20 independent samples, the mean estimate for 95 % of the estimates will be from
about −2.5 to 1.6 dB about the true mean, a spread of about 4.1 dB. After 30 samples,
the curves are converging very slowly. The 95 % 3 dB spread is reached at 40 independent
samples.

Range of mean power estimate for +/– 2-sigma confidence interval

exponential delay profile for finite bandwidth
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Figure 15.9 An approximation for the ±2� spread of the estimated mean power about its true mean
calculated from independent samples of the power. The narrowband case is the Bs = 0 curve. The
effect of the nonzero bandwidth as a parameter is included here from Reference [25], but this case is
not elaborated here except to note that using an increasing bandwidth allows an increasing accuracy
in the estimate.
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Figure 15.10 The 95 % confidence intervals for the sample correlation coefficient with the number
of independent samples as a parameter.

The correlation coefficient estimate uses the same technique and was solved by
R. A. Fisher in 1921 for the Gaussian case. The 95 % (i.e. ±2�) upper and lower limits for
N independent samples are

��U� �L�=
[

tanh−1

( −1�96√
N − 3

)
+ tanh−1 �� tanh−1

( −1�96√
N − 3

)
+ tanh−1 �

]
(15.63)

which are given in Fig. 15.10. For correlations close to zero, more samples are needed than
for high correlations, for a given accuracy of estimate. For high correlations, �→ ±1, the
number of samples required becomes very small. As an example, for a sample correlation
coefficient of 0.4 calculated from 10 independent samples, the 95 % interval of the estimate
is that the true value is between 0.3 and 0.8. An estimate of 0 from 500 samples still gives
a 95 % range of ± 0.1.

Using these results, the sample sizes required for estimating the mean SNR and the
correlation coefficients between branches can be nominated. Measuring a low correlation
coefficient is clearly the most challenging, since for reasonable accuracy it requires a larger
sample than that required for large correlation coefficients or for the mean power estimate. It
is possible to calculate the correlation coefficient from the envelope samples as well, using
the relations ���1�2

�2 =���1�2��2�2 ≈��a1���2�. If complex samples are available, then the complex
correlation calculation should be performed, which allows better accuracy than using the
corresponding real envelope values for the calculation.
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15.4.4 Mutual Coupling for Diversity Evaluation

The ideal diversity antenna system has equal mean powers (SNRs) and zero correlation
coefficient. Mean powers can be achieved by designing for the same mean gain, using the
techniques above. Designing for low correlation is more difficult because normally a compact
antenna is sought, and, normally, the physically closer the elements, the more coupled they
become. If the elements are mutually coupled then the signals become correlated and the
diversity gain reduces. However, the mutual coupling is not the only mechanism causing
correlated branch signals. The distribution of incident waves plays an integral role. For
example, if the incident angular power distribution is a single incident wave, mathematically
written as p��������= 1/ �sin �0���− �0����−�0��, then the antenna signals will be corre-
lated. This is not a multipath situation and antenna diversity is of no use, except in the sense
of achieving array gain. However, close to this limiting example, there can be multipath
with small angular spread, and the same situation can apply. When the angular spread of
the multipath is comparable to or exceeds the extent of the antenna patterns, then another
possibility arises, developed in the following.

In a generalized form of Equation (15.36), the correlation between the open-circuit volt-
ages of two antennas can be expressed in terms of their patterns integrated over real space
[17, 26]. Here abbreviating using � �= ������d = sin �d�d�, and normalized patterns,
the correlation coefficient is

�Vo1Vo2 = CVo1Vo2

�Vo1�Vo2

= 	Vo1V
∗
o2
√〈

�Vo1�2
〉 〈

�Vo1�2
〉

=
∫ (
p�� �h1�� �h

∗
2�� �+p�� �h1�� �h

∗
2�� �

)
d √∫

p�� � �h1� ��2 d 
∫
p�� � �h2� ��2 d 

�general�

=
∫
p � �

(
h1�� �h

∗
2�� �+h1�� �h

∗
2�� �

)
d √∫

p � � �h1� ��2 d 
∫
p � � �h2� ��2 d 

�polarizations with same PDF�

=
∫
h1� � ·h∗

2� �d �also full homogenous PDF� (15.64)

The last line follows for an environment in which the incoming power distribution is the same
for each polarization, homogeneous, and covers the extent of the patterns, for example all of
real space. In this case, the correlation is stated directly as the inner product of the normalized
patterns. In multipath, one of the ideal conditions for diversity action, which is zero correla-
tion, can be stated mathematically where the patterns should be orthogonal over the distribu-
tion of incoming waves. At the same time, for minimum scattering antennas, the normalized
mutual resistance has the same form [27], allowing the following to be written [17, 26]:

R12√�R11� �R22�
= r12 =�Vo1Vo2 �full homogeneous� (15.65)

Under certain conditions – the antennas should be good approximations to MSAs and the
imcoming power distribution should have the right properties – the correlation coefficient
is the same as the normalized mutual resistance. The significance of this equality is that
the correlation coefficient is a difficult-to-measure statistical parameter, whereas the mutual
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resistance is a well-defined antenna parameter, is relatively easy to measure, and of course
is easily repeatable.

From a set of scattering parameter measurements, denoted with matrix S, the mutual
resistance is found from the impedance matrix, Z, with the usual transformation:

Z =Z0 �I − S�−1 �I + S� (15.66)

The major simplification is not easy to obtain in Equation (15.65); the problems of the sample
averaging for the correlation estimate are shifted to the estimate, or rather the assumptions, of
the incoming power density distribution. Nevertheless, the mutual resistance will at least give
a convenient estimation for the correlation coefficient for conditions that are commonplace
for NLOS communications. In summary, rij ≈�ij can be written for the ith and jth elements
of a multielement antenna.

15.4.5 Line Length Calibration

The calibration plane of an S-parameter test set is normally taken to be the open end of
the test cables. The measurement plane for a printed antenna is normally taken right at
the antenna itself, so there is at least a connector length for a coax-fed antenna (and more
for stripline-fed antennas) to be considered between the calibration plane and the plane of
interest at the antenna. Denote the electrical length of such a line with kgL, where L is in
metres and kg is the guided wavenumber. For example, solid teflon (relative permittivity of
about 2.1)-filled cables have kg ≈ √

2�1 2
/�0. Then the two-way delay, plus any loss (kg

would be complex if there are losses in the line) through the line length kgL, is expressed
as e−j2kgL, and if all the delays are the same, then the S-parameters matrix used in the above
equation are replaced by Se−j2kgL.

15.4.6 Mutual Coupling: Network Model

To include the effect of mutual coupling, the network model for an M-branch multielement
antenna reception is given in Figure 15.11. The load voltages, VL = �VL1�VL2� � � � � VLM�

T,
is the relevant signal set for signal reception. These relate to the open-circuit voltages by
V0 = �ZA + ZL� IA, where ZA is the M ×M matrix of multielement antenna impedances, ZL

is the M ×M matrix of load impedances, which in general can include off-diagonal terms
for descattering, and IA = Z−1

L VL is the vector of antenna branch currents. For maximum
power transfer, ZL = Z∗

A, but for practical reasons, the load impedance is often simply set to
a diagonal of 50  loads.

15.4.7 Loaded Circuit and Open-Circuit Correlations

The correlation matrix of loaded circuit voltages is denoted LL =E {VLVH
L

}
(the subscript

H is a conjugate transpose) and similarly for the open-circuit voltages, Lo =E {VoVH
o

}
. The

two correlation matrices are related by a function of the antenna and load impedances:

LL = FLoFH (15.67)
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Figure 15.11 (a) The circuit for a terminated multielement antenna. (b) The equivalent circuit for a
single MSA-like element (denoted 1) with a diagonal load impedance matrix.

where

F = ZL �ZA + ZL�
−1 (15.68)

This relationship allows spatial correlations, calculated from the modelled distributions of
the incident fields, to be transformed to the correlations seen at the antenna branches when
the mutual coupling may be significant, i.e. in compact multielement antennas. The effect of
different loads on an array can be found conveniently as well. Note that mutual reactances
between elements can be tuned out.

15.4.8 Received Power for Resistive Loads and Mutual Coupling Power
Loss

The received power, averaged over the mobile channel, is proportional to

Prec = 〈VH
L IA

〉= 〈VH
L Z−1

L VL

〉= 〈VH
o YVo

〉
(15.69)

where

Y = �ZA + ZL�
−1H ZH

L �ZA + ZL�
−1 = FHZ−1

L F (15.70)

If all the voltages are normalized, then this received power is, for M antenna elements,

P�with mc�
rec =

M∑
j�k

�Y�jk �0jk≈
M∑
j�k

�Y�jk rjk (15.71)

For no mutual coupling (mc) (�ij≈ rij=0) and normalized average powers from the voltages,
the received power reduces to

P(no mc)
rec =

M∑
k

�Y�kk (15.72)

The reduction in the received power owing to the mutual coupling is expressed with
the ratio P�with mc�

rec /P
(no mc)
rec . This gain acts on the diversity gain and has an impact as the
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antennas become highly coupled. For real load impedances and fully correlated antennas, viz.
(I1 = I2 = � � � = IM ), rij≈�0ij=1, the matched load resistance is RL1 =R11 +R12 +· · ·+R1M ,
and the average received power is

Prec = 〈VH
L Z−1

L VL

〉= M

RL

〈�VL�2〉 (15.73)

With the load matched, VL =Vo/2 and the gain from the mutual coupling is denoted

G�mc�= P
�with mc�
rec

Prec
�no mc�

=
M

RL�with mc�

〈�Vo�2
〉

M
RL�with no mc� 	�Vo�2


= 1
1 + r12 + r13 + · · · + r1M

(15.74)

Note that in some circumstances the mutual resistances can be negative. There is another
potential benefit of mutual coupling – it can be used to make more compactly spaced
elements [28].

15.4.9 Diversity Gain Estimate

Recall that the diversity gain is from the difference between the cumulative distributions of
the single branch SNR and the combined SNR. The cumulative distribution function (CDF)
for a single branch (Rayleigh fading) is from the exponential PDF (15.60), and is

Prob�SNR ≤
�= Prob�
�= 1 − e−
/� (15.75)

For MRC with M uncorrelated branches with same mean SNRs, the CDF derives from the
gamma function (chi squared with 2M degrees of freedom), and results in

Prob�
C�= 1 − e−�
C/��
M∑
m=1

�
C/� �
�m−1�

�m− 1�! (15.76)

which is used for reference in the plots below.
When the branches are correlated and have unequal mean powers, equivalent number of

equal mean uncorrelated branches can be used to give the same diversity gain. This is called
the effective diversity order.

Taking the measured normalized, mutual resistance matrix, and setting this to be the
correlation matrix, r≈p, r is decomposed in a singular value style, giving the diagonal matrix,
�, of the eigenvalues, �m, and a unitary matrix V containing columns of the eigenvectors,
with rD = rV, i.e.

� = VTrV (15.77)

The eigenvectors are not required from now on. The number of nonzero eigenvalues is the
equivalent number of uncorrelated branches, and the eigenvalues represent their powers. The
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MR combining performance can be written as the CDF for uncorrelated, unequal branch
powers, with the effect of the power loss from the mutual coupling:

Prob�
C�=
M∑
m=1

1
M∏
n=1

(
1 − �n

�m

)
n�=m

(
1 − e−��
m/�m��1/�G�mc��m���

)
(15.78)

From the ratio of the CDFs at a given probability, the diversity gain estimate can now be
ascertained. This completes the theoretical basis for diversity gain evaluation, but examples
will help fix ideas.

15.4.10 Examples

The results from some multielement antennas are as follows. The elements are air –
substrate PIFAs which have a VSWR = 2 impedance bandwidth of 14 %. The PIFA dimen-
sions are approximately a half-wavelength by a quarter-wavelength. A four-element antenna
whose elements are arranged in two opposing pairs is shown in Figure 15.12. Two forms
of the antenna are: (a) with one opposing pair of elements adjacent (a common cavity
wall) and (b) with both pairs spaced by different amounts, as shown in the figure. These
configurations offer compact arrays. A higher permittivity version will be more compact
of course, but the bandwidth will be lower and the mutual coupling will be higher. A
third configuration (c) has the same spacing for both opposing element pairs (circular
array), but this is a less compact antenna with even lower mutual coupling and corre-
lations than the first two configurations. In this latter configuration, the end slots of
the both opposing PIFA element pairs are spaced apart by over a wavelength so in
a conventional array application this antenna will have grating lobes for both element
pairs.

At the centre frequency (1.8 GHz), the normalized, measured mutual resistance matrices
for each configuration are

r�a�=

⎡
⎢⎢⎣

1�0000 0�7234 0�1098 0�1002
0�7234 1�0000 0�0913 0�1268
0�1098 0�0913 1�0000 0�1308
0�1002 0�1268 0�1308 1�0000

⎤
⎥⎥⎦ �

r�b�=

⎡
⎢⎢⎣

1�0000 0�0707 0�0366 0�0285
0�0707 1�0000 0�0226 0�0317
0�0366 0�0226 1�0000 −0�0964
0�0285 0�0317 −0�0964 1�0000

⎤
⎥⎥⎦ (15.79)

The adjacent elements have quite high coupling (r�a�12 ≈ 0�7), but the other couplings remain
low. The resulting diversity gain performances are presented in Figure 15.13. Here the ideal
MRC CDFs are drawn for different numbers of antennas. The dotted line is the CDF for the
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(a) (b) (c)

Figure 15.12 An antenna for MIMO comprising four PIFA elements. The distance between the
opposing elements is different in general, in (a) one set of opposing elements share a wall and in
(b) they are spaced by a fraction of a wavelength, but when made the same (c), the antenna becomes
a circular array.
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Figure 15.13 The CDF for the antenna configuration (a) at the left and (b) to the right. The MRC
diversity gain (dotted line) provides a figure of merit for the antennas if they operated in a full, uniform
uncorrelated multipath scenario. The solid lines are for ideal (1–4) branch MRC combining, which
provide the order of diversity. The diversity gain is indicated for (a), where the effective order of
diversity is 3.8.

MRC combination. For (a), the more compact antenna, the effective diversity order is about
3.8, so the mutual resistance, and the assumed-the-same correlations, reduces the number of
diversity branches by just 0.2, representing a reduction in the diversity gain of about 1 dB.
About half of this is from the term G�mc�=0�42 dB, which has the effect of moving the CDF
curve to the left. The mutual coupling acts to change the slope of the curve from that of its
original number of (correlated) branches. In this example, the ratio of the effective diversity
order to the number of implemented branches is {3.8/4}.

A calculation using r = rZ =���Z12�/
√�Z1��Z2��, which has all positive entries, makes a

difference of about 1 more dB reduction in diversity gain, with the effective diversity order
reducing to about 3.5. Most of this reduction in the diversity gain is from finite correlation,
rather than from the mutual coupling term, G�mc�. For the configuration (b), there is no drop
in diversity gain from this calculation.

The larger antenna configuration (b) has a negligible loss of effective diversity order. This
is because the mutual couplings (and the assumed correlation coefficients) are too small to
have a significant impact. Similarly, configuration (c) also has a negligible loss of effective
diversity order.
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A compact 12-port MIMO antenna, with a different configuration, was evaluated in the
same way (see Figure 15.14). The matrix r is:

1.00 0.11 −0.14 0.07 −0.04 0.04 0.01 0.00 0.03 −0.08 0.12 0.28
0.11 1.00 0.16 −0.12 0.06 −0.04 0.00 0.02 −0.06 0.14 0.36 0.08

−0.14 0.16 1.00 0.19 −0.14 0.07 0.01 −0.07 0.14 0.41 0.03 −0.06
0.07 −0.12 0.19 1.00 0.17 −0.12 −0.06 0.15 0.41 0.08 −0.05 0.02

−0.04 0.06 −0.14 0.17 1.00 0.16 0.13 0.38 0.03 −0.04 0.01 0.00
0.04 −0.04 0.07 −0.12 0.16 1.00 0.27 0.07 −0.05 0.02 0.01 −0.00
0.01 0.00 0.01 −0.06 0.13 0.27 1.00 0.10 −0.07 0.02 −0.04 0.03
0.00 0.02 −0.07 0.15 0.38 0.07 0.10 1.00 0.13 −0.06 0.06 −0.05
0.03 −0.06 0.14 0.41 0.03 −0.05 −0.07 0.13 1.00 0.17 −0.14 0.08

−0.08 0.14 0.41 0.08 −0.04 0.02 0.02 −0.06 0.17 1.00 0.16 −0.13
0.12 0.36 0.03 −0.05 0.01 0.01 −0.04 0.06 −0.14 0.16 1.00 0.14
0.28 0.08 −0.06 0.02 0.00 −0.00 0.03 −0.05 0.08 −0.13 0.14 1.00

This again features quite low correlations. The spacing of the elements is not well-related
to the matrix numbering here; for example, the most highly coupled branches appear at the
furthest entry from the diagonal. The larger dimension, and the decreasing returns of antenna
diversity with the larger number of branches, means that there is a greater performance

Figure 15.14 The CDF for the 12-branch antenna, showing that the effective order of diversity is
about 10.3.
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reduction in terms of the effective diversity order. From the figure, the effective order of
diversity is 10.3, a reduction of 1.7 branches, i.e. a ratio of {10.3/12}. The reduction in
diversity gain is about 1.3 dB, and about 0.9 dB of this is from the G�mc� component.
A calculation using rz results in the effective diversity order being about 10.1.

The assumptions for the above diversity gain evaluation are now summarized. Firstly, the
incoming wave distribution is taken as homogeneous and occupies the full radiation space
support (a hemisphere, both polarizations) of the patch antenna element patterns. It is taken
that the radiation behind the ground-plane has a negligible impact, despite the finite size of
the ground-plane. Secondly, the normalized mutual resistances are taken to correspond to
the correlation coefficients. This relates to the antenna elements being MSA-like. The latter
assumption is reasonable for the elements used in the examples, but the former depends on
the propagation environment, and needs the careful interpretation required of any diversity
gain, as discussed above. Under these conditions, the above antennas can have their diversity
gain evaluated using the convenient multiport impedance measurement technique.

15.5 SUMMARY

Antenna performance evaluation is not only part of the communications system analysis and
design but it is also part of the iterative process of compact antenna design. Consequently,
convenient evaluation techniques are important. In this chapter, both theoretical and practical
aspects of evaluating antennas for high capacity efficiency have been described. This calls
for an emphasis on the efficiency and gain factors. A multipath communications link analysis
leads to the antenna polarization efficiency becoming incorporated into the distributed gain of
the antenna element. The impedance bandwidth and its trade-off with antenna compactness
offer a helpful comparison for different types of antenna elements. For evaluating multiele-
ment antennas for multipath environments, the diversity gain offers a robust performance
measure. However, the diversity gain is a statistical quantity and to produce a direct estimate
of it requires a considerable measurement campaign with considerable signal processing.
Moreover, the diversity gain does not provide the specific information on how to improve
the configuration of the antenna elements. The required specific information is the set of
mean branch powers and in particular the set of correlation coefficients between the loaded
antenna signals. Direct estimates of these statistics would be made from sampling the antenna
signals when the antenna is operating in different multipath scenarios. However, gathering
and using such samples brings difficulties in the interpretation and repeatability, and the
sample size required for accurate estimates is large, which means a large measurement
effort. These factors highlight a need for a more convenient evaluation technique, especially
for the antenna design process. Measuring the antenna impedances, together with modest
off-line signal processing, offers such an alternative, although this approach requires certain
conditions regarding both the propagation environment and the antenna elements. If these
conditions hold, then the diversity gain can be estimated from the impedance measure-
ment. For designing multielement antenna configurations, the diversity gain can be couched
as an equivalent number of ideal branches, i.e. an effective diversity order. The effective
diversity order is a performance metric that is suitable for the designer to trade off against
compactness of the multielement antenna configuration. This has been illustrated using
air–substrate design examples in which the antenna is made sufficiently compact to force
the effective order of diversity to be reduced significantly from the physical number of
branches.
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