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Introduction 

Gamma-aminobutyric acid (GABA) is the most prevalent inhibitory neurotransmitter 
in the visual system. It plays an essential role in gating signal transmission, either 
spatially or temporally, in retina and each of the major central projection sites of the 
visual system. Although the inhibitory role of GABA in the visual system has been 
recognized for some time, important new insights into the function of GABA have 
been made in the last few years. We now have accurate morphological descriptions of 
the various types of GABA neuron that are present in the visual system. Considerable 
information about the synaptic organization of these cells is also available. The role 
that GABA plays in the construction of receptive fields and other physiological 
properties remains controversial, but considerable headway is being made in elucidat- 
ing these mechanisms. Much progress also has been made in defining GABA 
receptor subtypes and describing how ion channels operate in GABA transmission in 
the retina, lateral geniculate nucleus and visual cortex. Finally, there is important new 
information about the development of GABA in the neonatal visual system, the role 
that GABA plays in plasticity, and the effects on GABA of sensory deprivation and 
activity-dependent modifications of the environment. 

Much of the recent progress in our understanding of GABA comes from technical 
advances in the field of neurotransmission. Thus, the development of specific anti- 
body probes to GABA and its metabolic enzymes has made it possible to study the 
morphology and synaptic organization of identifiable GABA neurons. Computer 
morphometry techniques have allowed us to reconstruct more easily GABAergic 
networks in three dimensions and to measure the distributions and morphologies of 
GABA neurons and receptors quite precisely. The availability of more specific 
ligands and antibodies to GABA receptor subtypes have greatly advanced our 
understanding both of the selective distribution of receptor subtypes and their roles 
in gating the actions of GABA in various pathways. The use of these ligands in 
iontophoresis experiments is yielding new insights into the physiological action of 
GABA on receptive field structure. Finally the recent advent of patch clamp tech- 
niques in cell culture has made it possible to study the channel properties of GABA 
cells and to assist in modeling the biophysical properties of GABA interneurons. 
Each of these techniques has advanced our knowledge of how GABA cells are 
organized within the visual system and how GABA functions in signal transmission. 

This book attempts to bring together into one volume a summary of our current 
understanding of the organization and function of GABA in the visual system. We 
have organized the book into separate sections on Retina, Subcortical Viiual Struc- 
tures and Visual Cortex. Each section includes, where possible, chapters on: (1) the 
distributions and functional characteristics of GABA receptor subtypes; (2) the 
contribution of GABA mediated processes to receptive field and other properties of 
visual cells; (3) the basic morphological organization and synaptic circuitry of 
GABAergic neurons; and (4) the development of GABA in the visual system and its 
role in plasticity. 

The division of the book into three morphological components follows a long- 



... 
Vlll  

established tradition. This organization has the advantage of combining into one 
section sequential chapters on the morphology, synaptic organization, physiology, 
pharmacological actions, receptor and channel mechanisms, and development of 
GABA in a single brain region. However, the book also reveals inhibitory mecha- 
nisms which are common among all of these visual structures which we believe 
deserves as much emphasis as descriptions of each structure’s unique properties. In 
the final analysis, we chose to subdivide the book by structure because so many vision 
scientists think of them separately. At the least, the book provides a comprehensive 
overview of GABA function for the entire visual system and illustrates the similarities 
and differences in GABA organization in different regions of the visual brain. 

It is our hope that the foundations for understanding GABA organization and 
function in the visual system are laid out in these chapters and that they provide a 
comprehensive analysis of this complex field. Another decade from now we expect to 
possess a complete set of GABAergic circuit maps, a further molecular description of 
GABA receptors, a complete analysis of biophysical transfer functions for GABA 
activated channels, and a detailed understanding of the role of GABA in establishing 
neural circuits in the developing retina and visual brain. It is both our current 
progress and this future promise which leads us to continue study of GABA in the 
visual system. 

Retina 

GABA has been recognized as an important inhibitory neurotransmitter in the retina 
for many years. However, the detailed synaptic circuitry and receptor mechanisms of 
GABA in the retina are just beginning to be understood. GABAergic neurons 
account for well over half the inhibitory neurons and over three-quarters of the 
inhibitory synapses in the retina of most vertebrates. GABA plays a fundamental role 
in feature extraction in the retina, largely mediated by lateral inhibitory elements 
(horizontal and amacrine cells) which modulate the vertical flow of information from 
photoreceptor to retinal ganglion cell. GABAergic neurons mediate a range of 
spectral, spatial and temporal processes and are essential elements in networks that 
isolate ‘trigger features’ in visual space. 

Although the basic features of GABA circuits in the retina are fairly well 
understood, recent studies have shown that the GABA cell types and networks are 
much more elaborate than presumed by traditional models of lateral inhibition. The 
molecular machinery of GABAergic transmission also is sophisticated and includes a 
heterogeneous assembly of receptors, ion channels and other regulatory elements. 
The mechanism of GABA receptors in retina is reviewed by Nicholas Brecha who 
discusses the basic biochemical and pharmacological properties of GABA receptors. 
He also reports on the distribution and molecular biology of GABA receptors in the 
retina of a variety of vertebrates. The distribution and biophysics of GABAA 
receptors in retina is discussed by Andrew Ishida who has established the existence of 
GABAA type conductances upon isolated retinal ganglion cells and at the synaptic 
terminals of cone photoreceptors and bipolar cells. The biophysics and pharmacology 
of the GABA, receptor, a receptor with distinct pharmacological, ionic and kinetic 
properties, is described by Malcolm Slaughter and Zhuo-Hua Pan. 

The distribution of glutamic acid decarboxylase, GABA and GABA symporters is 
reviewed by Robert Marc, with a summary of the degree of correspondence among 
these markers. He also reviews some features of vesicular and non-vesicular release. 
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Sam Wu then describes the physiology of horizontal cell feedback to cone photore- 
ceptors in his chapter on ectotherm retinal circuitry. These authors also review the 
evidence that some retinal cells can release GABA either by Ca*+-dependent or 
-independent processes. Michael Freed describes the physiology and structure of 
GABA circuitry in mammals. Finally, Dianna Redburn summarizes the development 
of GABAergic retinal neurons and explores how these neurons may interact with 
other cells in determining the final structure of the retinal mosaic. 

Subcortical visual pathways 

Our understanding of GABA in the central visual pathways has advanced substan- 
tially in recent years. The morphology and function of GABA interneurons in the 
lateral geniculate nucleus (LGN) and superior colliculus (SC) are understood in some 
detail. The channel properties of GABA interneurons in the LGN are also under 
intensive study. Ivan Soltesz and Vincenzo Crunelli summarize experiments on the 
CI-- and K+-dependent inhibitory potentials that are evoked by GABAergic in- 
terneurons in the LGN and show in vitro that GABA released from slices can 
generate both GABA, and GABA, receptor-mediated IPSPs in LGN relay cells. 
Dan Uhlrich and Josephine Cucchiaro describe the synaptic circuitry which underlies 
the inhibitory neural elements involved in feed-forward and feed-backward inhibition 
and how this circuitry might operate physiologically. They also present evidence for a 
number of GABAergic extrinsic pathways to the LGN. Thomas Norton and Dwayne 
Godwin report on how GABA alters synaptic transmission within the LGN. This 
review of the effects of GABA on receptive field properties suggests that GABA 
inhibition serves to attenuate the visual signal in the pathway from retina to visual 
cortex by reducing the transfer ratio from retinal to LGN cells. 

GABA is also an important neurotransmitter in the oculomotor system. The basic 
types and synaptic organization of GABA interneurons and receptors within the 
mammalian superior colliculus are reviewed by Ranney Mize, who also shows that 
some GABA cells co-localize other neuroactive substances. Unlike visual cortex, 
however, GABA and calbindin, a calcium binding protein, are not affected by 
prolonged monocular deprivation. A chapter by Yasuhiro Okada describes the 
biochemical distribution of GABA in the superior colliculus and reports the effects 
that GABA has on the response properties of tectal cells. He also discusses the role 
of GABA in long-term potentiation and seizures within the colliculus. Paul Dean and 
Peter Redgrave describe the effects of GABA on visuomotor behavior studied by 
manipulating GABA neurotransmission in the midbrain. J.J.L. van der Want, J.J. 
Nunes Cardozo and C. van der Togt report on the synaptic organization of GABA 
neurons in the pretectum and accessory optic system, regions important in generating 
the pupillary light reflex and other visual reflexes. Finally, Robert Spencer, Shwu-Fen 
Wang and Robert Baker describe the basic organization of GABA pathways within 
the oculomotor system and then show how these GABA systems may be involved in 
the control of eye movements. 

Visual cortex 

The visual cortex contains GABAergic neurons with remarkably heterogeneous 
properties and these cell types participate in a variety of inhibitory functions. The 
physiology of two types of inhibitory postsynaptic potential and the effects mediated 
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by GABA, and GABA, receptors in the visual cortex are discussed by Barry 
Connors. The physiological effects of GABA in both the lateral geniculate nucleus 
and visual cortex are addressed by Adam Sillito, who discusses evidence linking 
GABAergic mechanisms to particular aspects of receptive field organization. He also 
elucidates the role of the corticogeniculate pathway in modulating LGN activity. The 
detailed structure and synaptic organization of GABAergic basket neurons in visual 
cortex are described by Zolt6n Kisvhrday. 

Ulf Eysel introduces data showing that blocking cortical sites which are lateral to 
recorded cells in areas 17 and 18 reveals inhibitory influences on direction and 
orientation sensitivity which are mediated by horizontally distributed circuits. David 
Ferster, on the other hand, discusses the observation that intracellular recordings do 
not pick up inhibitory postsynaptic potentials driven by the types of visual stimuli that 
other studies of GABA processes predict. 

Neil Berman, Rodney Douglas and Kevan Martin describe a theoretical canonical 
microcircuit that is the minimum set of connections which would be required to 
explain some GABA-mediated phenomena in visual cortex. The detailed morphology 
of GABA neurons is described by Stewart Hendry and Renee Carder who have found 
that morphological subtypes can be distinguished by the calcium binding proteins 
which they co-localize. They also show that both GABA and the calcium binding 
proteins can be regulated by visually driven activity in adult animals. Colin Barnsta- 
ble, Toshio Kosaka, Janice Naegele and Yasuyoshi Arimatsu provide evidence that 
subtypes of GABA cell can be distinguished by antibodies or lectins that recognize 
specific membrane proteins or sugar moieties unique to these cells. The possible 
relation of these membrane components to cell function is also discussed in this 
chapter as are alterations that occur in these components during development or 
visual deprivation. Finally, John Parnavelas describes the ontogenesis of GABA 
neurons in visual cortex and the role of GABA in establishing a template for cortical 
organization in the prenatal brain. 
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CHAPTER 1 

3 

Expression of GABA. receptors in the vertebrate retina 

Nicholas C. Brecha 

Department of Medicine, Department of Anatomy and Cell Biology, CURE, Brain Research Institute and Jules Stein Eye Institute, 
UCLA School of Medicine, UCLA, Los Angeles, CA 90024 and Veterans Administration Medical Center - West Los Angeks, 

Los Angeles, CA 90073, USA 

Introduction 

y-Aminobutyric acid (GABA), which mediates 
neuronal inhibition at GABA receptors, is one of 
several neurotransmitters that have been local- 
ized in the vertebrate retina (see Brecha, 1983; 
Massey and Redburn, 1987; Yazulla, 1986; 
Ehinger and Dowling, 1987, for reviews). In the 
retina, as in other regions of the nervws system, 
GABA acts at two different and distinct mem- 
brane sites, which have been classified as GABAA 
and GABA, receptors on the basis of pharmaco- 
logical, physiological and structural criteria (Hill 
and Bowery, 1981; Bowery et al., 1984; Bormann, 
1988). GABA, receptors are characterized by 
their bicuculline sensitivity and are modulated by 
a wide variety of drugs including benzodiaz- 
epines, barbiturates, picrotoxin and picrotoxin-re- 
lated convulsants (Bowery et al., 1984; see Olsen, 
1981; Olsen and Venter, 1986; Stephenson, 1988, 
for reviews). Several compounds have proved to 
be particularly useful for investigating GABAA 
receptors. These include muscimol and benzodi- 
azepines, which bind at different recognition sites 
on the GABAA receptor (Olsen and Venter, 1986; 
Stephenson, 1988; Olsen and Tobin, 1990; Mohler 
et al., 1990). Less is known about GABA, recep- 
tors, which are bicuculline insensitive and are 
characterized by specific, high affinity baclofen 
binding and by a lack of sensitivity to benzodi- 

azepines and barbiturates (Hill and Bowery, 1981; 
Bowery et al., 1984; Bormann, 1988). 

Molecular cloning studies have demonstrated 
that the GABA, receptor is a member of the 
ligand-gated ion channel superfamily of receptors 
(Schofield et al., 1987). This receptor is composed 
of a complex of several structurally distinct mem- 
brane polypeptides that form a ligand-gated CI- 
channel (see Mohler et al., 1990 and Olsen and 
Tobin, 1990, for reviews). The exact relationship 
and number of polypeptides making up a GABAA 
receptor in vivo are unknown, and currently this 
receptor is believed to be composed of four or 
five polypeptide subunits (Mamalaki et al., 1987; 
Schofield et al., 1987; Olsen and Tobin, 1990). 

There are several lines of evidence indicating 
the existence of multiple GABA, receptors. To 
date, twelve cDNAs related to the GABAA re- 
ceptor complex have been identified and in situ 
hybridization studies have demonstrated marked 
regional variations in the distribution of their 
mRNAs in the nervous system (Levitan et al., 
1988a; SCquier et al., 1988; Wisden et al., 1988; 
Shivers et al., 1989; Ymer et al., 1989a; see Mohler 
et al., 1990 and Olsen and Tobin, 1990, for re- 
views). Furthermore, immunohistochemical find- 
ings based on the use of GABAA polypeptide- 
specific antibodies (Richards et al., 1987; de Blas 
et al., 1988) together with in vitro receptor au- 
toradiography data obtained with different 
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GABA, receptor ligands (Unnerstall et al., 1981; 
Young et al., 1981; Olsen et al., 1990), photoaffin- 
ity labeling of the GABA, receptor complex with 
muscimol or flunitrazepam (Mohler et al., 1980; 
Fuchs et al., 1988; Fuchs and Sieghart, 1989; 
Bureau and Olsen, 1990) and electrophysiological 
studies (Yasui et al., 1985; Akaike et al., 1986) 
are all suggestive of multiple GABAA receptors, 
each having specific pharmacological properties 
and distinct distributions in the nervous system. 

In the retina, GABA has a major role in the 
processing of visual information, and the major 
site of action of GABA is at GABAA receptors 
(see Yazulla, 1986 and various Chapters in this 
volume for reviews). Initial investigations using in 
vitro receptor autoradiography indicated that 
specific, high affinity GABA A binding sites are 
abundant in the inner plexiform layer (IPL) 
(Brecha, 1983; Zarbin et al., 1986). More re- 
cently, in situ hybridization and immunohisto- 
chemical approaches have demonstrated that dif- 
ferent GABA, mRNAs or polypeptides are ex- 
pressed by a variety of cell populations in the 
retina (Mariani et al., 1987; Richards et al., 1987; 
Hughes et al., 1989; Yazulla et al., 1989; Brecha 
et al., 1990, 1991; Brecha and Weigmann, 1991). 
These observations, together with molecular 
cloning, RNA hybridization, biochemical and 
pharmacological findings that indicate GABAA 
receptor heterogeneity in the nervous system 
(Levitan et al., 1988a; see Stephenson, 1988; 
Mohler et al., 1990; Olsen and Tobin, 1990, for 
reviews), are consistent with the presence of mul- 
tiple GABA, receptors in the retina. The aim of 
this chapter is to review evidence of the distribu- 
tion and localization of GABAA receptors in the 
vertebrate retina. 

GABAergic microcircuitry in the vertebrate retina 

Comprehensive descriptions and reviews of the 
distribution of GABAergic cell populations, which 
are based on high affinity uptake of GABA and 
GABA-related compounds, and on the distribu- 
tion of GABA and its biosynthetic enzyme, L- 

glutamate decarboxylase (GAD; EC 4.1.1.15) have 
been presented (Brandon, 1985; Yazulla, 1986; 
Mosinger et al., 1986; Massey and Redburn, 1987; 
Ehinger and Dowling, 1987; see various Chapters 
in this volume). The following summary is in- 
tended to acquaint the reader with some details 
of the localization patterns of GABA and GAD 
immunoreactivity and other evidence of GABA’s 
action in those species for which most data con- 
cerning the localization of GABAA receptors are 
available. 

Teleost retina 
Several experimental approaches have convinc- 

ingly demonstrated that H1 cone horizontal cells 
of the teleost retina are GABAergic (Lam et al., 
1978, 1979; Marc et al., 1978; Brandon, 1985; 
Mosinger et al., 1986). This horizontal cell type is 
characterized by ( 1  ) ascending dendrites that form 
contacts with cone photoreceptors and (2) an 
axonal process that forms both gap junctions with 
other horizontal cells and conventional synaptic 
contacts with bipolar and interplexiform cell pro- 
cesses (Stell et al., 1975; Marc and Liu, 1984; 
Marshak and Dowling, 1987). Horizontal cells 
have an inhibitory feedback onto cone photore- 
ceptors (Baylor et al., 1971; Burkhardt, 1977), 
which is likely to be mediated by GABA at 
GABA, receptors in several species (Murakami 
et al., 1982a,b; Tachibana and Kaneko, 1984; 
Kaneko and Tachibana, 1986; see Wu, Chapter 
4). Specifically, in carp, catfish and goldfish retina, 
electrophysiological and pharmacological investi- 
gations provide good evidence that GABA hyper- 
polarizes, whereas the GABA antagonists, picro- 
toxin and bicuculline, depolarize cone photore- 
ceptors (Wu and Dowling, 1980; Murakami et a]., 
1982a,b; Lasater and Lam, 1984a). Other studies 
have shown that GABA is released by horizontal 
cells under appropriate physiological conditions 
(Ayoub and Lam, 1984, 1985; Yazulla, 1985; 
Schwartz, 1987). All of these findings provide 
strong evidence that GABA is an H1 horizontal 
cell transmitter and that cone feedback inhibition 
is likely to be mediated at GABA, receptors. 
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Goldfish retina is characterized by multiple 
GABAergic amacrine cell populations (Marc et 
al., 1978; Yazulla and Brecha, 1980; Yazulla et 
al., 1986, 1987; Brandon, 1985; Mosinger et al., 
1986). GABAergic processes have a laminar dis- 
tribution in the IPL (Brandon, 1985; Mosinger et 
al., 1986; Yazulla et al., 1986; Muller and Marc, 
1990). Ultrastructural studies have shown that 
one group of amacrine cells (Ab pyriform 
amacrine cells) forms prominent synaptic con- 
tacts with the axonal terminals of mixed rod-cone 
bipolar cells (Marc et al., 1978; Yazulla et al., 
1987; Studholme and Yazulla, 1988). GABAergic 
amacrine cell processes also form presynaptic 
contacts with bipolar cell terminals, amacrine cell 
processes, and ganglion cell dendrites and somata 
(Zucker et al., 1984; Yazulla et al., 1987; Stud- 
holme and Yazulla, 1988; Muller and Marc, 1990). 
These morphological observations are consistent 
with electrophysiological findings reporting the 
presence of GABA, receptors on bipolar cells 
(Kondo and Toyoda, 1983; Tachibana and 
Kaneko, 1988; see Wu, Chapter 4). GABA and 
muscimol are equally effective in hyperpolarizing 
isolated rod ON-type bipolar cells and small ax- 
onal terminal-type bipolar cells (Kaneko and 
Tachibana, 1987; Tachibana and Kaneko, 1987, 
1988). Interestingly, the highest sensitivity to 
GABA is at their axonal terminals, and there is 
little sensitivity to GABA at their somata or 
dendrites. Furthermore, this GABA-evoked re- 
sponse is antagonized by bicuculline and picro- 
toxin, and potentiated by diazepam (Tachibana 
and Kaneko, 1988) providing some pharmacologi- 
cal evidence for GABA, receptors. 

The identification of GABAergic amacrine cell 
contacts onto ganglion cells also is consistent with 
electrophysiological evidence that (1) GABA, re- 
ceptors are located on isolated goldfish ganglion 
cell bodies (Ishida and Cohen, 1988; see Ishida, 
Chapter 2) and (2) GABA influences cyprinid 
ganglion cell activity (Glickman et al., 1982; 
Lasater and Lam, 1984b). Finally, a GABAergic 
influence has been reported on dopamine-con- 
taining interplexiform cells (Negishi et al., 1983; 

O’Connor et al., 1987). Together, all of these 
studies indicate GABAergic amacrine cell partici- 
pation in multiple IPL pathways. 

Bird retina 
There are few studies of the GABAergic sys- 

tem in bird retina. Chick horizontal cells accumu- 
late GABA or GABA-related compounds, and 
contain GAD and GABA immunoreactivity 
(Yazulla and Brecha, 1980; Brandon, 1985; 
Yazulla, 1986; Mosinger et al., 1986). Immunore- 
active processes form distinct bands along the 
inner and outer margins of the outer plexiform 
layer (OPL), and GABA immunoreactive hori- 
zontal cell processes invaginate photoreceptor 
terminals (Mosinger et al., 1986). GABAergic 
processes have a laminar distribution in the IPL 
(Yazulla and Brecha, 1980; Brandon, 1985; 
Mosinger et al., 1986). In addition, numerous 
GABAergic amacrine, and perhaps ganglion cells 
are present in the avian retina (Yazulla and 
Brecha, 1980, 1981; Mosinger et al., 1986). 

Rat, rabbit and primate retina 
Rat, rabbit and primate horizontal cells do not 

accumulate GABA or GABA-related compounds 
(Yazulla, 1986), and most, but not all studies 
agree that they are not stained with GAD anti- 
bodies (Brandon et al., 1979; Vaughn et al., 1981; 
Brandon, 1985; Hendrickson et al., 1985; 
Mosinger and Yazulla, 1985, 1987; Nishimura et 
al., 1985; Mariani and Caserta, 1986; Agardh et 
al., 1987; Hughes et al., 1989). Recently, several 
investigations have reported that GABA antibod- 
ies label some bipolar and horizontal cells in 
these retinas (Nishimura et al., 1985; Mosinger et 
al., 1986; Osborne et al., 1986; Agardh et al., 
1987; Mosinger and Yazulla, 1987; Griinert and 
Wassle, 1990; Koontz and Hendrickson, 1990). In 
addition, in these species GAD and GABA im- 
munoreactive interplexiform cells have been de- 
scribed (Brandon, 1985; Mosinger et al., 1986; 
Mosinger and Yazulla, 1987; Ryan and Hendrick- 
son, 1987). These morphological observations are 
suggestive of an action of GABA in the OPL. 
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In rat, rabbit and primate retina, there are 
several distinct GABAergic amacrine cell popula- 
tions (Osborne and Beaton, 1986; Brecha et al., 
1988; Kosaka et al., 1988; Wassle and Chun, 
1988; Vaney, 1989). In these species, GAD and 
GABA immunoreactive processes display a lami- 
nar distribution in the IPL (Brandon et al., 1979; 
Vaughn et al., 1981; Hendrickson et al., 1985; 
Mosinger and Yazulla, 1985, 1987; Mosinger et 
al., 1986; Mariani and Caserta, 1986; Grunert and 
Wassle, 1999; Koontz and Hendrickson, 1990). 
The ultrastructural features of the GAD im- 
munoreactive patterns in these retinas are com- 
parable. GAD immunoreactivity is localized to 
amacrine cells and their processes, which form 
the majority of their synaptic contacts with bipo- 
lar cell terminals and with other amacrine cell 
processes. In rat and rabbit retina, but not in 
monkey retina, some GAD immunoreactive 
presynaptic contacts also are located on ganglion 
cell bodies and dendrites (Brandon et al., 1980; 
Vaughn et al., 1981; Mosinger and Yazulla, 1985; 
Mariani and Caserta, 1986). Recent investigations 
employing GABA antibodies in the macaque 
monkey retina have confirmed these general ob- 
servations (Grunert and Wassle, 1990; Koontz 
and Hendrickson, 1990). These studies also show 
significant GABA immunoreactive amacrine cell 
presynaptic contacts onto ganglion cell dendrites 
and some contacts onto amacrine and ganglion 
cell bodies (Grunert and Wassle, 1990; Koontz 
and Hendrickson, 1990). 

GABA hyperpolarizes isolated bipolar cells of 
the rodent retina. This response is antagonized 
by bicuculline and picrotoxin (Karschin and 
Wassle, 1990; Suzuki et al., 1990; Yeh et al., 
1990) and potentiated by pentobarbitone (Suzuki 
et al., 1990), providing both electrophysiological 
and pharmacological evidence for GABA A recep- 
tors. The highest sensitivity to GABA is found at 
bipolar cell axonal terminals (Karschin and 
Wassle, 1990; Suzuki et al., 1990; but see Ych et 
al., 1990), similar to observations of goldfish bipo- 
lar cells (Tachibana and Kaneko, 1988). Isolated 
juvenile rat ganglion cells also are hyperpolarized 

by GABA, and this response is antagonized by 
bicuculline and picrotoxin (Tauck et al., 1988). 
Electrophysiological recordings of the intact 
mammalian retina further illustrate a critical role 
for GABA in the formation of many ganglion cell 
receptive field properties (Caldwell and Daw, 
1978; Caldwell et al., 1978; Ariel and Daw, 1982; 
Bolz et al., 1985). For instance, in viva applica- 
tion of picrotoxin to the rabbit ocular vascular 
system abolishes complex receptive field proper- 
ties of ganglion cells, including directional sensi- 
tivity and size specificity of ON- and ON-OFF-di- 
rectional-sensitive ganglion cells, and orientation 
specificity of orientation-sensitive ganglion cells 
(Caldwell and Daw, 1978; Caldwell et al., 1978; 
Ariel and Daw, 1982). 

Other experimental approaches also have pro- 
vided evidence for GABAergic modulation of 
retinal neurons (see Massey and Redburn, 1987, 
for review). For instance, in the rat retina, GABA, 
GABA agonists and antagonists, and benzodi- 
azepines have complex modulatory influences on 
dopaminergic cell function (Morgan and Kamp, 
1980; Kamp and Morgan, 1981, 1982; Marshburn 
and Iuvone, 1981). In rabbit retina, GABA and 
muscimol inhibit, and bicuculline and picrotoxin 
potentiate, the light-evoked release of acetyl- 
choline from amacrine cells (Massey and Neal, 
1979; Massey and Redburn, 1982). These find- 
ings, along with anatomical studies, are consistent 
with the action of GABA at GABA, receptors 
associated with different IPL pathways. 

GABA, binding sites in the retina 

Homogenate binding 

Specific, sodium-independent, low and high affin- 
ity GABA binding sites were initially detected in 
membrane preparations of rat, cow, pig and sheep 
retina, and in synaptosomal fractions prepared 
from cow retina (Enna and Snyder, 1976; Red- 
burn et al., 1979, 1980; Redburn and Mitchell, 
1980, 1981; Guarneri et al., 1981 ). Furthermore, 
GABA binding sites in the retina and in other 



regions of the mammalian central nervous system 
have a similar order of potency for displacement 
by GABA agonists and antagonists including 
muscimol, bicuculline and picrotoxin (Enna and 
Snyder, 1976; Redburn et al., 1979, 1980; Red- 
bum and Mitchell, 1980). These investigations 
have firmly established the presence of GABA 
binding sites in the retina and have shown that 
their binding characteristics and pharmacological 
properties are comparable to GABA binding sites 
in the central nervous system (Enna and Snyder, 
1976, 1977; OIsen et al., 1981). 

INL 

IPL 

INL 

IPL 

INL 

IPL 

Fig. 1.  Distribution of 3H-flunitrazepam binding sites to the 
inner plexiform layer (IPL) of the pigeon retina. A. Retinal 
section incubated with 3 . 3 ~  lo-' M 'H-flunitrazepam. B. 
Adjacent section incubated with 3 . 3 ~  lo-' M 'H-flunitraze- 
pam with 100 p M  muscimol, illustrating an enhancement of 
benzodiazepine binding in the presence of muscimol. C. Adja- 
cent control section incubated with 3.3 X lo-' M 3H- 
flunitrazepam and 1 x lo-' M clonazepam demonstrating the 
inhibition of specific flunitrazepam binding sites. These sec- 
tions were processed simultaneously using in vitro receptor 
autoradiographic techniques. Darkfield photomicrographs. 
Adapted from Fig. 11 of Brecha (1983). INL, inner nuclear 
layer. Scale bar = I 0 0  pm.  

Homogenate binding studies using muscimol 
and flunitrazepam have provided strong evidence 
for the existence of specific, high affinity GABA, 
binding sites in a wide variety of vertebrate reti- 
nas (Howells et al., 1979; Borbe et al., 1980; 
Howells and Simon, 1980; Osborne, 1980a,b; Paul 
et al., 1980; Redburn and Mitchell, 1980; Regan 
et al., 1980; Schaeffer, 1980, 1982; Skolnick et al., 
1980; Yazulla and Brecha, 1980; Altstein et al., 
1981; Sieghart et al., 1982). Muscimol and fluni- 
trazepam binding affinities and the order of po- 
tency for displacement of flunitrazepam by unla- 
beled benzodiazepines in the retina and brain are 
comparable (Mohler and Okada, 1977; Williams 
and Risley, 1978; Howells et al., 1979; Borbe et 
al., 1980; Redburn and Mitchell, 1980; Schaeffer, 
1980; Altstein et al., 1981; Sieghart et al., 1982). 
In addition, both muscimol and GABA increase 
benzodiazepine binding affinity, but not the num- 
ber of binding sites in retinal homogenates (How- 
ells and Simon, 1980; Paul et al., 1980; Regan et 
al., 1980; Altstein et al., 1981; Sieghart et al., 
1982; but see Osborne, 1980b) as also observed in 
other regions of the central nervous system (Tall- 
man et al., 1978; Karobath and Sperk, 1979; 
Unnerstall et al., 1981). An enhancement of spe- 
cific flunitrazepam binding by GABA and musci- 
mol has been demonstrated in the IPL of gold- 
fish, pigeon (Fig. 1) and human retinas using in 
vitro receptor autoradiographic approaches 
(Brecha, 1983; Zarbin et al., 1986; Lin et al., 
1991). 

Changes in GABA and benzodiazepine bind- 
ing properties associated with light and dark con- 
ditions have been reported. In rat, binding affini- 
ties, but not the number of GABA, diazepam and 
flunitrazepam binding sites are higher in dark- 
adapted as compared to light-adapted retinas (Bi- 
ggio et al., 1981; Rothe et al., 1985). The basis for 
these changes is unknown. 

In uitro receptor autoradiography 

Light and electron microscopic studies using in 
vitro receptor autoradiography have provided di- 
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rect evidence for GABAA binding sites in the 
OPL and IPL (Young and Kuhar, 1979; Yazulla, 
1981; Yazulla and Brecha, 1981; Altstein et al., 
1981; Brecha, 1983; Zarbin et al., 1986; Lin et al., 
1991). ' 

Goldfuh retina 
In goldfish retina, GABA and muscimol bind- 

ing sites are present in the OPL, and GABA, 
muscimol and flunitrazepam binding sites are dis- 
tributed in a homogeneous band across the IPL 
(Yazulla, 1981; Lin et al., 1991). Muscimol bind- 
ing sites are mainly associated with amacrine- 
amacrine synaptic specializations distributed to 
distal and mid regions of the IPL, while ama- 
crine-bipolar synaptic specializations located in 
the proximal IPL (Yazulla, 1981). 

Bird retina 
In chicken retina, GABA and muscimol bind- 

ing sites are distributed to the OPL and to the 
IPL in a broad, homogeneous band (Fig. 2) (Ya- 
zulla and Brecha, 1981). In the OPL, muscimol 

OPL 

INL 

IPL 

GCL 
Fig. 2. Distribution of 3H-muscimol and 'H-GABA binding 
sites to the outer plexiform layer (OPL) and IPL of the 
chicken retina. Retinal section incubated with O.29X M 
-'H-rnuscimol (A) or with 0 . 8 ~  M 'H-GABA (B). These 
sections were processed by in vitro receptor autoradiographic 
techniques. Darkfield photomicrographs. From Brecha (1983) 
and originally adapted from Yazulla and Brecha (1981). GCL. 
ganglion cell layer. Scale bar = 25 wm. 

binding is associated with (1) membranes located 
at horizontal cell processes and cone photorecep- 
tor terminals and (2) specialized junctions located 
proximal to photoreceptor terminals (Yazulla and 
Brecha, 1981). In the IPL, muscimol binding is 
primarily associated with amacrine-amacrine and 
amacrine-bipolar synaptic specializations that are 
preferentially distributed to laminae 2 and 4 of 
the IPL (Yazulla and Brecha, 1981). In contrast, 
flunitrazepam binding sites only appear to be 
associated with the IPL, where they form a con- 
tinuous band across this layer in the chicken and 
pigeon retina (Fig. 1) (Altstein et al., 1981; 
Brecha, 1983). 

Rat and primate retina 
In rat and human retina, a low density of 

muscimol and flunitrazepam binding sites is ob- 
served in the OPL (Young and Kuhar, 1979; 
Zarbin et al., 1986). In rat, monkey (Macaca 
fascicularis) and human retina, these binding sites 
are distributed in a band across the IPL. A very 
low density of binding sites also is associated with 
cells located in the proximal inner nuclear layer 
(INL) and with scattered cells in the ganglion cell 
layer (GCL) (Zarbin et al., 1986). 

Summary 
Homogenate binding and in vitro receptor au- 

toradiography have been critical for establishing 
the presence of GABA, binding sites in the 
vertebrate retina. In the goldfish and bird OPL, 
the presence of muscimol binding sites is indica- 
tive of GABAA receptors. Reasons for the lack of 
flunitrazepam binding sites in the OPL, despite 
the presence of GABA and muscimol binding 
sites, and of GAD, GABA and GABAA receptor 
immunoreactivities, are unknown (Altstein et al., 
1981; Yazulla and Brecha, 1981; Brecha, 1983; 
Brandon, 1985; Mosinger et al., 1986; Yazulla et 
al., 1989; Lin et al., 1991). The failure to detect 
benzodiazepine binding sites in the OPL may be 
due to (1) a very low density of benzodiazepine 
binding sites, (2) low affinity benzodiazepine 
binding sites or (3) the presence of GABAA re- 
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ceptors that lack a benzodiazepine binding site. 
This latter possibility also has been suggested 
from other in vitro receptor autoradiographic 
studies (Unnerstall et al., 1981; Olsen et al., 1990). 

The low density of muscimol and fluni- 
trazepam binding sites in the rat and human 
OPL, and the presence of GAD and GABA 
immunoreactivities in the rat and macaque mon- 
key OPL (Brandon, 1985; Mosinger et al., 1986; 
Zarbin et al., 1986; Ryan and Hendrickson, 1987; 
Grunert and Wassle, 1990) are congruent with an 
action of GABA in this region. However, as dis- 
cussed in detail below, in the primate OPL there 
are species differences in the distribution of these 
ligands, and GABAA receptor, GABA and GAD 
immunoreactivities (Zarbin et al., 1986; Mariani 
et al., 1987; Richards et al., 1987; Ryan and 
Hendrickson, 1987; Hughes et al., 1989; Griinert 
and Wassle, 1990). There are multiple possibili- 
ties for these differences. Furthermore, some of 
these discrepancies could be due to our limited 
understanding of GABA A receptor composition 
and number, and with the limited repertoire of 
reagents that are now available for studying this 
receptor. 

In the IPL of all species investigated to date, 
the localization of muscimol and benzodiazepine 
binding sites, and of GABA and GAD im- 
munoreactivities, is indicative of an action of 
GABA in this layer. These observations together 
with electrophysiological (Tachibana and Kaneko, 
1988; Ishida and Cohen, 1988; Tauck et al., 1988; 
Karschin and Wassle, 1990; Suzuki et al., 1990; 
Yeh et al., 1990) and ultrastructural (Brandon et 
al., 1980; Vaughn et al., 1981; Mariani and 
Caserta, 1986; Yazulla et al., 1987; Grunert and 
Wassle, 1990; Koontz and Hendrickson, 1990; 
Muller and Marc, 1990) investigations clearly sug- 
gest that GABA, receptors are located at ama- 
crine-amacrine, amacrine-bipolar and amacrine- 
ganglion synaptic specializations. 

However, in vitro receptor autoradiographic 
investigations do not provide exact information as 
to the cellular localization or possible synaptic 
relationships of GABA, receptors in the retina. 

Ligand binding techniques are limited due to 
such factors as ligand specificities and affinities, 
and the low anatomical resolution of the radioac- 
tive signal. Experimental approaches using in situ 
hybridization and immunohistochemistry are now 
being employed in an attempt to overcome some 
of these limitations and to provide a better un- 
derstanding of the cellular localization of GABA, 
receptors. These studies are beginning to provide 
more detailed information regarding the distribu- 
tion of GABAA receptors and additional clues 
regarding GABA , receptor heterogeneity in the 
retina. 

Expression of GABA, receptor subunits in the 
retina 

Background information 

GABAA receptors are composed of several re- 
lated polypeptides, and to date six alpha (a), 
three beta ( p )  and two gamma ( y )  cDNAs and a 
single delta (6) cDNA related to this receptor 
have been cloned and sequenced (Schofield et al., 
1987; Levitan et al., 1988a; Ymer et al., 1989a,b; 
Shivers et al., 1989; Pritchett et al., 1989b; 
Khrestchatisky et al., 1989, 1991; Luddens et al., 
1990; Malherbe et al., 1990a,b; Pritchett and See- 
burg, 1990; Mohler et al., 1990). Different combi- 
nations of these polypeptides are thought to form 
functionally distinct GABA A receptor subtypes 
and are theoretically associated with different 
GABA, sites as suggested by receptor binding 
and pharmacological studies (Unnerstall et al., 
1981; Young et al., 1981; Olsen et al., 1990; see 
Olsen and Tobin, 1990 and Mohler et al., 1990, 
for reviews). Several investigations have examined 
the properties of these receptor polypeptides, 
whether expressed alone or in combination with 
other receptor polypeptides in heterologous cells. 
For instance, receptors expressed from bovine or 
human CY and p mRNAs have many of the elec- 
trophysiological characteristics of native GABAA 
receptors, although other features such as benzo- 
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diazepine sensitivity and GABA cooperativity are 
weak or absent (Schofield et al., 1987; Levitan et 
al., 1988a,b; Pritchett et al., 1988). Recently, elec- 
trophysiological and pharmacological studies have 
reported that the co-expression of a, beta, (PI )  
and gamma, polypeptides is required for obtain- 
ing recombinant receptors that have most of the 
properties of the native GABAA receptor, includ- 
ing benzodiazepine responses and binding (Prit- 
chett et al., 1989a,b; Sigel et al., 1990; Verdoon et 
al., 1990). Interestingly, differences in benzodi- 
azepine pharmacology may be directly related to 
the heterogeneity of the a polypeptides (Pritchett 
et al., 1989a; Pritchett and Seeburg, 1990; Sigel et 
al., 1990). 

GABAA alpha, (a,) mRNA is the most abun- 
dant a variant reported to date with a widespread 
distribution along the neuraxis (Levitan et al., 
1988a; SCquier et al., 1988; Wisden et al., 1988, 
1989a; Khrestchatisky et al., 1989, 1991; Ymer et 
al., 1989b; Macknnan et al., 1991). GABA, 
alpha, (a,) mRNA is less abundant compared to 
GABAA a, mRNA as determined by both 
Northern blot and in situ hybridization histo- 
chemical analyses (Levitan et al., 1988a; Wisden 
et al., 1988, 1989a; MacLennan et al., 1991). 
GABA, a variants have distinct distributions 
within the nervous system (Wisden et al., 1988, 
1989a; MacLennan et al., 1990, consistent with 
the suggestion that they are associated with dif- 
ferent GABAA receptor subtypes. 

GABAA p mRNAs also have a widespread 
and differential distribution in the rat central 
nervous system (Schofield et al., 1987; Lolait et 
al., 1989; Ymer et al., 1989a; Zhang et al., 1991). 
Beta, (8,) and beta, (p3) mRNAs are more 
abundant than the pi mRNA as revealed by 
Northern blot analysis (Schofield et al., 1987; 
Ymer et al., 1989a). In situ hybridization histo- 
chemical studies show an extensive distribution of 
these p subunits along the neuraxis with individ- 
ual differences in their location and level of 
expression (Zhang et al., 1991). The p and a 
mRNAs have a partial overlap in their distribu- 
tion (SCquier et al., 1988; Wisden et al., 1988, 

1989a; MacLennan et al., 1991; Zhang et al., 
1991). 

GABA, receptors are likely to be comprised 
of at least one a and one p polypeptide (Mohler 
et al., 1980; Haring et al., 1985; Schoch et al., 
1985; Mamalaki et al., 1987; Schofield et al., 
1987; Fuchs and Sieghart, 1989; Olsen and Tobin, 
1990; Mohler et al., 1990). Therefore, it should be 
possible to provide a reasonably accurate descrip- 
tion of the distribution and localization patterns 
of GABAA receptors using in situ hybridization 
histochemistry and immunohistochemistry with 
probes to the a and p subunits. The following 
sections review recent investigations of the distri- 
bution of GABA, receptors based on the local- 
ization of GABA, a, and a, mRNAs, and 
GABAA a,, p, and p, polypeptides in the retina. 

Distribution of GABA. receptor mRNAs 

To date, information about the tissue distribution 
and cellular localization of GABA A receptor 
mRNAs is limited to some of the a variants in 
the bovine and rat retina (Wisden et al., 1989b; 
Brecha et al., 1990, 1991). GABAA a,, a, and a, 
mRNAs are present in bovine retinal extracts, 
with GABAA a, mRNA being the most abun- 
dant (Wisden et a!., 1989b). 

As for the cellular localization of GABA, a 
mRNAs in the retina, the only information avail- 
able so far concerns GABAA a, and a, mRNAs, 
which we have demonstrated in the rat retina 
using in situ hybridization histochemistry with 
"S-labeled rat GABA, a, and a, RNA probes 
(Brecha et al., 1990, 1991). In all retinal regions, 
GABAA a, and a, mRNAs are expressed in 
neurons located in the INL and GCL. Labeling is 
not observed in the outer nuclear layer (ONL). 
GABAA a, mRNA-containing cells are dis- 
tributed across the entire INL, and some dis- 
cretely labeled cells are present in the GCL (Fig. 
3). In contrast, GABA, a, mRNA has a more 
limited distribution, and labeled cells are con- 
fined to the proximal INL and to the GCL (Fig. 
4). 



position and distribution of GABA, a2 mRNA- 
containing cells in the proximal INL and GCL 
suggest they are amacrine, displaced amacrine 
and ganglion cells. The localization of GABA, 
a, mRNA to bipolar cells is consistent with elec- 
trophysiological evidence of GABA , receptor ex- 
pression by bipolar cells (Karschin and Wassle, 
1990; Suzuki et al., 1990; Yeh et al., 1990). The 
expression of GABA, a1 and az mRNAs by 
amacrine cells is congruent with the presence of 
high affinity muscimol and flunitrazepam binding 

Fig. 3. Distribution of GABA, at  mRNA in a transverse sites in the IPL (Zarbin et al., 1986) and the 
section of the rat retina. Cells expressing GABA, at mRNA 
are distributed across the INL and occasionally are observed localization Of GABAA P2 and p3 polYf)eptide 
in the GCL. On the basis of their distribution, it is likely that immUnOreaCtiVity to amacrine Cells in the rat 

INL 

GCL 

labeled cells in the INL are bipolar and amacrine cells, and 
that labeled cells in the GCL are ganglion and displaced 
amacrine cells. Section was incubated with a "S-labeled 
GABA, at  antisense RNA probe. Darkfield photomicro- 
graph. Adapted from Fig. 3 of Brecha et al. (1991). Scale 
bar = 25 pm. 

The position and distribution of GABA, a, 
mRNA-containing cells in the INL and GCL 
suggest they are bipolar and amacrine cells, and 
displaced amacrine and ganglion cells, respec- 
tively (Brecha et al., 1990, 1991). Similarly, the 

retina (Richards et al., 1978). Autoradiographic 
techniques using 3sS-labeled probes lack high 
anatomical resolution, and therefore it is not 
possible from these experiments to determine if 
ganglion, interplexiform or horizontal cells also 
express GABA, aI or az mRNAs. 

The cellular labeling pattern of GABA, a1 or 
aZ mRNA in the GCL provides little information 
as to the identity of the cells expressing GABA, 
a polypeptides. There is some evidence for gan- 
glion cells having GABA, receptors from elec- 
trophysiological evidence for the presence of 
GABA, receptors on all isolated, juvenile rodent 
ganglion cell bodies (Tauck et al., 1988). On the 
other hand, because of the large number of dis- 
placed amacrine cells in the GCL of the rat 
retina (Perry, 19811, the possibility that GABA, 
a polypeptides also are expressed by displaced 
amacrine cells cannot be ruled out. 

INL 

Summary 
The majority of GABA, a1 mRNA-containing 

neurons are likely to be amacrine and bipolar 
cells on the basis of their soma1 locations. Simi- 

GCL 

larly, the distribution of GABA, a2 mRNA-con- 
taining cells is consistent with their identification 
as amacrine, displaced amacrine or ganglion Cells. 

Fig. 4. Distribution of GABA, a2 mRNA in a transverse 
section of the rat retina. Cells expressing GABA, a2 mRNA 
are located in the proximal INL and in the GCL. Labeling 
pattern suggests that amacrine, displaced amacrine and gan- 
glion cells express this mRNA. Section was incubated with a 
35S-labeled GABA, a2 antisense RNA probe. Darkfield pho- 
tomicrograph. Scale bar = 25 pm. 

These observations extend in vitro receptor au- 
toradiographic studies of the rat retina (Zarbin et 
al., 1986) and are in agreement with electrophysi- 
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ological investigations (Karschin and Wassle, Localization of GABA, receptor polypeptide 
1990; Suzuki et al., 1990; Yeh et al., 1990). Fi- 
nally, these different GABA, (Y mRNA labeling 
patterns are consistent with GABA , receptor 
heterogenity in the retina. 

immunoreactiuity 

Three monoclonal antibodies directed to either 
GABA, (Y, or to GABA, pZ and p3 polypep- 

IS 

OLM 

RT 

OPL 

INL 

IPL 

OFL 

Fig. 5. Localization of GABA, P z  and p3 polypeptide immunoreactivity in the goldfish retina as visualized by monoclonal 
antibody 62-361. lmmunoreactivity is mainly localized to photoreceptor terminals (RT), amacrine cell bodies and processes 
distributed to the IPL. lmmunostaining is absent in the outer nuclear layer (ONL). Bright field photomicrograph. IS, inner 
segments; OFL, optic fiber layer; OLM. outer limiting membrane. Relabeled from Fig. 1 of Yazulla et al., (1989). Scale bar = 25 
w m. 
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tides are presently available (Haring et al., 1985; 
Schoch et al., 1985; Mohler et al., 1990; Vitorica 
et al., 1988). Mouse monoclonal antibody bd-24 is 
directed to GABAA a, and recognizes this a 
polypeptide in several species, except the rat 
(Schoch et al., 1985; Richards et al., 1987; Mohler 
et al., 1990). The other two monoclonal antibod- 
ies (bd-17 and 62-361) cross react with the 
GABAA p2 and p3 polypeptides in several 
species (Mohler et al., 1990; A.L. de Bias, per- 
sonal communication). 

Goldfih retina 
In goldfish retina, GABA, p2 and p3 

polypeptide immunoreactivity visualized by anti- 
body 62-361 is mainly localized to photoreceptor 
terminals, amacrine cell bodies and processes dis- 
tributed across the IPL (Fig. 5 )  (Yazulla et al., 
1989). In the IPL, three bands contain a high 
density of immunoreactive processes, and they 
correspond best with the pattern of high affinity 
uptake of muscimol and of GAD immunoreactiv- 
ity, rather than with the high affinity uptake of 
GABA or with GABA immunoreactivity (Bran- 
don, 1985; Mosinger et al., 1986; Yazulla et al., 
1986, 1989; Muller and Marc, 1990; see Marc, 
Chapter 5). In addition, some lightly immunola- 
beled amacrine cell bodies, horizontal cell bodies 
and their axons, and ganglion cell bodies are 
observed. 

Cone photoreceptors have light GABAA p2 
and p3 polypeptide immunoreactive staining 
around their nuclei and heavy staining of their 
terminals. Cone terminals are characterized by 
immunolabeling of (1) intracellular structures and 
(2) the cytoplasmic side of the plasma membrane, 
most prominently in regions located away from 
the synaptic ribbons and horizontal cell dendrites 
(Fig. 6). The association of GABAA receptor 
immunoreactivity with intracellular structures also 
has been described in other regions of the ner- 
vous system (Somogyi et al., 1989; Soltesz et al., 
1990). The localization of GABAA p2 and p3 
polypeptide immunoreactivity to cone photore- 
ceptor terminals is in agreement with a large 

Fig. 6. Ultrastructural localization of GABA, & and p3 
polypeptide immunoreactivity in the goldfish OPL. The cone 
photoreceptor terminal (0) is characterized by immunostain- 
ing of intracellular structures and the plasma membrane. The 
heaviest plasma membrane staining (arrowheads) is located 
away from horizontal cell dendrites (H) and synaptic ribbons 
(sr). Note some light intracellular staining (*) in the rod 
terminal (RT). Electron micrograph. Relabeled from Fig. 2 of 
Yazulla et al., (1989). Scale bar = 1 pm.  

body of evidence showing a GABAergic input to 
cone photoreceptors originating from H1 hori- 
zontal cells (see Yazulla, 1986, for review) and 
with the recent description of muscimol binding 
sites in the OPL (Lin et al., 1991). The location of 
prominent GABAA p2 and p3 polypeptide im- 
munoreactivity on the plasma membrane at a 
distance from synaptic ribbons and horizontal cell 
dendrites suggests that the site of action of GABA 
on photoreceptor terminals is more laterally 
placed than previously thought (Stell et al., 1975; 
Yazulla et al., 1989). Some rod terminals are 
characterized by light immunolabeling of intracel- 
Mar structures, but their plasma membranes are 
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unstained (Fig. 6). FirAy, although horizontal 
cells are lightly stained at the light microscopic 
level, immunoreactivi+y is not detected in hori- 
zontal cell dendrites at the ultrastructural level 
(Yazulla et al., 1989). 

Interestingly, ultrastructural studies have only 
identified a few bipolar cell axonal terminals that 
are GABA, p2 and p3 polypeptide immunoreac- 
tive (Yazulla et al., 1989). Reasons for the appar- 
ently very modest number of immunolabeled 
bipolar cell terminals are unknown despite (1) 
ultrastructural evidence that bipolar cells includ- 
ing their axonal terminals are a major recipient of 

GABAergic input (Marc et al., 1978; Yazulla et 
al., 1987; Studholme and Yazulla, 1988; Muller 
and Marc, 1990), (2) the association of bipolar 
cell synaptic specializations with muscimol bind- 
ing sites (Yazulla, 19811, and (3) electrophysiolog- 
ical and pharmacological evidence for the pres- 
ence of GABA, receptors on bipolar cell axonal 
terminals (Kondo and Toyoda, 1983; Tachibana 
and Kaneko, 1988). Perhaps, in view of the strong 
evidence for GABA, receptor heterogeneity, 
most goldfish bipolar cells express GABA, re- 
ceptor types that do not contain GABA, p2 and 
p3 polypeptides. 

Fig. 7. GABA, p2 and p1 polypeptide immunoreactivity in the chicken retina as revealed by monoclonal antibody 62-361. 
lmmunoreactivity is mainly localized to the OPL. amacrine cell bodies and processes distributed to the IPL. The labeling pattern in 
the OPL suggests that photoreceptor terminals express GABA, receptors. The prominent immunolabeling of amacrine cell bodies 
and processes in the IPL also indicate that many amacrine cells express GABA, receptors. Bright field photomicrograph. 
Relabeled from Fig. 5 of Yazulla et al., (1989). Scale bar = 50 pm. 
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Amacrine cell processes also display promi- 
nent immunolabeling of (1) amorphous intracellu- 
lar structures and (2) the region of the plasma 
membrane which is located postsynaptic to either 
amacrine cell processes or very rarely to bipolar 
cell terminals (Yazulla et al., 1989). The localiza- 
tion of GABA, p2 and p3 polypeptide im- 
munoreactivity to the IPL is consistent with the 
presence of muscimol and flunitrazepam binding 
sites in the IPL (Yazulla, 1981; Lin et al., 1991). 

Finally, it is worth pointing out that a few 
ganglion cells are lightly positive for GABAA p2 
and p3 polypeptide immunoreactivity (Yazulla et 
al., 1989), whereas nearly all isolated ganglion 
cell bodies have GABA, receptors on the basis 
of electrophysiological evidence (Ishida and Co- 
hen, 1988). Furthermore, GABAergic amacrine 
cell processes are presynaptic to ganglion cell 
dendrites located in all regions of the IPL (Muller 
and Marc, 1990). Together, these findings argue 
that most and perhaps all ganglion cells possess 
GABA, receptors, which leads to the suggestion 
that most ganglion cells, like bipolar cells, express 
GABA, receptor types that do not contain 
GABA, p2 and p3 polypeptides. 

Chicken retina 
The GABAA p2 and p3 polypeptide im- 

munoreactive patterns are similar in chicken and 
goldfish retinas, with immunolabeling of the OPL, 
some amacrine cells and a dense plexus of pro- 
cesses distributed across the IPL (Fig. 7) (Yazulla 
et al., 1989). The immunolabeling pattern in the 
OPL is suggestive of labeled photoreceptor termi- 
nals, but not bipolar or horizontal cell dendrites. 
GABAA receptor immunoreactivity in the IPL 
has a complex laminar distribution with the high- 
est density of immunoreactive processes found in 
multiple bands located in all regions of the IPL. 
Overall, the distribution of GABAA p2 and p3 
polypeptide immunoreactivity has little corre- 
spondence with high affinity GABA and musci- 
mol uptake, or GABA and GAD immunoreactive 
patterns except for the labeling of a narrow band 
in the IPL adjacent to the GCL (Yazulla and 

Brecha, 1980; Brandon, 1985; Mosinger et al., 
1986; Yazulla et al., 1989). Immunolabeled cells 
are not observed in the middle and distal INL or 
in the GCL. 

The presence of GABA, p2 and p3 polypep- 
tide immunoreactivity in the OPL and IPL is 
generally consistent with the localization of mus- 
cimol and flunitrazepam binding sites to these 
layers (Altstein et al, 1981; Yazulla and Brecha, 
1981; Brecha, 1983). As mentioned above, the 
lack of flunitrazepam binding sites in the OPL 
could be due to the presence of a GABA, recep- 
tor type that lacks a benzodiazepine recognition 
site in this layer. Together, these investigations 
provide good evidence for GABA, receptor lo- 
calization to the OPL and IPL, consistent with 
the presumed GABA influence upon photorecep- 
tor, amacrine and bipolar cells from GABAergic 
horizontal and amacrine cells (Yazulla and 
Brecha, 1980; Brandon, 1985; Mosinger et al., 
1986). 

Rat retina 
In rat retina, GABA, p2 and p3 polypeptide 

immunoreactivity detected by antibody bd-17 is 
localized to a few amacrine cell bodies and to 
processes distributed in a relatively dense, homo- 
geneous manner across the IPL (Richards et al., 
1987). An increased density of GABAA Pr and 
p3 polypeptide immunoreactive processes is found 
in three bands, corresponding best to laminae 2, 
3 and 5 of the IPL (Richards et al., 1987). Some 
immunoreactive cell bodies also are reported in 
the GCL, although from published descriptions it 
is not possible to determine if these cells are of 
the size of displaced amacrine cells or ganglion 
cells. In addition, immunolabeled cells are not 
observed in the ONL or the middle and distal 
INL. 

GABA, pz and p3 polypeptide immunoreac- 
tivity does not appear to be localized to bipolar 
cells. However, GABAA receptors are likely to be 
expressed by these cells based on both in situ 
hybridization (Brecha et al., 1990) and electro- 
physiological (Karschin and Wassle, 1990; Suzuki 



et al., 1990; Yeh et al., 1990) findings. A possible 
explanation for these observations is the presence 
of GABA, receptors on bipolar cells that lack 
GABA, p2 and p3 polypeptides. 

GABA, GAD and GABA, p2 and p3 
polypeptide immunoreactive processes, and mus- 
cimol and flunitrazepam binding sites are local- 
ized to the IPL with some differences in their 
laminar distribution (Vaughn et al., 1981; Bran- 
don, 1985; Mosinger et al., 1986; Zarbin et al., 
1986; Richards et al., 1987). A comprehensive 
comparison of the laminar distribution of these 
immunoreactive processes in the IPL has not 
been conducted, although some correspondence 
between the GABA, p2 and p3 polypeptide and 
the GAD immunoreactive patterns has been 
noted (Richards et al., 1987). GABA, receptors 
are likely to be present at amacrine-ama- 

crine synaptic specializations since (1) GABA, a 
mRNAs are localized to amacrine cell bodies 
(Brecha et al., 1990) and (2) GAD immunoreac- 
tive amacrine processes are presynaptic to other 
amacrine cell processes (Vaughn et al., 1981). 

Since the combinations and relationships of a 
and p variants that form native GABA, recep- 
tors are poorly understood (see Olsen and Tobin, 
1990 and Mohler et al., 1990 for reviews), it is not 
possible to speculate if the retinal cells expressing 
GABA, (Y mRNAs or GABA, p2 and p3 poly- 
peptide immunoreactivity are the same or are 
different amacrine cell populations. A double- 
label study using in situ hybridization and im- 
munohistochemistry could address this issue. 

There is inconclusive immunohistochemical 
(Richards et al., 1987) and in situ hybridization 
histochemical evidence (Brecha et al., 1990) for 

ONL 

OPL 

INL 

IPL 

GCL 

Fig. 8. GABA, a, polypeptide immunoreactivity in the rabbit retina as visualized by monoclonal antibody bd-24. lmmunoreactivity 
is localized to bipolar cell dendrites in the OPL, bipolar cell bodies, amacrine cells and processes in the IPL. Lightly labeled bipolar 
cells are seen in the distal INL and prominent labeled amacrine cells are seen in the proximal INL. Bright field photomicrograph of 
a 1 pm section. Scale bar = 10 pm. 



the expression of GABAA receptors by ganglion 
cells in the rat retina. However, there is electro- 
physiological evidence for the presence of these 
receptors on isolated juvenile ganglion cell bodies 
(Tauck et al., 1988). It is possible that the failure 
to convincingly demonstrate GABAA receptors 
by immunohistochemical approaches is due to the 
presence of receptors that lack GABA, Bz and 
p3 polypeptides. Some support for this specula- 
tion is derived from in situ hybridization histo- 
chemical observations showing GABA, a 
mRNA-containing cells in the GCL (Brecha et 
al., 1990). 

Rabbit retina 
In the rabbit retina, all three monoclonal anti- 

bodies have been used to determine the distribu- 
tion of GABAA receptor immunoreactivity (Bre- 
cha and Weigmann, 1990). Monoclonal antibody 
(bd-24) directed to the GABAA a, polypeptide 
labels bipolar cell bodies and dendrites, amacrine 
cell bodies, and processes distributed in the IPL 
(Figs. 8 and 9). Most immunolabeled amacrine 
cells are characterized by a prominently labeled 
plasma membrane (Figs. 9 and 10). A few lightly 
stained amacrine cells also are visualized with 
this antibody. Immunolabeled bipolar cell bodies 
are numerous and are characterized by an ab- 
sence of cytoplasmic staining and light immunola- 
beling of the somatic plasma membrane (Figs. 8 
and 1 I). 

Monoclonal antibody bd-17 directed to the 
GABA, p2 and B3 polypeptides also labels bipo- 
lar cells (Fig. 12). Similar to observations using 
antibody bd-24, bipolar cell dendrites are well 
stained and bipolar cell bodies are more lightly 
stained. Monoclonal antibody 61-3G1, which also 
cross reacts with GABA, p2 and p3 polypep- 
tides, faintly labels processes in the OPL (Fig. 13) 
and a few cell bodies in the distal INL, which 
may be bipolar cell bodies. Both of these mono- 
clonal antibodies label amacrine cells and pro- 
cesses distributed to the IPL (Figs. 12, 13 and 14). 
The immunostaining of bipolar and amacrine cells 
and their processes was consistently stronger with 

OPL 
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IPL 

GCL 

Fig. Y. Localization of GABA, a, polypeptide immunoreac- 
tivity in the rabbit retina. In addition to the distribution of 
immunoreactivity described in Fig. 8, an immunolabeled cell 
in the GCL is illustrated. Bright field photomicrograph of a I 
p m  section. Scale bar = 1 0  pm.  

antibody bd-17. Reasons for these variations in 
staining are unknown, but they may be due to 
some differences in the immunological character- 
istics of these monoclonal antibodies. 

Fig. 10. GABA, a, polypeptide immunoreactive amacrine 
cells in a whole mount preparation of the rabbit retina. 
Brightfield photomicrograph. Scale bar = 20 pm.  
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Fig. 11. Lightly labeled GABA, a, polypeptide immunoreac- 
tive bipolar cells (arrows) in a whole mount preparation of the 
rabbit retina. Note that the immunostaining is primarily asso- 
ciated with the plasma membrane. The out-of-focus cell in 
this figure is a heavily labeled amacrine cell. Brightfield 
photomicrograph. Scale bar = 10 pm.  

Finally, all three monoclonal antibodies im- 
munolabel some medium to large cells located in 
the GCL, which are likely to be ganglion cells 

Fig. 12. GABA, P r  and p3 polypeptide immunoreactivity in 
the rabbit retina detected by monoclonal antibody bd-17. 
lmmunoreactivity is localized to bipolar cell dendrites in the 
OPL, bipolar cell bodies, amacrine cell bodies, processes in 
the IPL and cells in the GCL. Brightfield photomicrograph of 
a 1 p m  section. Scale bar = 10 pm. 

(Figs. 9, 12 and 13). These cells have a granular 
cytoplasmic staining and a light staining plasma 
membrane. 
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Fig. 13. GABA, p2 and p, polypeptide immunoreactivity in the rabbit retina detected by monoclonal antibody 62-361. 
lmmunoreactivity is localized to arnacrine cell bodies, processes distributed to the IPL and to a cell in the GCL. Brightfield 
photomicrograph of a 1 p m  section. Scale bar = 10 pm. 



Fig. 14. GABA, & and p3 immunoreactive amacrine cells in 
a whole mount preparation of the rabbit retina as visualized 
by monoclonal antibody 62-3G1. Brightfield photomicrograph. 
Scale bar = 20 Fm. 

GABA immunoreactive interplexiform cell 
processes are present in the OPL and there is 
some evidence for GABA and GAD immunore- 
active horizontal cells (Mosinger et al., 1986; 
Mosinger and Yazulla, 1987). These observations, 
with the presence of GABAA a,, and-@, and p3 
polypeptide immunoreactivity in the OPL, sug- 
gest an action of GABA at GABAA receptors in 
this layer. However, ultrastructural studies are 
needed to better define the processes expressing 
GABA, polypeptides, since presently it has not 
been conclusively established if this immunoreac- 
tive staining is only associated with bipolar cell 
dendrites, or if it is also associated with interplex- 
iform cell processes and photoreceptor terminals, 
as reported for the goldfish and chicken retina 
(Yazulla et al., 1989). 

Numerous bipolar cell bodies express GABA, 
a,, and pz and p3 polypeptides. At this time it is 
unknown how many or which type of bipolar cells 
express these GABA, polypeptides. 

Similar to observations in other vertebrate 
retinas, the GABA, polypeptide immunoreactive 
pattern in the rabbit IPL has partial overlap with 
the GAD and GABA immunolabeling patterns 
(Brandon, et al., 1979, 1980; Brandon, 1985; 
Mosinger and Yazulla, 1985, 1987; Mosinger et 

al., 1986; Brecha and Weigmann, 1991). The 
strongly immunolabeled amacrine cells identified 
by these GABAA antibodies have modcrate den- 
sities across the retina. To date, double label 
studies have not been conducted and therefore it 
is unknown if any of the several histochemically 
identified amacrine cell populations described in 
the rabbit retina (Vaney, 1990) express these 
GABA, subunits. In addition, because of the 
dense plexus of processes in the IPL, it is not 
possible to determine the laminar distribution of 
individual cell processes. In  the GCL, immunola- 
beled cells identified as ganglion cells on the 
basis of their size are observed. These light mi- 
croscopic observations together with ultrastruc- 
tural studies (Brandon et al., 1980; Mosinger and 
Yazulla, 1985) are indicative of GABA, recep- 
tors at amacrine-bipolar, amacrine-amacrine and 
amacrine-ganglion cell synaptic specializations. 
Finally, the differential staining observed with 
these antibodies further supports the argument 
for multiple GABA, receptors in the retina. 

Primate retina 
In the retina of Suimiri sciureus, a New World 

monkey, GABA, p2 and p3 polypeptide immu- 
noreactivity, as visualized by antibody 61-3G1, is 
localized to some sparsely occurring and non- 
overlapping processes distributed to the vitreal 
margin of the OPL, perhaps originating from 
interplexiform or flat bipolar cells (Hughes et al., 
1989). lmmunoreactivity also is localized to some 
amacrine and ganglion cell bodies, and to pro- 
cesses distributed across the IPL with an in- 
creased density of processes in laminae 2 and 4 of 
the IPL (Fig. 15). The presence of GABAA p2 
and p3 polypeptide immunoreactive ganglion cells 
was directly demonstrated by experimental ap- 
proaches using retrograde labeling techniques 
(Hughes et al., 1989). In contrast, an earlier study 
of the Old World monkey Macaca mularta 
(Mariani et al., 1987) employing monoclonal anti- 
bodies bd-17 and bd-24 and immunofluorescence 
techniques did not reveal GABAA receptor im- 
munoreactivity in the OPL, but did describe im- 



20 

munolabeling of some small cells in the proximal 
1NL and in the GCL, and of processes distributed 
to the IPL. These cells are likely to be amacrine 
and displaced amacrine cells (Mariani et al., 
1987). 

Overall, there are numerous discrepancies in 
the presence or absence of muscimol and fluni- 
trazepam binding sites, and GABA, p2 and p3 
polypeptide, GAD and GABA immunoreactivi- 
ties in the primate OPL (Zarbin et al., 1986; 
Mariani et al., 1987; Ryan and Hendrickson, 1987; 
Hughes et al., 1989; Griinert and Wassle, 1990). 
For instance, in the macaque retina there is an 
absence of muscimol and flunitrazepam binding 
sites and GABAA pz and p3 polypeptide im- 
munoreactivity, but there are GABA immunore- 
active interplexiform and horizontal cell pro- 
cesses in this layer. There are many possible 
explanations for the discrepancies reported in the 

primate OPL, including (1) species differences in 
GABA, receptor expression, (2) a low density of 
muscimol and benzodiazepine binding sites, (3) 
low affinity muscimol and benzodiazepine bind- 
ing sites, (4) the presence of GABA, receptors 
that lack GABAA a,, P2 and p3 polypeptides, 
( 5 )  a density of GABAA receptors below the level 
of detectability of immunofluorescence tech- 
niques, (6) the presence of GABA, receptors, 
rather than GABAA receptors, (7) transmitter- 
transmitter receptor mismatch (see Herkenham, 
1987, for review). 

In the IPL of Saimiri sciureus or Macaca mu- 
latra direct comparisons of the distribution of 
GAD and GABA, polypeptide immunolabeling 
patterns showed little correspondence (Mariani 
et al., 1987; Hughes et al., 1989). Similar to 
observations in other species, a limited number of 
amacrine cells express this receptor in the pri- 

Fig. IS. Localization of GABA, Pz and p3 polypeptide immunoreactivity in the Saimiri sciureus retina using monoclonal antibody 
62-361. lmmunoreactivity is mainly localized to amacrine and ganglion cell bodies and processes distributed to the IPL. Labeled 
fibers are also seen in the optic fiber layer. Peripheral retina. Brightfield photomicrograph. From Fig. 1 of Hughes et al., (1989). 
Scale bar = SO pm. 



mate retina. Furthermore, in primate retina there 
is little evidence for GABAA receptor expression 
by bipolar cells. Finally, in Suimiri sciureus retina, 
GABAA pz and p3 polypeptide immunoreactiv- 
ity is present in a limited number of ganglion cells 
that are likely to ramify in laminae 2 and 4 of the 
IPL (Hughes et al., 1989). These cells have a well 
stained axon that could be traced to the optic 
nerve head. 

Summary 
Investigations using GABA, receptor subunit 

specific antibodies provide strong evidence for 
the presence of GABA, receptors in both the 
OPL and IPL. In the goldfish and chicken OPL, 
GABA, receptors are associated with photore- 
ceptor terminals. In goldfish retina, there is good 
evidence that this receptor participates in a feed- 
back circuit from horizontal cells to cone pho- 
toreceptor terminals (Wu and Dowling, 1980; 
Murakami et al., 1982a,b; Lasater and Lam, 
1984a). 

In rat and primate OPL, the presence of 
sparsely occurring GAD and GABA immunore- 
active fibers (Vaughn et al., 1981; Brandon, 1985; 
Mosinger et al., 1986; Griinert and Wassle, 1990; 
Koontz and Hendrickson, 1990) and a low density 
of muscimol and flunitrazepam binding sites 
(Zarbin et al., 1986) are indicative of GABAA 
receptors in this layer. However, GABAA p2 and 
p3 polypeptide immunoreactivity is absent in the 
rat and primate OPL (except for the few fibers 
reported in the Suimiri sciureus retina) (Mariani 
et al., 1987; Richards et al., 1987; Hughes et al., 
1989). Therefore, it is not possible to speculate as 
to the cellular localization of these presumed 
GABA, receptors. As mentioned above, there 
are many possibilities for these discrepant obser- 
vations, and some of these differences can be 
explained by the presence of a GABAA receptor 
type in this layer that lacks p2 and p3 polypep- 
tides in these species. In contrast, in rabbit retina 
GABA, a,, and p2 and p3 polypeptides are 
associated with bipolar cell dendrites (Brecha and 
Weigmann, 19911, although the possibility that 

interplexiform and perhaps photoreceptor termi- 
nals also express these polypeptides has not been 
completely ruled out. 

At the present time there is limited morpho- 
logical evidence, in contrast to electrophysiologi- 
cal evidence (Tachibana and Kaneko, 1988; 
Karschin and Wassle, 1990; Suzuki et al., 1990; 
Yeh et al., 1990), for GABAA receptor localiza- 
tion to bipolar cells. In situ hybridization histo- 
chemical findings indicate GABAA a, mRNA 
expression by rat bipolar cells (Brecha et al., 
1990) and immunohistochemical observations 
demonstrate GABAA a,, and p2 and p3 poly- 
peptide immunoreactivity in rabbit bipolar cells 
(Brecha and Weigmann, 1991). The expression of 
GABA, polypeptide immunoreactivity by rabbit 
bipolar cells is consistent with ultrastructural 
studies showing that GABAergic amacrine cell 
processes are presynaptic to bipolar cell axonal 
terminals (Brandon et al., 1980; Mosinger and 
Yazulla, 1985). 

In all species studied to date, GABAA recep- 
tor immunoreactivity is prominently expressed by 
some amacrine cells. These findings are in agree- 
ment with in situ hybridization studies of the rat 
retina (Brecha et al., 1990) and earlier studies 
reporting both muscimol and flunitrazepam bind- 
ing sites in the IPL (Yazulla, 1981; Yazulla and 
Brecha, 1981; Aitstein et al., 1981; Brecha, 1983; 
Zarbin et al., 1986; Lin et al., 1991). These obser- 
vations also are consistent with ultrastructural 
evidence showing some GABAergic presynaptic 
input to amacrine cell processes (Brandon et al., 
1980; Vaughn et al., 1981; Mariani and Caserta, 
1986; Yazulla et al., 1987; Grunert and Wassle, 
1990; Koontz and Hendrickson, 1990; Muller and 
Marc, 1990). 

Finally, GABA A receptor immunoreactive 
ganglion cells in the Suimiri sciureus retina and 
likely in the goldfish and rabbit retina have been 
reported (Hughes et al., 1989; Yazulla et al., 
1989; Brecha and Weigmann, 1991). The pres- 
ence of immunolabeled ganglion cells in these 
retinas is consistent with ultrastructural evidence 
showing that GABAergic amacrine cell processes 
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are presynaptic to ganglion cell dendrites and 
somata (Brandon et al., 1980; Grunert and 
Wassle, 1990; Koontz and Hendrickson, 1990; 
Muller and Marc, 1990). In addition, these obser- 
vations are in agreement with electrophysiologi- 
cal studies describing GABA, receptors on iso- 
lated ganglion cells (Ishida and Cohen, 1988; 
Tauck et al., 1988). 

Conclusions 

In vitro receptor autoradiographic, in situ hy- 
bridization histochemical and immunohistochem- 
ical studies provide strong evidence that GABA, 
receptors have an extensive distribution in the 
retina. Initial studies showed the localization of 
high affinity muscimol and benzodiazepine bind- 
ing sites indicative of these receptors in both the 
OPL and IPL in most species. Subsequent inves- 
tigations have shown that GABA, receptors are 
expressed by numerous retinal cell types. Fur- 
thermore, these recent studies provide evidence 
for multiple GABA, receptors in the retina. 

GABA, receptors are expressed by goldfish 
and likely by chicken photoreceptors (Yazulla et 
al., 1989). This observation in goldfish retina is in 
agreement with several electrophysiological inves- 
tigations that indicate the presence of GABA, 
receptors on fish cone photoreceptor terminals 
(Wu and Dowling, 1980; Murakami et al., 1982a,b; 
Lasater and Lam, 1984a; see Wu, Chapter 4). In 
mammals, to date there is no evidence for the 
localization of GABA, receptors at photorecep- 
tor terminals. 

Electrophysiological studies have provided 
strong evidence that isolated goldfish and rodent 
bipolar cells express GABA, receptors .dnd fur- 
thermore, they suggest that these receptors are 
concentrated to the axonal terminal (Tachibana 
and Kaneko, 1988; Karschin and Wassle, 1990; 
Suzuki et a]., 1990; but see Yeh et al., 1990; see 
Wu, Chapter 4). These electrophysiological ob- 
servations, along with the expression of (1) 
GABA, a I  mRNA by rat bipolar cells and (2) 
GABAA a l ,  and pz and p3 polypeptide im- 

munoreactivity by rabbit bipolar cells, suggest that 
many and perhaps all bipolar cells express 
GABA, receptors. However, quite clearly, addi- 
tional studies using other GABAA receptor 
probes are required for a better understanding of 
bipolar cell expression of this receptor in other 
vertebrate retinas. Overall, these investigations 
with ultrastructural studies (Brandon et al., 1980; 
Vaughn et al., 1981; Mariani and Caserta, 1986; 
Yazulla et al., 1987; Grunert and Wassle, 1990; 
Koontz and Hendrickson, 1990; Muller and Marc, 
1990; see Marc, Chapter 5 and Freed, Chapter 6) 
indicate that GABA, receptors are localized to 
amacrine-bipolar synaptic specializations. 

There also is strong morphological evidence 
that GABA, receptors are expressed by some 
amacrine cells. The expression of GABA, recep- 
tor immunoreactivity by amacrine cells (Mariani 
et al., 1987; Richards et a]., 1987; Hughes ct al., 
1989; Yazulla et al., 1989; Brecha and Weigmann, 
1991) is in agreement with in situ hybridization 
studies of the rat retina (Brecha et al., 1990). 
Furthermore, these observations are consistent 
with the localization of GABA, binding sites to 
the IPL (Altstein et al., 1981; Yazulla, 1981; 
Yazulla and Brecha, 1981; Brecha, 1983; Zarbin 
et al., 1986). All of these studies, together with 
ultrastructural observations (Brandon et al., 1980; 
Vaughn et al., 1981; Mariani and Caserta, 1986; 
Yazulla et al., 1987; Grunert and Wassle, 1990; 
Koontz and Hendrickson, 1990; Muller and Marc, 
1990). are consistent with the presence of GABA,, 
receptors at amacrine-amacrine synaptic special- 
izations. 

Different experimental approaches indicate 
that GABA, receptors are likely to be expressed 
by ganglion cells (Ishida and Cohen, 1988; Tauck 
et a]., 1988; Hughes et a]., 1989; Yazulla et al., 
1989; Brecha and Weigmann, 1991 ). Electrophys- 
iological investigations report the presence of 
GABA, receptors on isolated ganglion cells 
(Ishida and Cohen, 1988; Tauck et al., 1988), and 
an action of GABA on ganglion cells has been 
suggested in studies of the intact retina (see 
Yazulla, 1986, for review). These observations 
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with the demonstration of GABAergic amacrine 
cell contacts on ganglion cell dendrites and so- 
mata (Brandon et al., 1980; Griinert and Wassle, 
1990; Koontz and Hendrickson, 1990; Muller and 
Marc, 1990) provide evidence that GABA inhibits 
ganglion cell responses, in part by a direct action 
through GABA, receptors on these cells. 

In situ hybridization and immunohistochemical 
investigations using GABA, receptor probes in- 
dicate a heterogeneity of GABA, receptor ex- 
pression in the retina. GABA, receptors are 
localized to a variety of retinal cell populations 
and the differential expression patterns of the 
GABA, a and p variants illustrate the likely 
existence of multiple GABA, receptors. At this 
time, it is unknown if only one GABA, receptor 
subtype is associated with a particular cell popu- 
lation or if multiple GABA, receptor subtypes 
are localized to the same cell population. Both 
alternatives are possible. The presence of multi- 
ple GABA, receptors in the retina, together with 
investigations that indicate that GABA, receptor 
subtypes are likely to have distinct electrophysio- 
logical and pharmacological properties, illustrate 
the complexity of GABAs action in the retina. 
Clearly, the advances gained from the use of 
GABA, receptor subunit specific probes are be- 
ginning to clarify the site of action of GABA at 
GABA, receptors in the retina. 
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The physiology of GABA. receptors in retinal neurons 
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Introduction 

GABA (gamma-aminobutyric acid) is one of sev- 
eral neurotransmitters which exert inhibitory 
electrophysiological effects on many vertebrate 
neurons (for reviews, see Alger, 1985; Bormann, 
1988). in the vertebrate retina, the identification 
of GABA as a neurotransmitter used by specific 
cell types is widely accepted (see Marc, Chapter 
41, and GABA figures prominently in several 
proposed synaptic circuits (see Wu, Chapter 5;  
Freed, Chapter 6). 

As is true of several neurotransmitters (recall 
acetylcholine, L-glutamate, dopamine, serotonin), 
more than one type of receptor can mediate 
neuronal responses to GABA. The two most 
well-known of these are termed “GABAA” and 
“GABA,” (see also Slaughter and Pan, Chapter 
3). The former denotes receptor-ionophore com- 
plexes identified biochemically and electrophysio- 
logically by their ability to both (1) bind several 
classes of ligands (especially GABA, bicuculline, 
benzodiazepines, and barbiturates: see Olsen, 
19821, and (2) mediate changes in membrane 
permeability to anions (especially CI-: see Bor- 
mann et ai., 1987). These complexes are some- 
times referred to simply as either “GABAA re- 
ceptors” or “GABAA channels”, without imply- 
ing that GABA or barbiturates affect only CI- 
channels, that all CI- channels are coupled to 
GABA binding sites, or that all GABAA recep- 
tor-channels are identical electrophysiologically 
or structurally. Recently, several different poly- 

peptides which can either form functional 
GABA, receptor-channels, or which impart cer- 
tain biochemical and electrophysiological proper- 
ties to expressed GABA, receptor-channels, have 
been described (Schofield et al., 1987; Blair et al., 
1988; Pritchett et al., 1988, 1989; Shivers et al., 
1989; Verdoorn et al., 1990). This chapter reviews 
the electrophysiological effects of GABA medi- 
ated by GABAA receptor-channels in single reti- 
nal neurons. Six aspects will be addressed: their 
distribution, pharmacology, ion selectivity, ele- 
mentary properties, modulation, and possible 
functions. 

Distribution 

Three experimental approaches have demon- 
strated the presence of GABAA receptors in 
specific types of retinal neurons: (1) measurement 
of electrophysiological responses to GABA and 
related chemicals in situ after blockade of synap- 
tic transmission (e.g., using cobaltous (Co”) ion); 
(2) measurement of electrophysiological re- 
sponses to GABA and related chemicals in vitro 
in single cells physically isolated from the retina; 
and (3) localization of GABA, receptors in situ 
using immunocytochemical methods. These stud- 
ies have yielded two types of information. First, 
cells with and without GABA-sensitivity and/or 
GABA receptors have been identified. Second, 
regions of high GABA-sensitivity have been local- 
ized within some cell types. 
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GABAA receptors in cone photoreceptors 
were first demonstrated unequivocally by the 
patch-clamp measurements of Tachibana and 
Kaneko (turtle: 1984). GABAA receptors have 
since been localized in cones with a monoclonal 
antibody (goldfish and chick: Yazulla et al., 1989; 
see Brecha, Chapter 2). These results corroborate 
those of Murakami et al. (carp: 1978) and of Wu 
and Dowling (carp: 1980). Whether all cone 
GABA receptors are type A, or for that matter, 
whether all cones possess GABA receptors of any 
sort, is not certain (mudpuppy: Miller et al., 1981; 
primate: Mariani et al., 1987; salamander: Eliasof 
and Werblin, 1989; Barnes and Hille, 1989). Rod 
photoreceptors show little GABA sensitivity 
(Tachibana and Kaneko, 19841, and no surface 
membrane labeling with the GABAA-receptor 
antibody which stains cones (Yazulla et al., 1989). 
In concert with these results, rod horizontal cells 
show no GABA uptake (goldfish: Marc et al., 
1978). 

Horizontal cells can be depolarized by GABA 
in situ in the presence of Co2+ (turtle: Laufer, 
1982; Perlman and Normann, 1990; roach: Hank- 
ins and Ruddock, 1984; Xenopus: Witkovsky and 
Stone, 1987; urodeles: Stockton et al., 1988). 
Whether these responses are mediated by a sin- 
gle mechanism in all horizontal cells, or even in 
individual horizontal cells, is unclear. Bicuculline 
reduces GABA-activated whole-cell currents in 
isolated skate (Lasater et al., 1984) and salaman- 
der (Gilbertson et al., 1990) horizontal cells, and 
rabbit horizontal cells display GABAA receptor 
a-subunit-like immunoreactivity (Brecha and 
Weigmann, 1990). However, a bicuculline-insensi- 
tive response in isolated skate horizontal cells has 
recently been identified as due to sodium-depen- 
dent GABA-transport (Malchow and Ripps, 
1990). Some horizontal cells are reportedly 
GABA-insensitive (Miller et al., 1981; carp: 
Lasater and Dowling, 1982). 

Voltage responses of bipolar cells to GABA 
can also be recorded in situ after block of synap- 
tic transmission with Coz+ (Miller et al., 1981; 
carp: Kondo and Toyoda, 1983). Bipolar cell 

GABA-sensitivity resides largely, if not entirely, 
in their axon terminals (Kondo and Toyoda, 1983). 
These responses were first analyzed under volt- 
age clamp by Tachibana and Kaneko (carp: 1987, 
1988), and similar responses have been identified 
in several species (goldfish: Schwartz, 1987; 
mouse: Suzuki et al., 1990; rat: Karschin and 
Wassle, 1990; Yeh et al., 1990). Although both 
rod and rod/cone bipolar cells clearly possess 
GABA, receptors (skate: Lasater et al., 1984; 
axolotl: Attwell et al., 1987; carp, goldfish, mouse, 
and rat as cited above), it is unclear whether all 
bipolar cells do (Miller et al., 1981; Kondo and 
Toyoda, 1983). Some bipolar cells possess 
GABA receptors (salamander: Maguire et al., 
1989), while other bipolar cells possess GABA 
receptors which are neither GABAA nor sensi- 
tive to typical GABA agonists (goldfish: Heidel- 
berger and Matthews, 1991). 

Both dopaminergic and glycinergic interplexi- 
form cells probably possess GABA receptors, 
given the morphological synapses from GABA- 
ergic horizontal cells onto these cells (see Marc, 
Chapter 4). Although these receptors are likely to 
be GABAA in dopaminergic interplexiform cells 
(carp: Negishi et al., 1983; O’Connor et al., 1986; 
turtle: Piccolino et al., 19841, it is not yet known 
which type(s) exist in glycinergic units. 

Similar results suggest that at least some 
amacrine cells possess GABA receptors. It would 
not be surprising if all amacrine cells were 
GABA-sensitive, given that so many amacrine 
cells seem GABA-ergic (Marc, Chapter 4; Freed, 
Chapter 61, and given the widespread intercon- 
nections among amacrine cells in general (Dowl- 
ing and Boycott, 1966; Kolb and Nelson, 1984). 
The immunocytochemical studies of Richards et 
al. (19871, Yazulla et al. (1989), Hughes et al. 
(1989), and of Brecha and Weigmann (19901, 
indicate that at least some amacrine cells possess 
GABAA receptors. Whether all amacrine cell 
GABA receptors are type A is not certain (see 
Slaughter and Pan, Chapter 3). The possibility 
that more than one type of GABAA receptor may 
be present in amacrine cells has been raised 
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Fig. 1. Current elicited in a single retinal ganglion cell by two 
concentrations of GABA. The response of this cell to 3 NM 
GABA (A) remains constant in amplitude during the entire 
GABA application, whereas the response to 10 g M  GABA 
(B) fades by approximately 90% within 10-15 s after onset of 
the maintained GABA application. Substantial increases in 
clamp current noise accompany both responses to GABA. 
Holding potential (E,,, , ,d)= -60 mV. Here, as in Figs. 2-6, 
currents were measured with the tight-seal, whole-cell patch- 
clamp method (Hamill et al., 1981) from individual retinal 
ganglion cell somata dissociated from adult goldfish. Currents 
are plotted conventionally (left to right; downward deflections 
representing inward current, viz. CI- efflux). I n  Figs. 1-5. 
patch electrodes filled with (in mM; pH 7.5): 148 CsCI, 17 
NaOH, 0.5 CaCI?, 4.7 EGTA, and 10 Hepes; control bath 
saline contained (in mM; pH 7.5): 135 NaCI, 2.5 KCI, 1.0 
CaCl ?, 10 tetraethylammonium CI, 10 ~-glucose, 21 sucrose, 
and 3 Hepes, plus 30 nM tetrodotoxin. Drugs applied by 
microperfusion (see Fenwick et al., 1982) or by bath applica- 
tion. (From lshida and Cohen, 1988; methods described in 
detail therein.) 

recently by the results of Friedman and Redburn 
( 1990). 

GABAA receptors have been found in all types 
of ganglion cells in several species (carp: Negishi 
et al., 1978; Glickman et al., 1982; goldfish: Ishida 
and Cohen, 1988; Cohen et al., 1989; mudpuppy: 
Miller et al., 1981; Belgum et al., 1984; rat and 
mouse: Tauck et al., 1988; rabbit: Wyatt and 
Daw, 1976; cat: Bolz et al., 1985; see Fig. 1). 
GABA, receptors have not been found in gan- 
glion cells (Ishida and Cohen, 1988; Tauck et al., 
1988; Ishida, 1989) with the possible exception of 
some units in mudpuppy (see Slaughter and Pan, 
Chapter 3). Whether all ganglion cells possess 
GABAA receptors in all vertebrates, or whether 

all ganglion cell GABA, receptors are identical 
in all respects, remains to be clarified (see below). 

The results summarized above indicate that 
GABAA receptors exist in at least some members 
of each basic type of retinal neuron, except rod 
photoreceptors. These receptors have been found 
localized to specific regions of individual cells. In 
cone photoreceptors (Tachibana and Kaneko, 
1984) and bipolar cells (Kondo and Toyoda, 1983; 
Tachibana and Kaneko, 1987; Karschin and 
Wassle, 19901, GABAA receptors seem to reside 
largely, if not only, in the axon terminals (how- 
ever, see Suzuki et al., 1990; Yeh et al., 1990), 
while in ganglion cells GABA, receptors are 
found on somata (Mariani et al., 1987; Ishida and 
Cohen, 1988; Hughes et al., 1989) and dendrites 
(Lukasiewicz and Werblin, 1990). There is ample 
precedent for the existence of GABA A receptors 
in axon terminals (e.g., Dude1 and Kuffler, 1961) 
and somata (e.g., Gray and Johnston, 19851, and 
GABA receptors on ganglion cell dendrites (rat: 
Vaughn et al., 1981; salamander: Lukasiewicz and 
Werblin, 1990; goldfish: Muller and Marc, 1990) 
could account for at least some of the dense 
labeling by GABA, receptor antibodies in the 
inner plexiform layer (Richards et al., 1987; 
Yazulla et al., 1989; Hughes et al., 1989; Brecha 
and Weigmann, 1990). 

Pharmacology 

GABAA receptor-channel function can be iso- 
lated, antagonized, and modulated by a variety of 
pharmacological agents. Here, agents which are 
useful for “blocking” GABAA responses, and 
ionic conditions under which responses mediated 
by GABA, receptors can be studied with mini- 
mal interference from other membrane currents, 
will be described. 

Bicuculline inhibits GABA-receptor binding 
competitively in preparations derived from retina 
(bovine: Enna and Snyder, 1976) as well as other 
tissues. It has therefore been used universally to 
inhibit electrophysiological responses to exoge- 
nously applied GABA (e.g., Fig. 2) as well as 
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10 ~ J M  BICUCULLINE 
4 4 

4 3 j ~ M  GABA 

Fig. 2. Antagonism of response to 3 pM GABA by 10 pM 
bicuculline. Continuous bath application of GABA begins at 
first arrow; microperfusion of 10 pM bicuculline + 3  pM 
GABA (at paired arrows) produces decrease in current ampli- 
tude and noise. Note that the response to GABA here (unlike 
those in Figs. 1, 4. and 6) fades before the application of 
bicuculline. Ehold = - 75 mV. (From Ishida and Cohen, 1988.) 

synaptically released GABA (e.g., Belgum et al., 
1984; Bolz et al., 1985). Consistent with its effect 
on GABA binding, bicuculline produces parallel 
rightward shifts of the dose-response curves for 
GABA-activated currents in cones and bipolar 
cells (Kaneko and Tachibana, 1986a; Suzuki et 
al., 1990). Furthermore, bicuculline can reduce 
GABA-activated currents in ganglion cells with- 
out drastically affecting their kinetics (Ishida and 
Cohen, 1988). Although bicuculline thus appears 
to be an appropriate antagonist, certain precau- 
tions must be exercised to achieve useful results 
with it. First, bicuculline hydrochloride is remark- 
ably unstable in saline solutions at neutral pH, 
hydrolyzing to bicucine, particularly at elevated 
temperatures (Olsen et al., 1975). Methyl-halides 
of bicuculline are more stable, have pharmacolog- 
ical properties similar to those of bicuculline-HCI, 
and may therefore be used in place of bicuculline 
(Johnston et al., 1972). Elevating the dose of 
bicuculline, rather than preparing fresh mixtures 
of bicuculline or using the more expensive 
methyl-halides, would be ill-advised because high 
bicuculline concentrations block not only GABA 
responses, but also responses to other neuro- 
transmitters, e.g., serotonin (Mayer and Straug- 
han, 1981) and glycine (Biscoe et al., 1972). Co- 
hen et al. (1989) recently showed that such non- 
selective effects can be avoided by using bicu- 

culline at no more than 3 pM. This emphasizes 
the need to apply pharmacological agents at 
known concentrations. 

A variety of other substances are known to 
inhibit GABA responses. Picrotoxin is perhaps 
the most widely used of these. Like bicuculline, 
picrotoxin is capable of inhibiting GABA re- 
sponses while sparing glycine responses (Wyatt 
and Daw, 1976; Hamill et al., 1983; Belgum et al., 
1984). However, the modes of action of bicu- 
culline and picrotoxin differ, because picrotoxin 
does not displace GABA from GABA-binding 
sites (Zukin et al., 1974; Enna and Snyder, 1976). 
Although the mechanism underlying the effect of 
picrotoxin on retinal cell GABA responses is not 
known, studies in crayfish muscle and mammalian 
spinal neurons suggest interference with GABA- 
activated channel open (and perhaps closed) 
states (Takeuchi and Takeuchi, 1969; Twyman et 
al., 1989). Consistent with this, the inhibition of 
cone and bipolar cell GABA responses by picro- 
toxin is not competitive (Kaneko and Tachibana, 
1986a; Suzuki et al., 1990). Antagonists usually 
associated with entirely different receptors can 
also block GABA responses, e.g., the cholinergic 
antagonist curare (Nicoll, 1975) and the opiate 
antagonist naloxone (Dingledine et al, 1978). This 
emphasizes the need to utilize more than one 
pharmacological agent to characterize neuro- 
transmitter receptor-channels. 

As discussed below in more detail, GABA, 
receptors are typically coupled to ion channels 
selectively permeable to anions. GABA, re- 
sponses can therefore be elicited in cells whose 
cationic currents are suppressed, and thus stud- 
ied over ranges of membrane potentials which 
normally activate voltage-gated cation currents. 
For example, GABA, responses can be elicited 
in isolation from sodium and potassium currents, 
by including tetrodotoxin, tetraethylammonium, 
cesium, and 4-aminopyridine in the bathing 
medium (Schwartz, 1987; Ishida and Cohen, 1988; 
Karschin and Wassle, 1990). GABA responses of 
retinal bipolar and ganglion cells can also be 
measured in the absence of extracellular and 
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intracellular Na+ and K+ ions (see Fig. 6; see 
also Karschin and Wassle, 1990) in order to mini- 
mize extraneous cationic currents, as well as the 
possibility of current due to GABA transport 
(Malchow and Ripps, 1990). Finally, at least with 
retinal bipolar and ganglion cells, it is also possi- 
ble to study GABAA responses after blockade of 
their Ca2+ currents (Tachibana and Kaneko, 
1987; Schwartz, 1987; Ishida and Cohen, 1988; 
Suzuki et al., 1990). In contrast, GABAA re- 
sponses of isolated cones (turtle: Kaneko and 
Tachibana, 1986b) are blocked by certain divalent 
cations (Co2+, Ni2+, Cd2+). This may partly ex- 
plain why horizontal cell hyperpolarizations dur- 
ing GABA application to whole carp retina (Wu 
and Dowling, 19801, and bipolar cell responses to 
ionophoretic GABA applications near their den- 
drites in situ (Kondo and Toyoda, 1983), can be 
inhibited by Co2+. 

Ion selectivity 

The ion selectivity of the bicuculline-sensitive 
GABA-activated conductances examined so far 
in all retinal cell-types of all species is anionic 
(cones: Tachibana and Kaneko, 1984; Kaneko 
and Tachibana, 1986a; bipolar cells: Lasater et 
al., 1984; Tachibana and Kaneko, 1987; Attwell et 
al., 1987; Schwartz, 1987; Suzuki et al., 1990; 
Karschin and Wassle, 1990; Yeh et al., 1990; 
ganglion cells: Ishida and Cohen, 1988; Tauck et 
al., 1988; Cohen et al., 1989; Miiller cells: Mal- 
chow et ah, 1989). These results are all based on 
comparisons of GABA response reversal poten- 
tials with chloride ion equilibrium potentials (&,; 
see Fig. 3) using whole-cell or cell-free patch- 
clamp methods (Hamill et al., 1981). In these 
experiments, bath and patch-electrode C1- con- 
centrations were altered by equimolar replace- 
ment of CI- with large organic anions: acetate 
(Attwell et a]., 1987), aspartate (Tauck et al., 
1988; Lipton, 1989), gluconate (Karschin and 
Wassle, 1990; Yeh et a]., 1990), glutamate 
(Tachibana and Kaneko, 1984), isethionate 
(Malchow et al., 1989; Cohen et al., 19891, and 
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Fig. 3. Peak amplitude of the whole-cell current elicited in a 
single cell by 3 p M  GABA, plotted against holding potential, 
in bath saline containing either 100% (filled circles) or 50% 
(open circles) of the CI- concentration in the recording 
electrode (see legend to Fig. 1). CI- concentration reduced by 
equimolar replacement of NaCl by NaCH,SO,. Holding po- 
tentials compensated for change in junction potential at 
ground electrode due to change in bath CI- concentration. 
Curves drawn through points by eye; both curves show slight 
outward rectification, particularly at voltages more positive 
than -20 mV. In control bath ( E , , = O  mV), the GABA 
response reverses near zero mV; in the i-Cl- bath, the 
GABA response reverses at + 16 mV. (From lshida and 
Cohen, 1988.) 

methanesulfonate (Kaneko and Tachibana, 1986a; 
Tachibana and Kaneko, 1987; Ishida and Cohen, 
1988; Suzuki et al., 1990). None of these anions 
appear to permeate the GABA-activated chan- 
nels of cones, bipolar and ganglion cells to any 
large extent, because the reversal potentials dif- 
fered by no more than 5 mV from the E,, values 
calculated from the bath and pipette CI- concen- 
trations used. Such findings are no mean feat 
given the complicated geometry of some of the 
cells examined, and given that substantial drifts in 
E ,  can occur with reduced intracellular CI-con- 
centrations (see below). In any event, these re- 
sults corroborate earlier observations that re- 
sponses of retinal neurons to GABA are sensitive 
to CI--loading (Miller et al., 19811, and agree 
with the ionic selectivities of GABAA channels 
(see Bormann et al., 19871, as well as of most 
other known anion-permeable channels, in other 
cells. To substantiate the extent of this similarity 
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will require measuring the relative permeabilities 
of smaller, inorganic anions (e.g., F-, Br-, I - )  in 
retinal cells. Nevertheless, although ion selectivity 
measurements are not yet available for horizon- 
tal, interplexiform, or amacrine cells, it would be 
surprising if their bicuculline-sensitive GABA- 
activated currents were not anionic. 

Elementary properties 

The elementary properties (i.e., amplitude and 
kinetics) of single-channel currents activated in 
retinal neurons by GABA are known at a rudi- 
mentary level. The single-channel conductance of 
GABA, currents in retinal neurons were first 
estimated from whole-cell current fluctuations 
(see Neher and Stevens, 1977) in bipolar cells 
(Athvell et al., 1987) and ganglion cells (Ishida 
and Cohen, 1988), yielding values of 4 pS and 16 
pS, respectively. Although the value obtained 
from bipolar cells has not yet been confirmed by 
direct measurement of single-channel currents (cf. 
Hamill et al., 1981), it should be relatively easy to 
do so using the large bulbous axon terminals of 
certain fish bipolar cells (Cajal, 1972; Ishida et 
al., 1980; Tachibana and Kaneko, 1987; Schwartz, 
1987). On the other hand, the amplitude of sin- 
gle-channel currents activated in ganglion cells by 
GABA has recently been measured in the out- 
side-out configuration of the patch-clamp method 
(cf. Hamill et al., 1981). 

One study (goldfish: Cohen et al., 1989) showed 
that GABA activates channels whose most fre- 
quently observed conductance level is 16 pS, 
matching the single-channel conductance esti- 
mated in the same cells by noise analysis (Ishida 
and Cohen, 1988; see Fig. 4). Transitions between 
this main conductance level and a subconduc- 
tance state of roughly 11 pS were seen in some 
(but not all) of these GABA-activated single 
channels (Cohen et al., 1989). No spontaneous 
openings of these channels (i.e., no openings of 
these channels in the absence of GABA) were 
described. 
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Fig. 4. Estimate of single-channel conductance from GABA- 
activated whole-cell current fluctuations ('noise'). A. Increase 
in mean current and noise during rise o f  the response to 
bath-application of GABA (starts at arrow; concentration at 
steady-state, 3 FM); EholJ = -60 mV. B. Increase in variance 
of clamp current noise during response in A plotted against 
mean current amplitude. Line through points is linear regres- 
sion; division of its slope by response driving force (60 mV) 
yields single-channel conductance of 13 pS. Mean from 6 
cells = I6i- 2 pS. (From lshida and Cohen, 1988.) 

The only other measurements of single-chan- 
nel currents activated by GABA in ganglion cells 
are those of Lipton (rat: 1989). This study showed 
currents of several different amplitudes, including 
transitions between the closed state and conduc- 
tance levels of 10, 20, 30, and 45 pS. These were 
interpreted as different conductance states of sin- 
gle-channel currents similar to those demon- 
strated by Bormann et al. (1987). An alternative 
explanation could be that the 20- and 30-pS events 
consist of simultaneous occurrences (in pairs and 
triplets) of 10-pS events. This would imply that 
the unitary conductances activated by GABA in 
this study were 10 and 45 pS. 
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Although the values of GABA-activated sin- 
gle-channel conductance measured in rat and fish 
ganglion cells might appear to differ, it should be 
kept in mind that the latter were measured at 
10-12 O C, whereas the former were measured at 
33-35 O C. If the GABA-activated conductances 
of all retinal ganglion cells are as temperature- 
sensitive as that described by Mathers and Barker 
(1981) (viz., if their Q,,= 1.3), then at least the 
largest GABA-activated conductance level ob- 
served in membrane patches of fish and rodent 
ganglion cells should agree. Similar arguments 
may explain differences between the single-chan- 
nel current amplitudes described in ganglion cells 
and those examined at room temperature in sev- 
eral other preparations (see discussion in Cohen 
et al., 1989). 

However, until demonstrated otherwise, the 
possibility that the main state of GABA-activated 
channels in fish retinal ganglion cells could meas- 
ure less than 20 pS under the same conditions 
that rodent ganglion cell GABA channels exceed 
40 pS can not be excluded. Differences of such 
magnitude have, in fact, been known for several 
years from recordings in mammalian hippocam- 
pal and spinal cord cells (Bormann et al., 1983; 
Hamill et al., 1983; Gray and Johnston, 1985; 
Bormann et al., 1987). Recently, differences of 
similar magnitude have also been measured in 
GABA-activated channels expressed from differ- 
ent combinations of cloned subunit-specific 
cDNAs (Verdoorn et al., 1990). The latter results 
suggest that large differences in CI- flux (seen as 
differences in main-state conductance levels) 
could result from differences in receptor-channel 
subunit composition. These results, together with 
those collected from hippocampal and spinal cord 
cells, also indicate that particular GABA- 
activated single-channel current amplitudes are 
not unique to a particular vertebrate class. 

In any event, the GABA-activated single-chan- 
nel conductances for both fish and rodent retinal 
ganglion cells appear to be linear at membrane 
potentials more negative than -20 mV (Ishida 
and Cohen, 1988; Cohen et al., 1989; Lipton, 

1989). In fact, the GABA-activated single-chan- 
nel current-voltage curves for rodent ganglion 
cells appear linear between -60 and +60 mV 
(Lipton, 1989), as in spinal cord (Bormann et al., 
1987) and astrocytes (Bormann and Kettenmann, 
1988). Because the GABA-activated whole-cell 
current d o  varies linearly with membrane po- 
tential in rodent ganglion cells (Tauck et al., 
1988), the gating of GABA-activated channels in 
these cells is likely to be voltage-insensitive. It is 
less clear whether the gating of GABA-activated 
channels in fish ganglion cells is voltage-sensitive 
or not. At membrane potentials between -20 
and -80 mV, the single-channel conductance is 
linear, and voltage-sensitive kinetics are not obvi- 
ous (Ishida and Cohen, 1988; Cohen et al., 1989). 
However, the GABA-activated whole-cell current 
in these cells exhibits a slight outward rectifica- 
tion, particularly at membrane potentials more 
positive than -20 mV (Ishida and Cohen, 1988; 
Cohen et al., 1989). If the single-channel conduc- 
tance remains linear over these voltages, or if it 
rectifies inwardly, then the gating of GABA 
channels in these cells is likely to be voltage-sen- 
sitive. It would therefore be of interest to meas- 
ure single-channel current amplitudes and kinet- 
ics at voltages more positive than - 20 mV. How- 
ever, Cohen et al. (1989) have reported that 
GABA-activated single-channel currents fade ir- 
reversibly before records can be obtained at vari- 
ous membrane potentials. This is unfortunate be- 
cause GABA-activated channels in fish ganglion 
cells otherwise seem well-suited for this sort of 
analysis: their conductance is large enough to 
provide good signal-to-noise ratios, and they show 
few subconductance states (if any). Two reasons 
why the results summarized above may be of 
interest are that expressed GABA receptors con- 
sisting of different subunit combinations have 
been found to yield whole-cell current-voltage 
curves rectifying to different extents (Verdoorn et 
al., 1990), and because some GABA-activated 
single-channel currents rectify even with identical 
CI- concentrations in the solutions bathing the 
cytoplasmic and external membrane faces (hip- 
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pocampus: Gray and Johnston, 1985; adrenal 
chromaffin cells: Bormann and Clapham, 1985; 
dorsal root ganglion: Yasui et al., 1985; expressed 
GABA channels: Blair et al., 1988). Recently, a 
variety of GABA, receptor forms have been 
characterized in the vertebrate retina by in situ 
hybridization techniques (see Brecha, Chapter 1). 

Although the GABA-activated whole-cell cur- 
rent in turtle cones (Kaneko and Tachibana, 
1986a) and rat bipolar cells (Yeh et al., 1990) also 
display a slight outward rectification, whether or 
not the underlying single channel currents vary 
linearly with voltage is unknown. 

Apart from the above considerations, the ki- 
netics of GABA-activated currents in retinal cells 
have been characterized by noise analysis (Att- 
well et al., 1987; Ishida and Cohen, 1988; see Fig. 
5) .  These studies showed that sums of two 
Lorentzian curves fit the power spectra of the 
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GABA-induced current noise increases in both 
bipolar and ganglion cells, consistent with the 
possibility that the underlying channels pass 
through more than two kinetic states (see 
Colquhoun and Hawkes, 1977). The time con- 
stants for the slower components were relatively 
long in both cell types (20 ms for bipolar cells 
(calculated from the data of Attwell et al., 19871, 
and 30 ms for ganglion cells), in agreement with 
the slow time constants measured by noise analy- 
sis in other preparations (spinal neurons: McBur- 
ney and Barker, 1978; cerebellar neurons: Cull- 
Candy and Ogden, 1981). These slow time con- 
stants probably correspond to the duration of 
bursts of single-channel openings (Sakmann et al. 
1983; Macdonald et al., 1989). The time constants 
for the faster components measured roughly 1-2 
ms in both bipolar and ganglion cells. Whole-cell 
currents passing through the expressed GABA 
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Fig. 5 .  Power spectrum of GABA-induced current noise. A. Upper trace shows response from which power spectrum in B was 
measured; recorded from same cell as in Fig. I (Ehold ( -60 mV). GABA dose (3 pM), and response amplitude (6 pA) identical to 
those in Fig. 1A). Duration of GABA application (paired arrows) is 45 s. Middle and lower traces (separated for clarity) plot 
control and response currents, respectively, digitized at I kHz from portions of upper trace (arrows). Calibration applies to 
digitized traces only. B. Difference of spectra calculated from several control and response current segments. Fit by eye through 
points in B is sum of the two single brentzian curves plotted underneath the data points. Time constants for these slow and fast 
component Lorentzians are 32 and 1.5 ms, respectively. (From Ishida and Cohen, 1988.) 
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channels of Verdoorn et al. (1990) exhibit both 
slow and fast components similar to those de- 
scribed here. 

Modulation 

Patch-clamp studies have shown that cone, bipo- 
lar, and ganglion cell responses to GABA can 
undergo various types of modulation, e.g., 
diminution by receptor desensitization, and en- 
hancement by benzodiazepines and barbiturates. 

The GABA-activated whole-cell currents of 
cone, bipolar and ganglion cells all decline during 
the maintained application of elevated doses of 
GABA. At least in part, these declines seem to 
result from receptor desensitization (Katz and 
Thesleff, 1957), because background applications 
of low GABA doses produce decreases in re- 
sponse amplitude (see Kaneko and Tachibana, 
1986a), and because it can be observed even in 
cells dialyzed against electrode salines containing 
elevated CI- concentrations (see Fig. 1, and be- 
low). Desensitization appears to be dose-depen- 
dent, both in degree and rate of onset (see Fig. 1; 
also, compare Fig. 5A of Kaneko and Tachibana, 
1986a; Fig. 3B of Ishida and &hen 1988; and 
Fig. 6C of Tachibana and Kaneko, 1987). 
GABA-activated currents have been reported to 
decline exponentially, with time constants of 
roughly 4-6 s in ganglion cells (Tauck et al., 1988; 
Lipton, 1989), and 2-2.5 s in horizontal cells 
(Gilbertson et al., 1990). Although the rates at 
which both whole-cell and single-channel 
GABA-activated currents desensitize in ganglion 
cells have been reported to be voltage-insensitive 
(Tauck et al., 1988; Lipton, 19891, it is not clear 
whether this is also true in bipolar cells (see Fig. 
3 of Tachibana and Kaneko, 1987; Fig. 4 of 
Karschin and Wassle, 1990). Additional time con- 
stants of desensitization have not yet been de- 
scribed (cf. Bormann and Clapham, 1985), al- 
though a slow, irreversible “run-down” has been 
observed in ganglion cells (Lipton, 1989; Cohen 
et al., 1989). 

After prolonged GABA applications are ter- 
minated, GABA-activated whole-cell currents of 
control amplitude can be recorded in bipolar cells 
within 3-5 minutes (see Fig. 5A of Kaneko and 
Tachibana, 1986a). After washout of high doses 
of GABA (30 pM), Cohen et al. (1989) showed 
that recovery of ganglion cell GABA-sensitivity 
occurs within 3-5 min if ATP (complexed with 
Mg2+)  is included in the patch-electrode solution 
and/or intracellular Ca2+ is well-buffered. The 
latter observations are in accord with the findings 
of Stelzer et al. (1988) in hippocampal neurons. 
Unfortunately, the presence of these substances 
does not ameliorate the run-down of GABA- 
activated single-channel currents (Cohen et al., 
1989). Whether similar solutions would facilitate 
recovery from desensitization in cone, horizontal, 
or bipolar cells is not yet known. 

Desensitization has several consequences. For 
example, because intense desensitization is pro- 
voked by GABA concentrations less than one log 
unit above the minimum dose which elicits reli- 
ably measurable responses (Ishida and Cohen, 
1988; Suzuki et al., 1990; see Fig. l), desensitiza- 
tion almost certainly depresses both the slope 
and maxima of dose-response curves. Although 
the extent of this distortion has not been fully 
assessed in retinal cells, Gilbertson et al. (1990) 
have recently reported that Hill coefficients may 
be significantly underestimated as a result of de- 
sensitization. Similar effects have been seen in 
responses of other cells to GABA (Feltz, 1971; 
Akaike et al., 1987). These results emphasize the 
need to consider amplitudes of GABA-activated 
currents in terms of channels entering and leav- 
ing their open states via closed as well as desensi- 
tized states, before using these currents to esti- 
mate ligand-receptor stoichiometry and recep- 
tor-channel density. 

Whether rates and extents of desensitization 
differ significantly with cell type (e.g., cone vs. 
bipolar cell) or GABA dose (cf. Akaike et al., 
1987; Verdoorn et al., 1990) remains to be exam- 
ined in detail in retinal neurons. These character- 
izations are likely to be tedious, because the 
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extent to which currents activated by single doses 
of GABA decline varies from cell to cell even 
within single cell types (compare Figs. 3 and 5 of 
Ishida and Cohen, 1988; Fig. 6 of Cohen et al., 
19891, as has also been observed in mouse spinal 
cord neurons (Mathers, 1987) and transiently ex- 
pressed GABA, receptor-channels of different 
subunit compositions (Verdoorn et al., 1990). The 
results obtained so far from retinal neurons are 
of interest for two reasons. First, variations in 
levels of desensitization are consistent with the 
possibility of GABA ,-receptor structural hetero- 
geneities (cf. Verdoorn et al., 1990). Secondly, a 
complete collapse of currents during maintained 
applications of elevated GABA doses has not 
been seen in isolated retinal neurons (Kaneko 
and Tachibana, 1986a; lshida and Cohen, 1988; 
Cohen et al., 1989; Suzuki et al., 1990). Unless 
the residual current seen under these conditions 
corresponds to electrogenic GABA transport 
(Malchow and Ripps, 1990), the inhibitory effect 
of GABA on retinal neurons in situ should per- 
sist even if GABA reaches high concentrations, 
or is released tonically, at synaptic clefts. 

In homogeneous populations of receptor-chan- 
nels, receptor desensitization has been found to 
alter gating kinetics (Sakmann et al., 1980) and 
not channel ionic selectivity (Katz and Miledi, 
1977). Thus, response reversal potentials would 
not be expected to change as a result of receptor 
desensitization. However, responses can fade (i.e., 
appear to desensitize) for reasons other than 
receptor desensitization. For example, GABA- 
activated whole-cell CI- fluxes can be so large 
that intracellular C1- concentrations change 
(Takeuchi and Takeuchi, 1967). The result of 
these CI- fluxes is that E,, will shift in the 
direction which reduces the difference between 
E,, and cell membrane potential, i.e., CI- will 
exit cells whose membrane potential is negative 
with respect to Ec,, and enter cells whose mem- 
brane potential is positivc with respect to E,,. 
This will undermine the driving force sustaining 
GABA responses at a given membrane potential, 
causing the response to fade (e.g., Adams and 

Brown, 1975). Although such problems can be 
minimized by internally dialyzing cells with salines 
containing elevated C1- concentrations, E,, can 
shift by 10-15 mV if internal CI- levels are low 
and CI- fluxes are high (Huguenard and Alger, 
1986; Akaike et al., 1987). 

GABA, receptor-channel function can also be 
modulated by various ligands which bind to sites 
other than those which primarily bind GABA and 
bicuculline. As alluded to above, a picrotoxin- 
binding site may reside within the channel itself, 
or close to it (see Olsen, 1987). Patch-clamp 
studies have recently shown that picrotoxin re- 
duces the mean channel open time, number of 
openings per burst, and probability of opening, of 
GABA-activated channels, without altering their 
conductance (Twyman et al., 1989). A Ca2+ ion- 
binding site appears to be accessible from the 
cytoplasmic side of the channel, because in- 
creases in intracellular Ca2+ levels diminish the 
inhibitory effect of GABA in some cells (Inoue et 
al., 1986; Feltz et al., 1987) and enhance it in 
other cells (Llano et al., 1991 1. Extracellularly-ap- 
plied Zn2+, and some other divalent cations, can 
block GABA, channels in some preparations, 
consistent with a third binding site (see Draguhn 
et al., 1990). A fourth type of binding site are 
phosphorylation sites for protein kinases (e.g., 
Schofield et al., 1987). Activators of both protein 
kinase A and C reduce GABA-activated currents 
in certain preparations (Sigel and Baur, 1988; 
Porter et al., 1990). The possibility that GABA, 
receptor function is regulated in retinal neurons 
by cytoplasmic factors remains to be explored 
systematically. 

A fifth locus binds barbituates, such as pento- 
barbital and phenobarbital. Because all four ma- 
jor types of GABA, receptor subunits described 
to date (alpha, beta, delta, and gamma) bind 
barbiturates (Blair et  al., 1988; Pritchett et  al., 
1988; Shivers et al., 1989), it is not surprising that 
the GABA, response of bipolar (Suzuki et  al., 
1990) and ganglion (Fig. 6A,B) cells are barbitu- 
rate-sensitive. Although the mechanism underly- 
ing the effect of barbiturates on retinal neurons is 
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Fig. 6. Enhancement of GABA-activated whole-cell current 
by benzodiazepine and barbiturate. A. Pen-record of current 
elicited by 3 p M  GABA (bath application starting at first 
arrow), and by subsequent addition of 30 p M  pentobarbital 
(microperfused with 3 p M  GABA, at paired arrows). Mean 
steady-state current prior to pentobarbital is - 18 pA, mean 
current peaks at - 62 pA after onset of pentobarbital. B. 20-s 
segment of A, showing current in 3 p M  GABA before and 
just after pentobarbital application. Note change in time-scale 
and gain from A. C. Enhancement by 3 p M  diazepam of 
response of a different ganglion cell to 3 p M  GABA, format- 
ted as in B. Mean steady-state current prior to diazepam is 
-30 PA, mean current peaks at -115 pA after onset of 
diazepam. In B and C, note that GABA-activated currents 
increase upon application of both pentobarbital and di- 
azepam, then fade even though superfusion of latter are 
maintained. In A, current fluctuations increase in amplitude 
as GABA-activated current rises, as in Figs. 1. 2, and 4; 
current fluctuations also increase with drug-elicited increases 
in mean current. In A, this increase is not obvious due to 
damping by pen-recorder; in B and C, this increase is exagger- 
ated because sampling frequency here produces larger 
(roughly 2-fold) decrement of current noise in GABA alone 
than in drug-enhanced currents. In these records, bath con- 
tains (in mM, pH 7.5): 140 fv-methyl-D-glucamine CI, 2.5 
CaCI,, 10 o-glucose; patch electrode contains (in mM, pH 
7.5): 140 CsCI, 16 CsOH, 0.5 CaCI,, 5 EGTA, 5 Hepes. 
E,,, = - 70 mV. 

not known, the enhancement by pentobarbital of 
retinal bipolar and ganglion cell GABA, re- 
sponses is consistent with voltage-clamp studies 
of other neurons which have shown that bursts of 
GABA-activated channels (see above) are pro- 
longed by pentobarbital (Study and Barker, 1981; 
Mathers, 1987; Twyman et al., 1989). 

A sixth modulatory binding site on GABA, 
receptors is that for benzodiazepines (see Olsen, 
1982). This site is particularly interesting because 
electrophysiological (see Haefely and Polc, 1986), 
biochemical (see Olsen, 19821, autoradiographic 
(e.g., Unnerstall et al., 19811, and immunocyto- 
chemical (e.g., de Blas et al., 1988) evidence 
indicate that not all GABA A receptor-channels 
possess this type of site. That this site differs 
from those binding GABA, bicuculline, picro- 
toxin, and barbiturates, is suggested by findings of 
benzodiazepine-insensitive, but bicuculline-, pi- 
crotoxin- and barbiturate-sensitive currents medi- 
ated by expressed GABAA receptors (see Pritch- 
ett et al., 1988; Pritchett et al., 1989; Malherbe et 
al., 1990). The presence of benzodiazepine bind- 
ing sites in the retina has been known for several 
years (see Zarbin et al., 1986 and references 
therein). Furthermore, GABA-activated whole- 
cell currents in both retinal bipolar cells (Suzuki 
et al., 1990) and ganglion cells (Fig. 6C) can be 
enhanced by the widely studied benzodiazepine, 
diazepam. However, it would probably be prema- 
ture to conclude that all GABA-sensitive retinal 
neurons possess benzodiazepine receptors (see 
Robbins and Ikeda, 1989; Friedman and Red- 
burn, 1990). Resolution of this ambiguity with 
electrophysiological methods may not be simple 
because benzodiazepines may promote desensiti- 
zation in addition to potentiating GABA- 
activated currents (see Bormann and Clapham, 
1985; see also Fig. 6 0 .  

Possible functions and future steps 

The results reviewed above show that at least 
some cells of each major class in the retina (ex- 
cept rods) possess GABA, receptor-channels, 
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and that most of these receptor-channels share 
several features: they are selectively permeable to 
anions; their single-channel conductance is mod- 
erate (tens of PSI; their kinetics resemble those of 
other neurons ( T , , ~  = tens of ms); and they are 
sensitive to bicuculline, benzodiazepines, and 
barbiturates. Activation of these receptor-chan- 
nels in situ should in all cases shunt membrane 
resistance, and therefore be inhibitory. However, 
the polarity and size of the membrane potential 
changes elicited by GABA may vary from cell to 
cell, because intracellular CI - concentrations 
have been found to differ with cell type (Miller 
and Dacheux, 1983). In any event, the distribu- 
tion of these receptors should allow them to 
mediate inhibition both pre-synaptically (in cones 
and bipolar cells) and post-synaptically (in gan- 
glion cells). The inhibition exerted on single bipo- 
lar cell axon terminals may allow bipolar input to 
ganglion cells to be attenuated locally, while the 
direct effects of GABA on ganglion cell dendrites 
and somata could shunt the response to bipolar 
and certain amacrine cell inputs more diffusely. 

There are several hints of heterogeneity among 
GABA, receptors in the retina. First, different 
minimum effective doses of GABA have been 
found, e.g., 1-3 p M  for ganglion cells (Ishida and 
Cohen, 1988; Tauck et al., 1988; Cohen et al., 
19891, versus 0.3 p M  for bipolar cells (Suzuki et 
al., 1990). Second, cells vary in the extent of 
desensitization induced by GABA (Ishida and 
Cohen, 1988; Cohen et al., 1989). Third, benzodi- 
azepines do not affect GABA responses in all 
cells (Friedman and Redburn, 1990; see also 
Robbins and Ikeda, 1989). Fourth, some cells 
show linear current-voltage curves (Tauck et al., 
19881, whereas others do not (Kaneko and 
Tachibana, 1986a; Ishida and Cohen, 1988; Co- 
hen et al., 1989; Yeh et al., 1990; Karschin and 
Wassle, 1990). Finally, the bicuculline-sensitive 
GABA responses of some cells are picrotoxin-in- 
sensitive (Hankins and Ruddock, 1984; Cohen, 
1985; Cohen et al, 1989), while others are picro- 
toxin-sensitive (Kaneko and Tachibana, 1986a; 
Tauck et al., 1988; Suzuki et al., 1990; Karschin 

and Wassle, 1990). It is interesting that some of 
the combinations of electrophysiological proper- 
ties seen in retinal neurons (e.g., weakly rectifying 
current-voltage curves in association with a Hill 
coefficient of 2 (Kaneko and Tachibana, 1986a) 
and with strong desensitization by 10 p M  GABA 
(Ishida and Cohen, 1988)) have not yet been seen 
in expressed GABA, channels (see Verdoorn et 
al., 1990). 

Results obtained recently with monoclonal an- 
tibodies directed against benzodiazepine recep- 
tors and against specific GABA, receptor sub- 
units are also consistent with the possibility that 
GABA, receptors in the retina may be heteroge- 
neous. For example, the scant staining of gan- 
glion cell somata (Mariani et al., 1987; Richards 
et al., 1987; Hughes et al., 1989) contrasts with 
the high percentage of cells which respond elec- 
trophysiologically to GABA (Negishi et al., 1978; 
Miller et al., 1981; Bolz et al., 1985; Ishida and 
Cohen, 1988; Tauck et al., 1988; Cohen et al., 
1989). That this does not reflect vagaries of im- 
munocytochemistry is suggested by the wide- 
spread staining of cones observed by Yazulla et 
al. (1989). However, it would obviously be of 
interest to determine whether only receptor-im- 
munoreactive somata bear receptor-immunoreac- 
tive dendrites. 

The distribution of different GABA, recep- 
tors among the different cell types of the retina is 
not yet known in detail, and whether individual 
cells possess more than one subtype of GABA, 
receptor remains to be investigated. It would also 
be of interest to find both GABA, and GABA, 
receptors in single cells. One consequence of 
such a colocalization would be that neither 
GABA, antagonists alone, nor GABAB antago- 
nists alone, could block all of the effects of GABA 
on such cells. One possible advantage of having 
both GABA, and GABAB receptors in single 
cells would be for activation of the GABA, re- 
ceptor to produce a decrease in Ca2+ permeabil- 
ity (see Feltz et al., 1987; Bormann, 1988), and 
thus minimize Ca2+ influx into cells depolarized 
by GABA, receptor-mediated CI- efflux or by 
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other inputs. Without the GABAB receptor, a 
voltage-activated Ca2+ influx could produce in- 
creases in intracellular Ca2+ levels large enough 
to reduce the Cl- currents activated via certain 
GABAA receptors (Inoue et al, 1986; Feltz et al., 
1987). This may not be the only advantage gained 
by cells bearing both GABAA and GABAB re- 
ceptors, because responses mediated by some 
GABAA receptors are enhanced by internal Ca2+ 
(see above), and not all GABAB receptors are 
coupled to Ca2+ channels (Feltz et al., 1987; 
Bormann, 1988). How these receptors work in 
concert, if at all, is likely to be of broad interest 
because GABAA and GABA, receptors coexist 
in at least some single neurons in central as well 
as peripheral nervous system (e.g., Newberry and 
Nicoll, 1985; DCsarmenien et al., 1984), and re- 
cently, it has been reported that single retinal 
bipolar cells possess some GABA receptors cou- 
pled to CI- channels, together with other GABA 
receptors coupled to Ca2+ channels (Heidel- 
berger and Matthews, 1991). 

In summary, GABAA receptors appear to be 
ubiquitously distributed in all vertebrate retinas, 
and the electrophysiological responses they medi- 
ate seem to share at least some basic properties. 
To clarify whether heterogeneous GABA recep- 
tors exist in all types of retinal neuron, to unveil 
how such receptor distributions arise develop- 
mentally, and to comprehend the functional ad- 
vantages such heterogeneities confer, will no 
doubt require future anatomical, electrophysio- 
logical, immunocytochemical, and molecular bio- 
logical studies, both in situ and in vitro. 

Note added in proof 

We have found that voltage-gated calcium cur- 
rent in fish retinal ganglion cells can be inhibited 
by GABA and the GABA, receptor agonist, 
baclofen (Bindokas and Ishida, in press). 
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Introduction 

The discovery of GABA, receptors in the retina 
offers a solution to several mysteries. For exam- 
ple, in the amphibian retina, many horizontal 
cells contain and release GABA, but classical 
GABA antagonists do not block a primary hori- 
zontal cell function, namely surround antago- 
nism. What is the function of these GABAergic 
horizontal cells and how do they work? In the 
inner retina, GABA and glycine are widespread 
but clearly separated anatomically and have dif- 
ferent physiological roles. Yet both of these 
transmitters seem to do essentially the same thing, 
namely open chloride channels and mediate inhi- 
bition. Why create and segregate two transmitter 
systems when one might be sufficient? The 
GABA , receptor, unsuspected until recently, 
plays a role in both of these functions and begins 
to offer an answer to these questions. It has 
recently become clear that GABA and glycine do 
more than open chloride channels. The discovery 
of the GABA, receptor (Bowery et al., 1980) 
with its unique properties, and the allosteric 
glycine binding site on the NMDA receptor 
(Johnson and Ascher, 1987) provide new avenues 
for inhibitory amino acid pharmacology and indi- 
cate that these two transmitters are not redun- 
dant. This chapter explores the role of the 
GABA, receptor in the vertebrate retina. Al- 
though the data are still preliminary, it is already 

clear that GABA, receptors are important in 
generating center-surround antagonism in the 
outer retina and also control of transient and 
sustained signals in the inner retina. 

GABA receptor pharmacology 

The prototypical GABA, agonist is baclofen, 
which is a GABA analog that contains a p-chlo- 
rinated phenol on the beta carbon, as illustrated 
in Fig. 1. Baclofen activity is generally used as the 
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Fig. 1. The chemical structure of several GABA, receptor 
agonists (left) and antagonists (right); 3A-P, 3-aminopropyl. 
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sine qua non identifier of GABA, receptors. 
This analog has no activity at the GABAA recep- 
tor. The chloride atom is important for the lig- 
and's activity, which is diminished if the chloride 
is located at any other position in the ring. With- 
out the chloride, the ligand has no activity at the 
GABA , receptor. Phosphate analogs of GABA 
also act as GABA , agonists. 3-Aminopropyl 
phosphinic acid is the most potent analog, being 
about an order of magnitude more potent than 
baclofen itself (Hills et al., 1989; Ong et al., 
1990). The equivalent phosphonic analog (3- 
aminopropyl phosphonic acid) is also a selective 
GABA , receptor agonist, although significantly 
less potent (Kerr et al., 1989). Although 3- 
aminopropyl phosphinic acid is more potent than 
baclofen, it does not always produce the same 
effect as baclofen. 

Unfortunately, GABA , antagonist pharmacol- 
ogy has yet to develop a potent and selective 
antagonist. One often used antagonist is 5- 
aminovaleric acid, which has the unappealing 
property of being both a GABA, antagonist and 
a GABAA agonist. When used to study GABA, 
receptors, tissues are commonly pretreated with 
GABA A antagonists. 5-Aminovaleric acid is inef- 
fective in some preparations (Bowery et al., 19831, 
although it has proven valuable in the retina. 
Phaclofen (Kerr et al., 1987) was the first selec- 
tive GABA, receptor antagonist developed. It is 
very similar in structure to baclofen, replacing 
only the terminal carboxyl group with a phospho- 
nic acid. It is a little surprising that this substitu- 
tion produces an antagonist, since phosphonic 
acid analogs of GABA are agonists. However, the 
combination of the phenol group and the large, 
strongly acidic phosphonic group result in a lig- 
and which apparently can bind but not activate 
the receptor. Kerr et al. (1988) used these prop- 
erties to synthesize other GABA antagonists, 
replacing the phosphonic acid with a sulphonic 
acid to make saclofen. Saclofen and 2-hydroxy 
saclofen are each more potent than phaclofen, 
the former being the most potent selective 
GABA, antagonist yet available (Kerr et al., 

1989). The sulphonic antagonists have been de- 
veloped very recently and their utility has not yet 
been established. Phaclofen is weak, requiring 
millimolar concentrations for effective antago- 
nism, and does not work at all sites where GABA , 
receptors are thought to be located. Dutar and 
Nicoll (1988b) have suggested that phaclofen is 
only effective at postsynaptic receptors which are 
linked to potassium channels. We have found 
that neither phaclofen nor 2-hydroxy saclofen are 
effective baclofen antagonists in the proximal 
retina. 

The cumulative data on GABA, pharmacol- 
ogy indicates that there are two classes of GABA , 
receptors. The phaclofen data implies this di- 
chotomy. Binding studies indicate that there are 
two GABA, sites, with affinity constants of 60 
and 229 nM. The ratio of these two binding sites 
differs slightly between brain regions and lesion- 
ing of noradrenergic fibers in the cerebral cortex 
selectively decreases the low affinity sites (Karbon 
et al., 1983). A comparison of the  effects of 
baclofen and 3-aminopropyl phosphinic acid also 
suggests that there are two receptor subtypes. In 
some tissues, where there exists a forskolin stimu- 
lated CAMP system, both baclofen and 3- 
aminopropyl phosphinate reduce the levels of 
CAMP. However, in other tissues where beta 
adrenergic drugs cause an increase in CAMP, 
baclofen potentiates this effect but 3-aminopropyl 
phosphinate acts as only a partial agonist (Pratt 
et al., 1989). Furthermore, 3-aminopropyl phos- 
phonic acid inhibits the forskolin system but has 
no effect on the beta adrenergic system (Scherer 
et al., 1988). Pertussis toxin and phaclofen block 
the former system, but not the latter. All of this 
data can be interpreted to mean that there are 
two GABA, receptors, which cannot be distin- 
guished by baclofen. However, the evidence in 
favor of two receptors is only circumstantial and 
other interpretations could be used to explain 
these differences, such as nonspecific effects or 
divergent second messenger system pathways. 

In studies of the GABA, receptor's pharma- 
cophore, the structure-activity relationship of 
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GABA ligands revolves around substitutions for 
the carboxyl group. GABA is a three carbon 
chain with terminal carboxyl and amino groups, 
both of which are ionized under physiological 
conditions. These two charged groups apparently 
represent the binding sites for the receptor. Ad- 
dition of a 4-chlorinated phenol to the beta car- 
bon creates a GABAB selective ligand, whether 
an agonist (baclofen) or antagonist (phaclofen or 
saclofen). Two effects of this substitution are 
steric hindrance at the receptor protein and con- 
formational restraints on the GABA backbone. A 
family of straight chain analogs of GABA, in 
which the carboxylic acid is replaced by a phos- 
phate moiety, show selectivity for the GABAB 
receptor. The phosphinic substitution forms the 
most potent agonist (3-aminopropyl phosphinic 
acid), the analogous phosphonic analog is a less 
potent agonist and shows some antagonist activity 
as well, while the incremental lengthening of the 
carbon chain (Caminobutyl phosphonic acid) re- 
sults in formation of an antagonist (Kerr et al., 
1989). The fact that the phosphate substitutions 
and the phenol addition each confer GABAB 
receptor specificity suggests that restriction in 
conformation, rather than steric interference at 
the receptor site, is the critical parameter in 
conferring receptor selectivity. Both of these 
GABA, analogs would favor the extended form 
of GABA. In this respect it is interesting to 
compare these ligands with analogs that are ef- 
fective at other types of GABA receptor. Based 
on the activity of conformationally restricted 
GABA analogs such as muscimol and THIP 
(4,5,6,7-tetrahydroisoxazolo[5,4-C]pyrid~n-3-ol~, 
GABA, receptors bind to the partially extended 
and planar structure of GABA (Krogsgaard-Lar- 
sen et al., 1977, 1979; Andrews and Johnston, 
1979). A third receptor subtype, termed the 
GABA, receptor, has been proposed because 
some GABA binding sites are not blocked by 
GABA, or GABA, analogs (Johnston, 1986). 
Analogs that are effective at this proposed recep- 
tor are analogous to a folded conformation of 
GABA. 

Ionic channels linked to the GABA, receptor 

The GABAB receptor mediates two different 
conductances, the opening of a potassium chan- 
nel and the closing of a calcium channel. Both of 
these conductances tend to reduce synaptic trans- 
mission, the former by hyperpolarizing and in- 
hibiting the cell, the latter by decreasing calcium 
influx which can mediate chemical neurotfans- 
mission. However, experimental evidence sug- 
gests that these two conductances do not work in 
concert on the same neuron. The closing of the 
calcium conductance seems to be restricted to 
presynaptic sites. This is reasonable since cal- 
cium’s most important function is as a second 
messenger, not a current carrier, and therefore 
calcium regulation is most critical at presynaptic 
release sites. This mechanism of action of GABAB 
receptors was first described in embryonic sen- 
sory neurons (Dunlap, 1981) and has since been 
found in other tissues, notably dorsal root gan- 
glion (Dolphin and Scott, 1986), hippocampus 
(Lanthorn and Cotman, 1981; Harrison, 1990) 
and the bipolar axon terminals in retina (Maguire 
et al., 1989). The regulation of potassium appears 
to be a direct effect on post-synaptic sites (New- 
berry and Nicoll, 1984). In some ways this is 
similar to the classical inhibitory action of the 
GABA, receptor which opens a chloride conduc- 
tance. Potassium always, and chloride usually, 
have reversal potentials which are more negative 
than the resting membrane potential. Therefore, 
opening these channels tends to hyperpolarize 
the cell. However, the reversal potential for 
potassium is generally -90 to - 100 mV, while 
that of chloride varies significantly from cell to 
cell but often is -65 to -70 mV. Therefore, if 
the resting membrane potential of a cell is -60 
mV, the driving force (the difference between the 
membrane potential and the ion’s reversal poten- 
tial) for potassium is 3-6-fold greater than that 
for chloride. This means that a change in potas- 
sium conductance will produce a much larger 
voltage response compared to an equivalent chlo- 
ride conductance. Conversely, a small change in 
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potassium conductance can produce as big a volt- 
age response as a large change in chloride con- 
ductance. In most tissues, it appears that this 
second scenario is the one used by neurons. This 
means that GABA, receptor activation involves 
a large change in conductance and shunting of 
the cell while GABA, receptor activation pro- 
duces a significant hyperpolarization but compar- 
atively little shunting. Both types of channel regu- 
lation are found in the retina. 

GABA, receptors appear to regulate several 
types of voltage dependent calcium channels. 
Nowycky al. (1985) have identified three cardiac 
calcium channels termed the L, T, and N chan- 
nels. The L-type has a comparatively large single 
channel conductance (25 pS) and shows little 
inactivation. The T-type has a small conductance 
(8 pS) and quickly inactivates. Therefore the L- 
type can generate sustained macroscopic currents 
while the T-type produces transient calcium cur- 
rents. In addition, the T-type is activated by small 
depolarizations (activation at - 60 mV, inactiva- 
tion at - 40 mV) while the L-type requires greater 
depolarizations ( - 10 mV). The third, N-type 
channel has a intermediate conductance (13 PSI, 
a high threshold, and prominent inactivation. The 
L-type has proven the most tractable, it can be 
blocked by dihydropyridines and enhanced by 
BAY K 8644. The N-type is often thought to be 
most important for neurotransmitter release, but 
there is little compelling evidence to limit this 
function to only a single type of calcium channel. 

The GABA , receptor down regulates all three 
types of calcium channels (Tsien et al., 1988). The 
GABA, receptor is not unique in this capacity: 
dopamine, serotonin, adenosine, muscarine, and 
some peptides also close calcium channels. These 
receptors may act convergently. For example, in 
chick sensory neurons, activation of GABA ,, 
serotonin, dopamine, and noradrenaline recep- 
tors all close calcium channels in the same cell 
and their effects are not additive. Nor is this 
unique to the calcium channel, a similar interac- 
tion has been reported for opioid, muscarinic, 
and GABA, receptor agonists regulating a 

potassium conductance in rat lateral parabrachial 
neurons (Christie and North, 1988). Apparently 
they all act through guanine nucleotide binding 
protein intermediates. 

Second messengers 
The link between the GABA, receptor and 

the channel seems to involve a second messenger 
system. When GABA binds to the GABA, re- 
ceptor, this promotes the exchange of GTP for 
GDP on a binding site in the G-protein. The 
G-protein then dissociates and the activated al- 
pha subunit can bind and activate a channel 
protein. In many tissues, pertussis toxin, which 
ADP-ribosylates and inactivates the alpha sub- 
unit of some G-proteins, blocks the effects of 
baclofen or GABA on channel conductance. The 
presynaptic site in the hippocampus is a notable 
exception. Dolphin et al. (1989) found that ba- 
clofen modestly increases the levels of inositol 
phosphate, but this did not appear to play a role 
in the regulation of the calcium channel. GABA , 
agonists can regulate the calcium channel through 
modulations in both protein kinase A and C 
(Kamatchi and Ticku, 1990). Thus there seem to 
be at least three second messenger pathways con- 
trolled by GABA, receptors: a G-protein medi- 
ated receptor action that opens potassium chan- 
nels and closes calcium channels and decreases 
the levels of CAMP; a protein kinase A system 
that up regulates CAMP; and an inositol phos- 
phate system. The first two pathways may corre- 
late with the depression of forskolin stimulated 
cAMP and the potentiation of transmitter stimu- 
lated production of cAMP respectively, but the 
relationship to the potassium and calcium chan- 
nels is not well understood. The link between the 
actions of G-proteins and channels regulated by 
GABA, receptors is further clouded by the ob- 
servation that GTP alters the affinity of GABA, 
receptors and that GTP-y-S prevents the run- 
down of L-type calcium channels (Yatani et al., 
1987). This means that in studies that show that 
GTP-7-S potentiates baclofen regulation of cal- 
cium currents, the second messenger may be im- 
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portant for the maintainance of the channel, and 
not in transduction of the signal from the recep- 
tor. 

Physiology of the GABA, receptor 

The presynaptic modulation of voltage dependent 
calcium channels has the potential to regulate 
transmitter release. Indeed it has been shown 
that baclofen can reduce the release of a number 
of transmitters, such as catecholamines, in- 
doleamines, and excitatory amino acids (Potash- 
ner, 1978; Bowery et al., 1980). This presumably 
represents a mechanism in which GABAergic 
neurons are presynaptic to the synaptic endings 
of other neurons. This is an important pathway in 
the retina. It has also been shown that GABA, 
receptors can serve as autoreceptors on 
GABAergic neurons, providing negative feedback 
to limit GABA release. Neal and Shah (1989) 
find that this may be an important regulatory 
mechanism in the cortex and spinal cord, but not 
in the retina. 

The postsynaptic activation of the GABA, 
receptor causes an increase in potassium conduc- 
tance, which always produces a hyperpolariza- 
tion. There are several examples of synapses in 
which GABA activates both GABAA and 
GABA , postsynaptic receptors. The GABAA re- 
ceptor mediates a fast onset, short duration, chlo- 
ride mediated hyperpolarization while the 
GABA, receptor induces a slow onset, long last- 
ing, potassium mediated hyperpolarization (Sol- 
tesz et al., 1988; Connors et al., 1988; Dutar and 
Nicoll, 1988a). The difference in time course pre- 
sumably reflects the second messenger intermedi- 
ates in the GABA, system. 

Retina 

Most of the types and mechanisms of action of 
the GABA, receptors described above can be 
found in the retina. This includes the opening of 
potassium channels and the closing of calcium 
channels, and mediation through second messen- 

ger systems. GABA, receptors have been most 
extensively studied in the amphibian retina, where 
they modulate photoreceptor transmitter release, 
close calcium channels in bipolar cells, and open 
potassium channels in amacrine and ganglion 
cells. 

Outer plexifomt layer 
GABA is contained in horizontal cells in most, 

if not all, vertebrate retinas and appears to act at 
three distal sites: on photoreceptor terminals, on 
bipolar cells, and at autoreceptors on the hori- 
zontal cells (see Wu, Chapter 5;  Marc, Chapter 
4). The synaptic input from horizontal cells to 
bipolar cells was the first to be identified yet 
remains the most poorly documented. Initially, 
this was thought to be the primary output path- 
way for horizontal cells because (1) physiological 
studies showed that bipolar cells have surround 
responses (presumed input from horizontal cells) 
while photoreceptors do not and (2) anatomical 
evidence indicates that bipolar cells receive 
synaptic input from something other than pho- 
toreceptors (presumably horizontal cells). How- 
ever, more recent evidence has shown that pho- 
toreceptors do receive feedback from horizontal 
cells and the “other input” to bipolars could also 
be interplexiform cell synapses. Nevertheless, this 
pathway remains one branch in horizontal cell 
synaptic circuitry. A second circuit is the autore- 
ceptor feedback pathway to horizontal cells, de- 
scribed extensively by Yang and Wu (1989). Based 
on evidence in brain, we might expect that these 
autoreceptors would be the GABA, type. Exper- 
iments indicate, however, that they are GABAA 
receptors (Stockton and Slaughter, 1991). This 
makes some sense in that GABA, autoreceptors 
work by closing calcium channels, thereby cutting 
off transmitter release. Horizontal cell neurose- 
cretion is a calcium independent process, so this 
mechanism would be ineffective. The third hori- 
zontal cell synaptic pathway is feedback to pho- 
toreceptors and this may be the principal path- 
way for surround antagonism in the outer retina. 
In many cases this feedback is mediated through 
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GABA, receptors. However, in amphibia, 
GABA, antagonists do not block surround re- 
sponses, while a GABA , antagonist (5-amino- 
valerate) does (Hare and Owen, 1990). Eliasof 
and Werblin (1988) have reported that baclofen 
decreases photoreceptor transmitter release. 
Coupled with the observations of Hare and Owen 
(1990), this would suggest that GABA, receptors 
could mediate surround antagonism. A fly in the 
ointment is that baclofen does not block bipolar 
cell surround responses (Bai and Slaughter, 1989). 
An explanation may be that 5-aminovalerate acts 
on both GABA, and GABA, receptors. This 
would mean that the effectiveness of 5-amino- 
valerate is based on suppression of both types of 
GABA receptors. Possible mechanisms include: 
(1) surround is generated by a GABA, receptor 
action on photoreceptors and a GABA, receptor 
action on bipolar cells or (2) photoreceptors pos- 
sess both GABA, and GABA, receptors and 
both are involved in formation of surround re- 
sponses. The latter scenario is supported by evi- 
dence of a bicuculline-sensitive feedback to tiger 
salamander cones (see Wu, Chapter 5). In either 
case, when’ baclofen or bicuculline is used alone, 
only one pathway is blocked and some surround 
responses persist. 

Inner plexiform layer 
The action of GABA, receptors in the inner 

retina has been much more extensively studied. 
In the tiger salamander retina, the experiments of 
Maguire et al. (1989b) show that GABA recep- 
tors close calcium channels in a subset of bipolar 
cells while studies by Slaughter and Bai (1989) 
indicate that GABA , receptors open potassium 
channels on most amacrine and ganglion cells. 
The studies on bipolar cells utilized the retinal 
slice preparation and whole cell voltage clamp 
techniques. Two types of voltage gated calcium 
channels where observed in bipolar cells, similar 
to the L and T types described by Nowycky et al. 
(1985). Staining with Lucifer yellow indicated that 
bipolar cells which had their axon terminals 
trimmed off only exhibited T type responses, indi- 

cating that the L type channels were restricted to 
the terminal regions. This in turn suggests that 
the L type channel is involved in neurosecretion. 
When baclofen was applied to an intact bipolar 
cell, the L type current was blocked. When GTP- 
y-S was dialyzed into the cell, the baclofen effect 
was magnified. This indicates that a GTP binding 
protein is involved in baclofen’s action. This con- 
clusion is also supported by the finding that 
GDP-p-S blocks the baclofen effect. 

Maguire et al. (1989a) pursued the ramifica- 
tions of these results for third order neurons. Still 
using whole cell voltage clamping in the amphib- 
ian retinal slice, they now recorded from amacrine 
cells. They found two morphological types, one 
that had a narrow dendritic tree (about 150 pm) 
and terminated in either sublamina a or b of the 
inner plexiform layer (Famiglietti and Kolb, 1976), 
and a wide field type that had processes up to a 
millimeter in length. These different morpholo- 
gies could be correlated with discrete physiolo- 
gies and pharmacologies. The narrow field cell 
appears to be GABAergic and the wide field cell 
is glycinergic. The small field amacrine cells had 
comparatively sustained light responses while the 
wide field amacrine’s responses were more tran- 
sient. The authors point out that slow and fast 
might be better descriptors, since the responses 
of the narrow field cells had a slower time to 
peak and a longer decay time. The synaptic input 
to the sustained cells appears to be a simple 
excitatory input, probably from bipolar cells. But 
in the transient cells there was a fast, transient 
excitatory input followed by a GABAergic in- 
hibitory input which could be blocked by GABA, 
antagonists. A key finding was that transient exci- 
tatory input toJhe wide field amacrine cells could 
be blocked by baclofen, leaving only the delayed 
inhibitory input, Responses of narrow field 
amacrines were not affected by baclofen. Consis- 
tent with this observation, when 5-aminovalerate 
was applied, the light response of the wide field 
amacrine cell became more prolonged. In addi- 
tion, the subset of bipolar cells that were sensitive 
to baclofen terminated in the middle of the inner 
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plexiform layer, coinciding with the dendritic po- 
sition of the wide field amacrine cells. These 
results indicate that GABA , receptors function 
to abbreviate the EPSPs of wide field amacrine 
cells. There seems to be a dual and redundant 
GABAergic system at work, since GABA feed- 
back to GABA, receptors on bipolar cell termi- 
nals curtails presynaptic input to the wide field 
amacrine, while delayed postsynaptic input onto 
GABA, receptors of the wide field amacrine 
truncates the EPSPs (Fig. 2). The authors specu- 
late that this mechanism could be responsible for 
the formation of transient response properties, 
which first appears in the inner retina. This ba- 
clofen feedback would therefore create a cell that 
was responsive to change, or the derivative of the 
illumination. Carrying this one step further, 
Werblin et al. (1988) modelled these mechanisms 
in the formation of directional response proper- 
ties in ganglion cells (Fig. 3). The key element in 
this model is local, transient input (generated by 

Fig. 2. The synaptic circuitry responsible for the formation of 
transient responses in the proximal retina, as proposed by 
Maguire et al. (1989). The bipolar cells (BPI generate sus- 
tained responses to light. The bipolar on the left stimulates a 
GABAergic narrow field amacrine (NFA) cell. This results, 
after a delay, in GABAergic input to some bipolar cells, 
turning off their synaptic calcium current. The result is tran- 
sient transmitter release by the bipolar cell on the right. The 
difference between the two types of bipolars could account for 
the generation of sustained and transient inputs to the inner 
retina. There is also a delayed direct inhibitory input from the 
GABAergic narrow field amacrine cell to GABA, receptors 
on the wide field amacrine (WFA) cell. (Adapted from 
Maguire et al. (1989) J. Neurosci., 9 726-735.) 

Q-- PREFERRED NULL d 

WFA GLYCINE I 
Fig. 3. The postulates of Werblin et al.’s model of directional 
selectivity based on the circuit elements in Fig. 2. In the 
preferred direction, bipolar cells (right side) excite direction- 
ally selective ganglion cells (DS GC). Inhibition from the 
glycinergic widefield amacrine cells (WFA) arrives too late to 
block this excitation. However, movement in the null direction 
produces an early excitation of the widefield amacrines (left 
side), resulting in a early inhibition of the direction selective 
ganglion cell. The inhibition coincides with the direct excita- 
tion from bipolar cells, cancelling the excitatory response. 
(Adapted from Werblin et al. (1988) V k o l  Neurosci., 1: 
317-329.) 

the GABA, feedback pathway) onto an asym- 
metric, widefield amacrine cell. The local tran- 
sient synaptic potentials form a set of inputs that 
only respond to change, thereby maximizing their 
response to a moving stimulus. The widefield 
amacrine cell which integrates this transient input 
is thought to be inhibitory (glycinergic). If this 
amacrine cell is asymmetric, it will provide inhibi- 
tion during movement in one direction, but will 
have little or no effect during movement in other 
directions. This is similar to the asymmetric in- 
hibitory model of directionality postulated by 
Barlow and Levick (1965) and corresponds to 
observations on the role of inhibition in direc- 
tional responses described by Caldwell et al. 
(1978) in rabbit retina. In this model, the GABA, 
receptors are not responsible for directionality, 
but form a necessary early step in this process. 

It is interesting that at the same time the 
above experiments were performed, Pan and 
Slaughter (1991) took a very different path, en- 
countered a disparate set of observations, but 
also arrived at the conclusion that GABA, re- 
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Fig. 4. The effect of haclofen on third order neurons. The 
upper row shows a sustained ON cell before (left) and during 
(right) application of 100 pM haclofen. Baclofen produced a 
slight hyperpolarization and the sustained response was sup- 
pressed, leaving a large transient ON and small transient OFF 
EPSP. The middle row of traces shows a sustained OFF cell 
in which baclofen produced a hyperpolarization, eliminated 
the sustained spiking in the dark, and caused the cell to 
produce large, transient EPSPs at light onset and offset. In a 
transient cell (lowest row), baclofen produced a large hyper- 
polarization and enhanced the transient ON and OFF re- 
sponses. The square pulse at the bottom indicates the timing 
of a diffuse light stimulus. (From Slaughter and Bai (1988) 
Neurosci. Res. Suppl., 8: S2174229.) 

ceptors can play an important role in discerning 
direction of motion. Initially, Slaughter and Bai 
(1989) performed standard, intracellular record- 
ings in the superfused eyecup preparation of two 
amphibia, the mudpuppy and the tiger salaman- 
der. They found that when baclofen was added to 
the retina, the cells of the distal retina (photore- 
ceptors, bipolars, and horizontal cells) were little 
affected. However, the light responses of third 
order neurons (amacrine and ganglion cells) were 
dramatically altered (Fig. 4). In amacrine and 
ganglion cells which were normally phasic, the 
light responses were enhanced. In contrast, those 
neurons which normally responded with tonic 
light responses had their responses suppressed. 
What was particularly interesting was that in many 
of these sustained cells, a phasic light response 
appeared. This conversion from sustained to 
transient did not result from a temporal shorten- 
ing of the tonic response, nor did it evolve de 

novo. Instead, it appears that transient responses 
were present but hidden within the envelop of 
the sustained responses. When the sustained re- 
sponses were suppressed, the transient response 
components were revealed. In many cases, a sus- 
tained ON (or OFF) neuron would show both 
transient ON and OFF responses after baclofen. 
Thus, the net effect of baclofen application is to 
make sustained cells more transient. Overall, the 
light responses in the inner retina become domi- 
nated by phasic signals. 

Ikeda et al. (1990) found a similar phe- 
nomenon in cat, at least in the OFF system. 
When they ionotophoresed baclofen while 
recording sustained OFF ganglion cell spike ac- 
tivity, they found that the light evoked activity 
became more transient. When the antagonist 
phaclofen was applied, they found that the spike 
activity became more sustained. This indicates 
that GABA is normally acting on GABA, recep- 
tors of OFF cells to abbreviate the light response. 
There is also indirect evidence for an enhance- 
ment of transient responses in the rabbit retina, 
where Cunningham and Neal (1983) found that 
baclofen increased the light evoked release of 
acetylcholine. Since acetylcholine is released 
transiently at ON and OFF, this suggests that 
transient responses are enhanced. 

Baclofen hyperpolarizes both amacrine and 
ganglion cells. This effect appears to be due to a 
direct action on third order neurons since it per- 
sists even after synaptic transmission is blocked 
by cobalt. The hyperpolarization is due to an 
opening of a potassium conductance. When the 
GABA, receptor is blocked by picrotoxin or 
bicuculline, then GABA mimics the effect of 
baclofen (Fig. 5) .  Comparing the effects of GABA 
on the two receptor subtypes, activation of 
GABA, receptors produces a large conductance 
increase to chloride ions, while activation of the 
GABA , receptor population produces only about 
a quarter of the conductance change. (Redburn 
et al., 1989 reported that about one fourth of the 
GABA binding sites in rabbit retina are GABA,, 
therefore the conductance difference may reflect 
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Fig. 5. GABA and baclofen have similar effects on GABAs 
receptors. Initially the cell responded to diffuse green or red 
lights with a sustained depolarization and prolonged spike 
activity at light ON and OFF. Baclofen made the responses, 
particularly the EPSPs. more transient. After recovery from 
baclofen, strychnine and bicuculline were applied to block 
both GABA, and glycine receptors. When GABA was ap- 
plied in the presence of these antagonists it made the re- 
sponses very transient (bottom trace). (From Bai and Slaugh- 
ter (1989) J. Neurophysiol., 61: 374-381.) 

a population difference.) GABA , receptor acti- 
vation usually produces a larger membrane hy- 
perpolarization because of the more negative re- 
versal potential of potassium. This difference in 
conductance means that when GABA, analogs 
are applied to the retina, third order neurons are 
shunted and all their light responses are sup- 
pressed. But when GABA, analogs are used, 
there is only a modest shunting and significant 
light responses can still be seen. In addition, the 
GABA , linked hyperpolarization means that re- 
maining EPSPs have a larger driving force. Since 
the membrane properties of third order neurons 
are non-linear, the amplitude of the EPSP is 
often larger after baclofen treatment. This is one 
factor that accounts for the enhancement of tran- 
sient responses during baclofen treatment. An- 
other factor is a network effect. When baclofen 
suppresses sustained amacrine cells, tonic inhibi- 
tion in the inner retina is reduced. This also 
contributes to the enhancement of transient sig- 

nals (Bai and Slaughter, 1989). It is peculiar that 
an inhibitory transmitter causes the enhancement 
of some synaptic responses. 

There is a fundamental and unresolved dispar- 
ity between these results and those of Maguire et 
al. (1989a). Maguire et al. conclude from their 
experiments that GABA , receptors turn off 
transmitter release in some bipolar cells, resulting 
in the formation of a transient signal. According 
to this model, if GABAB receptors were con- 
stantly activated then transmitter release from 
these bipolars would be permanently shut off and 
transient responses would be eliminated. Instead, 
Slaughter and Bai (1989) find that transient re- 
sponses are enhanced in the presence of ba- 
clofen. From our perspective, the two sets of data 
would be consistent if GABA, receptors turned 
off transmitter release from bipolars responsible 
for sustained (rather than transient) signals, 
thereby accounting for baclofen’s suppression of 
sustained responses. But this is not consistent 
with Maguire et al.3 data showing that baclofen 
suppresses transient responses in the slice. Dif- 
ferences between the eyecup and the retinal slice 
may account for part of the discrepancy, but it is 
likely that properties as fundamental as phasic 
and tonic signalling have several layers of com- 
plexity and redundancy that have yet to be re- 
solved. 

The observation that tonically responding neu- 
rons become more phasic during baclofen treat- 
ment led Pan and Slaughter (1991) to speculate 
that retinal information coding might be altered 
by GABAB receptor activation. This was based 
on the difference in properties of transient and 
sustained signals. By their very nature, transient 
responses are good at signalling change but inef- 
fective a relaying steady state conditions. Sus- 
tained signals do convey steady state information. 
Thus transient cells can be used to detect the 
onset or offset of a light stimulus, while sustained 
cells can be used to determine if a light stimulus 
is present. When baclofen enhances transient re- 
sponses, it may augment the retina’s ability to 
detect changes in illumination. Like Werblin et 
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al. (1988), Pan and Slaughter (1991) focused on 
directional response properties since these are 
visually important and well documented re- 
sponses that are dependent on change detectors. 
We found that baclofen “induced” directional 
responses in some third order neurons which did 
not exhibit directionality under control condi- 
tions. This effect was particularly marked when 
baclofen was used in conjunction with 2-amino- 
4-phosphonobutyrate (APB). APB is an analogue 
of glutamate which eliminates the light responses 
of ON bipolar cells and consequently eliminates 
ON responses throughout the retina (Slaughter 
and Miller, 1981). 

The experiments consisted of using narrow, 
long bars of light that were moved in different 
directions across the retina. Under control condi- 
tions, some third order neurons (amacrine and 
ganglion cells were not distinguished) were direc- 
tional, but most neurons responded about equally 
to all directions of movement. In about a third of 
these non-directional cells, application of APB 
and baclofen together resulted in the appearance 
of directional responses (Fig. 6). In about 20% of 
these neurons, baclofen alone made the cells 
directional. GABAA antagonists blocked direc- 
tionality in only half of the cells studied, while a 
combination of glycine and GABA, antagonists 
blocked directionality in almost all cases. This 
differs from the findings in rabbit and turtle, 
where GABAA antagonists always block direc- 
tionality. This implies a role for glycine in forma- 
tion of directionality in at least some cells, similar 
to the hypothesis of Werblin et al. (1988). 

The cumulative evidence seems to indicate that 
these directional responses are not created by 
baclofen treatment. Instead, like the emergence 
of transient responses from sustained cells, the 
appearance of directionality probably represents 
the unmasking of a small signal that normally 
exists in these cells. This conclusion is suggested 
by similarities between the characteristics of in- 
duced and normal directionality. For example, 
hyperpolarizing and silent inhibition are found in 
both cases. Picrotoxin suppresses directionality in 
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Fig. 6. The effect of baclofen and APB on direction coding in 
a third order neuron in the tiger salamander retina. A. The 
upper figure shows the responses of the cell to a narrow light 
slit moving in the directions indicated by the arrows. The 
polar plot in the center maps the peak EPSP amplitude in the 
various directions. There is no indication that this cell en- 
codes directional information. B. After application of APB 
and baclofen, the same cell shows a directional preference, 
with the peak EPSP in the - 135 degree direction and a small 
IPSP in the opposite direction. The dark polar plot represents 
the response amplitudes in the various directions, the dotted 
polar plot is the superposition of the results in control (A). 
(From Pan and Slaughter (1991) J. Neurosci., 11: 1810-1821.) 

about half the cells of each type. Baclofen en- 
hances normal directionality as well as revealing 
“induced” directionality. The most parsimonious 
explanation of these similarities is that induced 
and normal directionality emerge from the same 
sources. 

The fact that APB is required in most cases to 
see a baclofen induced directionality probably 
reflects interactions between the ON and OFF 
pathways. We found several indications that the 
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ON and the OFF pathways were not directionally 
aligned in the induced directional cells. For ex- 
ample, in some cells baclofen alone induced di- 
rectionality in the OFF response but not in the 
ON response. In a few cells, baclofen produced 
almost opposite directional preferences in the 
ON and the OFF pathways. Thus, when viewed 
together, the neuron showed no directionality. 
This merging of signals and obscuring of direc- 
tionality may be an artefact of soma1 recordings. 
At the level of individual dendrites, the two path- 
ways may be handled discretely. The ON and 
OFF sublamina are anatomically distinct, so that 
most dendrites may receive directional informa- 
tion from either the ON or OFF pathway, not 
both. At the level of the soma these signals merge, 
but at the level of the individual dendrites these 
signals can be detected in isolation and processed 
separately. Our recordings from the soma may 
not be indicative of the neuron’s full processing 
capability. 

GABA, receptors and selectiue attention 
If the retina is able to alter its response char- 

acteristics, this could be used for a number of 
functions. We have speculated that the GABAB 
system could serve as a model for selective atten- 
,tion. Baclofen reduces membrane noise, en- 
hances one set of signals, and modifies another 
set of responses so that they also relay the se- 
lected signals. This matches the profile for a 
selective attention mechanism, where the re- 
sponse to attended signals is enhanced while the 
response to unattended signals is diminished. 
GABA has often been linked with selective atten- 
tion, assuming that an action at the GABA, 
receptor would serve to suppress responses to 
unattended signals, thereby improving the signal 
to noise ratio of the desired signal. The GABAB 
system would appear to be much more powerful 
because it would not only act as a noise suppres- 
sor, but would also recruit cells to carry the 
designated responses, thereby augmenting the at- 
tended signal. 

We originally offered this as a heuristic model 
based on the interesting properties of the GABA 
receptor and thought it might have primary rele- 
vance for central brain systems. However, as 
pointed out to us by Dr. A.K. Ball, selective 
attention may also be applicable to the retina if 
higher brain centers can control GABA, sys- 
tems. One of the exciting new trends in retinal 
research is the focus on efferent connections. 
Long known in birds, centrifugal fibers have re- 
cently been described in fish, amphibia, reptiles, 
and mammals. Their functions are not clear but 
they arise from multiple brain regions and synapse 
on a variety of retinal cells. In fish, Zucker and 
Dowling (1987) reported that efferents synapse 
on the dopaminergic interplexiform cell, signify- 
ing that this pathway may play a role in dark/light 
adaptation. In a mechanism for selective atten- 
tion, we would expect that efferents would con- 
trol the activation of GABA, receptors. Stell et 
al. (1984) and Ball et al. (1989) have shown that 
LHRH and FMRFamide immunoreactive effer- 
ent fibers contact GABAergic neurons in the fish 
inner plexiform layer. To explore this pathway, 
we attempted to reproduce the effects of ba- 
clofen by stimulating the optic nerve. This was 
ineffective, perhaps because of the poor viability 
of this nerve. Using another approach, we ap- 
plied putative efferent fiber transmitters and 
compared their effects to baclofen. FMRFamide 
had no effect, but 1 p M  LHRH mimicked the 
effects of baclofen in that it hyperpolarized third 
order neurons and made their light responses 
more transient. This suggests that efferent fibers 
may be able to regulate the responses of retinal 
neurons, although obviously more studies must be 
performed to substantiate this idea. 

Epilepsy and baclofen 
In one set of experiments, we wanted to exam- 

ine the effects of baclofen on amacrine and gan- 
glion cells after GABA, and glycine receptors 
had been blocked. Many times, when picrotoxin 
(or bicuculline) and strychnine are used for this 
purpose, the responses of third order neurons 
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show spontaneous or bursting activity. When this 
occurs the synaptically mediated light responses 
disappear. If baclofen was applied under these 
conditions, the spontaneous activity was sup- 
pressed and synaptically driven light responses (at 
least transient responses) returned (Slaughter and 
Bai, 1988). Not only is this a rather remarkable 
effect, but it may be relevant to epileptiform 
activity. In the hippocampus GABA A or glycine 
antagonists are often used to generate epilepti- 
form-like activity, which is very similar to the 
neuronal activity we observed in the retina. There 
is also some indication that baclofen may reduce 
epileptiform-like activity in hippocampus (Ogata 
et al., 1986; Swartzwelder et al., 19861, although 
proepileptic effects have also been reported (Mott 
et al., 1989). The similarities raise the possibility 
that the retina could be used in studies of epilepsy. 
The advantage, as illustrated in this case, is that 
relevant synaptic activity and signal processing 
can be evaluated. The results in the retina indi- 
cate that sustained excitatory input, in the ab- 
sence of compensatory tonic inhibitory control, 
produces this spontaneous activity. 

Summary 

Writing a chapter on retinal GABAB receptors is 
premature, as evidenced by the paucity of cita- 
tions more than two years old. Despite that, this 
area of retinal pharmacology has made significant 
strides and, although it is a story without an 
ending, it has had an exciting beginning. To date, 
the experiments indicate that horizontal cell 
feedback to cones is mediated, at least in part, by 
the GABA, receptor system which probably reg- 
ulates a potassium conductance. In the inner 
retina, GABA, receptors are found on bipolar 
cells, amacrines, and ganglion cells. Here, the 
actions are a subtle regulation of channel conduc- 
tance, but the effects are a dramatic reorganiza- 
tion of a fundamental coding property of the 
retina, namely the distinction between tonic and 
phasic responses to light. In both the distal and 
proximal retina, the GABA, receptor does not 

appear to work alone, but instead works in con- 
cert with the GABAA receptor. The full signifi- 
cance of these interactions has yet to be deter- 
mined. Although the discovery of the GABAB 
receptor has led to the resolution of several reti- 
nal mysteries, the case is far from closed. At this 
juncture, what can be said is that the GABAB 
receptor represents a unique and ubiquitous sys- 
tem that reveals the power of regulating calcium 
and potassium conductances, as opposed to the 
more familiar properties of the gluta- 
mate/acetylcholine regulated cationic conduc- 
tances or the GABA,/glycine controlled chlo- 
ride channels. 
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In trodue tion 

Lateral inhibitory processes are the means by 
which signal transforming systems draw distinc- 
tions between or among parallel signal channels 
(Ratliff, 1971; Marmarelis and Marmarelis, 1977). 
The basic vertical signal channels in the retina 
are the photoreceptor --$ bipolar cell + ganglion 
cell chains. The ectotherm photoreceptor stage is 
complex. The retinas of most ectotherms have 
more than three cone types and their circuitries 
are richer than those depicted in simple models 
of mammalian trichromacy (e.g., Walls, 1942; 
Crescitelli, 1972; Scholes, 1975; Marc and Sper- 
ling, 1976a,b; Stell and HBrosi, 1976). Bipolar 
cells are those vertical elements that sample from 
this diverse sensor matrix, some types selecting 
rod-rich connections, others preferentially con- 
tacting one or more subsets of cone types (Ramon 
y Cajal, 1893; Scholes, 1975; Ishida et al., 1980; 
Van Haesendonck and Missotten, 1984; Kalloni- 
atis and Marc, 1990a). Thus the output array to 
the ganglion cells of the retina may be comprised 
of ten, twenty or more varieties of bipolar cells, 
each with its own unique photoreceptor cohort 
and a distinctive arrangement of signal distribu- 
tion sites manifested as telodendria and varicosi- 
ties positioned in specific sublayers of the inner 
plexiform layer (e.g., Scholes, 1975; Kalloniatis 
and Marc, 1990a). The impression we have, then, 
is of a great many varieties of photoreceptor + 

bipolar cell + ganglion cell chains. In this review, 
my intent is to emphasize the simplifying idea 
that each of these different channels is endowed 
with surround properties conferred predomi- 
nantly through the actions and connectivities of 
horizontal cells and amacrine cells utilizing y-  
aminobutyric acid (GABA) as their primary neu- 
rotransmitter. I would like to leave the reader 
with the image that each bipolar cell type pos- 
sesses a unique cohort of GABAergic amacrine 
cell feedback and feedforward connections; that 
the uppu ren t m o rp h olog ic a I diversity of 
GABAergic amacrine cells is comprehensible in 
the idea that many of the variously stratified and 
arborized GABAergic amacrine cells are merely 
surround devices for different sets of bipolar cells; 
that the formal operations of these GABAergic 
amacrine cells are similar and simply replicated 
across the sublayers of the inner plexiform layer. 

I will restrict this discussion of circuitry to 
“fast” synaptic processes (Iversen, 1984): Process- 
ing where the photoreceptors are viewed as a 
2-dimensional sensor array upon which successive 
scenes of a structurally rich, moving world are 
imaged; where this array is the input for a system 
of image operations rapidly executed in parallel 
on intersecting patches of the sensor matrix to 
provide a selection of co-transformed scenes. Fast 
excitation is carried out by photoreceptors and 
bipolar cells utilizing glutamate as their neuro- 
transmitter (Ehinger et al., 1988; Marc et al., 
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1990; Massey, 1990). Most fast inhibition is medi- 
ated by GABAergic interneurons and the remain- 
der by glycinergic interneurons (see reviews by 
Yazulla, 1986; Marc, 1989a). Over 90% of the 
50 + types of vertebrate retinal neurons employ 
glutamate, glycine or GABA as their primary 
neurotransmitter (e.g., Marc, 1989b) and the in- 
terplay of fast conductance changes is the essence 
of receptive field construction. 

This review will discuss (1) visualizing 
GABAergic neurons; (2) understanding the scope 
of GABAergic organization throughout the verte- 
brates; (3) visualizing circuitry; (4) the organiza- 
tion of common microcircuits; and ( 5 )  general 
principles of GABAergic control throughout the 
retina. 1 should also warn the reader of my biases 
towards simple ideas, though that can lead to 
situations where I discount notions that may later 
prove to be correct and powerful. I will try to be 
explicit regarding those points. 

Visualization of GABAergic neurons 

The first step in describing GABAergic circuits is 
to provide compelling evidence that GABAergic 
neurons themselves can be characterized with 
high functional and structural fidelity. The past 
dozen years of research in the anatomy and bio- 
chemistry of retinal GABAergic neurons has in- 
volved considerable technical refinement, culmi- 
nating in rather convincing matches of the com- 
ponents of GABAergic synaptic function. There 
are three main cell biological mechanisms under- 
lying the rapidity, sustainability and potency of 
GABAergic neurotransmission: (1 The abilities 
of neurons to synthesize and mobilize GABA for 
release; (2) The precise and rapid control of 
extracellular neurotransmitter levels by potent 
pre-synaptic neurotransmitter/Na+symporters; 
and (3) The mediation of rapid post-synaptic con- 
ductance or synaptic efficacy changes by specific 
GABA receptors. Each of these features can 
theoretically be associated with visualization 

techniques. Synthetic and degradative enzymes, 
the neurotransmitter itself and some of the re- 
ceptor types (see Brecha, Chapter 1) can be local- 
ized by immunocytochemistry. The clearance 
mechanisms can be documented by autoradiogra- 
PhY. 

GABAergic neurons can be uisualized with 
immunoglobulins directed against glutamic acid 
decarboxylase (GAD) 

Current evidence supports the view that the 
retina closely mimics the rest of the central ner- 
vous system in neurotransmitter synthesis and 
maintenance of neurotransmitter levels required 
to sustain synaptic transmission. Data from my 
laboratory suggest that retinal cells using amino 
acids as neurotransmitters possess intracellular 
neurotransmitter concentrations in the 1-10 mM 
range (Marc et al., 1990; Marc and Basinger, 
1991), and that GABAergic cells in particular 
contain 1-5 mM cytosolic GABA. Obata (1976) 
reported that cerebellar Purkinje cells main- 
tained an intracellular GABA concentration of 
about 6 mM. 

However, GABA is not a naturally occurring 
amino acid in non-neural animal tissues (except 
perhaps pancreatic beta cells; see Solimena et al., 
1990) and its selective concentration in neural 
structures has made it possible to purify the en- 
zymes associated with its synthesis and degrada- 
tion. The neuronal synthesis of GABA is per- 
formed by L-glutamic acid decarboxylase (GAD, 
EC 4.1.1.19, a pyridoxal phosphate requiring en- 
zyme that apparently exists in two soluble forms: 
a 59 kDa and a 62-63 kDa form, possibly func- 
tional as dimers (Gottlieb et al., 1986; Kaufman 
et al., 1986; Legay et al., 1987; review by Martin, 
1987). This is important for immunocytochemistry 
in that some antisera have been shown to recog- 
nize both forms (Kaufman et al., 1986) but few 
antisera used in retinal immunocytochemistry 
have been so tested. Thus GAD isoforms and 
species variations may strongly influence some 
immunocytochemical outcomes. The equilibrium 
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constant for GAD favors GABA synthesis and 
the K, of brain GAD for glutamate is about 
0.45-0.7 mM (Wu, 1976; Spink et al., 1985). This 
corresponds nicely to the estimated average level 
of glutamate in GABAergic cells, about 0.3-0.7 
mM (Marc et al., 1990; Marc and Basinger, 1991). 
Moreover, the reverse inhibition of GAD by high 
GABA levels shows an apparent K, of about 16 
mM (Porter and Martin, 19841, consistent with 
the apparent 1-5 mM levels reported for hori- 
zontal and amacrine cells (Marc and Basinger, 
1991 ). The back reaction should be negligible 
under normal cellular conditions. 

The immunocytochemical localization of GAD 
in retina has been studied extensively and, for the 
most part, the conclusions have been consistent 
across laboratories. One of the very first observa- 
tions of GAD immunoreactivity (Barber and 
Saito, 1976) revealed the inner plexiform layer of 
the rat retina filled with immunoreactive strata. 
An excellent review of GAD immunocytochem- 
istry was provided by Yazulla (19861, so it is 
possible to summarize some major points. (1) All 
vertebrate retinas contain a large contingent of 
GAD immunoreactive amacrine cells, and they 
appear to be highly stratified neurons (e.g., 
Vaughn et al., 1981; Brandon, 1985; Mariani and 
Caserta, 1986; Yazulla, 1986). (2) Few adult 
mammalian retinas have displayed convincing 
GAD immunoreactivity in horizontal cells. In fact, 
most mammalian preparations have been decid- 
edly GAD immunonegative in the horizontal cell 
layer (see Brandon, 1985). (3) Most non-mam- 
malian vertebrates have shown the presence of 
abundant GAD immunoreactive horizontal cells. 
This points out a significant phylogenetic demar- 
cation in retinal organization that will be elabo- 
rated below. Importantly, the correspondence 
between other labels for GABAergic function 
(GABA content, GABA symport) have been high, 
though not an identity in some cases. The general 
patterns of GAD immunoreactivity in several 
non-mammalian retinas are shown in Fig. 1. 1 will 
revisit some of these data when discussing levels 
of labeling correspondence below. 

GABAergic neurons can be uisualized with 
immunoglobulins directed against y-aminobutyric 
acid conjugates 

The detection of GABAergic neurons with im- 
munoglobulins (IgGs) directed against GABA- 
glutaraldehyde-protein constructs is now a rou- 
tine method in many labs (e.g., Storm-Mathisen 
et al., 1983; Studholme and Yazulla, 1988; Wassle 
and Chun, 1989; Marc et al., 1990). Anti-GPBA 
IgGs are commercially available and their anti- 
genic specificities easily verifiable (Matute and 
Streit, 1986; Otterson, 1987; Nabors et al., 1988; 
Marc et al., 1990). In fact, it is even possible to 
verify, by immunocytochemistry, that a cell con- 
tains an immunoreactivity kinetically indistin- 
guishable from a model GABA antigen (Marc et 
al., 1990; Marc and Basinger, 1991). Electron 
microscopic immunocytochemistry with anti- 
GABA IgGs and detection by gold granules 
coated with linking IgGs is compatible with strong 
glutaraldehyde fixation and varying degrees of 
osmication (e.g., Studholme and Yazulla, 1988; 
Koontz and Hendrickson, 1990). The resolution is 
far superior to uptake autoradiography, but even 
so, immunogold procedures suffer from the same 
“pointillist” statistical requirements as autoradio- 
graphy: establishment of signal-to-noise criteria, 
and definition of labelling regime (Le., in low- 
density Poisson-like labeling, how many false neg- 
atives will appear?). Detection with the horse- 
radish peroxidase (HRPI-diaminobenzidine 
(DAB) product provides good spatial resolution, 
moderate signal detectability but may obscure 
many structural features, notably pre-synaptic 
specializations. In my laboratory, W.-L. Liu and I 
have used an overlay technique with digital regis- 
tration: 100 nm sections are serially processed for 
high resolution electron microscopy and light mi- 
croscopic GABA immunoreactivity with silver-in- 
tensified immunogold visualization. The pairs of 
images are digitally registered and overlaid, liter- 
ally painting a high-signal-to-noise GABA image 
with a signal reliability of nearly 1.0 on the elec- 
tron microscopic image. This provides rapid, reli- 
able assignment of thousands of optimally viewed 
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Fig. 1.  GAD immunoreactivity in non-mammalian retinas. A, dogfish; B, ratfish; C. goldfish; D, catfish; E, turtle; and F, chick. In 
all cases the inner plexiform layer is delineated by a white, double-headed arrow. a, immunoreactive amacrine cell bodies; h, 
immunoreactive horizontal cell bodies; x, immunoreactive horizontal cell axons. A-F, 5 p m  sections. Reprinted by permission from 
Brandon (1985) Brain Res., 334: 286-295. 
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synaptic processes without grain counts or elec- 
tron microscopic immunocytochemistry. Its limi- 
tations are the inability to resolve the smallest 
processes and the need for computational re- 
sources. In concert with these other methods, 
however, it provides one more powerful tactic to 
trace GABAergic circuitry (see Fig. 7). 

GABA immunoreactivity has been mapped to 
many vertebrate retinas (see Phylogenetics), but 
the general patterns of organization in non-mam- 
malians/ectotherms are easily demonstrated (Fig. 
2). In general, a clear population of GABA im- 
munoreactive horizontal cells can be seen in most 
species (tiger salamander, goldfish and pigeon 
shown). In addition, the inner plexiform layer is a 
virtually unbroken field of GABA immunoreac- 
tivity and labeled somas are found in both the 
amacrine and ganglion cell layers, indicating the 
presence of GABAergic conventional and dis- 
placed amacrine cells at least. The GABAergic 
innervation of the inner plexiform layer is often 
so dense that it is difficult to resolve the many 
sublayers that are present. Extensive discussion 
of stratification concepts for GABAergic systems 
has been published elsewhere (Marc, 1986; Hurd 
and Eldred, 1991; Koontz and Hendrickson, 
1990). The general impression is that many types 
of highly stratified GABAergic amacrine cells are 
stacked through the entire inner plexiform layer. 
My view is that most of these cells are involved in 
similar, generic forms of microcircuits for every 
type of bipolar cell and that the entire population 
is not so complex after all. 

There has been a report of both GABA and 
GAD immunoreactivity in primate cones (Nishi- 
mura et al., 1985) and in a specific subset of 
lizard cones (Engbretson et al., 1988). However, 
many workers have reported mammalian cones in 
general and primate cones in particular (Hend- 
rickson et al., 1985; Mariani and Caserta, 1986) to 
be clearly GAD immunonegative. Furthermore, 
ail primate cones are strongly glutamate im- 
munoreactive and GABA immunonegative (Marc, 
unpublished data). From both a physiological and 
immunochemical view, the conclusions of 

Nishimura et al. (1985) must be considered incor- 
rect and their results due to uncompensated 
cross-reactivities. The issues surrounding lizard 
cones are as yet unresolved, but the carefulness 
of that study gives some confidence that a subset 
of GABAergic photoreceptors could exist in some 
lacertilians. 

GASAergic neurons can be visualized by au,tora- 
diography of high affinity symport of [3H]GABA 
or GABA analogues 

The first successful marker for GABAergic 
neurons in an ectotherm retina was light micro- 
scopic autoradiography of [ 3H]GABA uptake 
(e.g., Voaden et al., 1974; frog). These results 
revealed three important features that are now 
obviously common to most non-mammalians: (1 
Some horizontal cells and (2) some amacrine cells 
were strongly labeled by [ 3H]GABA incubations; 
(3) Unlike mammalian retinas, most ectotherms 
lacked Muller’s cell uptake of GABA. This latter 
feature has been extremely fortunate for circuitry 
analysis since viewing of GABAergic synaptology 
in bony non-mammalians is largely unobscured by 
spatial buffering effects (but see below). Similar 
experiments in goldfish retina (Lam and Stein- 
man, 1971) were augmented by the observations 
that GAD activity was high in fractions of dissoci- 
ated goldfish retinal cells enriched for horizontal 
cells (Lam, 1975). Subsequent immunocytochemi- 
cal work has convincingly shown that [3H]GABA 
accumulating goldfish H1 horizontal cells are also 
GAD immunoreactive (Lam et al., 1979; Yazulla, 
1985; Fig. 1). Moreover, goldfish H1 horizontal 
cells are also GABA immunoreactive (Yazulla, 
1986; Ball and Brandon, 1988; Marc et al., 1990; 
Fig. 2). There are similar correlative data for 
other species (see Phylogenetics). The concor- 
dance of various markers of GABAergic function 
in ectotherm horizontal cells is almost an identity. 
Some differences still appear, such as Brandon’s 
(1985) finding that shark horizontal cells are GAD 
immunonegative and the result from Brunken et 
al., 1984 that they are GAD immunoreactive. The 
discrepancy is not easily resolved, but it is proper 
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to note the large phylogenetic separation of chon- 
drichthyans from the sources of GAD antigen 
(which were different in the two cases) and con- 
sider the possibility that GAD isoforms unde- 
tectable by some anti-GAD IgGs are expressed as 
possible causes for the difference. 

Things have not been so simple for the 
amacrine cell populations. Initially, the corre- 
spondence between GAD immunocytochemistry 
(Zucker et al., 1984), ['HIGABA uptake (Marc et 
al., 1978) in amacrine cells and GABA receptor 
localization (see Yazulla, 1986) in goldfish retina 
was quite unsatisfactory. The basic flaw in all 
these studies was an underappreciation of the 
potency of high affinity GABA symporters (Marc, 
1989b and unpublished data; Fig. 3). In effect, 
the goldfish and other ectotherm retinas possess 
a strong laminar spatial buffering of extracellular 
GABA levels due to (1) the horizontal cell layer 
and (2) the massive accretion of GABAergic 
synapses throughout the entire inner plexiform 
layer as is evident from GABA immunoreactivity. 
Thus exogenously applied ['HIGABA (1-5 pM) 
has little opportunity to penetrate very far before 
it is fully cleared. Under conventional incubation 
conditions, only H1 horizontal cells and an appar- 
ent single population of pyriform amacrine cells 
arborizing in sublayer 5 of the inner plexiform 
layer are visible by autoradiography. Tactics that 
override these barriers, such as (1) retinal slices 
(Marc, 1986 and unpublished data), (2) long incu- 
bations (Marc, 1986) or (3) intravitreal injections 
(Ball and Brandon, 1986), (4) substrates for which 
the GABA symporter has lower affinity (['HI 
muscimol: Ball and Brandon, 1986; [ ' Hlisuguvac- 
ine: Yazulla, 1986; 6-[ 'H]aminolevulinic acid: 
Marc, unpublished data), and (5 )  suppression of 

the K ,  (Na+ depletion: Yazulla and Klein- 
Schmidt, 1983; competitive inhibition by nipecotic 
acid or unlabeled GABA, Marc, 1986; Marc, 
1989b, Muller and Marc, 1990 and unpublished 
data; Fig. 3) all demonstrate GABA uptake is 
distributed throughout the inner plexiform layer 
and that there are actually many GABAergic 
cells in the amacrine cell layer and the ganglion 
cell layer. As techniques matured, the levels of 
correspondence among GAD immunocytochem- 
istry, GABA immunocytochemistry and GABA 
uptake autoradiography improved (Ball and 
Brandon, 1986; Yazulla et al., 1986; Ball, 1987; 
Marc, 1989b) until today it is difficult to docu- 
ment the existence of a GABAergic cell popula- 
tion in the goldfish retina that does not possess 
both GABA symport and immunoreactivity. The 
matches are quite good in other species, though 
the correspondence between GAD and GABA 
immunoreactivity is not quite an identity in some 
species (Hurd and Eldred, 1991). The reasons for 
this are likely complex. Once again, GAD iso- 
forms may not be antigens for all anti-GAD IgGs. 
But since there are usually more GABA im- 
munoreactive than GAD immunoreactive cells 
(e.g., Hurd and Eldred, 1990), other phenomena 
may be involved, assuming that all of the true 
GAD-containing cells have been effectively 
marked. One possibility is the potential occur- 
rence of heterologous gap junctions between 
GABAergic and non-GABAergic amacrine cells, 
which might lead to some cross labeling (cf. 
Yazulla and Yang, 1988). Thus a GABA im- 
munoreactive cell might actually be glycinergic, 
only coupled to a GABAergic cell, and thus GAD 
immunonegative. It has also been proposed that 
some cells could accumulate enough GABA from 

Fig. 2. GABA immunoreactivity in three non-mammalian retinas: tiger salamander, goldfish and pigeon all displayed at the same 
scale. Each exhibits a distinctive row of GABA immunoreactive horizontal cells (H), numerous immunoreactive amacrine cells (A) 
and a few displaced amacrine cells (dA). Note the complete absence of immunoreactivity in Miiller's cell processes (MI. The inner 
plexiform layer is bracketed by asterisks and is immunoreactive throughout. Goldfish horizontal cells also display GABA 
immunoreactive axon terminals (HAT). Bipolar cell terminals such as the ON center cell labeled Mb are immunonegative. Cell Mb 
is also displayed in Fig. 7. All specimens were processed by the silver intensified immunogold method (Marc et al., 1990). The tiger 
salamander and pigeon sections were 500 nm thick and the goldfish section was 100 nm thick. 



the extracellular space to become GABA im- 
munoreactive. My bias is that such accumulation 
is kinetically untenable, but evidence for either 

view has not been convincingly marshalled. In any 
event, the degrees of correspondence among 
markers in the goldfish have increased to 92-97% 

Fig. 3. Spatial buffering o f  [.'H]GABA uptake in the goldfish retina analyzed by light microscopic autoradiography of 500 nm thick 
sections. (a) A section from a retina incubated 10 minutes in 1 ~ L M  ['HIGABA and processed according to Marc et al. (1978). 
revealing typical labeling of HI horizontal cells (HI)  and their axon terminals (HIAT). a pyriform amacrine cell (AC) destined for 
sublayer 5 which is dense with label; 14 day exposure. (b) A section from a retina incubated as in (a) but with the addition of 1 mM 
nipecotic acid. After a 35 day exposure, which roughly equates horizontal cell soma laheling, a massive increase in the number of 
labeled amacrine cell somas occurs (arrowheads), as well as the appearance of displaced amacrine cells (d) which we now know to 
be the goldfish equivalent of the starburst amacrine cell (see text). The inner plexiform layer is also much more heavily labeled, 
indicating the breakdown of the spatial buffer by competitive inhibition. 
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(Marc, 1989b). For all practical purposes, GAD 
immunoreactivity, GABA immunoreactivity or 
f3H]GABA or GABA analogue uptake autora- 
diography may be employed at the light micro- 
scopic or electron microscopic level interchange- 
ably in the goldfish, with high confidence that 
bona fide GABAergic neurons are being marked. 
This may not be true in all species, but the 
degree of correspondence is extremely high in 
most systems that have been carefully examined. 

The choice of marker and mode of detection is 
consequential for ultrastructural visualization. 
Exploiting the GABA symporter for electron mi- 
croscopic autoradiography requires either accept- 
ing the limited sampling allowed by spatial 
buffering (Marc et al., 1978; Muller and Marc, 
1990) or using conditions to reduce the effects of 
spatial GABA buffering such as [3H]muscimol 
uptake (Yazulla and Brecha, 1980) or competitive 
inhibition with nipecotic acid (Marc, 1989b; 
Muller and Marc, 1990; Figs. 3 8 .  The positive 
attributes of uptake experiments is that they are 
possible in virtually all species, the reagents are 
commercially available in high purity, and the 
technique is compatible with the highest quality 
ultrastructural preservation, HRP marked neu- 
ronal processes (Muller and Marc, 1990) and 
Golgi impregnation (Pourcho and Goebel, 1983; 
Kalloniatis and Marc, 1990b). The disadvantages 
are the technical risks, long signal integration 
time, low data density and inherent spatial limits 
of autoradiography. Nevertheless, outstanding 
morphological documentation has been achieved 
with autoradiographic methods in many species 
(e.g., Freed, Chapter 6). 

Phylogenetics 

Why do we bother to provide separate descrip- 
tions of ectotherm circuitries? There are three 
striking differences between mammals and most 
non-mammalians. First, the mammalian retina 
exhibits strong segregation of rod and cone path- 
ways into separate cellular channels whose final 

common path is realized in the distribution of rod 
bipolar cell outputs to the glycinergic A11 ama- 
crine cell, thence via non-rectifying gap junctions 
to depolarizing cone bipolar cells and sign-invert- 
ing glycinergic synapses onto hyperpolarizing 
bipolar cells, and finally from the bipolar cells to 
ganglion cells (Ramon y Cajal, 1893; Famiglietti 
and Kolb, 1975; Kolb and Nelson, 1983; Dacheux 
and Raviola, 1986; Strettoi et al., 1990). Con- 
versely, many non-mammalians possess mixed 
bipolar cells which contact both rods and cones 
(e.g., Ramon y Cajal, 1893; Stell, 1967; Scholes, 
1975; Ishida et al., 1980). Thus no specialized 
inner plexiform layer circuitry is required to 
achieve rod-cone convergence into a final com- 
mon path in ectotherm vertebrates. A second 
dramatic feature is that almost all non-mam- 
malian vertebrates possess GABAergic horizontal 
cells and almost all non-mammalian retinal 
Miiller’s cells lack a GABA symporter. Third, 
most non-mammalians possess pleomorphic 
cones. That is, virtually every spectral class of 
cones in non-mammalians possesses a strongly 
differentiated morphology (see review by Marc, 
1982); such differentiations can even be made 
within a spectral class and bespeak connective 
segregations, the functions of which remain unde- 
fined. In contrast, the spectral classes of mam- 
malian cones are monomorphic: essentially iden- 
tical but for some very subtle variations (Ahnelt 
et al., 1987). These differences alone, among oth- 
ers, demand a careful separate evaluation of 
non-mammalian organization before we can safely 
generalize features of GABAergic circuitry across 
taxa. This spectrum of differences in retinal orga- 
nization allows a clear segregation of vertebrate 
retinas into three types (Marc, 1989~): Type 1, 
the cartilaginous ectotherms (Cyclostomata; 
Chondrichthyes); Type 2, the bony non-mam- 
malians composed of the osseous ectotherms 
(Osteichthyes, Amphibia, Reptilia) and the one 
non-mammalian endothermic class (Aves); Type 
3, the mammalians. A final detail is that, while 
avians are endotherms and not ectotherms, their 
retinas are explicitly ectotherm in design. 
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TABLE I 
Patterns of GABA markers in the vertebrate retina 

Taxon MC HC HC HC 
Symport Symport GABA IR GAD 1R 

Class Cyclostomata 
Myxinus sp. (hagfish) + 0 + 
lchthyomyzon sp. (brook lamprey) + 0 + 
Petromyzon marinus (lamprey) + . a  

Class Chondrichthyes 
Dasyatis sabina (ray) 
Hydrolagus collri (ratfish) 
Raja spp. (skates) 
Squalas acanthias (shark) 
Mustelus canis (shark) 

Class Osteichthyes 
Protopterus sp. (lungfish) 
Calamoichthyrs sp. (reedfish) 
Po/yptrrus palmas (bichir) 
Lrpisostrus osseus (gar) 
Carassius auratuf (goldfish) 
Carassilts rarassius (carp) 
lctalurus puncrarus (catfish) 
Microptrrus sp. (bass) 

0 + 
0 + 
0 + 

Lrpomis sp. (sunfish) 0 
Lumprnis saggita (snakefish) 0 
Porichthyes notatum (midshipman) 0 
Cymatogastrr aggregata (shiner perch) 0 
Brtta splrndrns (betta) 0 

A Mormynts sp. 

Class Amphibia 
Rana spp. (frogs) 0, I +, 1 + *  m 
Xrnopus laeits (clawed frog) 0 . 0  4.0 + 
Bufo marinus (toad) 0 + + 
Necturus maculosus (mud puppy) 0. P +. P +. 4 
Ambystoma tigrinum (tiger salamander) 0, s +. s 
Amphiuma means (congo eel) 0 
(Golden newt) 0 
Triturus alprstris (salamander) 
Salamandra salamandra (salamander) 
Plrurodeles waltli (salamander) 

A Ichthyophis kohtaoensis (gymnophionid) 0 

Class Reptilia 
Pseudemys scripta rlegans (turtle) 0. b + . b  +. V 
Anolis carolinensis (anolis) 0 + + 
Xantusia cligilis (night lizard) 

A Thamnophis sirtalis (garter snake) 
A Lampropeltis sp. (King snake) 

Class Aves 
Gallus domesticus (chicken) 
Columbia l i i ia (pigeon) 

+, X + 0 0 
+ 0 0 

+, i 
+ 
+, k 

+. X 
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TABLE 1 (continued) 

Taxon MC HC HC HC 

Class Mammalia 
Symport Symport GABA IR GAD IR 

Seronir bruchuryu (wallaby) 0 
Rattus norvegicus (rat) +, bb 0, bb 0, cc 0. dd 
Mus musculus (mouse) + 0 0 0. ee 
Oryctolugus cuniculus (rabbit) +, ff 0, ff 0, gg 0, hh 
Sus scrofu (pig) 0, k 
Odocoileus sp. (American deer) 0 
Cuoiu porcellus (guinea pig) +, ii 0, ii 
Cupru hircus (goat) +, ii 0, ii 

Suimiti sciureus (squirrel monkey) + 0 0 0, mm 
A Pupw (baboon) +.N 0, ii +, 0, kk +,O,Il 

Homo supiem (human) + 0 0, kk 0, nn 
A Macucu spp. (macaques) + 0 +. 0,oo 0, PP 
A Felis curus (cat) +* 99 0, qq +, 0. rr +,O,SS 
A Cunis domesticus (dog) + 0 + 
A Musrela fur0 (ferret) + 0 + 

Symbols: +, symport or immunoreactivity present; 0, symport or immunoreactivity absent; A, species with anomalous labeling 
relative to Class; letter, representative references; no letter, Marc, unpublished data. 
Reference list (RM - Marc, unpublished data): a - Rubinson et al., 1989, 1990. b - Lam, 1976; RM. c - Agardh et al., 1987b; RM. d - 
Agardh et al., 1987b; Brandon, 1985; Brunken et al., 1986. e - Brandon, 1985; Brunken et al., 1986. f - Brunken et al.. 1986. g - Lam 
and Steinman, 1971; Marc et al., 1978; Yazulla, 1983. h - Mosinger et al., 1986; Yazulla, 1986; Ball, 1987; Marc, 1989b; Marc et al., 
1990. i - Lam et al., 1979; Yazulla, 1986; Brandon, 1985; Ball and Brandon, 1986; Yazulla et al., 1986; RM. j - Lam et al., 1978; RM. 
k -Brandon, 1985. I - Voaden et al., 1974; RM. m - Mosinger et al., 1986; Agardh et al., 198%; Marc et al., 1990. n - Brandon et al., 
1980, Brandon, 1985. o - Hollyfield et al., 1979; Smiley and Basinger, 1990, RM. p - Pourcho et al., 1984; Yazulla, 1986; RM. q - 
Mosinger et al., 1986; RM. r - Yazulla, 1986. s - Watt et al., 1987; Wu, 1986; RM. t - Yang and Yazulla, 1988; RM. u - Glaesner et 
al., 1988. v - Mosinger et al., 1986; Hurd and Eldred, 1989; RM. w -Yazulla, 1986; Hurd and Eldred, 1989. x - Engbretson et al., 
1988. y - Marshall and Voaden, 1974b; Yazulla and Brecha, 1980; Yazulla, 1986; RM. z - Marshall and Voaden, 1974b Marc, 1986. 
aa - Agardh et  al., 1987b. bb - Neal and Iversen, 1972; Marshall and Voaden, 1974a; RM. cc - Mosinger et al., 1986; Neal and 
Iversen, 1972; Marshall and Voaden, 1974a; RM. cc - Mosinger et al., 1986; Neal et al., 1989; RM. dd - Vaughn et  al., 1981; Wu et 
al.. 1986. ee - Brandon, 1985; Schnitzer and Russoff 1984, ff - Ehinger, 1970; Marshall and Voaden, 1975; Redburn and Madtes, 
1986, RM. gg - Mosinger et al., 1986; Agardh et al., 198%; RM. hh - Brandon et al., 1979; Brandon, 1985; Yazulla. 1986; Agardh et 
al., 1987b. ii - Marshall and Voaden, 1975. jj - Marshall and Voaden, 1975; RM. kk - Agardh et al., 1987a; RM. II - Agardh et al., 
1987a. mm - Brecha, 1983. nn - Agardh et al., 1987b; Sarthy and Fu, 1989b - in situ hybridization. oo - Hendrickson et al., 1985; 
Mosinger et al., 1986; Agardh et al., 198%. Griinert and Wassle, 1990, Kalloniatis and Marc, unpublished. pp - Hendrickson et al., 
1985; Brandon, 1985; Mariani and Caserta, 1986. qq - Marshall and Voaden, 1975; Pourcho, 1980; Nakamura et al., 1980 RM. rr - 
Wassle and Chun, 1989; Ehinger et al., 1991; RM. ss - Brandon, 1985; Sarthy and Fu, 1989a - in situ hybridization. 

virtually all non-mammalians possess GABAergic 
horizontal cells 

When autoradiography for [ 3H]GABA uptake, 
or immunocytochemistry for GABA or GAD im- 
munoreactivity is applied to a variety of retinas, 
almost every type 1 and 2 vertebrate displays 
evidence of GABAergic horizontal cells (Table 
1). The exceptions are themselves instructive. It is 
not possible to show that the horizontal cells of 
Cyclostomes (lampreys and hagfishes) or Chon- 

drichthyes (sharks, rays, skates and chimaeras) 
have GABA symporters (Marc, unpublished data) 
simply because they are encased in Miiller’s cells 
which exhibit potent GABA symport (Lam, 1976; 
Ripps and Witkovsky, 1985; Marc, unpublished 
data). When immunocytochemical techniques are 
applied, however, these vertebrates can easily be 
shown to possess horizontal cells which are im- 
munoreactive for GAD and/or GABA (Brunken 
et al., 1984; Rubinson et al., 1989, 1990; Marc, 
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unpublished data). Thus it seems that GABAer- 
gic horizontal cells are the norm across most 
non-mammalian vertebrates. 

There are, however, some type 2 vertebrates 
that lack GABA immunoreactive horizontal cells 
and GABA symport by horizontal cells: The 
snakes (0. Ophidia), the caeacelian amphibians 
(0. Gymnophiona) and some teleost fishes such 
as the genus Moryrops, a weakly electric fish. The 
latter two beasts inhabit scotopic niches and ap- 
parently lack cones. The former, the snakes, are 
cone rich but have retinas considered as re-de- 
rived from an ancestral rod format (see Crescitelli, 
1972) and it is thought that they have experienced 
an obligate fossorial, and hence scotopic, phase. 
In any case, I posit that the loss of ancestral cone 
systems led to the loss of cone driven GABAergic 
horizontal cells. Further discussion of this topic is 
inappropriate here. The important point is that 
most non-mammalians have rich GABAergic hor- 
izontal cell networks. 

The absence of glial GABA symporters in most 
non-mammalians is a powerful benefit to circuitry 
analysis but also raises another point. In type 1 
and 3 vertebrates, the glia form a considerable 
barrier between neuronal GABA symporters deep 
in the outer plexiform and inner plexiform layers 
and the substrate, GABA. As this was first ob- 
served by Neal and Iversen (1972) in rat retina, 
how do we know that the purported absence of 
GABA uptake by most mammalian horizontal 
cells (even those presumed to be GABAergic by 
virtue of GABA immunoreactivity, e.g., Wassle 
and Chun,1990) is not due to strong glial barri- 
ers? The neuronal GABA symporters of mam- 
malian amacrine cells can transport [ 'H]musci- 
mol (which glia cannot), yet cat horizontal cells 
still remain unlabeled (Wassle and Chun, 1989). 
Does this mean these cells lack a GABA sym- 
porter? Such a conclusion is still tenuous since 
horizontal cells in non-mammalians clearly show 
less potent uptake of muscimol than do amacrine 
cells (e.g., Yazulla and Brecha, 1980). In fact, 
avian GABAergic horizontal cells have excellent 
GABA uptake but seem unable to effectively 

transport either muscimol or isoguvacine (Yazulla 
and Brecha, 1980; Yazulla, 1986) even though 
avian GABAergic amacrine cells can transport all 
three substrates. Thus [ 'H]muscimol uptake must 
still be considered a weak test for the presence or 
absence of a horizontal cell GABA symporter. 

Many amacrine cells in all vertebrates are 
GA BAergic 

Every vertebrate examined by immunocyto- 
chemical or autoradiographic means displays a 
large contingent of GABAergic amacrine cells. 
Although the detailed forms of most of them 
remain to be determined, we do have a good 
sense of the general types of neurons included in 
this cohort from some species. It is fairly well 
established that pyriform shaped amacrine cells 
that stratify in sublayer 5 of the goldfish inner 
plexiform layer are GABAergic (Marc et al., 1978; 
Ball and Brandon, 1986; Yazulla et  al., 1986). 
Many other species of teleost fishes (i.e., those 
listed in Table 1) show a similar or identical 
cohort of cells. Both autoradiographic and im- 
munocytochemical techniques reveal that GABA- 
ergic amacrine cell systems in most species exam- 
ined so far, especially avians and reptiles, display 
strong stratification patterns in the inner plexi- 
form layer (e.g., Marc, 1986; Yazulla, 1986; Hurd 
and Eldred, 1990). This implies that many vari- 
eties of GABAergic amacrine cells have input- 
output operations tightly constrained to certain 
regions of the neuropil, probably tightly coupled 
to the laminar distributions of bipolar cell termi- 
nals (Marc, 1986). 

Of course our real interests in amacrine cell 
populations are the forms and distributions of 
individual types of GABAergic amacrine cells, 
and it turns out that this is the arena in which 
neurotransmitter colocalization and other mark- 
ers have been most useful. It is beyond the scope 
of this review to detail all the possible GABAer- 
gic populations in vertebrate retinas. But as an 
example, it is now quite clear that serotonin-accu- 
mulating neurons in the goldfish (Marc et  al., 
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1988a) are GABAergic (Ball and Tutton, 1990; 
Marc, unpublished data). This then identifies two 
subsets of GABAergic neurons: (1) the serotonin- 
ergic S1 cells which arborize primarily in sublayer 
1 of the inner plexiform layer and are pre-and 
post-synaptic to off-center bipolar cells; and (2) 
the more populous serotonin accumulating S2 
amacrine cells which terminate in sublayer 3. 
Since serotonin accumulating neurons in the rab- 
bit retina are also GABAergic (Wassle and Chun, 
1988; Sandell and Masland, 1989; Massey et al., 
19911, it would not be surprising to discover that 
all serotonin-labeled amacrine cells in all verte- 
brates were GABAergic amacrine cells. More- 
over, it seems that cholinergic neurons in most 
retinas will also be GABAergic. The starburst 
amacrine cells of the rabbit retina are choliner- 
gic/GABAergic cells whose morphologies are 
well known (Brecha et al., 1988; Vaney and 
Young, 1988). Similarly, we have shown that the 
choline acetyltransferase immunoreactive ama- 
crine cells of the goldfish retina co-localize [‘HI- 
GABA uptake and GABA immunoreactivity (Li 
and Marc, unpublished data) and a subset is also 
starburst in morphology (Arnold and Marc, un- 
published data). In goldfish, at least, all the 
GABAergic neurons in the ganglion cell layer are 
displaced GABAergic amacrine cells (Ball and St. 
Denis, 1986; Marc et al., 1990) and all are proba- 
bly cholinergic as well (Li and Marc, unpublished 
data). It is also plausible that many peptidergic 
neurons will turn out to be GABAergic, as has 
been demonstrated in Watt and his colleagues 
(e.g., Watt et al., 1987). If so, yet another type of 
GABAergic amacrine cell may be one of the 
tachykinin (substance PI immunoreactive cells de- 
scribed by Yazulla et al. (1985) as being mono- 
stratified near sublayer 3 and receiving extensive 
bipolar cell input. This would be consistent with a 
theme to be elaborated in this review, that 
GABAergic amacrine cells are lateral elements 
receiving their prime inputs from bipolar cells in 
a manner virtually identical to the horizontal cell 
network of the outer plexiform layer (see Wu, 
Chapter 5). 

The estimates of the fraction of the amacrine 
cell layer comprised by GABAergic amacrine cells 
varies somewhat from species to species and is 
particularly hard to estimate in those animals 
with extremely thick amacrine cell layers, such as 
avians and anuran amphibians. In the goldfish, it 
appears that roughly 50% of the somas in the 
amacrine cell layer are GABAergic and about 
30-35% are glycinergic. The remainder must be 
composed of Muller’s cells somas, some cone 
bipolar cells (see Marc et al., 1990), and displaced 
ganglion cells. In all vertebrates, a large fraction 
of all somas in the amacrine cell layer derive 
from GABAergic amacrine cells. 

The anatomy of synaptic transmission 

Conventional synapses are the primary sites of 
GABAergic transmission 

The essence of ultrastructural analyses of cir- 
cuitry is the synapse and its morphological signa- 
tures: pre-synaptic vesicle accumulations, pre- 
synaptic cytosolic/intracellular membrane face 
specializations, increased membrane electron 
opacity, occasional periodic extracellular electron 
opacities in the synaptic cleft, post-synaptic elec- 
tron opaque specializations. We presume we may 
unravel the circuitries of GABAergic neurons 
based on patterns of conventional synaptic con- 
tact. This is not necessarily a foregone conclusion 
since these synapses may, for some reason, not 
reflect bona fide sites of GABAergic transmission 
or may not be the only sites. (1) There is evidence 
that some GABAergic neurons can release GABA 
by a Ca2+-independent mechanism (Schwartz, 
1982; Ayoub and Lam, 1984; Schwartz, 1987; Fig. 
4a), (2) it has been difficult to document Ca2+-de- 
pendent GABA release from mammalian 
amacrine cells in general (e.g., O’Malley and 
Masland, 1989) and (3) colocalization of neuro- 
transmitter substances raises the query of which 
neurotransmitter is actually loaded in the vesicles 
we observe. 

I believe we can be confident that neurons 
containing appropriate GABA markers (uptake 
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or immunoreactivity) communicate via conven- 
tional synapses characterized by pre-synaptic ac- 
cumulations of small, clear vesicles. First, evoked 
release of pre-loaded GABAergic amacrine cells 
in the goldfish retina is almost totally Ca2+-de- 
pendent (Fig. 4b, Ayoub and Lam, 1984). Second, 
an aspect of synaptic function which receives 
little attention but remains pivotal is the vesicle 
loading process. As far as is known, all vesicles 
mediating synaptic transmission of small 
molecules such as monamines or amino acids are 
loaded by ligand/proton antiporters. Glutamate, 
GABA and glycine antiporters have been kineti- 
cally characterized (e.g., Fischer-Bovenkerk et  al., 
1988; Maycox et al., 1988; Kish et al., 1989). Each 
is extremely stereospecific and, in fact, there are 
no known competitive inhibitors of the GABA 
antiporter. This is important for a very subtle 
reason. Muscimol, a potent GABA, receptor 
agonist, is also a specific but weak substrate for 
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some neuronal but not glial GABA symporters 
(Yazulla, 1986). GABAergic amacrine cells can 
be loaded with [3H]muscimol. Models of non- 
vesicular GABA release are strongly consistent 
with the view that the GABA/Na+ symporter is 
responsible for the voltage dependent efflux 
(Ayoub and Lam, 1984; Yazulla, 1986; Schwartz, 
1987). If so, [3H]muscimol should be easy to 
release from the rabbit retina, if GABAergic 
amacrine cells release GABA through a Ca2+-in- 
dependent path. However, the same photic, ionic 
and pharmacologic stimuli which can evoke mas- 
sive [ 3H]acetylcholine release in rabbit retina 
(Linn and Massey, 1991; Linn et al., 1991) are 
without effect on [3H]muscimol loaded cells (Linn 
and Massey, personal communication). Why is 
this so? The answer seems quite simple: No 
[3Hlmuscimol was available to any physiological 
release mechanism. Even 100 p M  muscimol is 
without effect on the GABA vesicle antiporter 
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Fig. 4. Ca2+ dependence of GABA release from horizontal and amacrine cells in intact goldfish retinas. (a) J3H]GABA was 
incorporated into horizontal cells by incubation under dim red light illumination. The release profile was elicited by incubations in 
physiological (Ca*+-containing, continuous line) and Ca2+-free (dashed line) saline solutions, with 60 m M  K+ added for a three 
minute period to depolarize the cells. Nipecotic acid was added throughout to inhibit GABA uptake. The values are means f SE of 
means of a minimum of twelve experiments. (b) A preferential incorporation of [3H]GABA into amacrine cells was accomplished 
by injection of the label into goldfish eyes, followed by incubation in darkness. The retinas were then used in release experiments as 
described for horizontal cells. Note the strong dependence of evoked release on the presence of Ca2' for amacrine cells and only a 
partial dependence for horizontal cells. Reprinted by permission from Ayoub and Lam (1984) J. Physiol. (London), 355: 191-214. 
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and muscimol cannot enter the vesicular release 
compartment (Kish et al., 1989). Though star- 
burst amacrine cells have robust muscimol uptake 
(Massey et al., 1991), they clearly cannot release 
it. This implies that GABAergic amacrine cells 
do not use Ca2+-independent release as their 
prime mode of synaptic communication and is a 
critical concept because the vesicular release 
model is the underpinning of structural connec- 
tivity data. Finally, and very importantly, the dis- 
tributions of GABA receptors, whether mapped 
anatomically (see Brecha, Chapter 1) or physio- 
logically (Ishida, Chapter 2; Slaughter and Pan, 
Chapter 3; Wu, Chapter 5 )  strongly affirm the 
view that the very synapses we see in the electron 
microscope are sites of GABAergic transmission. 

GABAergic horizontal cells utilize both 
conventional synapses and symporters for 
GABAergic transmission 

It is quite evident that non-mammalian hori- 
zontal cells constitute a special case worthy of our 
attention because there is evidence that they do 
indeed exploit the transport capacities of the 
GABA symporter to release GABA in the outer 
plexiform layer. The GABAergic horizontal cells 
of the goldfish retina release endogenous GABA 
by both Ca2+-dependent and Ca*+-independent 
processes (Ayoub and Lam, 1985). We now know 
the somas, proximal dendrites and axon terminals 
of teleost horizontal cells contain beautiful con- 
ventional synapses (Marc and Liu, 1984; Marshak 
and Dowling, 1987; review by Sakai and Naka, 
1988). However, the prime site of GABAergic 
horizontal cell action seems to be photoreceptor 
feedback (Murakami et al., 1982; Kaneko and 
Tachibana, 1986a,b; Wu, 1986; Wu, Chapter 5 )  
even though conventional horizontal cell + cone 
synapses are absent in most species. The Ca*+-in- 
dependent release of GABA from ectotherm hor- 
izontal cells is well documented (Schwartz, 1982; 
Yazulla and Kleinschmidt, 1983; Ayoub and Lam, 
1984, 1985; review by Yazulla, 1986; Schwartz, 
1987; Fig. 4a) and by extension, many of us sus- 
pect that the process is mediated by GABA sym- 

porter molecules aggregated into the tips of the 
horizontal cell dendrites as they invaginate deeply 
into the cone pedicle. Since immunochemical 
probes for at least one neuronal GABA sym- 
porter are available (Radian et al., 19901, it may 
be possible to directly test this hypothesis. A 
provocative approach, albeit indirect, has been 
the histochemical localization of p-nitrophenyl- 
phosphatase activity in goldfish retina, which can 
be used to map membrane sites of presumed 
Na+-K+ ATPase accumulations (Yazulla and 
Studholme, 1987). Among many structures, hori- 
zontal cell dendrites in cone pedicles stood out in 
possessing clear accumulations of reaction prod- 
uct, implying that there is some selective concen- 
tration of ATPase activity in those processes and 
a dearth of reaction product apposed to known 
sites of vesicular GABAergic transmission in the 
inner plexiform layer. In any case, the connectiv- 
ity of GABAergic horizontal cells is clear in spite 
of not being able to visualize the actual site of 
synaptic transmission. Furthermore, we can ex- 
ploit the anatomy of conventional synaptic archi- 
tecture in horizontal cells as well as amacrine 
cells when considering connectivities with neu- 
rons other than photoreceptors. 

Microcircuits 

I use the term microcircuits in the sense ex- 
pressed by Shepherd and Koch (1990): That level 
of synaptic organization that is the most local in 
nature and a subset of the next stage, dendritic 
integration. As I discuss the various microcircuits 
known in ectotherm retinas, I will focus heavily 
on my own preferred animal, the goldfish. More- 
over I will employ modifications of some common 
terminology to denote kinds of microcircuits (Ta- 
ble 2). GABA is clearly associated with the generic 
process of lateral inhibition in the vertebrate 
retina but different formal paths should be de- 
fined. First, feedback and feedforward should be 
differentiated in biological and engineering terms 
(Shepherd and Koch, 1990). Feedback is the pro- 
cess where a portion of the output signal of a 
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stage in a serial chain (e.g., photoreceptor or 
bipolar cell output) is part of the input to the 
same stage (e.g., path 1 in Fig. 10). Feedforward is 
the process where a portion of the output signal 
of a given stage in a serial chain is part of the 
input to the next element in the chain (path 2, 
Fig. 10). Since GABAergic mechanisms, regard- 
less of the receptor mechanism underlying their 
operations, are virtually always sign-inverting or 
attenuating in their effects (see discussion on this 
point by Slaughter and Pan, Chapter 31, all refer- 
ences to feedforward and feedback will imply 
negatiile feedforward and negative feedback. 
These two neural processes are roughly equiva- 
lent to negative feedback and negative feedfor- 
ward in amplifier design in that feedback involves 
adding the inverted signal to the input signal 
prior to the gain step (i.e., the synapse), whereas 
feedforward adds it after the gain step. This 
dichotomy is important and retinal synaptology 
follows many of the same operating rules as elec- 

tronic devices (Naka, 1977): i.e., many retinal 
neurons exhibit operating characteristics diagnos- 
tic of feedback processes. With certain mathe- 
matical constraints, negative feedback has the 
capacity to improve the signal reliability, increase 
the signal-to-noise ratio, broaden the bandwidth, 
speed the impulse response and enhance the 
stability (see Marmarelis and Marmarelis, 1977) 
of a given stage in a retinal circuit. Thus we might 
expect feedback to be a dominant feature of 
retinal processing. Yet there is also an inherently 
spatial dimension that can be recoded as other 
stimulus qualities such as color, and that dimen- 
sion is not necessarily mediated exclusively by 
feedback synapses. Clearly, negative feedforward 
from one stage to the next, after the gain step 
(the synapse), can mediate a wide range of spa- 
tial, temporal and spectral differentiations. Feed- 
forward will not enhance stability much nor im- 
prove signal-to-noise ratio, but it will allow strong 
signal segregation of parallel input stages to a 

TABLE 2 
Typographic notation for synaptic transfer 

Forms of synaptic transfer 

Sign-conserving synapse > 
Sign-inverting synapse = 
Electrical synapse - 

Cell notation 

- 

AC 
BC 
C 
GC 
HC 
I PC 
R 
GABA 
glY 
Ser 

amacrine cell 
bipolar cell 
cone 
ganglion cell 
horizontal cell 
interplexiform cell 
rod 
GABAergic 
glycinergic 
serotoninergic 

Examples of synaptic chains 
Excitatory path: BC > GC 
Inhibitory path: AC = GC 
Reciprocal feedback: BC > Q: AC 
Homologous lateral feedback: BCI > AC % BCZ: BCl & BC2 same cell type 
Heterologous lateral feedback: BCa > AC * BCb; BCa & BCb different cell types 
Near feedforward: BCI > ACI = GCI; BCI > GCI 
Far feedforward: BCI > ACI X- GC2; BCI not > GC2 



target without corrupting the input stage. Thus 
there are different operational consequences to 
employing feedback or feedforward for a given 
transfer process. 

Though are only two basic forms of inhibitory 
microcircuits, feedforward and feedback, their 
implementations may be strongly discriminated in 
terms of the types and spatial relationships of the 
cells involved (Table 2; Fig. 10). Table 2 lists 
some symbols and notations I will use in the 
remaining text. For example, we may wish to 
distinguish among (1) feedback paths that involve 
only two cells in the classical recurrent sense 
(Shepherd and Koch, 1990), (2) feedback paths 
from a bipolar cell through a GABAergic 
amacrine cell to neighboring bipolar cell of the 
same type, and (3) feedback paths from a bipolar 
cell through a GABAergic amacrine cell to a 
bipolar cell of a different type. Such sequences 
are labeled (1) reciprocal, (2) homologous lateral 
and (3) heterologous lateral feedback respectively 
(Table 2). Furthermore, feedforward connections 
can involve the same direct chain (near feedfor- 
ward) or a totally separate vertical chain (far 
feedforward). I will also equate the common ter- 
minology of excitatory with sign-conserving and 
inhibitory with sign-inverting, depending on 
whether discussion emphasizes synaptic physiol- 
ogy or circuitry. The following text shows how 
these types of GABAergic circuits are imple- 
mented in the goldfish retina. 

GABAergic horizontal cells synapse on 
interplexifonn cells and some bipolar cells 

The roles of GABAergic horizontal cells in 
their contributions to the surround properties of 
cones have been thoroughly discussed in Chapter 
5 (Wu) and I will not recapitulate that story here. 
My intent is to describe GABAergic circuitry in 
the goldfish retina through the anatomically ob- 
servable feature of conventional synapses. One 
well known target of GABAergic horizontal cells 
is the glycinergic interplexiform cell of the gold- 
fish retina (Marc and Lam, 1981; Marc and Liu, 
1984; Kalloniatis and Marc, 1990b; Yazulla and 

Fig. 5. A synapse between the soma of a GABAergic goldfish 
horizontal cell and a glycinergic interplexiform cell dendrite; 
electron microscope autoradiography of ['Hlglycine uptake in 
the goldfish retina. A large conventional synapse with an 
aggregate of clear vesicles is marked by double arrowheads. 
Reprinted by permission from Marc and Liu (1984) Nature, 
311: 266-269. 

Studholme, 1990). The glycinergic interplexiform 
cell sends 2-4 primary dendrites towards the 
outer plexiform layer where they arborize as a 
fine plexus of varicosities over a 200 p m  diameter 
field. The varicosities lie on the distal surfaces of 
H1 horizontal cell somas and receive direct con- 
ventional somatodendritic synapses (Fig. 5 ;  Marc 
and Liu, 1984). The spatial integration of the 
glycinergic interplexiform cell is thus quite large, 
especially considering the addition of horizontal 
cell coupling to the receptive field. We also know 
that the targets of the glycinergic interplexiform 
cells must be either GABAergic amacrine cells or 
ganglion cells (Marc and Lam, 1981; Muller and 
Marc, 1990; Fig. 10). We conceive of two mini- 
mum length synaptic chains: (1) C > H1 HC % 

Gly IPC % GABA AC % OFF GC; (2) C > H1 
HC x- Gly IPC >> ON GC. The former chain is 
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net sign-inverting and the latter sign-conserving. 
We believe these paths may allow certain vertical 
chains to rapidly reset sensitivity according to the 
average illumination of the retina (Kalloniatis 
and Marc, 1990b1, a process once thought to be 
the role of horizontal cells but probably beyond 
their spatial capabilities. 

Marshak and Dowling (1987) also report ob- 
serving synapses from horizontal cell axon termi- 
nals, most of which are GABAergic, onto bipolar 
cell somas and the processes of both putative 
glycinergic and dopaminergic interplexiform cells. 
Van Haesendonck et al. (1991) have similarly 
observed horizontal cell axon terminal synapses 
onto tyrosine hydroxylase immunoreactive pro- 
files in the inner nuclear layer, suggesting direct 
GABAergic input to dopamine interplexiform cell 
dendrites. Under scotopic conditions, where light 
driven retinal responses are mediated by rods and 
not cones, the cone-driven GABAergic horizontal 
cells should be strongly depolarized and thus 
tonically release GABA onto dopaminergic inter- 
plexiform cell processes, presumably inhibiting 
dopamine release. This would imply that net 
dopamine release should be augmented under 
light-adapted conditions. 

The inputs to bipolar cell somas and proximal 
dendrites are a little more problematic. Unless 
they occur with sufficient frequency, it is difficult 
to see how they could much impact a bipolar cell 
receptive field in the face of powerful horizontal 
cell feedback to photoreceptors and amacrine cell 
feedback to the bipolar cell terminals themselves 
(see below). Also, a direct input from a GABAer- 
gic horizontal cell to an ON center bipolar cell 
would seem to generate the wrong form of sur- 
round. Neither the importances nor the mecha- 
nisms involved in these unusual circuits have been 
clarified (see Wu, Chapter 5).  

Likewise Sakai and Naka have (1988) docu- 
mented conventional synapses made by catfish 
cone horizontal cells, also known to be GABAer- 
gic (Lam et al., 1978). In this species it seems that 
direct synapses onto cone telodendria are fre- 
quent and may mediate photoreceptor feedback 

in addition to symport. There are also horizontal 
cell axon terminal outputs to amacrine cell somas 
and some amacrine cell processes in distal inner 
plexiform layer. The meanings of these contacts 
are not clear since we have no sense of their 
frequencies. It is doubtful that a single horizontal 
cell axon terminal synapse onto an amacrine cell 
soma could much influence the amacrine cell's 
dendritic input-output characteristics. 

GABAergic amacrine cells engage in disynaptic 
feedback and feedforward inhibitory circuits 

As noted previously, there are many GABAer- 
gic amacrine cells in all retinas and it is easy to 
document some basic forms of connectivity and 
infer some others. First, from the tremendous 
frequency of observed contacts, it seems that 
most types of GABAergic amacrine cells receive 
direct bipolar cell input, although a truly intera- 
macrine GABAergic cell would easily escape de- 
tection. In any case, a dominant form of input to 
goldfish GABAergic amacrine cells is from bipo- 
lar cell ribbons (Marc et al., 1978; Studholme and 
Yazulla, 1988; Marc, 1989a; Muller and Marc, 
1990; Figs. 6,7) and we assume that all such input 
is sign-conserving (Naka, 1977). More impor- 
tantly, these GABAergic profiles make abundant 
synapses on bipolar cells located at the same level 
of the inner plexiform layer in (1) the reciprocal 
mode (Marc, 1989b; Muller and Marc, 1990; Figs. 
6,7) and (2) in the homologous feedback mode 
since all Mb (ON center) bipolar cell terminals in 
sublayer 5 of the inner plexiform' layer receive 
extensive synaptic input around their proximal 
portions from a single class of pyriform GABAer- 
gic amacrine cell (Marc et al., 1978) and overall 
synaptic input from GABAergic amacrine cells 
outnumbers reciprocal synapses by about 5:  1 
(Marc, 1989a). Some of this input is likely to be 
heterologous lateral feedback when the chromati- 
cally heterogeneous nature of the Mb bipolar cell 
population is taken into account (Ishida et al., 
1980) but this has not been established. 

Near feedforward synapses are more difficult 
to document, but the whole feedforward class of 



inputs to ganglion cells is strongly evidenced in 
the goldfish retina (Muller and Marc, 1990; Figs. 
7,8). The minimum path expected for the con- 
catenation of massive ribbon input to GABAergic 
amacrine cells and massive GABAergic input to 
ganglion cell dendrites is obviously BC > AC >> 
GC. This is consistent with typical models of 
ganglion cell receptive field organization (see Wu, 
Chapter 5 )  and the presence of GABA receptors 
on goldfish ganglion cells (see Ishida, Chapter 2). 
Figure 7 illustrates an immunocytochemical over- 
lay procedure for viewing GABAergic feedback 
and feedforward connections. Four serial 100 nm 

sections were cut: the first was processed for light 
microscopic immunocytochemistry to detect 
GABA with silver intensified immunogold visual- 
ization (Fig. 7a; Marc et al., 19901, and the fol- 
lowing 3 were processed for conventional elec- 
tron microscopy. Section 2 was digitally captured 
and precision aligned with the appropriate por- 
tion of Fig. 7a to produce the overlay Fig. 7b. 
This identifies 5 GABAergic and 2 non-GABA- 
ergic profiles surrounding a type Mb bipolar cell 
terminal (Fig. 7c,d). Amacrine cell profile 1 makes 
a clear reciprocal feedback synapse and profile 2 
makes a both a reciprocal feedback to the bipolar 

Fig. 6. Reciprocal feedback synapse (double arrowhead) from a GABAergic amacrine cell (GABA AC) onto an ON center mixed 
rod-cone bipolar cell terminal (Mb BC). The ribbon (r) input is indicated by a single arrowhead. Electron microscope autoradiogra- 
phy of ('HIGABA uptake. 
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cell and a near feedforward connection to a gan- 
glion cell dendrite (GC2). Profile 4 makes a feed- 
back and feedforward synapse, but it is not known 
where its input derives. It is likely that, since only 
the GABAergic pyriform amacrine cells of sub- 
layer 5 innervate this part of the bipolar cell, that 
some neighboring GABAergic profiles arise from 
a single amacrine cell and are effectively recipro- 
cal in their function. This connectivity can be 
found at every level of the inner plexiform layer, 
including Ma, Mb and cone bipolar cells (Marc, 
1989a; Muller and Marc, 1990; Marc, unpub- 
lished data). It appears that all reciprocal feed- 
back synapses on bipolar cells may be GABAer- 
gic. An apparent exception, the BC > a Ser AC 
path of serotoninergic S1 amacrine cells (Marc et 
al., 1988b), is complicated by the fact that those 
cells are also GABAergic. The domination of 
feedback to bipolar cells by GABAergic amacrine 
cells is a general feature of all vertebrate circuitry 
(Vaughn et al., 1981; Pourcho and Goebel, 1983; 
Mariani and Caserta, 1986; see Freed, Chapter 
6). 

All bipolar cells receive massive GA BAergic 
amacrine cell input at their axon terminals 

A corollary to the involvement of GABAergic 
amacrine cells in most or all feedback and feed- 
forward paths from bipolar cells is that nearly all 

of the amacrine cell input to bipolar cells at every 
level of the inner plexiform layer is GABAergic 
(Yazulla et al., 1987; Studholme and Yazulla, 
1988; Marc, 1989b; Yazulla, 1989; Muller and 
Marc, 1990). All types of bipolar cell terminals 
are typically encased in a nest of GABAergic 
synapses at the electron microscopic level (e.g., 
Figs. 6,7) and virtually every bipolar cell in every 
species of vertebrate is ensheathed in GABA 
immunoreactivity. There should be little doubt 
that GABA is the prime inhibitory mechanism 
for bipolar cell control, consistent with the physi- 
ological evidence of potent GABA-activated con- 
ductances on bipolar cells (e.g., Kondo and Toy- 
oda, 1983; Tachibana and Kaneko, 1987; Wu, 
Chapter 5) .  Glycinergic contacts on bipolar cells 
have been noted previously but are extremely 
rare (Marc and Lam, 1981; Studholme and 
Yazulla, 1988; Muller and Marc, 1990) and per- 
haps physiologically negligible. 

Most and perhaps all ganglion cells receive 
GABAergic amacrine cell input 

I t  has long been known that both GABA and 
glycine seemed to have potent and direct effects 
on ganglion cells (e.g., Negishi et al., 1978; 
Frumkes et al., 1981; Ishida, Chapter 2). Anatom- 
ically, it is difficult to be certain that one is 
observing true ganglion cell dendrites in the neu- 

Fig. 7. Overlay mapping of light microscopic immunocytochemistry for GABA with serial electron microscopic visualization of 
synapses. A 100 nm thick section of goldfish inner plexiform layer (same as shown in Fig. 2) was processed for GABA 
irnmunoreactivity using silver intensified imrnunogold visualization (Marc et al., 1990). Serial sections were processed for 
conventional electron microscopy and the neighbor to the light microscope section digitally aligned and overlaid (Marc et al., 1990). 
(a) The full width of the goldfish inner plexiform layer showing GABA immunoreactivity throughout, a labeled amacrine cell (AC) 
and the immunonegative terminal of a type Mb bipolar cell (Mb). The locations of five arnacrine cell terminals are indicated. Note 
in particular the butterfly shape formed by terminals 1 and 2. (b) The digital overlay. GABAergic profiles are dark hatched shapes 
(1-5) bordering the bipolar cell terminal (Mb BC). The heavy white line is the exact tracing of the bipolar cell border from the 
electron micrograph. The image corruption is due to the very high degree of processing required to match a light and electron 
microscopic image. Two unlabeled ganglion cell profiles abut the bipolar cell terminal (GCl, GC2). The position of one synaptic 
ribbon (rl)  and a smooth endoplasmic reticulum cistern (*) are marked. (c) The first of two serial conventional electron microscopic 
images where each structure can be identified, especially the butterfly shape formed by the two GABAergic terminals (1 and 2). 
Both ganglion cells are post-synaptic to ribbons, as are amacrine cells 1 and 2 (rl ,  arnacrine cell 1 and GCI, etc.) which also make 
reciprocal synapses onto the bipolar cell. Profile 4 makes both feedback and feedfonvard synapses, the latter to an extremely small 
process marked by a single arrowhead. (d) A serial view of the feedfoward synapse from amacrine cell profile 2 to GC2. 
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Fig. 7 (continued). 
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ropil of the inner plexiform layer. By using 
horseradish-peroxidase backfilling of ganglion 
cells combined with electron microscopic autora- 
diography of [ 'HIGABA and [3Hlglycine uptake, 
it is evident that many and perhaps all varieties of 
goldfish ganglion cells receive direct GABAergic 
amacrine cell inputs (Muller and Marc, 1990). 
Both large calibe'r and very small (<  100 nm 
diameter) ganglion cell dendrites can be the tar- 
gets of amacrine cell input. One particularly in- 
teresting type of GABAergic amacrine cell is a 
large bistratified cell (Marc et al., 1989b and 
unpublished data) similar in morphology to the 
large transient amacrine cells of fishes first re- 
ported by Murakami and Shimoda (1975) and 

later shown to be coupled by gap junctions (Naka 
and Christensen, 1981; Teranishi et al., 1984). 
Processes characteristic of such cells receive di- 
rect input from bipolar cells, neuer make recipro- 
cal feedback synapses and are directly presynap- 
tic to ganglion cell dendrites (Marc et al., 1988b; 
Muller and Marc, 1990; Marc, unpublished data; 
Fig. 8). This is consistent with the model of 
transient amacrine cell/ganglion cell circuitry 
proposed by Werblin (1972) for the mud puppy 
retina and elaborated more fully in ionic substitu- 
tion and pharmacological studies (Miller and 
Dacheux, 1976; Slaughter and Miller, 1981; 
Slaughter and Miller, 1983). This particular cir- 
cuit, BC > transient AC >> transient GC exempli- 

Fig. 8. A double label study of GABAergic amacrine cell inputs onto HRP-labeled ganglion cell dendrites. A pair of serial sections 
of GABAergic input (arrowhead) onto a ganglion cell dendrite near L70 (about sublayer 4) of the goldfish inner plexiform layer. 
The amacrine cell is probably a transient cell (see text). Reprinted by permission from Muller and Marc (1990) J. Comp. Neurol., 
291: 281-304. 
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fies the importance of the feedforward format. 
While it is crucial to mediate powerful surround 
inhibition for moving signals in the periphery, it is 

also critical that the bipolar cell stage remain 
uncorrupted by such a bandpassed surround sig- 
nal. By extension, certain forms of color coding in 

Fig. 9. A GABA AC > GABA AC synapse from mid-inner plexiform layer. Electron microscope autoradiography of [3H]GABA 
uptake with nipecotic acid coincubation (see text). One GABAergic amacrine cell dendrite makes two synapses, one onto a small 
unlabeled process (1) and the second onto a large, vesicle-rich GABAergic amacrine cell (2). 
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ganglion cell surrounds might indeed be medi- 
ated by feedforward instead of feedback designs. 
Such circuitry remains undiscovered. 

Disinhibitory circuits are present in the inner 
plaiform layer 

There is another common pattern of goldfish 
GABAergic microcircuitry: inhibitory concatena- 
tion through GABA AC % GABA AC, GABA 
AC* Gly AC, Gly ACBGABA AC or Gly 
IPC % GABA AC synapses. First, GABA AC % 

GABA AC synapses have been observed fre- 
quently in the inner plexiform layer (Zucker et 
al., 1984; Muller and Marc, 1990 and unpublished 
data; Fig. 9) and likely represent disinhibitory 
connections between two different BC > GABA 
AC B GC chains at the level of the amacrine 
cells, perhaps to mediate a process like double 
color opponency. Moreover, it is obvious that 
much if not all of the direct input to glycinergic 
amacrine cells must come from GABAergic 
amacrine cells since they are not driven by bipo- 
lar cells (Marc and Lam, 1981; Marc, 1989b; 
Yazulla, 1989; Muller and Marc, 1990). How this 
would ultimately shape glycinergic amacrine cell 
responses is not known. Conversely, non- 
GABAergic amacrine cell synapses are clearly 
made onto GABAergic profiles in the inner plexi- 
form layer and two minimum chains are possible: 
(1) BC > GABA AC % Gly AC >> GABA AC B 
GC (net sign-inverting between the bipolar cell 
and ganglion cell) and (2) Gly IPC% GABA 
AC > GC (discussed previously). The actual 
strengths and consequences of such connections 
cannot assessed by mere anatomy, but they could 
logically allow the center and surround balance of 
a single variety of coded vertical chain to be 
controlled by more than one kind of surround 
signal, analogous to the chain we have proposed 
for glycinergic interplexiform cell operations 
(Kalloniatis and Marc, 1990b). The remarkable 
current injection studies of Naka (1977 and fol- 
lowing years) have shown at least two kinds of 
paths from amacrine cells to ganglion cells. For 
example, the path from sustained ON amacrine 

cells (probably GABAergic amacrine cells with 
direct ON bipolar cell input) to sustained ON 
ganglion cells is sign-inverting and probably 
monosynaptic. However, the current-driven path 
from sustained OFF amacrine cells to ON gan- 
glion cells is sign-conserving. Since sustained OFF 
amacrine cells are almost certainly GABAergic, 
the most conservative interpretation is that this 
phenomenon represents the path: OFF BC> 
OFF GABA AC % ON GABA AC % ON GC. 
The meanings of such connections for ganglion 
cell function are certainly not apparent but, as 
mentioned, can be easily be justified by the need 
to construct complex ganglion cell surrounds. 

Summary of circuits, concepts and consequences 

Most synapses in the inner plexiform layer are 
GA BAergic 

Autoradiographic or immunocytochemical im- 
ages illustrate the richness of GABAergic profiles 
in the inner plexiform layer (e.g., Figs. 2,3b,7). 
Though we have not counted GABAergic 
synapses, the fractional volume of the inner plexi- 
form layer comprised of GABAergic profiles is 
simple to assay with digital imaging (Marc et al., 
1990). Applied to Fig. 2, GABAergic amacrine 
cell processes make up 87% of the inner plexi- 
form layer in tiger salamander, 72% in goldfish 
and 74% in pigeon. And when we recall that the 
remaining volume must be partitioned among 
bipolar cells, ganglion cells, Miiller’s cells, dop- 
aminergic interplexiform cells and glycinergic 
amacrine cells, the numerical dominance of 
GABAergic innervation seems unquestionable. 
Other than the important role it plays in spatial 
organization, it is also evident that inhibitory 
synapses have much lower gain than excitatory 
synapses if only because excitatory events can 
activate regenerative mechanisms in ganglion 
cells. If the relative GABAergic input to a bipolar 
cell terminal is a measure of the inhibition re- 
quired to balance the potency of the bipolar cell 
output (akin to a stable DC level in an opera- 
tional amplifier), the 5 to 1 dominance of GABA- 
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ergic amacrine cell inputs to ribbon outputs 
(Marc, 1989b) is perhaps not very surprising. Fi- 
nally, these values are similar to the determina- 
tion by Koontz and Hendrickson (1990) that 70% 
of the amacrine cell profiles in the macaque were 
GABA immunoreactive. 

GABAergic horizontal cells and amacrine cells are 
the primary receptive field surround components of 
bipolar cell and ganglion cells 

The summary view of circuitry we now have 
for GABAergic neurons in the goldfish in partic- 
ular and perhaps ectotherms in general (except 
for the glycinergic interplexiform cell) is pre- 
sented in Fig. 10. Both O N  and OFF center 
channels can be seen to be identical in construc- 
tion past the photoreceptor synapse in terms of 
their relationships to the C > BC > GC chain. 

A 

Even though there is now evidence for some form 
of direct sign-conserving path between GABAer- 
gic horizontal cells and bipolar cells (see Wu, 
Chapter 5 )  it remains likely that the strongest 
inhibitory path for horizontal cells to bipolar cells 
is via feedback to photoreceptors, primarily due 
to the large gain of the cone to bipolar cell 
synapse. Amacrine cells constitute an anatomi- 
cally strong GABAergic input to bipolar cells 
both through reciprocal feedback (Fig. 10, path 1) 
and homologous/heterologous lateral feedback. 
Thus it would seem that the entire surround of 
the bipolar cell could be under direct GABAergic 
control. It is intriguing that bipolar cell surrounds 
are only completely abolished in salamander in 
the presence of both GABA, and GABA, 
blockade (see Hare and Owen, 1990; Slaughter 
and Pan, Chapter 3; Wu, Chapter 5).  But an 

A 

ON CHANN OFF CHANN 
Fig. 10. A summary of GABAergic connections in the goldfish retina for both ON and OFF channels: sign conserving synapses ( + ); 
sign inverting synapses ( - k resistor symbols indicate electrotonic coupling. The surround pathways to both types of red cone 
(R) > bipolar cell (B) > ganglion cell ( G )  chains from GABAergic horizontal (H) and (A) amacrine cells are identical in form. This 
figure deletes lamination rules associated with ON and OFF connectivities. Specific types of synaptic interactions include 
reciprocal feedback (1). near feedforward (2), far feedforward (3). GABA-GABA concatenation (4) and Gly-GABA concatenation 
(5). The proposed connections of glycinergic interplexiform cells (1) are taken from Kalloniatis and Marc (1990b). This system of 
connections generates antagonistic surrounds (paths 1,2,3) with the opportunity for other surround pathways to influence 
center-surround balance (4,s). 
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additional point is that horizontal cells are un- 
likely to be the sole or even the dominant deter- 
minants of bipolar cell surround features. The 
massive amacrine cell innervation cannot be ig- 
nored. 

In a parallel fashion, though feedback to bipo- 
lar cells must influence the construction of gan- 
glion cell surrounds, lateral surround inputs from 
extensive near feedforward (Fig. 10, path 2) and 
far feedforward (Fig. 10, path 3) must be consid- 
ered as well. We do not yet know the relative 
numbers of inhibitory inputs and their dendritic 
placements, but these will be critical data for 
modeling receptive fields, especially since the 
bipolar cell + ganglion cell synapse is also likely 
to be a high gain step. The presence of concate- 
nated GABAergic synapses in particular (Fig. 10, 
path 4) and glycine-GABA pairings may mediate 
disinhibition between various types of vertical 
chains and certainly can account for most of the 
patterns of signal transfer observed in current 
injection experiments. No specific receptive field 
functions have yet been convincingly attributed to 
concatenated inhibition. Finally, a particularly 
rich inhibitory path is exemplified by the flow of 
signals through the glycinergic interplexiform cell 
path to presumed GABAergic amacrine cells in 
the inner plexiform layer. If this is a valid path- 
way, it not only emphasizes the diversity of cir- 
cuits possible with just a few “kinds” of inhibitory 
elements, but it also poses a pharmacological 
challenge. If this is indeed one parallel surround 
path, the application of strychnine would actually 
disinhibit the final GABAergic amacrine cell and 
change the center-surround balance without 
really blocking the surround in general. More- 
over, since glycinergic amacrine cells are often 
final inputs in some chain to ganglion cells yet 
must receive their direct inputs from GABAergic 
amacrine cells, which also may have direct paths 
to the same ganglion cell dendrites, blockade 
with neither glycine nor GABA analogues alone 
would adequately dissect surround properties. 
The rules of circuitry need not make physiologi- 
cal analysis easy and the dearth of definitive 

ganglion cell receptive field pharmacology using 
GABA agonists and antagonists is perhaps a tes- 
tament to the need for combining structural data 
with (1) physiology and pharmacology from re- 
duced models such as isolated cells (e.g., Ishida, 
Chapter 2) and the retinal slice preparation (Wu, 
Chapter 5 )  to aid in interpreting some of the data 
from intact retinal preparations. The advent of 
different GABA, receptor types with the poten- 
tial for different conductance properties (Brecha, 
Chapter 1) and the distinctive and potent actions 
of GABA, receptors (Slaughter and Pan, Chap- 
ter 3) demonstrates that GABAergic circuitry in- 
volves a rich array of inhibitory devices for biolog- 
ical information processing. 
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Introduction 

In the vertebrate retina, photoreceptors trans- 
d u e  light into electrical signals that are transmit- 
ted to retinal ganglion cells, the output neurons 
of the retina, along two pathways. The central 
pathway consists of photoreceptor-bipolar cell and 
bipolar cell-ganglion cell synapses whereas the 
lateral pathway consists of the input and output 
synapses of horizontal cells and amacrine cells, 
the lateral interneurons of the retina. The central 
and lateral pathways are responsible for mediat- 
ing the center-surround antagonistic receptive 
fields of retinal bipolar cells and ganglion cells. 
Such receptive fields are believed to be the basic 
alphabet for encoding spatial information in the 
visual system (Hubel and Wiesel, 1961, 1962). 
The neurotransmitter used by synapses in the 
central pathway is probably glutamate, which, 
except in one synapse, exerts excitatory (or sign- 
preserving) actions on postsynaptic neurons 
(Copenhagen and Jahr, 1988; Slaughter and 
Miller, 1981, 1983a,b; Nawy and Jahr, 1990; Yang 
and Wu, 1990). The neurotransmitters used by 
synapses in the lateral pathway are mainly in- 
hibitory (sign-inverting), which include gamma- 
aminobutyric acid (GABA), glycine and in some 
species dopamine and serotonin (Marc et al., 
1978; Marc, 1985; Ehinger and Dowling, 1987). 
The main function of these inhibitory neurotrans- 
mitters is to provide antagonistic surround inputs 

to bipolar cells and ganglion cells. Additionally, 
these neurotransmitters may be used to modulate 
various functions of retinal neurons. 

The best studied neurotransmitter in the lat- 
eral synaptic pathway is GABA. At least in ec- 
totherms, GABA is used by subpopulations of 
horizontal cells and amacrine cells as their neuro- 
transmitter, and it exerts postsynaptic actions on 
cones, bipolar cells and ganglion cells. In this 
chapter, I shall review some of the studies con- 
cerning GABAergic synapses in ectotherm reti- 
nas. These studies not only help us understand 
how GABAergic synapses work, but also provide 
important information on how lateral synapses in 
general (GABAergic or not) function and how 
the center-surround antagonistic receptive fields 
are formed in the retina. 

Figure 1 depicts the major synaptic connec- 
tions between various cell types in the retina. The 
left portion shows the synaptic organization of 
the on- or depolarizing bipolar cell (DBC)-path- 
way whereas the right portion shows the off- or 
hyperpolarizing bipolar cell (HBCI-pathway. Ma- 
jor GABAergic synapses are marked by numbers 
in Fig. 1: (1) feedback synapses from HC to 
cones; (2) feedforward synapses from HC to bipo- 
lar cells; (3) feedback synapses from amacrine 
cell to bipolar cell terminals; (4) feedforward 
synapses from amacrine cells to ganglion cells; ( 5 )  
amacrine-amacrine cell synapses. In addition to 
these five types of GABAergic synapses, GABA 
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Fig. 1. Summary diagram of major synaptic connections of the on4DBC) pathway (left) and off-(HBC) pathway (right). Voltage 
responses to center (C) and surround (S) light stimuli are shown in each cell. R, rod; C, cone; DBC, depolarizing bipolar cell; HBC, 
hyperpolarizing bipolar cell; H, horizontal cell; A, amacrine cell; Go,, on ganglion cell; Go,, off ganglion cell; (-+ electrical 
synapse; (+ 1, sign-preserving chemical synapse; ( -  1, sign-inverting chemical synapses. Synapses marked 1-5 are possible 
GABAergic synapses which are described in the text. 

receptors may exist in synapses between photore- 
ceptors and HCs in some vertebrate species (Yang 
and Wu, 1989b). In the following sections, I shall 
describe mechanisms and functions of the five 
GABAergic synapses shown in Fig. 1. Moreover, 
the modulatory actions of GABA on retinal neu- 
rons will also be discussed. 

information processing in the latter. Immunocyto- 
chemical localization of GABA in the tiger sala- 
mander and teleost fish retinas are given in 
Chapter 4 of this volume. 

Feedback synapses beween HCs and cones 

GABAergic synapses in the outer retina 

In the ectotherm retina, GABA is used by popu- 
lations of horizontal cells (HCs) as their neuro- 
transmitter (see Marc, Chapter 4). HC outputs 
are probably mediated by the HC-cone feedback 
synapse and the HC-bipolar cell feedfonvard 
synapse (Fig. 1). In this section, I shall focus on 
two ectotherms, the tiger salamander (Class Am- 
phibian) and the teleost fish (Class Osteichthyes), 
with emphasis on the basic synaptic mechanisms 
in the former, and the circuitry mediating color 

Figure 2A shows the effects of bicuculline, a 
GABA, antagonist, on the feedback depolarizing 
signals in cones of the tiger salamander. The left 
traces are the simultaneous light responses of a 
cone whose outer segment is truncated Ke., bro- 
ken off to eliminate the masking effect of pho- 
tocurrent on the feedback light response) and a 
HC. Detailed description of the truncated cone 
preparation is given elsewhere (Wu, 1991). In the 
presence of 100 FM bicuculline (right traces), the 
feedback response in cones is suppressed whereas 
the HC response (the presynaptic response to the 
feedback response) is unaffected. This result is 
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consistent with the notion that salamander HCs 
use GABA as their neurotransmitter and the 
HC-cone feedback synapse is probably a sign-in- 
verting chemical synapse mediated by GABAA 
receptors. Certain studies have indicated that 
GABA receptors other than bicuculline-sensitive 
GABAA forms mediate HC to cone feedback 
(OHare and Owen, 1990; Slaughter and Pan, 
Chapter 3). However, on balance, the results of 

Wu (1991) and others strongly favor the involve- 
ment of GABAA receptors in HC-cone feedback 
synapse. 

Figure 2B shows the feedback depolarizing 
signal in cones reverses near the membrane volt- 
age polarized by -0.1 nA of current injection. 
The input resistance of the cones is about 250 
MR and the reversal potential ( E , )  of the feed- 
back synapse in cones is estimated to be about 

nc 

0 1 2 0 1 2 
n c  u s  

C 

0.0 

- -0.10 

Fig. 2. A. Effects of bicuculline on the light-elicited feedback signal in the truncated cone (without outer segment). 100 pM 
bicuculline suppressed the feedback signal in cone but exert little effect on the simultaneously recorded HC. This result suggests 
that the feedback synapse from HCs to cones is probably mediated by GABA, receptors. €3. Effects of membrane hyperpolariza- 
tion on the feedback signals in the truncated cone. The depolarizing feedback signal reversed at about Vm,, = -67 mV 
[V,,, + I,R, = -40 mV + (-0.11 nAX250 Moll. C. Input-output relation of the HC cone feedback synapse for light-evoked 
responses. The curve is bell-shaped with slope gains (-0.33 to +0.8) marked at various HC voltages (from Wu, 1991). 
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-67 mV (Wu, 1991). Based on this observation, 
one can conclude that the light-evoked feedback 
signals in cones are controlled by two factors: (1) 
the magnitude of GABA-mediated postsynaptic 
conductance decrease increases as brighter light 
gives rise a larger HC hyperpolarization; and (2) 
the driving force ( V - E , )  of the postsynaptic 
current decreases as brighter light hyperpolarizes 
the cones closer to the reversal potential of the 
feedback synapse. These two factors exert oppo- 
site effects on the postsynaptic responses and 
thus result in a bell-shaped input-output relation 
for the light-evoked feedback signals (Fig. 2C). 
The slope gain of the feedback synapse is nega- 
tive at low light intensities (small HC responses) 
and positive at high light intensities (large HC 
responses). The maximum feedback signal in 
cones is observed when VHc is hyperpolarized to 
approximately - 52 mV (slope gain is zero). 

In the teleost fish, the feedback circuitry from 
HCs to cones is more complex. There are three 
spectral classes of cones and three types of cone- 
driven HCs which exhibit different response pat- 
terns to stimuli of various wavelengths. The 
synaptic contacts of the cone-HC cascade in the 
goldfish retina are shown in Fig. 3A (Stell and 
Lightfoot, 1975). The H1 HCs (L-type) receive 
sign-preserving synaptic inputs primarily from 
red-sensitive cones (R-cones) and they feedback 
(via presumably sign-inverting synapses, like the 
salamander feedback synapse) to all three types 
of cones (R-cones, G-cones and B-cones). The 
H2 HCs (biphasic C-type) receive sign-preserving 
inputs from G-cones which consist of responses 
derived from the G-cone photocurrent and from 
the H1 HCs through the feedback synapse. This 
synaptic arrangement results in hyperpolarizing 
responses to short-wavelength stimuli and depo- 
larizing responses to long-wavelength stimuli in 
H2 HCs. The H3 (triphasic C-type) HCs receive 
sign-preserving input from B-cones which consist 
of responses derived from B a n e  photocurrent 
and from the H1 and H2 HCs through feedback 
synapses. This arrangement gives rise to hyperpo- 
larizing responses to long- and short- wavelength 
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Fig. 3. A. The cone-horizontal cell synapses in the goldfish 
retina. B, R and G are blue-, red- and green-sensitive cones; 
H1, H2 and H3 are monophasic (L-type), biphasic (C-type) 
and triphasic (C-type) HCs, respectively. Solid arrows are sign 
preserving synapses, whereas open arrows are sign-inverting 
synapses (from Stell and Lightfoot, 1975). B. Effects of GABA 
on the monophasic (a). biphasic (b) and triphasic (c) HCs in 
the carp retina (from Murakami et al, 1982a.b). 

stimuli and depolarizing responses to medium- 
wavelength stimuli (Fig. 3A). 

Autoradiographic and immuncyotochemical 
evidence has shown that H1 HCs in the teleost 
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fish probably use GABA as the neurotransmitter 
(see Marc, Chapter 4). Murakami and co-workers 
(Murakami et al., 1982a,b) therefore examined 
the effects of GABA on the H1, H2 and H3 HCs 
in the carp retina. Figure 3B shows that applica- 
tion of GABA selectively suppresses the depolar- 
king responses of H2 HCs to long-wavelength 
stimuli, and the responses of H3 HCs to medium- 
and long-wavelength stimuli. Their findings are 
consistent with Stell’s model (Fig. 3A) which pre- 
dicts that application of GABA saturates all feed- 
back synapses from H1 HCs and thus leaves the 
H2 and H3 HC responses solely mediated by the 
G-cone and B-cone photocurrents, respectively. 
A problem in this argument is that H2 HCs 
appear not to be GABAergic, the depolarizing 
responses to medium-wavelength in H3 HCs 
should persist in the presence of GABA. One 
possible explanation of the absence of H3 depo- 
larizing responses in GABA is that the GABAer- 
gic feedback synapse from H1 to B-cones may 
interact with the non-GABAergic feedback 
synapse from H2 to B-cones. An alternative ex- 
planation is that the H2 neurotransmitter is 
GABA-like, thus application of GABA blocks the 
H2-H3 synapse. 

Feedforward synapses between horizontal celh and 
bipolar cells 

It has been more than twenty years since chemi- 
cal synapses between HCs and bipolar cells were 
observed anatomically (Dowling and Werblin, 
1969). Nevertheless, direct demonstration of sig- 
nal transmission across these synapses has been 
difficult, because it is hard to distinguish between 
the HC-cone-bipolar feedback signal and the 
HC-bipolar feedforward signal (Naka, 1972). Re- 
cently, by selectively blocking the photoreceptor- 
DBC synapses with L-AP4, Yang and Wu have 
been able to demonstrate a sustained hyperpolar- 
izing response in DBCS in the tiger salamander 
retina. This sustained hyperpolarizing response in 
the presence of L-AP4 is probably mediated by 
the HC-DBC feedforward synapse and analysis of 
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Fig. 4. Effects of 2 mM GABA on the center (C) and sur- 
round (S) responses of the HBC. The surround response is 
selectively suppressed, indicative of the involvement of 
GABAergic HCs and/or amacrine cells in mediating the 
surround responses of bipolar cells (from Wu, 1986). 

this and the feedback responses suggests that the 
feedforward synapse contributes about one- 
quarter to one-third of the surround responses of 
the DBCs (Yang and Wu, 1991). At the present 
time, there are no compounds which can selec- 
tively block the photoreceptor-HBC synapses 
without affecting the HC responses. Therefore it 
is not yet possible to demonstrate signal transmis- 
sion across the HC-HBC feedforward synapse, 
although there is no reason to believe that the 
lateral synaptic arrangements in DBC and HBC 
are different. 

Figure 4 shows the effect of GABA on HBCs 
in the tiger salamander retina. Application of 2 
mM GABA suppresses the surround response 
without affecting the center response. The sur- 
round response partially recovers after GABA 
removal. This result is consistent with the notion 
that GABAergic HCs in the tiger salamander 
retina are responsible for mediating the surround 
responses in bipolar cells. If the surround re- 
sponse of the HBC is mediated by both the 
feedback and feedforward synapses, this result 
also implies that both synapses are probably 
GABAergic. 

In the fish retina, evidence of GABA actions 
on HC-bipolar cell feedforward synapses is sparse. 
Iontophoretic application of GABA in the outer 
retina elicits little response in bipolar cells (Kondo 
and Toyoda, 1983). Similar results are obtained 
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from isolated fish bipolar cells while GABA is 
applied to the dendritic or somatic regions 
(Tachibana and Kaneko, 1987). These results sug- 
gest that the GABAergic H1 HCs in the fish 
retina probably do not make feedforward synapses 
on bipolar cells. 

GABAergic synapses in the inner retina 

In most vertebrate species, several subpopula- 
tions of amacrine cells (ACs) use GABA as their 
neurotransmitter (see Marc, Chapter 4, and 
Freed, Chapter 6). These GABAergic amacrine 
cells make synapses on bipolar cell axon termi- 
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nals, other amacrine cells and ganglion cells in 
the inner plexiform layer. 

Feedback synapses between GABAergic amacrine 
cells and bipolar cells 

Anatomical evidence has revealed that in most 
vertebrate retinas, amacrine cells make chemical 
synapses on bipolar cell axon terminals (Dowling 
and Werblin, 1969; Wong-Riley, 1974). In the 
goldfish, several types of amacrine cells make 
GABAergic synapses onto bipolar cell terminals 
(Marc et al., 1978; Marc, 1989). Iontophoretic 
application of GABA in the inner plexiform layer 
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Fig. 5 .  A. Responses of a DBC in the carp retina to GABA applied at various retinal depths (from the photoreceptor side, marked 
by numbers, in wm, on the left of each trace (from Hondo and Toyoda. 1983). B. GABA-induced responses recorded from a 
solitary bipolar cell of the goldfish. GABA was applied iontophoretically to various parts of the cell clamped at -66 mV. The 
largest current was observed when GABA was applied to the axon terminal region of the bipolar cell (from Tachibana and Kaneko, 
1987). 
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elicit large responses in bipolar cells (Fig. 5A), 
and isolated fish bipolar cells exhibit high GABA 
sensitivity near the axon terminal region (Fig. 
5B). These results strongly suggest that GABAer- 
gic amacrine cells exert feedback actions on bipo- 
lar cell terminals in the teleost retina. 

In the tiger salamander, the slow narrow-field 
amacrine cells probably use GABA. Maguire et 
al. (1989a,b) have shown that application of ba- 
clofen, a GABA, receptor agonist, reduces the 
Ltype calcium current in bipolar cell axon termi- 
nals and makes the bipolar cell output more 
transient, through the action of a G-protein (Fig. 
6, see also Slaughter and Pan, Chapter 3). This 
baclofen-induced reduction of calcium current is 
probably involved in modulating glutamate re- 
lease from bipolar cell terminals to amacrine cells 
and ganglion cells. 

Feedforward synapses from amacrine cells to 
ganglwn cells 

GABAergic inputs in retinal ganglion cells have 
been intensively studied in the mudpuppy retina 
by Frumkes et al. (1981). These authors suggest 
that the on-type, off-type and on-off type gan- 
glion cell receive inhibitory inputs from GABAer- 
gic amacrine cells which may be either on-off 
amacrine cells or sustained on amacrine cells. A 
summary of their work is given in Fig. 7. 
GABAergic amacrine cells appear to primarily 
inhibit the on ganglion cells but not the off cells, 
in the catfish and skate (Lasater and Lam, 1984; 
Cohen, 1989, but the consequences of GABA 
uptake in the inner plexiform layer may compli- 
cate these conclusions (see Marc, Chapter 4). The 
GABAergic amacrine-ganglion cell synapses, 
along with the GAF3Aergic amacrine-bipolar cell 
synapses, form a network of lateral connections 
in the inner plexiform layer that are responsible 
for mediating the antagonistic surround re- 
sponses of retinal ganglion cells. It is also note- 
worthy that 87% of the isolated goldfish ganglion 
cells recorded by Ishida and Cohen (1988) exhib- 
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Fig. 6. A. Scheme for interactions mediating change detec- 
tion. Vertical arrows represent glutamate pathways; diagonal 
arrow indicates a GABA pathway. The slow narrow field 
amacrine cell (N) receives excitatory input (a) from a slow 
bipolar cell terminal (S). The output of this cell (c) in turn 
feeds back to a separate class of transient bipolar terminals 
(TI, truncating release from this terminal via a GABA, re- 
ceptor. (The slow amacrine cell also inhibits the fast wide 
field amacrine cell (W) directly via a GABA, receptor.) The 
traces represent inferred signals in this pathway. a. Inferred 
output of the sustained bipolar terminal recorded as the 
excitatory synaptic current in the narrow field amacrine cell. 
b. Inferred output of the transient or fast bipolar terminal 
recorded as the excitatory current in the wide field amacrine 
cell. c. Output of the narrow field amacrine cell recorded 
under current clamp. This is a steadily spiking signal. d. 
Output of the wide field amacrine cell recorded under current 
clamp, showing single-spike activity (from Maguire et al., 
1989a). B. Circuitry for the GABA, modulatory pathway that 
blocks an excitatory input to a class of amacrine cell. A 
GABA input from a separate class of GABAergic, narrow 
field, sustained amacrine cells impinges upon the GABA, 
receptors at the bipolar-amacrine cell synapse. The GABA , 
receptors act by way of G proteins to down-regulate L-type 
calcium currents at the terminals. The T-type calcium chan- 
nels are located at other sites, including the soma and/or 
dendrites and are not modulated by the GABA, pathway 
(from Maguire et al., 1989b). 

ited GABA activated currents and that goldfish 
off ganglion cells have GABAergic synapses on 
their dendrites (Muller and Marc, 1990). 
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Fig. 7. A model of the GABAergic and glycinergic pathways in the mudpuppy inner retina (updated by R.F. Miller from Figs. 14 
and 15 of Frumkes et al., 1981). 

Amacrine-amacrine cell synapses 

Anatomical evidence has shown that numerous 
chemical synapses are formed between amacrine 
cells in the vertebrate retina. Some of these 
synapses are serial and some are reciprocal Modulatory roles of GABA in the retina 
(Dowling, 1987). In the tiger salamander, applica- 
tion of GABA elicits a postsynaptic response in 
the transient wide-field amacrine cells through 

perhaps GABA, receptors. The reversal poten- 
tial is about -60 mV, indicative of the involve- 
ment of chloride conductance (Maguire et al., 
1989b). 

In addition to the neurotransmitter actions de- 
scribed in the previous sections, GABA appears 
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-40  

0 1 2 3  0 1 2 3  
sec sec 

Fig. 8. A. Effects of GABA and bicuculline on horizontal cell response rise time (HCRRT). B. Summary 
possible mechanisms of GABA-mediated modulation of the HCRRT (from Yang and Wu, 1989b). 

diagram illustrating 
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to act like a neuromodulator in some synapses in 
the ectotherm retinas. The neurotransmitter ac- 
tions of GABA are fast, short-lasting and proba- 
bly directly involved in gating of postsynaptic 
chloride channels. The neuromodulatory actions, 
on the other hand, are usually slow, long-lasting 
and probably involved in long-term modification 
of synaptic efficacy and/or kinetics. Figure 8A 
shows that effects of GABA and bicuculline on 
the horizontal cell response rise time (HCRRT) 
in the tiger salamander retina. Under dark- 
adapted conditions, the HCRRT is slow, with a 
time-to-peak of about 3 s, and under light-adapted 
conditions, the HCRRT becomes much faster 
(time-to-peak - 0.8 s). This adaptation-induced 
change in HCRRT can be mimicked by applica- 
tion of GABA or bicuculline (Yang and Wu, 
1989b). Application of 100 pM GABA mimics 
dark-adaptation and 100 p M  of bicuculline mim- 
ics light-adaptation. Since HCs are the primary 
neurons in the outer retina that contain GABA, 
it is possible that GABA is released continuously 
in darkness from HCs and it self-regulates (slows 
down the kinetics) the postsynaptic receptor- 
channel complexes in the HC membrane. Under 
light-adapted conditions, HCs are hyperpolarized 
and thus the rate of GABA released is reduced. 
HCRRT becomes faster. This can also be 
achieved by bicuculline, which antagonises the 
self-regulating action of GABA. A summary dia- 
gram illustrating the possible mechanisms under- 
lying the modulation of HCRRT by GABA is 
given in Fig. 8B. 

F’unctions of GABAergic synapses in the retina 

GABA is one of the major inhibitory neurotrans- 
mitters in the vertebrate retina and at least in 
ectotherms, it is involved in every type of lateral 
synapse in both plexiform layers. By analyzing the 
functions of GABAergic synapses, we may not 
only understand how GABA mediates visual in- 
formation processing, but also gain considerable 
insights of how lateral inhibitory synapses in retina 

function in general. There are at least six func- 
tions of GABAergic synapses in the retina: 

(a) GABAergic synapses set up negative feedback 
systems for the photoreceptor-bipolar-ganglion cell 
pathway 

Evidence described in this article indicates that 
at least some of the HC-cone and AC-bipolar cell 
feedback synapses are GABAergic and sign-in- 
verting. These synapses constitute negative feed- 
back circuits in the photoreceptor-bipolar and 
bipolar-ganglion cell synapses. Based on the prin- 
ciples of system analysis, negative feedback im- 
proves the reliability, signal-to-noise ratio, re- 
sponse band width and stability of the forward 
signals (Marmarelis and Marmarelis, 1978). In 
the retina, the photoreceptor-bipolar-ganglion cell 
synapses constitute the direct and express route 
for signal transmission between the photorecep- 
tors and the brain, the GABAergic negative feed- 
back synapses help to secure the performance 
and accuracy of signal transfer in this pathway. 

(b) GABAergic feedback synapses modulate 
dynamic range of retinal neurons 

In the vertebrate retina, different types of neu- 
rons operate within different light intensity (dy- 
namic) ranges. The dynamic range for photore- 
ceptors and horizontal cells, for example, are 
much wider than those of the bipolar cells and 
ganglion cells (Werblin, 1972). Since photorecep- 
tor-bipolar synaptic transmission is limited within 
a window of the photoreceptor voltage (Belgum 
and Copenhagen, 1987; Wu 1988b), a tonic nega- 
tive feedback signal can shift the dynamic range 
of bipolar cells towards the right in the intensity 
axis (Fig. 9). Physiologically, when a steady back- 
ground illumination tonically activates the feed- 
back synapses between HCs and cones, the oper- 
ating range of the bipolar cells shift to the right 
so that a brighter light stimulus is required to 
generate a given bipolar cell response. This type 
of feedback-mediated reset in light sensitivity may 
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sign inversion in establishing color opponency in 
the retina. 

I i 1  

Log 1 

Fig. 9. V-log I curves for a cone (upper pwrion) and a bipolar 
cell (bwer portion) are plotted as solid lines when n o  back- 
ground illumination is present. The two horizontal lines in the 
upper plot indicate the voltage window for cone-to-bipolar 
cell synaptic transmission. Dashed curves are the V-log I 
plots for the cone and bipolar cell in the presence of back- 
ground illumination. The amplitude of cone responses is 
reduced by sign-inverting feedback signals from the horizontal 
cells. The V-lbg I curve of bipolar cell is shifted to the right. 
The arrows indicate the transition from darkness to bright 
background illumination (from Wu, 1988a). 

also occur in the inner retina, and possibly 
through the whole visual pathway. 

(c) GABAergic synapses mediate color opponency 
in retinal neurons 

As described above, GABAergic synapses be- 
tween the H1 HCs and cones are responsible for 
mediating the depolarizing responses of the H2 
and perhaps the H3 HCs to red lights. These 
synapses provide an example of how color oppo- 
nency may work. In  several vertebrate species, 
color-coded bipolar cells, arnacrine cells and gan- 
glion cells have been observed, and each of these 
cells are at least partially innervated by GABAer- 
gic interneurons (Kaneko, 1973). It is likely that 
GABA, along with other inhibitory neurotrans- 
mitters, is involved in providing the necessary 

(d)  GABAergic synapses mediate surround 
responses in the retina 

It has been proposed for over twenty years 
that antagonistic surround responses in retinal 
bipolar cells and ganglion cells are mediated by 
lateral interneurons, the HCs and ACs, which 
send signals laterally in the outer and inner plexi- 
form layers. Results described in this chapter 
show that the actions of GABAergic interneurons 
in ectotherm retinas are consistent with this no- 
tion. When light falls onto the surround regions 
of the bipolar or ganglion cell receptive fields, it 
polarizes the HCs and ACs. These HC and AC 
polarizations result in responses in bipolar and 
ganglion cells of the opposite polarity to the 
responses elicited by center illuminations. Some 
of these polarity inversions, as described in the 
previous sections, are mediated by GABAergic 
mechanisms, GABA may act on chloride chan- 
nels through GABA, receptors or on second- 
messenger system through GABA receptors. As 
evident from the tiger salamander cones, when 
polarity inversion is mediated by chloride chan- 
nels, the value of the chloride equilibrium poten- 
tial (see Ishida, Chapter 2) becomes strategically 
very important in determining the strength of the 
signal inversion: under conditions while the mem- 
brane potential (V, )  is above E,-,, sign-inversion 
occurs with increasing strength as (Vm - E,.) is 
larger. GABAergic synapses may fail to give rise 
to polarity inversion (or antagonistic surround) 
under conditions while V ,  is close to or below 
E,, (also see the discussion of shunting and hy- 
perpolarizing .inhibition, Slaughter and Pan, 
Chapter 3). 

(e) GABAergic synapses mediates moiiement 
detection in the retina 

Movement detecting ganglion cells have been 
observed in many vertebrate retinas and Barlow 
and Lxvick (1965) proposed that they are medi- 
ated by movement-detecting subunits (MDS). 
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Based on the results obtained from the tiger 
salamander retina, Werblin and co-workers have 
shown that the MDS probably involves amacrine 
cells and bipolar cell axon terminals, and GABA 
plays a key role in this circuitry (Fig. 10). Accord- 
ing to this scheme, the narrow field sustained 
GABAergic amacrine cells feedback to bipolar 
cell terminals and make the bipolar cell output 
transient. Consequently, the wide-field amacrine 
cells and some ganglion cells exhibit transient 
responses at the onset and cessation of the light 
stimuli. The transient wide-field amacrine cells 
(W cells) send inhibitory signals to ganglion cells 
with a delay compared with the bipolar cell in- 
puts. When the speed of movement of a visual 
object matches the product of the lateral distance 
between W-cells and ganglion cells and the delay, 
inhibition cancels excitation in ganglion cells. A 
scheme showing how directional sensitivity of 
retinal ganglion may occur is given in Fig. 10B. In 
this case W-cell inhibition needs to be unidirec- 
tional, and thus movement of a visual object in 
one direction (null direction) is inhibited by the 
W-cells whereas movements in other directions 
are not. 

f'jJ GABA mediates synaptic plasticity and visual 
adaptation 

Results described in this chapter also suggest 
that, in darkness, when the extracellular concen- 
tration of GABA is high, it slows down the 
HCRRT. This modulatory action of GABA oc- 
curs probably in the postsynaptic membrane in 
HCs, because the GABA does not alter response 
kinetics in either the photoreceptors or bipolar 
cells which share the same synapses with the HCs 
(Yang and Wu, 1989a). Horizontal cells exert 
inhibitory actions on bipolar cells that send out- 
put signals to the inner retina. Under dark- 
adapted conditions, the HC responses are slow, 
and the amplitudes of the responses to short light 
steps are small. This may result in a slower or 
smaller inhibition on the bipolar cell responses. 
Under light-adapted conditions (after prolonged 
light exposure), HC responses become faster, and 
the responses to short light steps become larger. 
This results in a faster and stronger inhibition on 
the bipolar cell responses. Consequently, the 
bipolar cell responses are more transient under 
light-adapted conditions. The differences in re- 
sponse waveform of outer retinal neurons under 

A B 

I I  I I  NULL 

S T  S T  S T  S T  

Fig. 10. A. Change-detecting subunit. The sustained-responding bipolar cell terminal (S) provides excitatory synaptic input to the 
narrow-field sustained amacrine cell (N). The narrow-field amacrine cell feeds back to the transient bipolar cell terminal (T) at 
GABA, receptor to truncate the sustained signal arriving via its axon. (There is also a narrow-field feed-forward GABA, input to 
the wide-field amacrine cell, presumed to originate from the narrow-field amacrine cell.) The output from this terminal, in turn, 
drives the wide-field amacrine cell (W) that augments the transient input by generating a single spike, and it propagates this signal 
laterally. B. Implementing the movement-detecting subunit in the Barlow-Levick model. The movement-detecting subunit (MDS) 
shown in the upper series of boxes is composed of the OFF responding, change-detecting subunit with the same circuitry, as shown 
in A. A complementary set of interactions, from the on-system, should also be included in the complete MDS. This MDS drives the 
lateral inhibitory element, W, the wide-field amacrine cell that propagates in the null direction and feeds forward to the ganglion 
cell dendrites via a glycinergic synapse. The lower boxes (GI represent the dendrites of a single ganglion cell that integrates the 
activity from a local population of subunits (from Werblin et al., 1988). 
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DARK-ADAPTED LWIT-ADAPTED 

CONDITION CONDITION mV 

" 0  -10 O[ p li\" 

- 
Fig. 11. Light responses of (from top to bottom) a rod,, a rod, 
a cone, an HC. a DBC and an HBC to a I s, 700 nm light step 
under dark-adapted conditions (left column) and in the pres- 
ence of background illumination (right column). Note the 
response rise time of the HC is much slower under dark- 
adapted conditions. The on-transient responses of the cone, 
DBC and HBC (thick arrows). and the off-transient responses 
of the rod,, cone, HC, DBC and HBC (thin arrows) are more 
pronounced under light-adapted conditions (from Frumkes 
and Wu. 1990). 

dark- and light-adapted conditions are given in 
Fig. 11. It is probably economical, if not advanta- 
geous, for the retina to transmit only transient 
signals than to transmit constant information un- 
der light-adapted conditions. 

In summary, GABAergic synapses in ec- 
totherm retinas appear to be involved in several 
vital functions. These include spatial and tempo- 
ral resolution of visual images as well as adapta- 
tion-induced changes in synaptic efficacy. In ad- 

dition to acting like a classical neurotransmitter 
(e.g., open chloride channels in cones and bipolar 
cells), GABA also acts like a neuromodulator 
(e.g., slows down the HCRRT, acts on G-pro- 
teins). This dual role of GABA in retina and 
perhaps in the brain warrants attention and fur- 
ther investigation. 
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GABAergic circuits in the mammalian retina 

Michael A. Freed 

BuirCiing 36, Room ZCO2, National Institutes of Health, Bethesda, MD 20892, USA 

Introduction 

The evidence that GABA (7-aminobutyric acid) 
is a neurotransmitter within the mammalian retina 
has been reviewed before (Enna and Karbon, 
1986; Yazulla, 1986): there is an uptake carrier 
with a high affinity for GABA (Goodchild and 
Neal, 1973; Starr and Voaden, 1972); both flash- 

ing lights and high K+ release GABA (Bauer, 
1978; Lam et al., 1980); there are GABA recep- 
tors (Enna and Snyder, 1976); the retina contains 
GABA and its synthetic enzyme glutamic acid 
decarboxylase (GAD) (Graham, 1972; Kuriyama 
et al., 1968). These findings are compelling but 
do not implicate particular neuronal types to be 
GABAergic. Thus, they will not be discussed 
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photoreceptor 

R o d  
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Fig. 1. The rod bipolar and cone bipolar pathways. 



further here. This chapter will focus on specific 
GABAergic retinal neurons and discuss their role 
in the retinal circuitry of eutherian mammals. 

Many distinct types of interneuron convey the 
visual scene, transduced by the rods and cones, to 
the ganglion cells (Rambn Y Cajal, 1972). The cat 
retina has been estimated to contain 33 types of 
interneuron and 23 types of ganglion cell (Kolb et 
al., 1981). These interneurons form two major 
pathways, the rod bipolar pathway and the cone 
bipolar pathway (Kolb and Famiglietti, 1974; 
Sterling et al., 1988). This arrangement may be 
common to mammals (Dacheux and Raviola, 
1986; Muller, 1989; Vaughn et al., 1981; Voigt 
and Wassle, 1987). The pathways begin in the 
outer plexiform layer (see Fig. 1). Here, rods and 
cones contact separate bipolar cell types, the rod 
and cone bipolar cells. The rod and cone bipolar 
cells lead to the inner plexiform layer, where both 
pathways ultimately converge upon the same gan- 
glion cells. The rod pathway is less direct, how- 
ever, since it includes an intermediate amacrine 
cell, the A11 amacrine cell. Rod and cone signals 
also intermingle due to gap junctions between 
rod and cones. As would be expected from the 
sensitivity of rods to dim light, the rod bipolar 
pathway functions under conditions of low illumi- 
nation and the cone bipolar pathway functions 
under conditions of high illumination (Kolb and 
Famiglietti, 1974; Smith et al., 1986). 

This chapter’s theme is that GABAergic cir- 
cuits modify signals running through both rod 
and cone bipolar pathways. These modifying cir- 
cuits, in keeping with their name, are often circu- 
lar chains of neurons, as distinct from the linear 
bipolar pathways, and therefore seem to mediate 
feedback. Another function of these modifying 
circuits can be understood in the context that, 
since each neuronal type is repeated across the 
retina, rod and cone bipolar pathways represent 
many parallel routes: the modifying circuits con- 
vey information laterally between these parallel 
routes. One modifying circuit cell is the horizon- 
tal cell, which interacts with rods, cones and 
bipolar cells in some manner not fully under- 

stood. In mammals, there are at least 2 types of 
horizontal cell (Rambn Y Cajal, 1972). There is 
equivocal evidence that both types of horizontal 
cell are GABAergic. Another modifying circuit 
cell is the amacrine cell, which interacts with 
bipolar cells, ganglion cells and other amacrine 
cells. There is good evidence that specific types of 
amacrine cells are GABAergic. A third kind of 
modifying neuron, the interplexiform cell, re- 
ceives synapses from amacrine cells in the inner 
plexiform layer and synapses upon bipolar cell 
dendrites in the outer plexiform layer, constitut- 
ing a longer feedback loop. In mammals, there is 
good evidence that 2 types of interplexiform cell 
are GABAergic. 

Specific types of GABAergic neurons 

Putative GABAergic neurons have been located 
by several methods: Autoradiography of tritiated 
GABA or its tritiated analogues (isoguvacine, di- 
aminobutyric acid, muscimol), after these sub- 
stances are accumulated by neurons, shows grains 
over somas and processes. To use this method, 
neurons with high-affinity uptake, which show 
many autoradiographic grains, must be distin- 
guished from those neurons with low-affinity up- 
take, which show few grains. A second method, 
immunohistochemistry, locates endogenous 
GABA. Immunohistochemistry also locates GAD 
the enzyme that synthesizes GABA from gluta- 
mate. Since immunohistochemistry may recognize 
molecules that share epitopes with GABA or 
GAD, the qualifications GABA-like immunore- 
activity or GAD-like immunoreactivity are used 
(GABA-IR or  GAD-IR). This means that cells 
without GAD or GABA may be recognized. On 
the other hand, immunohistochemistry may fail 
to recognize cells with GAD, since an antibody 
may not recognize all isoforms of this enzyme. A 
third method, in situ hybridization, confirms the 
presence of GAD: DNA and RNA probes show 
the transcription of the GAD gene in neurons 
(Sarthy and Fu, 1989a,b). A fourth method 
preloads GABA-accumulating cells with 
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[3H]GABA, stimulates them with light to release 
i3H1GABA, and then uses autoradiography to 
demonstrate the resulting depletion of i3HIGABA 
from the cells (O'Malley and Masland, 1989). 

Given the variety methods for identifying puta- 
tive GABAergic neurons, it is natural to ask to 
what extent these methods identify the same neu- 
rons. Comparing the results of GAD and GABA 
immunohistochemistry, virtually all amacrine cells 
that show GAD-IR also show GABA-IR (Hen- 
drickson et al., 1985; Mosinger and Yazulla, 1987). 
This is expected and may only indicate that cells 
use GAD to synthesize GABA. Reversing this 
comparison, about 87% of amacrine cells that 
show GABA-IR also show GAD-IR (Mosinger 
and Yazulla, 1987). This may mean that some 
cells take up GABA but do not synthesize it. This 
is confirmed by comparing the results of GAD 
immunohistochemistry and the uptake of the 
GABA analogues [ 'HIGABA and [ 3H]muscimol: 
only about 71-78% of analogue-accumulating 
cells show GAD-IR (Hendrickson et al., 1985; 
Mosinger and Yazulla, 1985). 

These results indicate that the population with 
GAD-IR is smaller than either GABA-accu- 
mulating or GABA-containing populations. So 
there is good, but not perfect, agreement be- 
tween the various methods in mammals. Given 
that the agreement is not perfect, none of these 
methods are infallible markers for GABAergic 
cells. Yet, all these methods provide evidence 
that cells have GABA available for release. Thus, 
a reasonable approach to identifying GABAergic 
neurons is to consider the evidence for each cell 
type in turn. 

Horizontal cells 
The evidence for GABAergic horizontal cells 

in adult eutherian mammals is equivocal. This is 
in contrast to the good evidence for GABAergic 
horizontal cells in lower vertebrates (see Wu, 
Chapter 5, and Marc, Chapter 4). Some studies of 
mammals report GABA-IR and GAD-IR in hori- 
zontal cells (Bob! and McGuire, 1985; Griinert 
and Wassle, 1990; Osborne et al., 1986; Pourcho 

and Owczarzak, 1989; Wassle and Chun, 1989). 
Yet, other studies report no specific staining 
(Agardh et al., 1987; Brandon, 1985; Hendrickson 
et al., 1985; Mosinger et al., 1986). In those 
studies that report immunostaining, horizontal 
cells of both types stain, but stain less intensely 
than amacrine cells. The results of in situ hy- 
bridization vary too: they show horizontal cells 
transcribe the GAD gene in cat, but not primate 
(Sarthy and Fu, 1989a,b). Even for the same 
investigator and the same animal, horizontal cell 
staining is sporadic, occurring in some sections 
and not in others (Grunert and Wassle, 1990; 
Mosinger and Yazulla, 1987). The cause of spo- 
radic staining, and even reported differences be- 
tween animals, may be sampling error: A study of 
monkey that paid attention to retinal position 
showed that central horizontal cells stain while 
peripheral horizontal cells do not (Grunert and 
Wassle, 1990). 

Other evidence fails to support GABAergic 
horizontal cells. If horizontal cells release GABA 
within the photoreceptor invagination, the site 
where it interacts with the photoreceptor and the 
bipolar cell, then one of these cell types must 
take up GABA to clear it from the invagination. 
Yet, no such uptake is observed (Brandon et al., 
1979; Freed et al., 1983; Hendrickson et al., 1985; 
Pourcho, 1980; Wassle and Chun, 1989). Thus, a 
cautious approach to evidence would indicate that 
the case for mammalian GABAergic horizontal 
cells is unproven. Yet, it would be surprising that 
a basic part of the retinal circuit should function 
so differently in mammals versus other orders of 
vertebrate, or in the central versus the peripheral 
retina. 

Amacrine cells 
In cat and rabbit, putative GABAergic 

amacrine cells make up about 25-40% of 
amacrine cells in the inner nuclear layer (Freed 
et al., 1983; Mosinger and Yazulla, 1985; Pour- 
cho, 1981; Wassle and Chun, 19891, and most of 
the amacrine cells in the ganglion cell layer 
(Brecha et al., 1988; Wassle et al., 1989). The 
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same approximate portion of amacrine cells accu- 
mulates GABA, accumulates muscimol, contains 
GABA-IR and contains GAD-IR. The immuno- 
staining of amacrine cells is reproducible and 
intense. Amacrine cells also contain messenger 
RNA for GAD (Sarthy and Fu, 1989a,b). The 
only other transmitter implicated for so many 
amacrine cells (about 40%) is glycine (Pourcho, 
1980), indicating that GABA is a major amacrine 
transmitter of the mammalian retina. 

Using autoradiography of either [’H]musci- 
mol or [’HIGABA, specific types of putative 
GABAergic amacrine cells have been studied 
most extensively in the cat. Initially, Pourcho 
(1980, 1981) divided the somas of GABA-accu- 
mulating amacrine cells into 5 classes denoted 
A(GABA,) to A(GABA,). Next, to find the par- 
tial morphology of GABA-accumulating amacrine 
cells, my collaborators and I (Freed et al., 1983) 
reconstructed amacrine cells and divided them 
into 4 classes denoted type 1 to type 4 (see Fig. 
2). Finally, Pourcho and Goebel(1983) developed 
a clever technique to show the complete mor- 
phology of muscimol-accumulating amacrine cells: 
Golgi staining combined with autoradiography of 
[ 3H]muscimol accumulations. This technique al- 
lowed Pourcho and Goebel to identify muscimol- 
accumulating amacrine cells according to Kolb et 
al.3 (1981) classification scheme, denoted Al- 
A22. 

For the cat, the classification of GABA-accu- 
mulating amacrine cells (including interplexiform 
cells) indicates at least 7 of a total of perhaps 
22 amacrine cell types. Each type has been 
described in some detail. This detail allows 
the identification of specific types of putative 
GABAergic amacrine cell in studies of synaptic 
connections, light responses, and pharmacology, 
and so will be summarized here. These specific 
types are also schematized in Fig. 3. In the fol- 
lowing summary, the direction “up” will be syn- 
onymous with “toward the outside of the eye” 
and “down” with “towards the inside of the eye”, 
the standard orientation of retinal micrographs. 
Also, the reader needs to know that the top third 

of the inner plexiform layer is called sublamina a, 
while the bottom two thirds is called sublamina b. 
All measures are of diameters. 

A2 = A(GABA,) = type 2. The A2 amacrine ac- 
cumulates muscimol and has been identified with 
the GABA-accumulating A(GABA,) and type 2 
(Freed et al., 1983; Pourcho, 1980; Pourcho and 
Goebel, 1983). The soma is medium-sized (9-10 
p m )  and contains an electron-lucent cytoplasm. 
The soma is round on top, but flat on the bottom. 
The nuclear surface is either invaginated or 
smooth. Medium caliber (0.8 p m )  primary pro- 
cesses extend from the edge of the soma bottom 
and a stouter primary process stems from its 
middle. All processes ramify within sublamina a. 
The A2 amacrine has a narrow (90-100 pm) 
dendritic field (Kolb et al., 1981; Pourcho and 
Goebel, 1983). 

A10 = A(GABA ,). The A10 accumulates musci- 
mol and has been identified with the GABA-ac- 
cumulating A(GABA,) (Pourcho and Goebel, 
1983). This type has with a medium-sized soma 
(9-11 pm) and a pale cytoplasm. The A10 rami- 
fies broadly within S244 and has a small (100-200 
pm) dendritic field (Kolb et al., 1981; Pourcho 
and Goebel, 1983). 

A13 = A(GABAJ = type 1. The A13 accumu- 
lates muscimol and has been identified with the 
GABA-accumulating A(GABA,) and type 1 
(Freed et al., 1983; Pourcho, 1980; Pourcho and 
Goebel, 1983). The soma is large (12-15 p m )  and 
contains an electron-dense cytoplasm filled with 
copious endoplasmic reticulum. The soma is 
round on top but flat on the bottom, like the 
carapace of a crab. The nuclear surface is smooth. 
From the edges of the soma bottom stem medium 
(0.6 pm) primary processes which ramify within 
sublamina a. Narrower (0.4 pm) processes stem 
from the edges of the soma bottom and from the 
medium processes and descend vertically into 
sublamina b. Processes that stem from the middle 
of the soma bottom are absent. The A13 has a 
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Fig. 2. Electron microscopic autoradiograph of tangential section through amacrine somas. Grains, indicating ['HIGABP 
accumulate intensely over one type of interplexiform cell (IPC) and less intensely over four types of GABA-accumulating amacrin., 
cells (1 = A13, A17; 2 = A2; 3 = type 3; 4 = A18 U = unclassified; from Freed et al., 1983). 
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small dendritic field (<  200 pm; Kolb et al., 
1981; Nelson and Kolb, 1985; Pourcho and 
Goebel, 1983). 

A17 = A(GABA,) = type 1. The A17 accumu- 
lates muscimol and, like the A13, has been identi- 
fied with the GABA-accumulating A(GABA,) 
and type 1 (Freed et al., 1983; Pourcho, 1980; 
Pourcho and Goebel, 1983). The soma is 
medium-sized (9-13 pm; Nelson and Kolb, 1985) 
with an electron-dense cytoplasm, much endo- 
plasmic reticulum, and a flattened bottom. The 
nuclear surface is smooth. From the edges of the 
soma bottom stem medium diameter (0.6 p m )  
primary processes. Narrower (0.1 pm), varicose, 
dendrites branch from the primary processes and 
descend gradually to the bottom of the inner 
plexiform layer. The A17 has a wide dendritic 
field (500-1200 pm; Nelson and Kolb, 1985). 

A19. Originally, I identified my type 4 with the 
A19, but this may be mistaken. Recently, it has 
been shown that the A18 interplexiform cell con- 
tains GABA-IR (see below; Wassle and Chun, 
1988). The A18 has the largest soma of any cell in 
the amacrine layer (15-17 pm); this is how my 
type 4 and Pourcho’s A(GABA,) were described, 

indicating that they may be identical with the 
A18, not the A19. 

The A19 accumulates muscimol (Pourcho and 
Goebel, 1983). The soma is large (12-15 pm), 
and lies either in the inner nuclear or ganglion 
cell layer (Freed et al., 1990). Thick (0.5-2.0 p m )  
straight processes radiate from the soma and 
ramify in sublamina a. The dendritic arbor is 
wide (500 pm). Like other amacrine cells (Dacey, 
19881, the A19 has long, very thin (<  0.2 pm), 
processes that extend some distance (800 p m )  
from the dendritic field. These thin processes 
may be axons (Freed et al., 1990). 

A(GABA,) = type 3. The Golgi classification of 
this GABA- and muscimol-accumulating 
amacrine cell is unknown. Yet, it has been ob- 
served by both myself and R. Pourcho in electron 
micrographs. A small soma (8 p m )  has very elec- 
tron-dense cytoplasm (Freed et al., 1983; Pour- 
cho, 1980; Pourcho and Goebel, 1983). Empty 
vacuoles appear in cytoplasm; this is perhaps an 
artifact. The nuclear surface is invaginated or 
smooth. A very thick extension of soma descends 
into the inner plexiform layer, suggesting that this 
amacrine cell’s processes extends deep into the 
inner plexiform layer and ramify in sublamina 6. 

4 

Fig. 3. GABAergic circuits in the cat retina. All putative GABAergic neurons are cross-hatched. Colocalization of GABA with 
another transmitter is indicated with double-hatching. IPC, interplexiform cell; rb, rod bipolar cell; H cell, horizontal cell; HAT, 
horizontal cell axon terminal; CB, cone bipolar cell; A, amacrine cell; dA, displaced amacrine cell; X, Y, ganglion cells. 
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Interplexijorm cells 
An interplexiform cell is distinguished from 

other amacrine cells by thin but extensive pro- 
cesses which ramify in the outer plexiform layer. 
Mammalian interplexiform cells commonly are of 
two types. Originally, investigators thought these 
two types to be GABAergic and dopaminergic 
(Dowling and Ehinger, 1978; Dowling et al., 1980; 
Nakamura et al., 1980; Ryan and Hendrickson, 
1987; Wulle and Schnitzer, 1989). Recently, how- 
ever, there is evidence the dopaminergic neurons 
may also be GABAergic (see below). In any case, 
the two types of interplexiform cell can be distin- 
guished by their morphology. 

In cat, the non-dopaminergic type of interplex- 
iform cell type makes up about 2% of the GABA- 
and muscimol-accumulating neurons in the 
amacrine cell layer (Nakamura et al., 1980). It 
accumulates more GABA and muscimol than 
amacrine cells (see Fig. 2). The interplexiform 
cell also contains GABA-IR (Chun and Wassle, 
1989; Griinert and Wassle, 1990; Pourcho and 
Owczarzak, 1989; Ryan and Hendrickson, 1987; 
Wassle and Chun, 1989). The medium-sized soma 
(10-12 p m )  is oval and appears placed on end. 
The soma contains an electron lucent cytoplasm. 
Medium diameter primary processes extend into 
the inner plexiform layer and diffusely stratify 
throughout this layer. Thin (0.3-0.4 p m )  pro- 
cesses extend upward from the apex of the soma, 
or from the inner plexiform layer processes, and 
ramify in the outer plexiform layer. The dendritic 
field in either plexiform layer is small (about 200 
pm; Pourcho and Goebel, 1983). 

Colocalization with other transmitters 

Cholinergic, dopaminergic, and putative in- 
doleaminergic types of amacrine cell may also be 
GABAergic. For 2 types of cholinergic and 1 type 
of dopaminergic amacrine cell, the case for 
GABAergic transmission is either as compelling, 
or almost as compelling, as can be made for any 
amacrine cell. Some of the indoleamine-accu- 
mulating types, putatively serotonergic, prove to 

be identical with putative GABAergic types 
already described (A17, A19). The evidence 
that these indoleamine-accumulating types are 
GABAergic is better than the evidence they are 
serotonergic. 

Cholinergic amacrine cells 
GABA-IR, GAD-IR and accumulations of 

[ 3H]GABA and [ 3Hlmuscimol have been found 
in starburst-shaped amacrine cells of rabbit, cat, 
and rat (Brecha et al., 1988; Chun et al., 1988; 
Kosaka et al., 1988; Mariani and Hersh, 1988; 
Massey et al., 1991; O’Malley and Masland, 1989; 
Vaney and Young, 1988). The evidence that star- 
burst amacrine cells are cholinergic is good: they 
immuno-stain for choline acetyltransferase, accu- 
mulate choline with a high affinity, and release 
acetylcholine. Since there is strong evidence that 
acetylcholine (ACh) is a retinal transmitter (re- 
viewed by Neal, 1983), the colocalization of 
GABA and ACh shows the coexistence of two 
functional transmitters in the same cell. 

Cholinergic amacrine cells are similar in sev- 
eral mammals (Masland and Mills, 1979; Pourcho 
and Osman, 1986; Voigt, 1986). There are two 
types, one in the inner nuclear layer where most 
amacrine cells lie, which ramifies in sublamina a,  
and another displaced to the ganglion cell layer, 
which ramifies in sublamina b. Cholinergic 
amacrine cells form the majority of displaced 
amacrine cells in rabbit and cat; this is presum- 
ably the basis for the observation that most dis- 
placed amacrine cells stain for GAD-IR (Brecha 
et al., 1988; Wassle et al., 1989). In cat, the 
cholinergic amacrine cells are identified as the 
A14 and dA14 (Pourcho and Osman, 1986). 

The cholinergic cells release both GABA and 
ACh, but under different conditions. Flashing 
lights or moving bars cause them to release ACh, 
but not GABA (Friedman and Redburn, 1990; 
Masland and Livingston, 1976; O’Malley and 
Masland, 1989). Depolarization with high potas- 
sium cause them to release both ACh and GABA. 
The resulting depletion of GABA from the 
cholinergic cell has been directly visualized using 
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autoradiography. O’Malley and Masland (1989) 
have found that the release of ACh from the 
retina is calcium dependent, but that the release 
of GABA is not. This suggests that ACh is re- 
leased in vesicles, but that GABA is released by 
other means. GABA may be released by the same 
carrier responsible for GABA uptake, made to 
run in reverse by depolarization. Such a reversal 
of the carrier may be a mode of synaptic trans- 
mission in fish horizontal cells, where it is inde- 
pendent of both extracellular and intracellular 
Ca2+ (Schwartz, 1987). Yet, under the conditions 
of O’Malley and Masland’s study, it is difficult to 
ascribe the apparent carrier-mediated release to 
the cholinergic amacrine cells specifically, since 
numerous glial cell, known to have GABA carri- 
ers, would also release GABA. Also, in this same 
study, an intracellular stores of calcium can not 
be excluded as a possible source of calcium for 
vesicular release (for an alternative to carrier- 
mediated release see Marc, Chapter 4). 

Given the coexistence of GABA and ACh in 
the starburst amacrine cells, it is particularly in- 
teresting that GABA suppresses the light-evoked 
release of ACh (Masland and Livingston, 1976). 
GABAA receptors may mediate this suppression, 
since it is blocked by GABA, antagonists. 
GABA, receptors may be involved in an en- 
hancement of ACh release, since baclofen, a 
GABA, agonist, causes release of ACh indepen- 
dent of light (Friedman and Redburn, 1990). I t ,  
has been suggested that starburst cells inhibit 
their own release of ACh, either directly through 
autoreceptors (Brecha et al., 19881, or indirectly 
through a loop of intermediary interneurons. In- 
deed, this intermediary neuron may be a bipolar 
cell that synapses upon the cholinergic amacrine 
cell because blocking glutaminergic bipolar 
synapses with 6-7-dinitroquinoxaline-2,3-dione 
also blocks the effects of GABA, antagonists on 
ACh release (Linn and Massey, 1991). 

Some investigators have suggested the utility 
of two transmitters in one cell (Masland et al., 
1989; Vaney et al., 1989). These suggestions are 
too complex to describe here. Given the inability 

of light to cause a measurable release of GABA, 
a less complex, but more disappointing, explana- 
tion is that cholinergic cells are not GABAergic, 
but simply GABA-receptive; they clear GABA 
from the synapse by accumulating it. Yet, this 
explanation is hard to accept since the cholinergic 
cells show just as many indications of being 
GABAergic, including GAD-IR, as any amacrine 
cell type discussed so far. 

Dopaminergic amacrine cells 
In cat, the dopaminergic amacrine cell, A18, 

which shows tyrosine-hydroxylase like immunore- 
activity (TH-IR), often shows GABA-IR. This 
neuron, however, does not show high-affinity up- 
take of muscimol, but requires concentrations in 
excess of those required by other cell types 
(Wassle and Chun, 1988). A similar colocalization 
of TH-IR with GABA-IR and GAD-IR has also 
been found in rat retina (Kosaka et al., 1987). 
This colocalization implies that two functional 
transmitters exist in the same cell, since there is 
good evidence that dopamine is a retinal trans- 
mitter (reviewed by Kamp, 1985; Massey and 
Redburn, 1987). 

All mammals examined possess doparninergic 
retinal neurons and these neurons are remark- 
ably similar: their somas are large (up to 20 pm) 
compared to other cells in the inner nuclear layer 
and their dendrites ramify at the border at the 
very top of the inner plexiform layer (Dacey, 
1988; Mitrofanis and Finay, 1990; Nguyen-Legros 
et al., 1981; Nguyen-Legros et al., 1984; Oyster et 
ah, 1985; Tork and Stone, 1979). These dendrites 
form rings that encircle and contact the stout 
primary processes of the A11 amacrine cell 
(Pourcho, 1982; Voigt and Wassle, 1987). In addi- 
tion to dendrites, dopaminergic cells have thin, 
axon-like processes, which dip toward the bottom 
of the inner plexiform layer and then back up 
again to the top (Kolb et al., 1990). 

Some, but not all, dopaminergic neurons have 
been demonstrated to direct a process toward the 
outer plexiform layer. Since this process is the 
defining characteristic of an interplexiform cell, 
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its sporadic appearance creates uncertainty 
whether retinal dopaminergic neurons in a given 
mammal are all interplexiform cells, or whether 
they vary between amacrine and interplexiform 
types. Yet, a thin upward-directed process could 
be easily missed. Since the morphology of 
dopaminergic neurons is otherwise uniform, and 
variability is uncharacteristic of retinal cell types, 
(see Sterling, 1983 for review), the dopaminergic 
neuron may be a single type of interplexiform cell 
(but see Oyster et al., 1985). This suggests that 
mammals have two kinds of interplexiform cells: 
one that is GABAergic only, another that is both 
dopaminergic and GABAergic. 

Indoleamine-accumulating cells 
Holmgren-Taylor (Ehinger and Holmgren, 

1979; Holmgren-Taylor, 1982) reported that most 
(75%) of the amacrine varicosities in a reciprocal 
synaptic relationship to the rod bipolar cell are 
indoleamine-accumulating. She identified vari- 
cosities by injecting 5,6-dihydroxytryptamine (5,6- 
DHT) into the vitreous and observing the toxic 
effects of accumulating this indoleamine. These 
effects include swollen mitochondria and in- 
creased electron density of membranes (Dowling 
and Ehinger, 1978). My collaborators and I (Freed 
et al., 1987) reported that more than 90% of 
these same reciprocal amacrine varicosities are 
GABA-accumulating. At the time, these findings 
appeared mutually contradictory, suggesting ei- 
ther GABAergic or serotoninergic reciprocal 
amacrine cells. 

This contradiction was resolved recently by a 
demonstration that the same amacrine cell types 
accumulate both GABA and indoleamines 
(Osborne and Beaton, 1986; Wassle and Chun, 
1988). Indeed, the indoleamine-accumulating 
population of amacrine cells seems to be a subset 
of the putative GABAergic population: in cat, 
more than 70% of cells with GAD-IR also accu- 
mulate serotonin (Wassle and Chun, 1988). In 
rabbit, about 20% of cells with GABA-IR also 
accumulate serotonin and the indoleamine 5,7-di- 
hydroxytryptamine (5,7-DHT; Osborne and 

Beaton, 1986). There are few, if any, amacrine 
cells that are members of the indoleamine-accu- 
mulating population only. 

The types of putative GABAergic neurons that 
accumulate indoleamines has been found by a 
new technique: Cells are made fluorescent by 
accumulating indoleamines and then injected with 
lucifer dye to show their morphology (Tauchi and 
Masland, 1984). In cat, after dye injection, two 
GABAergic types were found to accumulating 
the indoleamine 5,6-DHT the A17 and the A19 
(Wassle et al., 1987). 

In rabbit, after dye injection, 3 cell types are 
found to accumulate the indoleamine 5,7-DHT 
types S1, S2 and S3. Although detailed study of 
specific GABA-ergic cell types has not been pub- 
lished in rabbit, it can be inferred that these 3 
types are putative GABAergic cells. Types S1 and 
S2 resemble the A17 and A13 amacrine cells in 
cat because they stratify diffusely and their den- 
drites descend toward the bottom of the inner 
plexiform layer (Sandell and Masland, 1986; 
Vaney, 1986). The S1 and S2 resemble the A17 
and A13 in another way: they are reciprocal to 
the rod bipolar cell (Sandell et al., 1989). Fur- 
thermore, it can be inferred that S1 and S2 are 
GABA-immunoreactive. About 75-80% of in- 
doleamine-accumulating amacrine cells in rabbit 
are GABA-immunoreactive (Osborne and Beat- 
on, 1986; Wassle and Chun, 1988). Since this is a 
greater portion of indoleamine-accumulating cells 
than are of type S1 (Vaney, 19861, this implies 
that both S1 and S2 are putative GABAergic 
neurons (Wassle and Chun, 1988). The third in- 
doleamine-accumulating type in rabbit (S3) is an 
interplexiform cell, that occurs infrequently across 
the retina and accumulates GABA (Sandell and 
Masland, 1986, 1989). Thus rabbit, like other 
mammals, has a putative GABAergic interplexi- 
form cell type. 

Before putative GABAergic types can be ac- 
cepted as serotonergic, there are certain criteria 
worth considering. One of these is that they show 
high affinity uptake of indoleamines. In cat, this 
criteria is not met (Wassle and Chun, 1988). Only 
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the A20 amacrine cell, not thought to be 
GABAergic or to provide varicosities reciprocal 
to the rod bipolar cell, accumulates indoleamines 
when the isolated retina is bathed in concentra- 
tions of 5,6-DHT approximate to the K, for 
high-affinity uptake (Osborne, 1980; Thomas and 
Redburn, 1979). Other cell types, including puta- 
tive GABAergic amacrine cells, require concen- 
trations 100 times in excess of this to accumulate 
indoleamines by low-affinity uptake. 

Holmgren-Taylor studied amacrine varicosities 
reciprocal to the rod bipolar cell after intravitreal 
injection of 5,6-DHT. I t  is hard to determine 
exactly what concentrations in the cat retina these 
injections produced, but it is possible to infer that 
they were sufficient for low-affinity uptake. A 
small amount of 5,6-DHT (20 g) injected into the 
vitreous labels the high-affinity A20 intensely, but 
the A22 and the A19 only faintly (Wassle and 
Chun, 1988). None of these 3 types are known to 
be reciprocal to the rod bipolar cell. Twice this 
amount of 5,6-DHT labels the A17, which is 
reciprocal to the rod bipolar cell. Presumably this 
larger amount of 5,6-DHT causes nonspecific la- 
beling of the A17, as high concentrations do in 
the bath, since this amount also labels the Y 
ganglion cell, not thought to be either GABAer- 
gic or indoleamine-accumulating. To label the 
reciprocal varicosities, Holmgren-Taylor injected 
even more (50 pg) of 5,6-DHT into the vitreous, 
an amount sufficient for low-affinity uptake. Ad- 
ditionally, she chose to study regions of retina 
where the labeling, and thus the concentration of 
5,6-DHT, were highest. The evidence indicates 
that amacrine varicosities reciprocal to the rod 
bipolar cell suffered toxic effects because of their 
low-affinity uptake of indoleamines. 

Another criteria for serotonergic transmission 
is that the candidate neuron contains sufficient 
quantities of endogenous serotonin. Although 
there are no established minimum criteria for 
quantity, the evidence suggests that a putative 
GABAergic neuron contains much less serotonin 
than GABA. A more than 1000-fold disparity 
between the total amounts of serotonin and 

GABA in the retina supports this idea ( -  1 X 

lO-"' versus 4 x lo-' M per gram wet weight; 
Ehinger et al., 1981; Kuriyama et al., 1968; 
Mitchell and Redburn, 1985; Osborne et al., 
1982). A parsimonious amount of serotonin is 
also borne out by immunohistochemical studies 
of eutherian mammals: these studies fail to detect 
any endogenous serotonin in neurons (for pro- 
totherians, see Young and Vaney, 1990). Im- 
munohistochemical studies of serotonin must 
raise serotonin levels artificially to detect it 
(Ehinger et al., 1981). In contrast, GABA is easily 
localized in amacrine cells without artificial in- 
creases. The levels of synthetic enzymes indicate 
the same disparity: a study of tryptophan hydrox- 
ylase (Florin and Hansson, 1980), the enzyme 
that synthesizes serotonin, reports no detectable 
levels. A study of tryptophan hydrolase-like im- 
munoreactivity in guinea pig (Osborne et al., 1989) 
located a small number of unidentified amacrine 
cells. In contrast, GAD-IR has been repeatedly 
demonstrated and localized in many amacrine 
cells. 

In general, the evidence for any sort of sero- 
tonergic transmission in the mammalian retina is 
contradictory. There is some doubt whether high 
potassium releases serotonin (Nowak et al., 1985; 
but see Osborne, 1980; Thomas and Redburn, 
1979). Two studies (Blazynski et al., 1985; Os- 
borne et al., 1989) show serotonin elevates CAMP 
levels, but another study (Florin and Hansson, 
1980) reports no such effect. It has been sug- 
gested that other indoleamines might be the nat- 
ural transmitter, but these also may be present at 
very low levels (Florin, 1979; Osborne et al., 
1982). 

In support of serotonergic neurotransmission, 
there is evidence that serotonin and its antago- 
nists reduce the firing of retinal ganglion cells. 
Thier and Wassle (1984) observed the effects of 
serotonin and its antagonist 5-methoxy-NJV-di- 
methyltryptamine on 22 cat retinal ganglion cells. 
They found a decrease in spontaneous rate. When 
the light-evoked response was referenced to the 
spontaneous rate (see below), they found no 
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change in light-evoked responses from 20 cells. 
For 2 cells, the antagonist suppressed a response, 
but that this was accompanied by “a reduction in 
the amplitude of the extracellularly recorded 
spike”. This reduction of spike amplitude sug- 
gests a hyperpolarizing shunt of the membrane 
resistance which may reduce firing during the 
stimulus and at other times. The reduction in 
firing may occur because shunting reduces, in an 
ohmic fashion, voltages that cause spontaneous 
and light-evoked firing. In this case, light-evoked 
and spontaneous firing would be reduced by some 
common ratio. Reduction of both light-evoked 
responses (not referenced to spontaneous rate) 
and spontaneous firing by serotoninergic antago- 
nists have also been reported in rabbit (Brunken 
and Daw, 1986, 1988a,b). So, in both cat and 
rabbit, ganglion cells may be directly sensitive to 
serotonin and related drugs. 

In summary, both rabbit and cat have two 
types of diffuse putative GABAergic amacrine 
cells whose terminal processes run along the bot- 
tom of the inner plexiform layer and contact rod 
bipolar cells and at least one type of putative 
GABAergic interplexiform cell. These cell types 
may contain only small amounts of serotonin. 
Why GABAergic amacrine cells accumulate in- 
doleamines is not clear. 

GABA-receptive cell types 

Recently a GABAA receptor has been isolated 
and monoclonal antibodies made against it. This 
allows immunocytochemical staining for the re- 
ceptor, and identification of presumed GABA-re- 
ceptive neurons in primates. Unfortunately, the 
identify of specific neuronal types has not been 
published, only the identity of general cell classes: 
the antibodies stain amacrine and ganglion cell 
somas, but not photoreceptors or horizontal cells 
(Hughes et al., 1989; Mariani et al., 1987; Richards 
et al., 1987; see Brecha, Chapter 1). There may 
be, however, other types of stained neuron. In- 
spection of one illustration shows a stained neu- 
ron (Fig. 4 of Hughes et al., 1989) which resem- 

bles a starburst amacrine cell. Inspection of many 
illustrations suggests that bipolar cells may be 
labeled too: stained somas, in the middle of the 
inner nuclear layer, show a thick stalk which 
descends into the inner plexiform layer, but no 
ascending stalk. To me, this descending stalk 
looks like the axon of a bipolar cell. Perhaps 
bipolar cell axons stain but their dendritic termi- 
nals do not. Large ganglion cell somas and den- 
drites are stained which are probably of the para- 
sol type, thought to correspond to the Y cells of 
cat. 

Whole-cell and patch-clamp recordings of the 
rat and mouse show GABAA receptors on identi- 
fied rod bipolar cells and untyped ganglion cells 
(Lipton, 1989; Tauck et al., 1988; Karschin and 
Wassle, 1990; Suzuki et al., 1990, Yeh et al., 
1990). On these cells, GABA receptors gate a 
channel selective to chloride, and are blocked by 
the GABAA antagonist bicuculline. There is no 
evidence of GABA, receptors: In mammals, ba- 
clofen has no effect on bipolar cell channels, and 
ganglion cell channels exhibit only typical GABAA 
conductances. These conductances are resistant 
to cytosolic dilution by patch electrodes (“wash- 
out”), and thus provide no evidence for the sec- 
ond messengers typical of GABAB receptors 
(Lipton, 1989). Since GABAA immunostaining 
seems to outline bipolar cell axons and somas, 
but not dendritic terminals, it is interesting that 
the rod bipolar axons and somas are sensitive to 
puffs of GABA, but the dendritic terminals are 
not (Karschin and Wassle, 1990, Suzuki et al., 
1990; but see Yeh et al., 1990). 

To summarize: the results of both patch 
clamping and receptor immunohistochemistry in- 
dicate that amacrine cells, bipolar cells, and gan- 
glion cells, possess GABAA receptors. These cell 
classes are known to be postsynaptic to GABAer- 
gic amacrine cells in the inner plexiform layer 
(see below). Specific types of GABA-receptive 
neurons may include cholinergic amacrine cells, 
the rod bipolar cell and the Y-type ganglion cell. 
The sites of horizontal cell interaction, the bipo- 
lar dendrites and receptors, do not appear to 
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possess these receptors, another indication of the 
uncertain role of GABA in the outer plexiform 
layer. 

Circuits 

Figure 3 is a circuit diagram for GABAergic 
circuits in the cat retina including all the putative 
GABAergic and GABA-receptive types discussed 
above. Its construction is based on electron mi- 
croscopic sections of Golgi- or horseradish perox- 
idase-stained cells, as well as serial section recon- 
struction (Freed and Sterling, 1988; Kolb and 
Nelson, 1985; McGuire et al., 1986; Nelson and 
Kolb, 1984, 1985; Kolb et al., 1990). Like most 
circuit diagrams, it is uninformative unless one 
traces particular circuits through the various com- 
ponents. There is not room in this chapter to 
trace and discuss all circuits. The horizontal cell’s 
synaptic interaction with the photoreceptor can 
be omitted since it seems similar in mammal and 
cold-blooded vertebrate, and the GABAergic na- 
ture of this interaction is better documented in 
cold-blooded vertebrates. The interactions of 
GABAergic amacrine cells and the cone bipolar 
pathway are important but will be left for a 
future publication (A19 cell, Freed, Kolb and 
Nelson, in preparation). This section of the chap- 
ter will focus on amacrine cells synaptically asso- 
ciated with the rod bipolar cell. Before it does, 
some general comments about GABAergic cir- 
cuits are necessary 

The circuit diagram of Fig. 3 lacks an impor- 
tant dimension. It does not specify how many 
individuals of each type are synaptically associ- 
ated. Neither does it specify the related informa- 
tion about the number, distribution, and source 
of GABAergic synapses on each GABA-receptive 
cell type. At this point such information is very 
sketchy. Instead, a survey of GABAergic synapses 
has been accomplished by adapting, to the elec- 
tron microscope, immunohistochemical methods 
for locating GAD-IR and GABA-IR (Chun and 
Wassle, 1989; Griinert and Wassle, 1990; Koontz 
and Hendrickson, 1990; Mariani and Caserta, 

1986; Vaughn et al., 1981). Immunolabeled, pre- 
sumably GABAergic, amacrine synapses are 
spread throughout the depth of the inner plexi- 
form layer, in contrast to the laminar distribu- 
tions of GAD-IR in light microscopic studies 
(Brandon, 1985). Apparently, GABAergic ama- 
crine processes ramify in discrete lamina but this 
does not indicate the distribution of their 
synapses. The distribution of GABA, receptors 
in the inner plexiform layer is also laminated, so 
the distribution of GABAergic synapses is not 
identical to the distribution of GABA-receptive 
processes either (Hughes et al., 1989; Mariani et 
al., 1987; Richards et al., 1987). 

Five studies of central retina have identified 
the processes postsynaptic to GABAergic ama- 
crine synapses as either bipolar cell, ganglion cell, 
or amacrine cell. Three studies of cat, rat and 
macaque are in agreement: at about half of 
GABAergic synapses, the postsynaptic processes 
are rod and cone bipolar cells (Chun and Wassle, 
1989; Koontz and Hendrickson, 1990; Vaughn et 
al., 1981). The remaining GABAergic synapses 
are presynaptic to ganglion cells and amacrine 
cells with about equal frequency. Although two 
studies (Griinert and Wlssle, 1990; Mariani and 
Caserta, 1986) differ on proportions or are not 
directly comparable, all studies agree that a sub- 
stantial output from GABAergic amacrine cells is 
to bipolar cells. 

Identification of processes presynaptic to 
GABAergic amacrine cells has been made also. 
Rod and cone bipolar cells are an important 
input to GABAergic amacrine cells: more than 
half (51-88%) of the synapses upon GABAergic 
amacrines come from bipolar cells, with the re- 
mainder from amacrine cells (Chun and Wassle, 
1989; Griinert and Wassle, 1990; Koontz and 
Hendrickson, 1990; Mariani and Caserta, 1986). 

The GABAergic amacrine cells specialize in 
feedback synapses. Rod and cone bipolar cells 
contact amacrine cell varicosities at a dyad 
(Dowling and Boycott, 1976); at this site two 
processes are postsynaptic to the bipolar cell: the 
amacrine cell and one other cell. This other cell 
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may be either a ganglion cell or another amacrine 
cell. A reciprocal synapse occurs when the 
amacrine cell process returns a synapse back upon 
the same bipolar cell. Chun and Wassle (1989) 
found that about 40% of the bipolar cell input to 
the GABAergic amacrine cell is reciprocated. 
Many reciprocal synapses are missed in single 
sections, so probably the proportion of reciprocal 
input to the GABAergic amacrine is much higher. 
Koontz and Hendrison (1990) have stated that all 
reciprocal amacrine synapses upon bipolar cells 
they could find were GABAergic. 

The GABAergic amacrine cells in mammals 
are somewhat clannish: most (60-100%) amacrine 
inputs to GABAergic amacrine cells are from 
other GAJ3Aergic amacrine cells (Chun and 
Wassle, 1989; Griinert and Wassle, 1990, Vaughn 
et al., 1981). This may be due to the frequency of 
GABAergic processes in the inner plexiform 
layer, which causes GABAergic amacrine pro- 
cesses to encounter one another often. That 
GABAergic amacrine processes are frequent is 
hinted at: 70% of amacrine synapses are GABA- 
ergic (Koontz and Hendrickson, 1990). In addi- 
tion, it is interesting, but of uncertain import, 
that GABAergic amacrine cells seem to have 
many more (3-5 x outputs than inputs (Chun 
and Wassle, 1989; Grunert and Wassle, 1990; 
Vaughn et al., 1981). 

It may be possible to infer from these surveys 
the proportion of GABAergic synapses upon a 
retinal cell type. For example, there is a concen- 
tration of GABAergic amacrine synapses upon 
ganglion cells at the top of sublamina b, where 
the primate correlate of the On-Y cell ramifies. It 
would be, however, preferable to directly observe 
the pattern of GABAergic synapses upon an indi- 
vidual cell of identified type. If, for example, all 
GABAergic synapses are close to the Y cell’s 
soma, this would have important nonlinear ef- 
fects on its light response (Koch et al., 1982). 
Thus, it would be worth summarizing the pattern 
of GABAergic synapses upon an identified neu- 
ron. My collaborators and I (Freed et al., 1987) 
have found the pattern of GABAergic input upon 

the rod bipolar cell. Many other investigators 
have contributed to an understanding of the rod 
bipolar cell-GABAergic amacrine circuit, making 
it one of the better characterized GABAergic 
circuits in mammal. 

The rod bipolar-reciprocal amacrine circuit 
My collaborators and I (Smith et al., 1986) 

have concluded that gap junctions between pho- 
toreceptors are “closed” under conditions of ex- 
treme darkness, leaving the rod bipolar pathway 
the only operating pathway to the ganglion cells. 
A computer simulation of the large rod-cone 
network indicated the utility of closing the gap 
junctions: to keep small currents, caused by single 
quanta, from being diluted in the network. This 
makes the structure of the rod bipolar axon ter- 
minal particularly interesting as a final common 
path for signals. As can be seen in the circuit 
diagrams (Figs. 1 and 31, signals going down the 
rod pathway must go through the rod bipolar 
axon terminal + A11 amacrine synapse. At virtu- 
ally every such synapse, an amacrine varicosity is 
positioned that makes a reciprocal synapse back 
upon the rod bipolar cell (Kolb, 1979; McGuire et 
al., 1984; Strettoi et al., 1990). Thus, this recipro- 
cal amacrine influences virtually all signals to the 
ganglion cells in the dark. Our study showed that 
almost all ( > 90%) of the reciprocal amacrines 
are GABA-accumulating, indicating that GABA- 
ergic feedback is important to the rod bipolar 
pathway in mammals. A similar preponderance of 
GABAergic feedback upon rod bipolar cells in 
goldfish is discussed in Chapter 4 of this volume. 

Figure 4, taken from our study, shows four rod 
bipolar axon terminals reconstructed from serial 
electron microscope sections (parts A-D). Each 
reconstruction is a series of profiles traced from 
the sections and stacked one upon the other to 
give a three-dimensional view of the entire axon 
terminal. In addition, all of the processes either 
presynaptic or postsynaptic to the axon terminal 
were reconstructed; these are represented in the 
figure by their largest profiles. Each rod bipolar 
axon terminal is represented three times to allow 
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Fig. 4. Reconstruction of 4 rod bipolar axon terminals and their synaptically associated processes. Each bipolar cell is represented three times. For each bipolar cell: 
left panel, distribution of reciprocal amacrine processes; middle panel, non-reciprocal amacrine processes; right panel, A11 and interplexiform cell processes (from 
Freed et al., 1987). 
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all of the processes to be represented without 
obscuring the axon terminal. Thus, each axon 
terminal is literally covered with synaptically-in- 
teracting processes. 

Every section of the series used to reconstruct 
the rod bipolars was also prepared for autoradio- 
graphy to show the location of [3H]GABA after it 
was injected into the vitreous. We counted the 
grains over all the profile of all of these pro- 
cesses, measured their areas, and calculated the 
density of grains. Ninety percent of the reciprocal 
amacrine varicosities, and 100% of interplexiform 
varicosities, showed specific accumulations of 
grains. In addition, there are non-reciprocal 
amacrine varicosities, of uncertain origin, which 
are only presynaptic to the rod bipolar, not post- 
synaptic. Forty percent of non-reciprocal varicosi- 
ties had specific accumulations. Specific accumu- 
lations did not lie over processes of the rod 
bipolar cell or the A11 amacrine cell. 

We knew that the autoradiographic grains rep- 
resented [ 3H]GABA, since chromatography 
showed that over 90% of radioactivity in the 
retina was due to [3H]GABA. In addition, we 
checked the distribution of grain densities among 
processes: this distribution was bimodal, as would 
result from cells with high- and low-affinity up- 
take. Thus, specific accumulations of grains over 
neurons are due to high-affinity uptake, indicat- 
ing the reciprocal amacrines are probably almost 
all GABAergic. In confirmation, amacrine vari- 
cosities reciprocal to the rod bipolar have been 
found to contain GABA-IR and GAD-IR (Chun 
and Wassle, 1989; Pourcho and Owczarzak, 1989; 
Vaughn et al., 1981). Also, the putative GABAer- 
gic types A17, A13, S1, and S2 have been shown 
to contribute reciprocal synapses to the rod bipo- 
lar cell. Other amacrine types, not known to be 
GABAergic, contribute reciprocal varicosities 
upon the rod bipolar cell, but our results suggest 
that they contribute less than 10% of these vari- 
cosities. 

The very structure of the rod bipolar cell out- 
put implies massive GABAergic feedback. To 
determine whether this feedback is positive or 

negative one needs to known the light-evoked 
responses of all participants in the dyad. So far, 
the recorded responses are all to a step function 
(a flash of light). Intracellular recording and 
staining of the A11 amacrine cell shows a depolar- 
ization to the onset of the step which decays with 
time (a transient response; Dacheux and Raviola, 
1986; Nelson and Kolb, 1983). Recording from 
the A17 and its analogue in rabbit (Sl) shows a 
depolarizing to the onset of the step, but with 
little decay (a sustained response; Nelson and 
Kolb, 1985; Raviola and Dacheux, 1987). Surpris- 
ingly, the A13 response is of opposite polarity: a 
sustained hyperpolarization. 

Since all of these amacrine cells, AII, A13, and 
A17, are postsynaptic at the dyad, the opposite 
polarity of the A13 is unexpected. Different in- 
puts may cause these different responses: the 
A17 receives predominant rod bipolar input (with 
occasional input from the A18), while the A13 
receives input from cone bipolar cells in addition 
(see circuit diagram, Fig. 3). It is possible, there- 
fore, that the response recorded at the A13 soma 
reflects this additional input, and the A13 vari- 
cosities at the rod bipolar dyad might be electri- 
cally isolated from the soma (Ellias and Stevens, 
1980). In this case, the response polarity of all the 
reciprocal varicosities, would be depolarizing, like 
the A17 response. 

The few intracellular recordings from rod 
bipolar cells published so far disagree as to 
whether its response is hyperpolarizing or depo- 
larizing (Dacheux and Raviola, 1986; Nelson et 
al., 1976). The reason for this disagreement is 
that the rod bipolar cell soma is extremely diffi- 
cult to record from in situ, since it is small and 
lies interstitial in the retina. To improve record- 
ing conditions, rod bipolar cells have been iso- 
lated from the rat retina, placed in a dish, and 
patch electrodes used to make whole-cell record- 
ings (Karschin and Wassle, 1990, Yamashita and 
Wassle, 1990). The response to light was elimi- 
nated by this isolation, of course. Instead, the 
natural transmitter of the rod photoreceptors, 
glutamate, and its agonist 2-amino-4-phosphono- 
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butyric acid (APB), were puffed onto the rod 
bipolar cell. It was reasoned that these puffs 
should have the opposite effect to light, since 
light curtails photoreceptor release of transmit- 
ter. APB was found to close channels with a 
reversal potential positive to the rod bipolar cell’s 
potential in the dark. This indicated that light, 
having the opposite effect, opened these channels 
and depolarized the cell. 

Since the rod bipolar cell seems to depolarize 
to light, it can be inferred that input upon the 
A11 and A17 amacrine cell from the rod bipolar 
cell is sign conserving. It can also be inferred that 
the return synapses of the reciprocal amacrine 
are sign inverting: upon depolarization the recip- 
rocal amacrine releases GABA, which increases 
chloride conductance in the rod bipolar cell. Pre- 
sumably, the chloride reversal potential is nega- 
tive to the rod bipolar dark potential and an 
increase in chloride conductance causes a hyper- 
polarization. This all adds up to negative feed- 
back at the dyad. 

In light of the evidence presented for negative 
feedback, it is somewhat disappointing that its 
effects are not obvious in the responses of the 
intact retina so far recorded. The transient re- 
sponse of the All cell might indicate feedback, 
but is probably not a result of the reciprocal 
synapse: Neither the A17 cell or the rod bipolar 
cell is transient. Yet, the A17 is postsynaptic at 
the same synapses as the A11 cell. Therefore, the 
A11 transient response may be due to its intrinsic 
properties, and not due to the reciprocal synapse 
(Werblin, 1977). The A17 and A11 cells have a 
quicker response (less rise time) at the onset of 
the step than the rod bipolar cell, which may 
indicate feedback, since it shows increased gain 
and high frequency response. Unfortunately, the 
responses recorded so far are not definitive, since 
their characteristics could be approximated by 
either positive or negative feedback, depending 
on the frequency response and gain of the ele- 
ments in the feedback loop. For example, a re- 
sponse to high frequency can be enhanced by 
either negative feedback with low pass character- 

istics, or positive feedback with high pass charac- 
teristics. Thus, it is clear that, despite much data 
about a very simple GABAergic circuit, the rod 
bipolar dyad is still only vaguely understood. 

Effects of GABA-antagonists on circuitry 

Extracellular and intracellular records of gan- 
glion cells in situ show complex effects of GABA, 
antagonists. Unfortunately, the reported effects 
of these antagonists, even for the same cell type 
in the same animal, often disagree. Each study 
stresses a different division of four ganglion cell 
types (On-X, On-Y, Off-X, Off-Y). Caldwell and 
Daw (1978) separate X and Y cells, and report 
that picrotoxin alters the center-surround balance 
of Y but not X cells. Ikeda and Sheardown (1983) 
separate On and Off cells, claiming that bicu- 
culline blocks inhibition in On but not Off cells. 
Saito (1981,1983) reports that bicuculline alters 
center-surround balance in On-Y, but not in Off- 
Y, On-X or Off-X cells. Bolz et al. (1985) claim 
that all four types of ganglion cell are affected by 
bicuculline. 

Differences among these studies may be due 
to differences in the route of drug application: 
some studies perfuse drugs into the retinal circu- 
lation or into the bath surrounding an isolated 
retina. Other studies iontophorese drugs into a 
more limited volume of the retina. More impor- 
tant, investigators differ in their interpretation 
and description of post stimulus time histograms. 
Figure 5 simulates a post stimulus time histogram 
of a ganglion cell response before and during a 
drug application. There are two incorrect inter- 
pretations of this histogram. One investigator, 
noting that the spike frequency during light-On is 
greater with the drug than without, might con- 
clude that the effect of the drug is to increase the 
On-excitation. Another investigator, noting that 
the complete inhibition of firing at light-Off has 
become a partial inhibition, might conclude that 
the effect of the drug is to block the Off-inhibi- 
tion. In fact, Fig. 5 was constructed by raising the 
firing rate at all times during the histogram by the 
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B l  
Light On Light Off 

Fig. 5. Simulation of ganglion cell response to light before (A) 
and during (B) a drug that raises the spontaneous rate of 
firing. See text for explanation. 

same amount. Thus, the responses at light-On 
and light-Off have not changed at all, if response 
is defined as the difference between the firing 
during the stimulus and the spontaneous rate. 
This illustrates the need for a non-zero rate of 
firing, both spontaneous and during inhibition, to 
serve as a reference for the response *. Since 
GABAA-antagonists increase the spontaneous 
rate of On-center cells, and have variable effects 
on the spontaneous rate of Off-center cells (Bolz 
et al., 1985; Saito, 1983), this criterion is applied 

* In an analysis of circuitry, the voltage responses of a cell 
are important, since they reflect synaptic inputs. Firing fre- 
quency, an easily measured quantity, is only an epiphe- 
nomenom of voltage change: If membrane voltage is above 
the threshold for firing, firing frequency is proportional to 
membrane voltage (Fourtes, 1959; personal observations). The 
frequency of spontaneous firing sums with the frequency of 
light-evoked firing because the voltages that cause firing sum 
at the spike generating site. This indicates the need to sub- 
tract the spontaneous firing frequency from the light-evoked 
firing frequency to derive a response. For this derivation to be 
valid, the spontaneous frequency must be above zero, other- 
wise the voltage of the cell is below threshold for firing and so 
indeterminate. Similarly, firing frequency during an inhibitory 
response must be above zero, or else the true voltage change 
of the inhibitory response is indeterminate. 

to the following summary of GABAA antagonist 
effects on ganglion cell responses. The GABAA 
antagonists used are bicuculline and picrotoxin. 

On ganglion cell responses 
On-Y cells, under mesopic and scotopic condi- 

tions, show a differential effect of GABAA antag- 
onists on center and surround, since the surround 
response (surround-On, surround-Off) is reduced 
more than the center responses (Caldwell and 
Daw, 1978; Kirby and Enroth-Cugell, 1976; Saito, 
1981, 1983). The center response is reduced very 
little. Examination of records from most studies 
indicates a common effect of these antagonists: 
The initial transient of the center excitatory re- 
sponse (center-On) commonly decays faster, leav- 
ing this transient more distinct from the subse- 
quent sustained portion of the excitatory re- 
sponse (Fig. 2 of Kirby and Enroth-Cugell, 1976; 
Fig. 2 of Saito, 1983; Fig. 5 of Bolz et al., 1985). 

For On-X cells, under mesopic conditions, 
when spontaneous rate is allowed for, there is 
little evidence that GABAA antagonists have any 
large effect on their light responses, including any 
differential effect on center and surround (Bolz 
et al., 1985; Caldwell and Daw, 1978; Ikeda and 
Sheardown, 1983; Kirby and Enroth-Cugell, 1976; 
Saito, 1981, 1983). 

Off ganglion cell responses 
For 14 Off-Y cells, under the mesopic condi- 

tions adaptation, GABAA antagonists had no dif- 
ferential effect on center and surround ampli- 
tudes (Saito, 1981; Saito, 1983). Kirby and En- 
roth-Cugell (Kirby and Enroth-Cugell, 1976) re- 
ported a differential effect, that the surround 
response decreased more than the center, but 
this was based on an unspecified number of Off-Y 
cells. The inhibitory responses (center-On, sur- 
round-Off) are reduced. The initial transients of 
excitatory responses (center-Off, surround-On) 
are often increased in amplitude and commonly 
decay more quickly (Fig. 5. of Caldwell and Daw, 
1978; Fig. 4 of Saito, 1983; Fig. 8 of Bolz et al., 
1985). 
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For Off-X cell, under mesopic conditions, 
GABA, antagonists have little differential effect 
on center and surround (Bolz et al., 1985; Cald- 
well and Daw, 1978; Kirby and Enroth-Cugell, n 
rabbit, after dye in1976; Saito, 1981; Saito, 1983). 
The center size is not affected (Bolz et al., 1985). 
The inhibitory responses (center-On, surround- 
Off) are reduced. The amplitudes of excitatory 
responses (center-Off, surround-On) are little af- 
fected but, at least in cat, their initial transients 
decay more quickly (Fig. 1 of Ikeda and Shear- 
down, 1983; Fig. 4 of Saito, 1983; Fig. 7 of Bolz et 
al., 1985). 

X versus Y cells 
For Y cells, the effect of GABAA antagonists 

depends on conditions of adaptation. Under pho- 
topic or high mesopic conditions the center and 
surround responses of On- and Off-Y cells are 
affected very little by GABAA antagonists (Frish- 
man and Linsenmeier, 1982; Kirby and Schweit- 
zer-Tong, 1981a). Under conditions of scotopic to 
high mesopic adaptation, GABAA antagonists re- 
duce the center size of of On-center but increase 
the center size of Off-Y cells (Kirby and 
Schweitzer-Tong, 198 1 a,b). 

Unlike X cells, Y cell’s receptive fields have 
complex, nonlinear, components laid over the 
center and surround. Hockstein and Shapley have 
introduced the concept of nonlinear subunits, 
which are multiple domains, smaller than the 
center or surround, and distributed throughout 
the receptive field (Hochstein and Shapley, 1976). 
Under photopic conditions, picrotoxin reduces 
the sensitivity of these nonlinear subunits (Frish- 
man and Linsenmeier, 1982). 

A moving pattern outside the surround alters 
the response of Y cell, but not X cells. This 
response to a moving pattern is blocked by picro- 
toxin (Caldwell and Daw, 1978; Frishman and 
Linsenmeier, 1982). 

Other ganglion cell types 
In addition to the X and Y cells, both cat and 

rabbit have ganglion cells with more complex 

receptive fields, the W cells. Unlike X and Y 
cells, W cells are excited most by certain direc- 
tions of movement, speeds of movement and ori- 
entations. Picrotoxin, under mesopic conditions, 
eliminates these characteristics, simplifying the 
receptive fields to a center-surround structure 
like that of X and Y cells (Caldwell et al., 1978). 
For example, one W cell type has a center-sur- 
round receptive field like the Y cell; unlike the Y 
cell, this cell type is selective for high speeds of 
movement. Picrotoxin causes this cell type to 
respond to both high and low speeds of move- 
ment, as a Y cell does. Another W cell type is 
orientation selective. Picrotoxin causes this cell 
type to lose orientation selectivity, simplifying the 
receptive field to a center-surround structure 

Discussion 

The most general statement that can be made 
about GABAA antagonists is that they modify the 
center-surround structure of X and Y receptive 
fields, but never abolish the center or surround 
completely (Caldwell and Daw, 1978). In the case 
of On-X, Off-X, and Off-Y cells, bicuculline has 
little effect on center-surround balance. 

The weak effects of GABAA antagonists on 
center-surround structure provide no evidence 
for GABAergic horizontal cells. Horizontal cells, 
through their reciprocal interaction with photore- 
ceptors and bipolar cells, are thought to create a 
center-surround structure in rod and cone bipolar 
cells (Mangel and Miller, 1987). Rod and cone 
bipolar pathways convey this center-surround 
structure to ganglion cells. Even if horizontal 
cells are not the sole origin of ganglion cell sur- 
rounds, the resistance of On-X cell responses to 
GABAA drugs seems to indicate that a GABAer- 
gic horizontal cell does not contribute to any 
ganglion cell responses, since On-X ganglion cells 
share with all ganglion cells the same horizontal 
cell input. 

It could be argued, in favor of GABAergic 
horizontal cells in mammals, that the site of hori- 
zontal cell synaptic interactions, the photorecep- 
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tor invagination, is protected from drugs. Yet, 
another drug of similar size, APB, is able to reach 
this site and block On-center bipolar cells. As 
would be expected, blocking the On-bipolar cell 
pathways (rod, cone -, CBb , -, On ganglion cell) 
abolishes the center response, and presumably 
the surround response, of On-center ganglion 
cells. Also, it might be that the horizontal cell is 
presynaptic at GABAB receptors and thus not 
blocked by GABAA antagonists; this possibility 
has not been investigated in mammals. In sala- 
mander, there is some suggestion that horizontal 
cells are presynaptic at both GABAA and 
GABAB receptors, since drugs specific to each 
receptor have little effect on bipolar cell sur- 
rounds (Miller et al., 1981; Slaughter and Bai, 
1989; see Slaughter and Pan, Chapter 3; see Wu, 
Chapter 51, but a combination of b-aminovaleric 
acid and picrotoxin, which may block both recep- 
tor types, has been shown to eliminate bipolar 
cen surrounds (Hare and Owen, 1990). No report 
exists of this combination’s affect on the mam- 
malian retina. Thus, the histological and physio- 
logical evidence in mammal for GABAergic hori- 
zontal cells is equivocal, but all means of gather- 
ing such evidence have not been tried. 

Comparison of the circuit diagram with the 
reported effects of GABA, antagonists rules out 
sites better than it indicates them. The On-Y 
response is affected by GABAA antagonists, while 
the On-X response is not. This rules out as a site 
of drug action any common inputs to the On-X 
and On-Y cells. The CBb, bipolar cell is such a 
common input. Indeed, it is the predominant 
bipolar cell input to both ganglion cell types, and 
is known to have a center-surround receptive 
field (Freed and Sterling, 1988; McGuire et al., 
1986; Nelson and Kolb, 1983). It is unclear why 
the A13 amacrine, which contacts cone bipolar 
cells, is not a site of drug action: perhaps these 
inputs to the CBbl are rare. This leaves direct 
GABAergic input to the On-Y cell to mediate 
GABAA effects, perhaps from the dA14 and other 
GABAergic amacrine cells. These GABAergic 
inputs may contribute to the On-Y surround. The 

sensitivity of On-Y cells to antagonists is consis- 
tent with the evidence for concentrated GABAer- 
gic input upon their dendrites. 

The Off-X and Off-Y cell also share a com- 
mon, predominant, bipolar cell input from CBa, 
(Nelson et al., 1989). Presumably, the effects of 
GABA antagonists common to both Off-X and 
Off-Y are due to this common input. These com- 
mon effects are the reduction of inhibition, and 
the enhancement of transients. The receptive 
fields of both Off-X and Off-Y cells are known to 
reflect a greater variety of influences than On-X 
and On-Y cells, and include both excitatory and 
inhibitory inputs (Belgum et al., 1987; Chen and 
Linsenmeier, 1989a; Chen and Linsenmeier, 
1989b). It may be that GABAergic amacrine cells 
contribute to the inhibitory responses of Off gan- 
glion cells. 

The complex receptive field features that dis- 
tinguish Y and W cells from X cells appear to 
originate in amacrine cells. Amacrine cells con- 
tribute a greater proportion of input to the Y 
cells and W cells than to the X cells (Kolb, 1979). 
To date, however, most amacrine cells presynap- 
tic to Y and W cells have not been typed. An 
exception is the GABA-accumulating type A19, 
known to contact the Off-Y cell. The A19 has a 
receptive field and an On-Off response with many 
similarities to the nonlinear subunits of the Y 
cells and thus may be the cause of them (Freed et 
al., 1990). GABAergic amacrine cells contribute 
to the complex feature of W cells too, such as 
orientation, speed and direction selectivities. In 
both Y and W cell, complex features appear to 
overlay the basic center-surround receptive field 
structure contributed by the bipolar pathways. 
Again, GABAergic amacrines modify, but do not 
create, this structure. 

Most of the pharmacological studies discussed 
above were done under conditions of illumination 
too bright to favor the rod bipolar pathway. How- 
ever, the circu’it diagram indicates reciprocal 
GABAergic synapses upon cone bipolar cells as 
well as rod bipolar cells. Thus, given the ubiquity 
of GABAergic feedback on both rod and cone 
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bipolar pathways, and assuming that all such 
synapses operate alike, some pervasive sign of 
GABAergic feedback should appear in the phar- 
macological studies. Indeed, apparent in the sum- 
mary presented here is a common effect of 
GABA, antagonists, which is to accentuate the 
transient excitatory responses and make them 
even more transient. This common effect does 
point to some sort of feedback. Unfortunately, 
this common effect is no more indicative of nega- 
tive feedback than positive feedback, since, as 
discussed, the frequency response of the feedback 
loop is unknown. 

The enhancement of transients by GABA ana- 
logues also occurs in mudpuppy. In this animal, 
baclofen, a GABA, agonist, as well as bicu- 
culline, the GABA, antagonist make sustained 
ganglion responses more transient and increases 
the amplitude of transients in transient amacrine 
and ganglion cells (Bai and Slaughter, 1989; 
Frumkes et al., 1981; Slaughter and Bai, 1989). In 
some transient neurons, these effects appear to 
have a simple electrogenic basis. In other tran- 
sient neurons this transient enhancement appears 
to be an emergent property of retinal circuitry, 
(e.g., reciprocal synapses?) and so is not well 
understood. 

It might appear odd that bicuculline, a GABAA 
antagonist, mimics baclofen, a GABA , agonist, 
but such a equivalency is suggested by results in 
mudpuppy. Here, bicuculline blocks GABA A re- 
ceptors, but leaves GABA, receptors alone. In 
this circumstance, GABA binds solely to GABA , 
receptors, and has an effect indistinguishable from 
that of baclofen (Slaughter and Bai, 1989). Al- 
though, in mammals, bipolar cells and ganglion 
cells don’t seem to have GABA, receptors, ama- 
crine cells may have both GABA, and GABA, 
receptors, as they do in mudpuppy (Maguire et 
al., 1989). Thus, in mammals, bicuculline may 
block GABA A receptors, leaving tonically re- 
leased GABA to act like baclofen: Such an equiv- 
alence between bicuculline and baclofen is sug- 
gested by a recent study of cat: baclofen, like 

bicuculline, makes ganglion cell responses more 
transient (Ikeda et al., 1990). 

Conclusion 

The structure of the rod bipolar cell dyad synapse, 
with its putative reciprocal GABAergic amacrine, 
is well characterized, and recently some success 
at isolating its constituent neurons has been made. 
Yet, these results do not serve to explain the 
photic responses of constituent neurons when 
they sit in the intact retina, or the pharmacologi- 
cal effects of GABA drugs on the intact retina. It 
may be that the retina, as simple as it is, has too 
many GABAergic sites for drug action to be 
understood from the circuit diagram. Perhaps 
individual circuits must be removed from the 
retina to be understood. Recently, it has been 
possible to grow bipolar cell synapses in culture 
(Gleason and Wilson, 1989). GABAergic ama- 
crine cells can also be grown in culture (Akagawa 
and Barnstable, 1986). Future studies may com- 
bine bipolar and amacrine cells in culture to 
reconstitute the GABAergic feedback circuit. 
Methods of recording from retinal slices have 
been developed which include low-noise elec- 
trodes and better visual control of the targeted 
cell (Werblin, 1977). Such methods provide easier 
access to the retinal interior. Adapted to the 
mammalian retina, these methods will aid investi- 
gation of GABAergic circuits there. The identifi- 
cation of GABAergic amacrine cell types, as re- 
viewed here, will confer an advantage to future 
studies of GABA circuits. There are 10 putative 
GABAergic amacrine cells in cat (7 GABA-accu- 
mulating + 2 cholinergic + 1 dopaminergic). It 
will be interesting to see the variety of roles they 
play in retinal circuitry. 
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Introduction 

GABAergic systems in the mammalian retina 
have been localized within many anatomically 
distinct and functionally diverse subclasses of 
amacrine cells (Ehinger, 1970; Brandon et al., 
1979; Nakamura et al., 1980; Freed et al., 1983; 
Kolb and Nelson, 1984; Koontz and Hendrickson, 
1990). Some populations of GABAergic amacrine 
cells have a dense distribution and limited retinal 
coverage consistent with a role for GABAergic 
transmission in shaping details of the visual im- 
age. Functional studies support this type of role 
for GABA in local feedback and feedforward 
circuits, for example the picrotoxin sensitive re- 
sponses of directionally sensitive ganglion cells 
(Ariel and Daw, 1982). Other subclasses of 
GABAergic interneurons are sparsely distributed 
across the retina and have extensive retinal cover- 
age. Examples include subclasses of amacrine cells 
in which GABA is co-localized with neuroactive 
peptides (Brecha, 1983; Stell et al., 1984; Lam et 
al., 1985). GABAergic interplexiform cells with 
widely distributed axon terminals in the outer 
retina (Nakamura et al., 1980; Mosinger et al., 
1986; Mosinger and Yazulla, 19871, also fit in this 
latter category whose function is described as 
neuromodulatory. These cells could be responsi- 
ble for contributing to a widespread and tonic 
inhibition by GABA in the retina. Finally, it is 
possible that GABA may also be a transmitter of 

another type of interneuron, the horizontal cell 
(Osborne et al., 1986; Mosinger and Yazulla, 
19871, and of small ‘subclasses of ganglion and 
bipolar cells in mammals (Mosinger and Yazulla, 
1987; Yu et al., 1987; Wassle and Chun, 1989; 
Grunert and Wassle, 1990). 

The anatomical and functional diversity of 
GABAergic cells in retina precludes simple 
schemes for describing how GABA circuitry is 
arranged in the adult (cf. Wu, Chapter 5; Marc 
Chapter 4; Freed, Chapter 6) and provides an 
even greater challenge in discerning how that 
circuitry might be established during develop- 
ment. It is from this perspective that the topic of 
this chapter has been approached. In reviewing 
these data, it should be kept in mind that many 
experimental approaches described herein do not 
permit detailed analyses of individual GABAer- 
gic cell types, but rather document overall changes 
in the levels of GABAergic markers that give a 
general view of GABA “tone” during inner plexi- 
form layer development. In most cases, it has not 
been possible to follow, in a straightfoward and 
direct manner, the appearance and maturation of 
a functionally distinct subclass of GABAergic 
amacrine cell. 

In addition to the limitations caused by com- 
plexity in adult circuitry, another complication 
further confounds interpretations drawn from de- 
velopmental studies of GABAergic neurons in 
retina: Neonatal GABAergic systems are even 
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more complex than in the adult (Schnitzer and 
Rusoff, 1984; Osborne et al., 1986; Redburn and 
Madtes, 1986; Finlay and Sengelaub, 1989). 
GABAergic markers appear early in prenatal de- 
vclopment and are localized in larger numbers 
and more diverse types of cells than in the adult. 
Thus it appears that postnatal maturation of the 
GABA system involves a process of selective 
pruning rather than simple addition. The devel- 
opmental decrease in anatomical diversity may 
also be reflected in a decrease in functional di- 
versity since functions other than synaptic trans- 
mission have been ascribed to GABA early in 
development (see below). Even if the immature 
system is different in cellular form and function 
from that seen in the adult, it seems unlikely that 
immature characteristics end abruptly and have 
no relationship to adult systems. Understanding 
the developing system may provide critical in- 
sights regarding the dominant inhibitory influ- 
ence of GABA in the adult retina. 

Development of the mammalian retina 

In order to examine the development of 
GABAergic retinal neurons, it is necessary to 
review the maturational processes responsible for 
overall retinal development. (For an excellent 
review, see Finlay and Sengelaub, 1989.) Most of 
the information regarding mammalian develop- 
ment is based on rodent models (Cajal, 1893, 
1929; Polyak, 1941; Sidman, 1961; Hinds and 
Hinds, 1974, 1978, 1983), although similar infor- 
mation exists for primate retina as well (Polyak, 
1941; Duke-Elder and Cook, 1963; Mann, 1969). 
Initially the retina evaginates from the neural 
tube to form a primitive optic vesicle. A layer of 
pseudostratified epithelial cells lines the walls of 
the vesicle and serves as a precursor of the neural 
retina (Hinds and Ruffett, 1971). These ventricu- 
lar cells are multipotential, with a single retinal 
progenitor cell capable of giving rise to diverse 
cell types (Turner and Cepko, 1987). Prior to the 
onset of neurogenesis, processes from each ven- 
tricular cell span the entire thickness of the retina 

and form junctional contacts with basement 
membranes at both the outer and the inner reti- 
nal surfaces (Whitley and Young, 1986; Sheffield 
and Fischhman, 1970). Mitotic division occurs 
after ventricular cells release their attachments at 
the vitreal surface, allowing their cell bodies to 
move near the outer surface of the retina and 
assume a more rounded shape (Sauer, 1935). The 
daughter cells then undergo DNA replication 
while re-establishing their fusiform shape and 
sending processes to contact the vitreal surface. It 
has been suggested that this polarized morphol- 
ogy, in particular the presence of a process ex- 
tending to the vitreal surface, is necessary for 
maintaining proliferative potential. The only dif- 
ferentiated cells to retain contacts with the vitreal 
surface are the Miiller cells, and they also retain 
their mitotic activity (in response to injury) in 
adult animals (Reh, 1989). In addition, experi- 
mental removal of the basement membrane which 
these processes normally contact has been shown 
to induce premature differentiation of all germi- 
nal cells (Reh et al., 1987; Reh and Radke, 1988). 
Therefore, it is possible that the failure to re- 
establish contact with this surface after cytokine- 
sis is a first step toward initiating neuronal differ- 
entiation. According to this model, each neuro- 
blastic cell making contact with the vitreal surface 
would repeat the proliferative cycle, alternating 
between a fusiform and a rounded cell shape, 
analogous to the interkinetic migration along ra- 
dial glia observed in the developing brain (Rakic, 
1982). Although some authors refer to the pres- 
ence of radial glia within retina (Schnitzer, 1988), 
there is little direct evidence for a separate popu- 
lation of these cells which are distinct from ven- 
tricular cells. Some authors speculate that given 
the relatively short distance through which retinal 
cells are required to migrate, radial glia may not 
be necessary to provide guidance (Polley et al., 
1989). Rather, other factors may provide cues for 
migration and subsequent differentiation. 

Differentiation of cell types in the retina fol- 
lows a specific temporal sequence which has been 
divided into three phases. Based on [ 'Hlthymi- 
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dine studies (Sidman, 1961; Carter-Dawson and 
LaVail, 1979; Johns et al., 1979; Polley et al., 
1986; Zimmerman et al., 19881, several different 
classes of retinal cells, called cohorts, appear to 
have concurrent periods of neurogenesis. Based 
on studies in cat and rabbit, the first cohort 
differentiates prenatally and consists of ganglion 
cells, type A horizontal cells and cones. The 
second cohort consisting of Miiller cells, type B 
horizontal cells and bipolar cells differentiates 
postnatally. Amacrine cells are considered as a 
separate, highly diverse cohort with some cells 
differentiating prenatally and others postnatally. 
No information is currently available on neuroge- 
nesis of interplexiform cells, although our recent 
data (Messersmith and Redburn, 1991) suggests 
that at least some differentiate prenatally. 

Synaptogenesis within the two plexiform layers 
of the retina generally peaks in the perinatal 
period of non-primate mammals (Blanks et al., 
1974; McArdle et al., 1977; Carter-Dawson and 
LaVail, 1979; Maslim and Stone, 1986; Redburn 
and Madtes, 1986). The first synapses of the 
outer plexiform layer are formed between cones 
and type A horizontal cells. Type B horizontal 
cells make contact with rods and cones somewhat 
later. In the inner plexiform layer, the first 
synapses to be observed are those from amacrine 
cells which project to other amacrines and to 
ganglion cell dendrites. Bipolar cells are among 
the last cells to mature. Thus, second order neu- 
rons in the visual pathway which connect outer to 
inner retina, may represent the final connection 
added to complete the primary visual pathway in 
retina. Based on these findings, it has been sug- 
gested that the two plexiform layers must develop 
independently of each other (Maslim and Stone, 
1986). However, there is at least one exception to 
this theory. A limited population of interplexi- 
form cells have been observed at birth (Mes- 
sersmith and Redburn, 1990, with processes pro- 
jecting to both plexiform layers. Thus some inter- 
action between the two developing layers may 
occur. 

Functional maturation of the retina has been 
most extensively studied in rabbit where light 
responses in ganglion cells are first recorded at 8 
days after birth (Masland, 1977; Dacheux and 
Miller, 1981a,b). The first functional synapses 
appear to be the receptor-to-bipolar and bipolar- 
to-third order neuronal connections, namely the 
so-called vertical pathway. Surround influences 
involving interneuron pathways mature more 
slowly. 

Development of GABAergic systems 

A variety of markers have been used to monitor 
the appearance of GABAergic transmission dur- 
ing development. Uptake and release of ['HI- 
GABA or [3H]muscimol, immunocytochemical 
localization of GABA or its synthesizing enzyme, 
GAD, and electrophysiological analysis of 
GABA-mimetic compounds have all been re- 
ported. One of the major conclusions drawn from 
these studies is that the GABA system is among 
the first neurotransmitter systems expressed in 
retinal development. Fung et al. (1982) report 
that uptake of [ 'HJGABA by cells in the amacrine 
and ganglion cell layers is first observed autora- 
diographically on embryonic day 22 in rabbit 
retina whereas uptake of [3Hlglycine and ['HI- 
dopamine by amacrine cells is first seen on em- 
bryonic day 25 and 27, respectively. Schnitzer and 
Rusoff (1984) report GAD immunoreactive cells 
in mouse retina as early as embryonic day 17. 

Early, prenatal expression of GABAergic 
markers is also seen in other parts of brain. 
Studies using autoradiographic localization of 
[3H]GABA uptake (Chronwall and Wolff, 19801, 
immunocytochemical localization of antibodies to 
GAD (Wolff et al. 19841, and antibodies to GABA 
itself (Lauder et al., 1986), have demonstrated 
that the GABA system is expressed very early 
relative to other transmitter systems in develop- 
ing rat brain. First observed with GABA antibod- 
ies at embryonic day 13, a broad network of fibers 
within the marginal zone, subplate, and interme- 
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diate zones also express ['HIGABA uptake and 
GAD immunolabeling by E18. 

Our own studies on the postnatal development 
of rabbit retina have also shown that GABAergic 
systems are well-developed before birth. A large 
and diverse group of retinal cells is labeled either 
by autoradiographic localization of [ 3H]GABA or 
immunocytochemical staining with GABA antis- 
era (Redburn and Madtes, 1986; Keith and Red- 
burn, 1987; Redburn and Keith, 1987; Messer- 
smith and Redburn, 1991). Although we have not 
utilized double-label analyses, corresponding 
groups of cells are stained with both labels. A 
summary of our observations follows. 

Cells in the amacrine and ganglion cell layers 
At birth, two substrata of cell bodies within 

the amacrine cell layer are labeled with ['HI- 
GABA and GABA-antisera. The proximal sub- 
lamina contains a high density of labeled cells 
with large, oval-shaped cell bodies. From im- 
munocytochemical studies, we estimate that ap- 
proximately 30% of the cells in this layer are 
labeled. The second, more distal sublamina is 
much less distinct and generally contains fewer 
labeled cells which are pyramidal in shape. 

Greater than 80% of all cell bodies in the 
ganglion cell layer are labeled both by autoradio- 
graphy and immunocytochemistry, as are ele- 
ments of the nerve fiber layer. Analysis of autora- 
diograms at the EM level confirm that labeling is 
associated with fiber bundles and not surround- 
ing elements. Cells of both large and small diam- 
eter are labeled, thus we assume that at birth 
both displaced amacrine cells and ganglion cells 
contain endogenous GABA and have a GABA 
uptake system. 

Inner piexiform layer 
Retinas from neonatal animals show intense 

labeling of elements in the inner plexiform layer. 
In well oriented sections, a distinct bilaminar 
pattern is observed, roughly corresponding to the 
position of sublamina 2 and 4 in the adult retina. 
Each immunofluorescent layer appears as a con- 

tinuous band with a relatively uniform thickness 
of approximately 6 pm. The labeling pattern ap- 
pears to result from the highly restricted branch- 
ing of a limited number of large-diameter neu- 
rites, caused in part by their exclusion from the 
central one-third of the inner plexiform layer. 
Labeled processes do not appear to cross this 
zone of exclusion. Thus, it appears that cells in 
the ganglion and amacrine cell layers contribute 
fibers to the proximal and distal sublaminae re- 
spectively. 

Interpltxqorm cells 
In the middle region of the developing inner 

nuclear layer, an additional group of cells with 
morphological characteristics of interplexiform 
cells are intensely labeled with GABA antisera. A 
single descending process projects from the cell 
body and joins the inner plexiform layer where it 
becomes indistinguishable from other labeled 
processes there. A single ascending process pro- 
jects to the developing outer plexiform layer 
where it branches abruptly, forming a very exten- 
sive, thinly branched but widely distributed den- 
dritic arborization of more than 100 pm. These 
cells represent a rather small population and it is 
perhaps for this and other technical reasons that 
we are unable to convincingly demonstrate up- 
take of ['HIGABA into this cell type autoradio- 
graphically. 
As stated above, it has long been held that the 

two plexiform layers develop more or less inde- 
pendently of each other, only to be linked at later 
stages of retinal development by bipolar pro- 
cesses (Blanks et. al., 1974; McArdle et al., 1977; 
Maslim and Stone, 1986). However, our data 
clearly demonstrate that the inner and outer plex- 
iform layers are linked at birth by processes from 
interplexiform cells. 

Type A horiozontal cells 
Every mature cell in the neonatal horizontal 

cell layer is labeled by ['HIGABA uptake and by 
GABA antisera. However, labeling with both 
markers is less intense than in other cells de- 
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scribed above. These cells appear to form a dis- 
tinct population first characterized as type A 
horizontal cells by Cajal (1883). Schnitzer and 
Rusoff (1984) report staining of mouse prenatal 
type A horizontal cells with GAD antibodies. The 
cell bodies are large, pale staining and semilunar 
in shape with a highly regular cell-to-cell spacing 
of approximately 30 g m .  Thick processes project 
horizontally from the soma and are the first rec- 
ognizable element to define the position of the 
developing outer plexiform layer. 

Changes in GABAeac markers during postnatal 
development 

During postnatal development of the rabbit 
retina, there is a significant decrease in the num- 
ber and distribution of labeled cell bodies. Up to 
postnatal day five, all type A horizontal cells, 
most cells in the amacrine and ganglion cell lay- 
ers and a small population of interplexiform cells 
are labeled. By postnatal day 5 and beyond, label- 
ing intensity declines in cell bodies and processes 
of horizontal cells. In mouse retina, GAD im- 
munoreactivity is uniformly expressed by the en- 
tire prenatal population of type A horizontal cells 
and yet is absent in the adult. Since our own 
studies as well as [3H]thymidine studies by others 
suggest that there is no massive cell death or 
replacement of type A horizontal cells during this 
period, we assume that the loss of endogenous 
levels of GABA and of the ability to take up 
GABA represents a down-regulation of this 
transmitter phenotype during postnatal matura- 
tion of the type A horizontal cell. 

We are less certain about the fate of GABA 
immunoreactive interplexiform cells during devel- 
opment. Labeled interplexiform cells are rarely 
observed in our preparations from adult rabbit. 
Mosinger et al. (1986) report a small population 
of interplexiform cells in adult rabbit which are 
labeled with GABA antisera. The fact that we 
have not observed labeled interplexiform cells in 
retinas of 20 day old rabbits could be due to the 
fact that the cell population is very limited in size. 

The major change seen in the inner retina 
during postnatal development is a decrease in the 
number of immunocytochemically labeled cells in 
both amacrine and ganglion cell layers. We esti- 
mate that by postnatal day 20, the frequency of 
labeling in both amacrine and ganglion cell layers 
decreases by more than 50%, perhaps due to 
GABAergic cell death, change in transmitter 
phenotype, and/or dilution by postnatal develop- 
ment of non-GABAergic amacrine and displaced 
amacrine cells as well as by overall retinal growth. 
The average volume of the remaining labeled 
somata increases by roughly one third along with 
a shift to a more spherical cell shape. 

Miiller cells are not generally considered to be 
GABAergic since it appears that under normal 
circumstances they do not release GABA. How- 
ever, in the adult mammalian retina, they do have 
an active uptake system for GABA and metabolic 
enzymes, i.e., GABA transaminase, which rapidly 
metabolize any GABA that has been internalized 
(Ehinger, 1970). Thus, while Miiller cells treated 
with GABA transaminase inhibitors may artifi- 
cially contain internal stores of GABA and may 
be induced to release it when depolarized by 
elevated levels of potassium, it is unlikely that 
this occurrence is important in normal retinal 
function. Nevertheless, the rate of removal of 
GABA by uptake and metabolism of Miiller cells 
clearly influences the level of extracellular GABA. 
In this way the Miiller cell is thought to play an 
important role in GABAergic transmission. Our 
studies show no accumulation of [3H]GABA in 
Muller cells until approximately 5 days after birth. 
It is interesting to note that prior to the onset of 
Muller cell maturation, only neurons, specifically 
those with relatively mature morphology have 
GABA uptake sites. Neither ventricular cells nor 
neuroblastic cells accumulate GABA. Thus it may 
well be that in neonatal retina, GABA “tone” is 
relatively high because of the lack of metabolic 
activity in Muller cells. 

The lack of glial uptake early in development 
may simply reflect the fact that, in rabbit, Miiller 
cells first become post-mitotic at a later time 
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(Reichenbach and Reichelt, 1986). Similar results 
were obtained with [ 'Hlthymidine studies in cat 
retina (Polley et al., 1986, 1989). However, based 
on the distribution of glial markers such as glial 
fibrillary acidic protein, vimentin, galactocerebro- 
side and others, Schnitzer (1988) suggests that 
some Miiller cells are present in rabbit retina at 
birth and that staining increases in the early 
postnatal period. Our own ['Hlthymidine studies 
in rabbit retina clearly show that many Miiller 
cells undergo mitotic division postnatally. Resolu- 
tion of these conflicting results might be achieved 
in future experiments which could combine 
[ 'Hlthymidine autoradiography with vimentin im- 
munocytochemistry. It does seem certain, how- 
ever, that regardless of the birthdate of Miiller 
cells, robust glial uptake of GABA is not ex- 
pressed until the fifth postnatal day. 

It is our general observation that the appear- 
ance of ['HIGABA accumulation in Miiller cells 
in the retina marks the division between two 
distinct phases of retinal development. Prior to 
this time only cells of the first cohort are mature. 
The outer plexiform layer is composed of the 
GABAergic type A horizontal cell and its pre/ 
postsynaptic partner, the cone photoreceptor 
pedicle. The density of GABA immunoreactive 
cell bodies in both the amacrine and ganglion cell 
layers reaches its peak. The inner and outer 
plexiform layers are linked by a sparse population 
of GABA containing interplexiform cells. 

Around postnatal day 5, a second phase in 
retinal development begins with the appearance 
of the second cohort of maturing cells which 
includes Miiller cells, bipolar cells, rod cells and 
type B horizontal cells. At this time, GABAergic 
markers in type A horizontal cells begin to de- 
cline, as do the numbers of GABA immunoreac- 
tive cells in the amacrine and ganglion cell layer. 
At this time, uptake of GABA in Miiller cells 
begins to predominate over neuronal uptake. If 
this period represents a pruning cycle for the 
GABA system, then the final complement of adult 
GABAergic cells might be established at this 
time. Final synaptic maturation occurs during a 

third, perhaps more prolonged phase. It may be 
that neurons initiate synapses only after their 
numbers have stabilized. Evidence for this sug- 
gestion is supported by data from Horsburgh and 
Sefton (1987) showing that such is probably the 
case for amacrine and bipolar cells in the rat 
retina. 

Our results described above are in general 
agreement with work from other laboratories yet 
there are specific differences regarding horizontal 
cell development which merit discussion. The 
central point of disagreement is the degree to 
which the endogenous pool of GABA (as mea- 
sured by immunoreactivity) is down-regulated in 
horizontal cells during development. Our results 
suggest that GABA levels are decreased dramati- 
cally. We have found only a single example of a 
GABA immunoreactive cell in the outer plexi- 
form layer in rabbits 20 days of age or older. 
Certain other investigators likewise report no 
GAD labeling of type A horizontal cells in the 
adult rabbit retina (Brandon et al., 1979; Bran- 
don, 1985). In contrast, Osborne et al. (1986) 
report consistent staining of type A horizontal 
cells with GABA antisera in rabbit retina as late 
as postnatal day 8 and some staining in the adult. 
These authors do not mention the presence of 
interplexiform cells and it is possible that some of 
the labeled processes they show in the outer 
plexiform layer in adult rabbit are associated with 
this cell type rather than horizontal cells. On the 
other hand, Mosinger and Yazulla (1987) report 
that on occasion, they have also observed GABA 
and GAD immunoreactivity in type A horizontal 
cells in the adult rabbit. In these instances, co-lo- 
calization of the two labels was unequivocally 
associated with horizontal cell bodies and their 
processes. It was clearly distinct from staining 
seen in interplexiform cells. Because of the spo- 
radic nature of the staining, these authors could 
not determine with confidence if the inconsistent 
staining pattern was due to regional localization. 
Nevertheless, since all horizontal cells are strongly 
labeled by GABA antisera at birth, it does ap- 
pear there is at least some degree of down-regu- 
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lation of endogenous pools of GABA. Further- 
more, horizontal cells take up [3H]GABA early in 
development but fail to do so in the adult. Thus 
there is considerable evidence for the overall 
down-regulation of the GABAergic system in 
rabbit type A horizontal cells although uncertain- 
ties remain about sporadic instances of immuno- 
cytochemical labeling in the adult. 

An additional complexity has recently been 
recognized, namely that the GABA system in the 
outer retina may not be similar in all mammalian 
species. There is general agreement among most 
laboratories, that many type A horizontal cells 
are convincingly immunoreactive to GABA in the 
adult cat (Nishimura et al., 1985; Ryan and Hen- 
derickson, 1987; Agardh et al., 1987a; Pourcho 
and Owczarzak, 1989; Wassle and Chun, 1989). 
Likewise, horizontal cells in the monkey are 
stained with GABA antisera, but only in central 
regions of the retina (Griinert and Wassle, 1990). 
The actual significance of this finding is still 
uncertain however, since there is unanimous 
agreement that adult horizontal cells of all mam- 
malian species examined (including rodent, feline 
and primate), do not accumulate [3HlGABA 
(Redburn and Madtes, 1986; Yazulla, 1986; 
Griinert and Wassle, 1990). Similarly, electro- 
physiological analyses show no evidence of 
GABAergic transmission in the outer plexiform 
layer of the adult rabbit retina (Massey, S., per- 
sonal communication) or any other mammalian 
species of which we are aware. Non-mammalian 
vertebrates have subpopulations of mature hori- 
zontal cells which are immunoreactive to GABA 
and GAD but, in contrast to mammalian horizon- 
tal cells, they take up [ 3H]GABA and they have 
well-documented inhibitory effects on both pho- 
toreceptors and bipolar cells (Yazulla, 1986; see 
Wu, Chapter 5; Marc, Chapter 4). 

To summarize, we suggest that populations of 
neonatal horizontal cells are capable of uptake, 
storage and release of J3H]GABA. They also 
contain endogenous levels of GABA and GAD. 
During development it appears that this GABA- 
ergic system declines. Uptake capability is lost, 

although in some mammalian species such as 
monkey and cat, endogenous stores of GABA 
may be retained to a larger extent (perhaps in 
certain regions) in the adult than is the case in 
other species such as rabbit or mouse. Unlike the 
non-mammalian vertebrates, there is no evidence 
for a functional role for GABA in the outer 
retina of the adult mammalian retina. 

Biochemical analyses of GABAergic development 
In addition to the morphological studies de- 

scribed above, biochemical analyses of various 
aspects of the GABA system have also been 
reported. In general, these results show that the 
total number of uptake sites, the level of GAD 
activity, the amount of stimulated release of 
[3H]GABA (Lam et al., 1980; Fung et al., 1982) 
and receptor sites for GABA (Redburn and 
Mitchell, 1981; Madtes and Redburn, 1982), all 
remain at a fairly low but measurable level until a 
few days after birth. A large increase is observed 
postnatally until adult levels are reached. In many 
cases, adult levels are generally reached around 
the time of eye opening. While these studies 
provide information regarding overall GABA tone 
in the developing retina, it is clear that diverse 
GABAergic cell types may express different rates 
of maturation. Results are further confounded by 
cell death and/or down-regulation in some popu- 
lations during the neonatal period. It may be, 
however, that these later increases in GABAergic 
markers are associated with synaptogenesis in 
those cells which constitute the mature GABAer- 
gic circuitry. 

Electrophysiological studies in kittens suggest 
that functional GABAergic organization does not 
mature until 11-12 weeks of age (Ikeda and 
Robbins, 1985). At 7-8 weeks, kittens exhibit 
immature responses characterized as having low 
selectivity to inhibitory transmitters (namely 
GABA vs glycine), low sensitivity to exogenously 
applied GABA agonists, and high sensitivity to 
GABA antagonists. Although the cellular or 
molecular mechanisms responsible for matura- 
tion of these GABA receptor responses are un- 
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known, it is interesting to note that similar char- 
acteristics are observed in both the immature 
neuromuscular junction and sympathetic ganglia. 

Changes in receptor localization and composi- 
tion have also been seen during this developmen- 
tal period in kittens (Robbins and Ikeda, 1989). 
At early stages, low levels of GABA, receptors 
linked to benzodiazepine regulatory sites are pre- 
sent on both ON and OFF retinal ganglion cells. 
During maturation, GABAergic transmission in 
the ON pathway is increased (more benzodi- 
azepine-linked GABA receptors and more GABA 
released); whereas in the OFF pathway, GABA- 
ergic transmission is decreased (fewer GABA re- 
ceptors with no benzodiazepine coupling and less 
GABA released). The development of other as- 
pects of GABAergic function in mammalian 
retina, including inhibition of acetylcholine and 
dopamine release, and establishment of receptive 
fields in directionally sensitive ganglion cells, has 
not been examined. 

The role of GABA in development 
Given the early expression of GABAergic sys- 

tems in neonatal retina and its subsequent de- 
cline, it is of interest to determine if there is 
special significance to the early appearance of 
GABA and if it reflects a special role for GABA 
in developmental processes. Some such role might 
be reasonably suggested based simply on its pres- 
ence and the current model of development as a 
process which proceeds under the direction of a 
balanced mixture of positive and negative signals. 
The alternative would be for the GABA transmit- 
ter system to be held silent for an extended 
period after it is first expressed. This alternative 
is made less likely by the finding that exogenously 
applied GABA does exert trophic influences on a 
variety of developing neuronal tissues. Addition 
of GABA to the culture medium enhances neu- 
rite outgrowth in primary cultures of embryonic 
chick brain and retina (Spoerri, 1988), and in 
neuroblastoma tumor cell lines (Spoerri and 
Wolff, 1981). Similar effects are seen after expo- 
sure of rat superior cervical ganglion to GABA 

(Wolff et al., 1978). Mattson and Kater (1989) 
have also shown that, in cultures of identified 
cells from Helisorna, neurotransmitters such as 
GABA hyperpolarize growth cones, thus main- 
taining them in the state required for continued 
growth. In primary cultures of rat cerebellum, 
GABA was found to enhance neurite outgrowth 
and, in addition, to induce the formation of low- 
affinity GABA receptors (Hansen et al., 1984). 
The relationship between these two effects is 
unclear. However, it is possible that they both 
reflect growth of processes bearing GABA recep- 
tors. 

We have found that blocking GABA uptake in 
neonatal rabbit retina with intraoculation injec- 
tions of nipecotic acid (and presumably increas- 
ing extracellular levels of endogenous GABA) 
also leads to increases in low-affinity GABA re- 
ceptors (Madtes and Redburn, 1983). Thus, it 
appears that developing neuronal tissue from a 
variety of sources, including retina, is capable of 
responding to exogenous GABA as well as to 
pharmacologically induced increases in endoge- 
nous GABA. These effects are consistent with a 
role for GABA as a trophic substance which 
stimulates or sustains outgrowth of processes from 
developing neurons. However, these findings do 
not specifically answer the question of whether or 
not endogenous GABA has a significant influ- 
ence on retinal development under normal condi- 
tions, or how identified cell types might be specif- 
ically influenced. 

We have chosen to address these issues by 
focusing on the role of the GABAergic horizontal 
cell in the postnatal development of specific ele- 
ments of the outer plexiform layer. This choice 
was based on various characteristics of this region 
of the retina and the specific cell types involved. 

The outer retina in the neonatal rabbit is im- 
mature at birth and undergoes an intense period 
of differentiation, maturation and synaptogenesis 
within the first five postnatal days (McArdle et 
a]., 1977). At birth the only cells in the outer 
retina which have established mature morpholog- 
ical characteristics are the type A horizontal cells. 
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They are also the only cells in the outer retina to 
express GABAergic properties. Cells in the sec- 
ond cohort of neurogenesis (rods, type B horizon- 
tal cells, bipolar cells and some amacrine cells 
and Miiller cells) continue to undergo mitosis and 
interkinetic migration during this period. Migrat- 
ing cells which will eventually reside in the inner 
nuclear layer must pass through the horizontal 
cell layer composed of large, closely spaced so- 
mata and a dense network of broad processes. 

Initially rod and cone axons follow the same 
vertical path as other migrating cells; however 
their growth stops along a common horizontal 
plane in register with horizontal cell processes. 
Because cones become postmitotic and mature 
earlier than rods, their terminals are the first to 
invade the outer plexiform layer. At postnatal day 
five, the ratio of cone-to-rod terminals is very 
high, with cone pedicles forming a regular array 
of pre/postsynaptic contacts with horizontal cells 

Fig. 1. Tracing of the elements of the OPL from control rabbit retina, 5 days after birth. Horizontal cell processes (stippled area) 
form a contiguous lateral layer upon which clusters of small processes (open area) may rest. A regular array of cone terminals 
(cross-hatched areas) appear along the outermost border of the developing OPL. Rod terminals (black area) are rarely seen at this 
stage in development. Boxed area indicates borders for Fig. 2a. (b) Tracing of elements of the OPL from newborn rabbit retina 5 
days after kainic acid administration. Horizontal cells and their processes are absent. Photoreceptors and neuroblastic cell bodies 
are separated from cells in the inner retina by a thin, irregular layer. Clusters of small processes (open area) within the layer tend 
to be fewer in number and have larger diameters than controls (a). They commonly appear in horizontal stacks. In contrast to 
controls, rod terminals (black areas) predominate and cone terminals (cross-hatched area) are rarely present. Boxed area indicates 
borders for Fig. 2b. (Reprinted with permission from Messersmith and Redburn, 1990, Pergamon Press, Inc.) 
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(see Figs. 1 and 2). Rod spherules are added 
several days later, forming a slightly more distal 
layer and eventually outnumbering cone termi- 
nals by many fold (Fernald, 1989). 

Two characteristics of these horizontal cells 
are of particular interest. First, they assume their 
mature position early in development and thus 
appear to be the first component of the outer 
plexiform layer to be expressed. Second, their 
position establishes the location of the developing 
outer plexiform layer. Growing fibers entering 
the layer appear first in patches and then as a 
continuous layer which remains closely associated 
with the flattened, distal surfaces of the horizon- 
tal cell processes. Postnatal growth of the outer 
plexiform layer is restricted to this area, and 
results in the trilaminar arrangement seen in the 
adult, with horizontal cell processes comprising 
the innermost border, photoreceptor terminals 
forming the outermost border, and many other 
smaller diameter processes, presumably from 
bipolar cells and other types of horizontal cells, 
filling in the middle layer. 

Both of these properties of horizontal cells are 
similar to those described for pioneer or 
pathfinder cells in other parts of the CNS: namely, 
they grow to a target area and, once there, begin 
to attract later growing fibers (Weiss, 1941). Ex- 
amples include pathfinding axons in the retina of 
Daphnia (Lopresti et al., 1973) and pioneer neu- 
rons in the developing innervation of rat di- 
aphragm (Bennett and Pettigrew, 1974). Reviews 
by Edwards (1982) and Goodman (1982) also 
provide strong evidence for pioneer cells from 
their own work in the insect nervous system. In 
embryonic rat brain, pioneer cells send cortical 
afferents to invade the telencephalic vesicle, pro- 
viding guidance for subsequent ingrowth of fibers 
and also providing a stimulus for the beginning of 
neuronal differentiation in this region (Lauder et 
al., 1986). It  is of particular interest to note that 
this pioneer system has been shown to be 
GABAergic. 

The GABAergic nature of the neonatal hori- 
zontal cell suggests that the emerging outer plexi- 

form layer may exist in a GABA-rich environ- 
ment which theoretically could maintain develop- 
ing GABA-receptive cells (such as cones) in a 
hyperpolarized state. The structural barrier pro- 
vided by the broad horizontal cell processes, and 
the trophic effects of GABA on growth cones 
(Mattson and Kater, 1989), are two possible fac- 
tors which could influence the growth of photore- 
ceptor terminals and other processes in the re- 
gion of the outer plexiform layer. We have at- 
tempted to address these possibilities by exploit- 
ing the fact that horizontal cells possess kainic 
acid receptors. After lesioning GABAergic hori- 
zontal cells at birth with kainic acid, we were able 
to examine the development of the outer plexi- 
form layer in the absence of horizontal cells 
(Messersmith and Redburn, 1990). 

Acute effects of kainic acid on retinal morphology 
We examined rabbit retinas 3 h after an in- 

traocular injection of kainic acid on the day of 
birth. Kainic acid was found to be toxic to a 
variety of cells in the inner retina, but highly 
specific in its toxicity to horizontal cells in the 
outer retina. The entire complement of horizon- 
tal cells was swollen and thus they appeared to 
behave as a single homogeneous population. Pho- 
toreceptors were insensitive to kainic acid. Cone 
and rod terminals were normal in appearance; 
synaptic vesicles and synaptic ribbons remained 
intact. Immature cells showed no morphological 
response to kainic acid, suggesting that immature 
cells do not possess kainic acid receptors. 

Twenty-four hours after the kainic acid injec- 
tion, no cells with excitotoxic swelling or necrosis 
were observed. There was no evidence for recov- 
ery of the kainic acid sensitive cells and the entire 
population of type A horizontal cells was absent. 
Likewise, the normal complement of cells in the 
amacrine and ganglion cell layers was diminished, 
suggesting that necrotic cells had been removed 
and not replaced. With the loss of horizontal 
cells, the position of the outer plexiform layer 
was no longer discernible and neuroblastic cells 
occupied the majority of the outer retina, extend- 
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Fig. 2. (a) Selected electron micrograph from OPL tracing (Fig. la), control rabbit retina postnatal day 5. Two cone photoreceptor 
terminals with the characteristics of darkly stained cytoplasm and multiple synaptic ribbons (white arrows) are aligned along the 
distal border of the OPL. In close apposition to these terminals are clusters of small processes (asterisk). The small processes rest 
upon the large lateral neurites (black arrowheads) of the horizontal cells. Bar = 0.8 km. (b) Selected electron micrograph from 
OPL tracing (Fig. lb), newborn rabbit retina 5 days after kainic administration. The majority of the photoreceptor terminals 
present in these retinas possess rod characteristics; they have lightly stained cytoplasm, small round (spherule) endings and a single 
synaptic ribbon (black arrow). This is in contrast to the darkly stained cytoplasm and multiple ribbons (white arrow) characteristic 
of the cone terminals seen infrequently in treated retinas. The clusters of small processes (asterisk) are loosely arranged between 
the photoreceptor terminals and uniquely shaped nuclei. Bar = 0.7 pm. (Reprinted with permission from Messersmith and 
Redhurn, 1990, Pergamon Press, Inc.) 
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ing from the distal surface through the discontin- 
uous amacrine cell layer. 

Development after kainic acid treatment 
Five days after the horizontal cells were le- 

sioned, a distinct but somewhat altered outer 
plexiform layer was observed even in the absence 
of horizontal cells (see Figs. 1 and 2). The inner 
and outer nuclear layers were separated by groups 
of small processes, horizontally arranged within 
the outer plexiform layer, and by rod terminals 
which were generally restricted to their normal 
position along the outer border. The presence of 
these elements after treatment negates the hy- 
pothesis that the horizontal cell acts simply as a 
barrier which is necessary and sufficient to estab- 
lish the boundary between inner and outer nu- 
clear layers. 

The most pronounced alteration was a dra- 
matic reversal in the rod to cone cell ratio, with 
rods representing the dominant type of terminal 
after lesioning. The array of cone terminals nor- 
mally seen at postnatal day 5 was absent. Thus, it 
appears that loss of the horizontal cell target was 
sufficient to disrupt normal development of 
presynaptic cone terminals. Kainic acid-insensi- 
tive targets which apparently were adequate for 
rod synaptogenesis did not suffice for cones. It is 
possible that the lack of cone terminals in treated 
tissues reflect delayed cell death within the cone 
cell population. We have no morphological evi- 
dence which supports this suggestion; however, 
we have observed a significant number of con- 
necting cilia in the inner nuclear layer, leading us 
to speculate that the entire cone cell body might 
be displaced in these tissues. It is possible that, 
without the horizontal cells, cones continue to 
migrate past their normal targets and thus appear 
in the inner nuclear layer. Similar experiments 
which use kainic acid to lesion the GABAergic 
cortical subplate neurons early in development, 
show somewhat comparable results (Ghosh et al., 
1990). In the absence of pioneering subplate neu- 
rons, axons growing from the lateral geniculate 

continue to migrate beyond their normal target 
position. 

To determine if the loss of GABA plays any 
role in the developmental alterations observed 
after kainic acid lesioning of horizontal cells, the 
effects of the GABA, receptor antagonists picro- 
toxin and bicuculline, and the GABA, receptor 
antagonist phaclofen were examined. Intraocular 
injections were applied on the day of birth, and 
subsequent development of the outer plexiform 
layer was assessed on postnatal day 5.  None of 
the antagonists tested caused morphological dam- 
age to any cells in the retina; horizontal cells 
remained intact. However, the GABA, antago- 
nists altered the cone-to-rod ratio in a manner 
similar to that seen with kainic acid lesioning. 
Phaclofen had no observable effect on develop- 
ment. 

Based on these results, we suggest that 
GABAergic type A horizontal cells may have an 
important influence on the development of the 
outer plexiform layer. Removal of this influence 
either by direct lesioning of the cell or by block- 
ing the action of the GABA causes a disruption 
of postnatal development in a highly specific 
manner. Cone terminals, which are the normal 
synaptic partners of the type A horizontal cells, 
fail to appear in their appropriate position within 
the outer plexiform layer. It is interesting to note 
that, in general, the pharmacologically induced 
disruption did not block the differentiation of rod 
cells nor the migration of rod terminals to their 
correct synaptic position. This suggests that grow- 
ing axons of rods and cones respond to different 
guidance cues. The presence of GABA, recep- 
tors on cone axons and their absence on rods 
could offer one possible explanation for this dif- 
ference. Unfortunately, the distribution of GABA 
receptors in neonatal rabbit retina has not been 
examined to date. 

In preliminary experiments using cone-specific 
peanut agglutinin histofluorescence, we have 
traced the movement of cones after picrotoxin 
treatment and find that some appear to be dis- 
placed to the inner retina (Redburn et al., 1991). 
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We speculate that the cones may have reached 
this position because picrotoxin blocked their 
ability to respond to the guiding influences of 
GABA in the outer plexiform layer. If the effect 
of GABA on growing cone terminals is similar to 
that reported in neurons from other tissue, it 
might be expected that GABAergic horizontal 
cells provide a hyperpolarizing milieu in which 
growth of cone axonal processes would be sus- 
tained. The GABA uptake system could function 
to help restrict the region of influence over which 
these effects might be expressed. Thus extracellu- 
lar regions in close proximity to the horizontal 
cell layer would represent a concentrated source 
of GABA to keep axonal processes hyperpolar- 
ized and thus in a state of active growth. Respon- 
sive cells (developing cones with GABA recep- 
tors?) might respond to the positive concentra- 
tion gradient in order to help find their way to 
the outer plexiform layer. Continued growth be- 
yond the targeted layer would be inhibited be- 
cause movement away from the GABA-rich re- 
gion would result in a relatively depolarized state 
with concomitant cessation of growth. This hy- 
pothesis, while highly speculative, is attractive 
because it is consistent with data from a variety of 
different experimental approaches. It is also 
amenable to a number of rather direct tests of its 
validity, some of which are currently underway. 
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receptor-mediated responses in the lateral 
geniculate nucleus 

Ivan Soltesz and Vincenzo Crunelli * 

Department of Viiual Science, Institute of Ophthalmology, Judd Street, London, England, UK 

Introduction 

Although retinal and geniculate receptive fields 
are quite similar, the anatomical location per se, 
as well as the chemical diversity of its afferents, 
suggest that the lateral geniculate nucleus (LGN) 
is of strategic importance in the processing of 
visual information (for reviews, see Sherman and 
Spear, 1982; Sherman and Koch, 1986; Steriade 
et al., 1990b). y-Aminobutyric acid (GABA) plays 
a key role in the inhibitory control of visual 
signals in the LGN (Hubel and Wiesel, 1961; 
Singer and Bedworth, 1973; Dubin and Cleland, 
1977; Hale et al., 1982; Lindstrom, 1982; Ahlsen 
et al., 1985; Lindstrom and Wrobel, 1990) since 
centre-surround inhibition, long-range inhibition, 
binocular inhibition and the inhibition responsi- 
ble for the orientation bias of LGN thalamocorti- 
cal (TC) cells are all affected by the GABA, 
receptor antagonist bicuculline applied in the 
vicinity of the recorded cells (Sillito and Kemp, 
1983; Vidyasagar, 1984; Berardi and Morrone, 
1984; Pape and Eysel, 1986; Eysel et al., 1987; 
Francesconi et al., 1988; Norton et al., 1989, see 
also Norton and Godwin, Chapter 10, and Sillito, 

Chapter 17). In addition to this “classical” in- 
hibitory role mediated by GABAA receptors, 
however, GABA also acts on another type of 
receptors, the GABAB receptors that are not 
blocked by bicuculline (Bowery et al., 1980; Bor- 
mann, 1988; Bowery et al., 1990). 

In this chapter we review the results that have 
emerged in the last 5 years from the electrophysi- 
ological studies concerning the action of GABA 
in in vitro slices of the ventral and dorsal LGN 
(vLGN, dLGN) of cats and rats. In particular, the 
effects of pre- and postsynaptic GABA receptor 
activation are helping us to appreciate the variety 
of responses that GABA can generate in the 
visual thalamus. Presynaptic GABA receptors 
exert a negative control on GABA and glutamate 
release, while the activation of postsynaptic 
GABA, receptors present on TC cells evokes a 
late, long-lasting inhibitory postsynaptic potential 
(IPSP) that is responsible for a weak inhibition as 
well as for burst-firing excitation of these cells 
(Hirsch and Burnod, 1987; Crunelli et al., 1988; 
Soltesz et al., 1988, 1989b,c; Crunelli and 
Leresche, 1991). 

The basic circuitry of the dorsal LGN (dLGN) 
and its GABAergic components 

In the cat, visual information from the retina to 
the visual cortex via the dorsal LGN (dLGN) is 

* Present address: Department of Physiology, University of 
Wales, College of Cardiff, Museum Avenue, Cardiff CFl ISS, 
Wales. UK. 
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Fig. 1.  Schematic drawing of the GABAergic connections in 
the dLGN. The position of terminals in the drawing does not 
indicate the exact anatomical location of a synapse but only 
the existence of a synaptic connection between cells. PGN, 
perigeniculate nucleus; NRT. nucleus reticularis thalami; TC 
cell, thalamocortical cell. 

carried in three, largely independent and segre- 
gated channels, the X, Y and W pathway. TC 
cells in each of these groups possess many fea- 
tures that are different from those of the other 
groups, e.g., cell morphology, laminar distribu- 
tion, synaptic connections and visual response 
properties (Peters and Palay, 1966; Sherman and 
Spear, 1982; Friedlander et al., 1981; Wilson et 
al., 1984; Jones, 1985; Mize et al., 1986; Steriade 
et al., 1990b). TC cells of all three groups, how- 
ever, receive their visual information through the 
terminals of the optic tract fibres and send their 
axons to cells of the visual cortex (Fig. 1). 

Twenty to thirty percent of cells in the A 
laminae of the dLGN do not project to the visual 
cortex (i.e., Golgi type I1 neurones, local circuit 
cells or interneurones) (Guillery, 1966; Famigli- 
etti and Peters, 1972; Szentagothai, 1973; Lieber- 
man, 1973; Hamori et al., 1974; Parnavelas et al., 

1977; Sterling and Davis, 1980; Jones, 1985) and 
are immunopositive to glutamic acid decarboxyl- 
ase and GABA (Fig. 1) (O'Hara et al., 1983; 
Fitzpatrick et al., 1984; Ottersen and Storm- 
Mathisen, 1984; Montero and Singer, 1984; 
Hamos et al., 1985; Montero and Zempel, 1985; 
Gabbott et al., 1985; Madarasz et al., 1985; Sher- 
man and Friedlander, 1988) (see also Uhlrich and 
Cucchiaro, Chapter 9). The dendrites of these 
GABA containing interneurones display a large 
number of complex appendages, which, together 
with terminals from the optic tract and the den- 
drites of X cells, take part in triadic synaptic 
arrangements within complex glomerular zones. 
Here, retinal axon terminals make synaptic con- 
tacts on both the dendrites of TC cells (synapse 1 
in Fig. 1) and the appendages of the interneurone 
dendrite (synapse 2); the latter, in turn, are presy- 
naptic to TC cell dendrites (synapse 3). Interneu- 
rones also have axons (Jones, 1985; Montero, 
1987; Steriade et al., 1990b) and thus they can 
exert their action through conventional, action 
potential-evoked GABA release (synapse 6) as 
well as through dendritic operations (synapse 2). 

The second major GABAergic input to TC 
cells originates from neurones of the perigenicu- 
late nucleus (PGN) in the cat and of the visual 
segment of the nucleus reticularis thalami (NRT) 
in the rat (Fig. 1) (Houser and Vaughn, 1980; 
Montero and Scott, 1981; Ide, 1982; Montero and 
Singer, 1985). Recent evidence in the cat indi- 
cates the presence of separate GABAergic pro- 
jections from the PGN and the NRT to the 
dLGN (Cucchiaro et al., 1990; see Uhlrich and 
Cucchiaro, Chapter 9). The PGN/NRT cells re- 
ceive inputs from corticofugal afferents (synapse 
8 in Fig. 1) and from axon collaterals of TC cells 
(synapse 7). The axons of PGN/NRT cells, in 
turn, make synapses on dLGN TC cells (synapse 
5). 

An important feature of the GABAergic con- 
nections in the dLGN is the presence of GABA- 
GABA synapses between dLGN interneurones 
(not shown in Fig. 1) (Jones, 1985; Montero and 
Singer, 1985). In the cat, GABA-GABA synapses 
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are also formed between PGN cells and dLGN 
interneurones (synapse 9; Fig. 1) (Montero and 
Singer, 1985; Montero, 19861, though the pres- 
ence of NRT to dLGN interneurones synapses in 
the rat has so far proved elusive (Montero and 
Scott, 1981). Other extrathalamic sources of 
GABA, for example from the pretectum, have 
also been reported (Bickford et al., 1990) (see 
Uhlrich and Cucchiaro, Chapter 9). 

It is also worth noting that, in addition to 
morphological differences, dLGN interneurones 
also differ from TC cells and from the GABAer- 
gic PGN/NRT cells in their passive and active 
membrane properties. Thus, dLGN interneu- 
rones have a higher input resistance than TC 
cells, a relatively linear voltage-current relation- 
ship and they are not electrically compact (Jahn- 
sen and Llinas, 1984; Deschenes et al., 1984; 
Crunelli et al., 1987a,d; Bloomfield et al., 1987; 
McCormick and Pape, 1988; Spreafico et al., 1988; 
Bloomfield and Sherman, 1989). As far as the 
active membrane properties are concerned, the 
major differences reported so far are the lack of 
low threshold Ca2+ potentials in the interneu- 
rones (but not in PGN/NRT cells, see Mulle et 
al., 1985; Avanzini et al., 1989) and of the slow, 
mixed Na+/K+ inward rectifying current, I ,  
(McCormick and Pape, 1988, 1990; Leresche et 
al., 1990, 1991; Soltesz et al., 1991). 

Localization of GABA, and GABA, binding sites 
in the LGN 

Autoradiographic and immunocytochemical stud- 
ies have revealed relatively high densities of both 
GABA, (Palacios et al., 1981; Schoch et al., 
1985; Richards et al., 1987; De Blas et al., 1988; 
Vitorica et al., 1988) and GABA binding sites in 
the dLGN (Bowery et al., 1987; Chu et al., 1990). 
In the rat, the ratio of GABAA and GABAB 
binding sites seems to be around 3:l and proba- 
bly reflects differences in receptor affinity (i.e., 
GABA binds with 3-4 times higher affinity to 
GABA, than to GABAB receptors) and/or in 
receptor number (Chu et al., 1990). Bowery et al. 

(19871, however, reported a similar density of 
GABA, and GABAB binding sites in the thala- 
mus, with the dLGN having a concentration of 
GABAB binding sites higher than the vLGN and 
among the highest in the brain. 

Using a monoclonal antibody raised against 
the a subunit of the GABA,/benzodiazepine 
receptor/CI- channel complex, a recent im- 
munocytochemical study at the light and electron 
microscope level has revealed differences in the 
distribution of this antigen between the various 
classes of neurones in the cat dLGN (Soltesz et 
al., 1990). The strongest immunoreactivity is found 
on the somatic plasma membrane and in the 
endoplasmic reticulum of the GABA-negative 
neurones (i.e., TC cells) that have the smallest 
soma area and cellular laminated bodies, which 
are likely to be a feature of X cells (LeVay and 
Fester, 1977). The second strongest immunoreac- 
tive cell group has large somata, is GABA-nega- 
tive and contains no cellular laminated bodies. 
Immunoreactivity in these cells is strong on the 
plasma membrane of the soma and dendrites, but 
is scant or absent intracellularly. GABA-positive 
cells (i.e., local circuit cells, interneurones) show 
weak intracellular immunoreactivity and little, if 
any, immunoreactivity at the somatic and proxi- 
mal dendritic plasma membrane. The synaptic 
junctions formed by many boutons establishing 
symmetrical synapses with dendrites and soma of 
TC cells are immunopositive, but no immunore- 
activity can be detected at the synapses estab- 
lished by the presynaptic dendrites of the in- 
terneurones, not even after detergent treatment. 
These results suggest that interneurones in the 
cat dLGN do not possess the a subunit of the 
GABA, receptor-complex neither on their soma 
membrane nor on their dendritic appendages. 
Thus, either GABAA receptors are absent from 
the interneurones or, if present, their a subunit is 
not the one recognized by the monoclonal anti- 
body used in this study (cf. Luddens and Wisden, 
1991). Interestingly, immunoreactivity to this a 
subunit antibody is detected at intra- and extrasy- 
naptic membrane sites, suggesting that GABA 



154 

may act at both synaptic and non-synaptic sites 
(Soltesz et al., 1990). 

Effect of postsynaptic GABAA and GABA, 
receptor activation 

In vitro, activation of the GABA, receptors pre- 
sent on TC cells of the rat and cat LGN (by 
iontophoretically or bath applied GABA) pro- 
duces a fast, CI - dependent hyperpolarization 
that is associated with a marked decrease in input 
resistance, is blocked by bicuculline and picro- 
toxin (a CI- channel blocker) and has a reversal 
potential of - 65 mV. The hyperpolarization per 
se and the decrease in input resistance produce a 
strong inhibition of spontaneous and optic tract- 
evoked firing (Crunelli et al., 1988; Soltesz et al., 
1989~). When the iontophoretic pipette is posi- 
tioned more than 50 pm away from the recording 
electrode and/or when higher iontophoretic cur- 
rents are used, GABA also evokes a fast depolar- 
ization that is blocked by bicuculline and has a 
reversal potential of -45 mV. This GABA, re- 
ceptor-mediated depolarization is associated with 
a marked decrease in input resistance and thus 
results in a strong inhibition of firing. Often, the 
bicuculline sensitive hyperpolarization and depo- 
larization can be observed during the same ion- 
tophoretic application of GABA, with the former 
often preceding the latter (Crunelli et al., 1988). 

In contrast, selective activation of the GABA, 
receptors (by iontophoretically or bath applied 
baclofen) evokes a slow, K +  dependent hyperpo- 
larization that is associated with a relatively small 
decrease in input resistance, is blocked by pha- 
clofen (a GABA, receptor antagonist, Kerr et 
al., 1987) but not by bicuculline and picrotoxin 
and has a reversal potential of -80 mV. This 
GABA , receptor-mediated hyperpolarization is 
capable of producing some inhibition of sponta- 
neous firing that is not, however, as strong as 
during GABAA receptor activation and is ex- 
tremely dependent on the membrane potential of 
the cell (see below). Identical results are obtained 
when selective activation of GABA, receptors is 

achieved by using GABA in the presence of bicu- 
culline and picrotoxin (Hirsch and Burnod, 1987; 
Crunelli et al., 1988; Soltesz et al., 1988). 

It is important to note at this point that the 
GABA, receptor-mediated hyperpolarizing/ de- 
polarizing effect of iontophoretically and bath 
applied GABA described above for the in vitro 
studies occur in the majority of LGN cells, a 
result similar to the findings in vivo where the 
spontaneous firing of almost every TC cell in the 
dLGN (X and Y, on and off centre) is abolished 
by iontophoretically applied GABA (Sillito and 
Kemp, 1983; Sillito, personal communication). In 
view of the differential distribution of the a sub- 
unit of the GABAA receptor in the dLGN (Soltesz 
et al., 19901, these findings indicate that a differ- 
ent composition of subunits of the GABAA re- 
ceptor does not markedly affect its functional 
properties and/or that the iontophoretic studies 
carried out in vivo and in vitro have not been 
sensitive enough to show the subtle differences in 
potency between different types of GABA, re- 
ceptors in dLGN TC cells. 

“Physiological” activation of postsynaptic GABA, 
and GABA, receptors: the early and the late 
IPSP 

Electrical stimulation of the optic tract in vitro 
evokes a complex sequence of synaptic potentials 
(Yamamoto, 1974; Kelly et al., 1979; Godfraind 
and Kelly, 1981) that, between -55 and -65 mV 
for instance, consists of a depolarizing potential 
followed by two hyperpolarizing ones (Fig. 2A, 
bottom trace) (Hirsch and Burnod, 1987; Crunelli 
et al., 1988; Soltesz et al., 1988). The depolarizing 
potential is a monosynaptic excitatory postsynap- 
tic potential (EPSP) that is mediated by an excita- 
tory amino acid (possibly glutamate) acting on 
N-methyl+-aspartate (NMDA) and non-NMDA 
receptors (Kemp and Sillito, 1982; Crunelli et al., 
198%; Soltesz et al., 1989a; Sillito et al., 1990; 
Sharfman et al., 1990). 

The two hyperpolarizing potentials represent 
two IPSPs that can be easily distinguished on the 
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Fig. 2. A. GABA, and GABA, IPSPs in TC cells of the 
dLGN in vitro: intracellular voltage records show the GABA, 
and GABAB IPSPs evoked in a TC cell of the rat dLGN by 
electrical stimulation of the optic tract (arrow head) (mem- 
brane potential, -60 mV). Using low intensities of stimula- 
tion (1 and 2 V) both the GABA, and the GABAB IPSP are 
evoked in the absence of a preceding EPSP, while at higher 
intensities (5 V) the complete sequence of potentials (EPSP, 
GABA, and GABAB IPSPs) is present. The small depolariz- 
ing hump present between the GABA, and the GABAB 
IPSPs is similar to the one observed in vivo. B shows intracel- 
lular voltage traces recorded with a horseradish peroxidase 
filled microelectrode from the TC cell shown in D. The 
GABA, IPSP evoked by stimulation of the optic tract (arrow) 
decreases the probability of action potential discharges at 
-50 mV (bottom trace). However, the GABAB IPSP has no 
effect on the stronger, repetitive action potential firing ob- 
served when the cell is depolarized (by steady dc current 
injection) to -35 mV (top trace). Note that, although present 
at - 50 mV, the hyperpolarization associated with the GABA 
IPSP is hardly visible at more depolarized potentials because 
of its non-linear relationship with the membrane potential (cf. 
Fig. 3A and C). C. Stimulation of the optic tract (in the 
presence of bicuculline, 50 p M )  evokes a small EPSP fol- 
lowed by an 18 mV GABA, IPSP. On return of the mem- 
brane potential to its resting level a low-threshold Cat+ 
potential with a burst of action potentials is generated. D is 
the camera lucida reconstruction of the horseradish peroxi- 
dase filled dLGN cell in lamina A from which the records 
shown in B were recorded. The A/A, lamina border is 
vertical and to the right (for detail, see Soltesz et al., 1989b). 
Reproduced, with permission, from Crunelli et al. (1988) and 
from Soltesz et al. (1989b). 

basis of their different electrophysiological and 
pharmacological properties. The first IPSP is 
characterized by a short latency to onset (3-4 
ms), a short latency to peak and a short duration 
(30-40 ms) (Fig. 2A). It is associated with a 
marked decrease in the input resistance of the 
cell, its amplitude is linearly related to the mem- 
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Fig. 3. Voltage dependence of the GABA, receptor mediated 
IPSP and IPSC. A. Intracellular voltage records show the 
GABA, and GABAB IPSP evoked by stimulation of the 
optic tract (arrow) and recorded at the four membrane poten- 
tials indicated on the left hand side of each trace. The 
GABA, IPSP reverses in polarity at around -65 mV, while 
the GABA, IPSP becomes flat at -82 mV. The GABAB 
IPSP recorded at -50 mV is smaller than that recorded at 
-60 mV. Note that, at membrane potentials negative to -55 
mV, the hyperpolarization associated with the GABAB IPSP 
is capable of activating a low threshold Ca2+ potential (TC 
cell in the cat dLGN recorded in 0.5 mM Me2+ and 3 mM 
Ca2+). B shows the late, GABA, receptor mediated IPSC 
evoked by stimulation of the optic tract (arrow) in a TC cell of 
the cat dLGN clamped at the different membrane potentials 
indicated. The GABA, IPSC reverses at around -87 mV in 
this cell. Note the rectification of the IPSC at potential 
positive to -57 mV (top trace). Bicuculline (50 p M )  was 
present in the perfusate. C. Plot of the amplitude of the 
GABA, IPSP (A ), the amplitude of the GABAB IPSC (A) 
and input resistance (0) uersus membrane potential. (The 
values for GABA, IPSP and input resistance are from the 
same TC cell of the rat dLGN, those for the GABAB IPSC 
are from the same cell as in B). At membrane potentials 
outside the range of resting membrane potentials of TC cells 
in vitro (-55 to -65 mV), the amplitude of the GABAB 
IPSP and IPSC decreases, closely following changes in the 
input resistance of the cell. A and C reproduced, with per- 
mission, and rearranged from Soltesz et al. (1989b) and 
Crunelli et al. (1988). 
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brane potential and its reversal potential (-70 
mV) is sensitive to changes in extra- and intracel- 
Mar CI- concentration. Furthermore, it is re- 
versibly blocked by bicuculline (Fig. 4) and picro- 
toxin at concentrations that are similarly effective 
against the fast, CI- dependent hyperpolarization 
evoked by exogenously applied GABA. Thus, the 
early IPSP represents a GABA A receptor-media- 
ted IPSP (Fig. 2A) (Hirsch and Burnod, 1987; 
Crunelli et al., 1988; Soltesz et al., 1989b). 

The second IPSP has a relatively longer la- 
tency to onset (30-50 ms) and to peak, and a long 
duration (200-300 ms) (Fig. 2A). It is associated 
with a smaller decrease in input resistance, its 
amplitude is not linearly related to membrane 
potential (cf. Fig. 3A,C) and its reversal potential 
(-80 mV) is sensitive to changes in the extracel- 
lular K+, but not CI-, concentration. In addition, 
it is reversibly blocked by the GABAB receptor 
antagonists phaclofen and 2-OH-saclofen (see 
Kerr et al., 1987, 1988) at concentrations that are 
similarly effective against the slow, K +  depen- 
dent hyperpolarization evoked by exogenously 
applied baclofen. Indeed, the late inhibitory post- 
synaptic current (IPSC) that underlies the 
GABAB IPSP is also reversibly blocked by 2- 
OH-saclofen (Lightowler, Soltesz and Crunelli, 
unpublished observations). Thus, the late, long- 
lasting IPSP represents a GABA receptor-medi- 
ated IPSP (Fig. 2A) (Hirsch and Burnod, 1987; 
Crunelli et al., 1988; Soltesz et al., 1988, 1989b). 

Recently, a “miniature” GABAA IPSP, that 
precedes the GABAA and GABA, IPSP de- 
scribed above, has been observed in TC cells of 
the anterior thalamic nuclei in vivo following 
stimulation of the prethalamic fibers (arising in 
the mammillary body) but not of the cortical 
afferents (Par6 et al., 1990). As shown in Fig. 5C 
(arrow head), in some TC cells in the cat dLGN a 
miniature GABA, IPSP has been observed fol- 
lowing stimulation of the optic tract. 

Origin of the two IPSPs 

Both the early, GABAA receptor-mediated and 
the late, GABA receptor-mediated IPSPs (as 

well as the miniature GABAA IPSP) can be 
evoked by stimulation of the optic tract in rat and 
cat slices that do not contain the NRT and the 
PGN (Hirsch and Burnod, 1987; Crunelli et al., 
1988; Soltesz et al., 1989b). This finding puts an 
end to the controversy concerning the lack of 
intrageniculate inhibition (Sumimoto et al., 1976; 
Shosaku et a1.,1989; Steriade et al., 1990b) and 
indicates that GABA released from the dLGN 
interneurones is capable of generating a miniature, 
an early and a lute IPSP. Thus, the late, long-last- 
ing depression of visual responsiveness observed 
in TC cells of the cat and rat dLGN (see Norton 
and Godwin, Chapter 10) can no longer be as- 
cribed only to the recurrent (late) inhibition from 
the PGN/NRT. Indeed, a series of new ques- 
tions should now be addressed: are there two 
groups of interneurones (as it has been suggested 
in the cat dLGN on the basis of morphological 
findings, Montero and Zempel, 1985) mediating 
the GABAA and the GABA IPSP, respectively?; 
is the GABA, IPSP generated at the dendro- 
dendritic synapse (synapse 3 in Fig. 1 )  and the 
GABAB IPSP at the axonal synapse (synapse 6) 
or vice versa? or, does the suggestion put forward 
by Par6 et al. (1990) for the anterior thalamic 
nuclei (i.e., that the miniature GABA, IPSP is 
generated at the dendro-dendritic synapse and 
the GABAA and GABAB IPSP at the axonal 
synapse) apply to the dLGN interneurones as 
well? 

It is important to note at this point that the 
ability of rat and cat dLGN interneurones to 
generate GABAA and GABA, IPSPs does not 
exclude the possibility that in vivo both types of 
IPSP can also be evoked by GABA released from 
PGN/NRT cells (synapse 5 in Fig. 1). Although 
such evidence is still lacking for the dLGN, exper- 
iments in TC cells of the rat ventrobasal nucleus 
(Sumitomo et al., 1988) and anterior thalamic 
nuclei (Thornson, 1988, 1990) have shown the 
presence of GABA, and GABAB IPSPs origi- 
nating from the NRT. Indeed, both PGN/NRT- 
mediated GABAA and GABAB IPSPs may con- 
tribute to the “late” inhibition of visual responses 
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(Ahlsen and Lindstrom, 1982; Eysel et al., 1987; 
see Norton and Godwin, Chapter 10, and Sillito, 
Chapter 17) and to the sleep spindles (Steriade et 
al., 1985, 1990a). 
As far as the corticofugal afferents are con- 

cerned, in a few TC cells it has been possible to 
evoke what appeared to be a pure orthodromic 
response following electrical stimulation of the 
optic radiation. This response consists of an EPSP 
followed by a GABAA and a GABA, IPSP whose 
electrophysiological and pharmacological proper- 
ties were identical to those evoked by stimulation 
of the optic tract (Soltesz et al., 1989b). Neverthe- 
less, these results cannot be taken as conclusive 
evidence that direct activation of the interneu- 
rones by the corticofugal afferents can generate 
the two types of IPSPs in TC cells since in these 
experiments the IPSPs might have been evoked 
by the GABAergic cells of the PGN. 

X and Y cells in the dLGN display GABA, and 
GABA, IPSPs 

The typical EPSP-GABA, IPSP-GABA IPSP 
sequence of synaptic potentials described in the 
previous sections is observed in a high proportion 
of TC cells of the dLGN in vitro (e.g., 70% in the 
rat dLGN, Crunelli et al., 1988). Three additional 
observations, however, need to be discussed here 
with respect to possible differences in the in- 
terneurone-mediated GABA IPSPs between TC 
cell types in the dLGN. 

(i) It is a common finding of all the in vitro 
studies that low intensity of stimulation can evoke 
GABA, and GABA, IPSPs without a preceding 
EPSP, though a small EPSP can be observed by 
increasing the intensity and/or duration of stimu- 
lation (Fig. 2A) (Hirsch and Burnod, 1987; 
Crunelli et al., 1988; Soltesz et al., 1989b). Un- 
doubtedly, the amplitude of the optic tract-evoked 
EPSP is under strict control from the GABAA 
IPSP and in some TC cells (Fig. 4B), though not 
in all (Fig. 4A), bicuculline can unmask a promi- 
nent EPSP. 
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Fig. 4. The effect of bicuculline on the GABA, and GABA, 
IPSP. Intracellular voltage records show that bicuculline ap- 
plied in the perfusion medium (10 FM) (A) reversibly abol- 
ishes the GABA, IPSP and increases the amplitude and the 
duration of the GABA, IPSP. Iontophoretic application of 
bicuculline (80 nA, 2 s) (B) from an independently mounted 
multibarrelled micropipette markedly increased the amplitude 
of the GABA, IPSP, but it did not, in this cell, prolong its 
duration. In both A and B the intensity of stimulation was 
adjusted so that in the control experiments no EPSP could be 
evoked, although in B the block of the GABA, IPSP revealed 
a clear, though small, EPSP. Membrane potential is - 55 mV 
in A and -60 mV in B. Reproduced, with permission, from 
Crunelli et al. (1988). 

(ii) In some cells either one of the two IPSPs is 
evoked by stimulation of the optic tract (e.g., 11% 
for the GABAA IPSP and 16% for the GABA, 
IPSP in the rat, Crunelli et al., 1988) while the 
other IPSP is not observed even after changing 
the intensity, duration, frequency and number of 
stimuli or, indeed, the position of the stimulating 
electrode along the optic tract or in the slice itself 
close to the recording electrode (Hirsh and 
Burnod, 1987; Crunelli et al., 1988; Soltesz et al., 
1988, 1989b). In addition, there are cells that, in 
control condition, appear to show only GABAA 
IPSPs though GABA, IPSPs become visible in 
the presence of bicuculline (see below). 

(iii) There appears to be a considerable varia- 
tion in the amplitude of both GABAA and 
GABAB IPSPs between TC cells both in the rat 
and cat dLGN (Hirsch and Burnod, 1987; Crunelli 
et al., 1988; Soltesz et al., 1989b; Sharfman et al., 
1990). 



I58 

In an attempt to correlate cell types to the 
presence of IPSPs, one in vitro study, using intra- 
cellular injection of horseradish peroxidase, has 
shown that TC cells with morphological features 
similar to X and Y geniculate cells respond with 
GABAB IPSPs to optic tract stimulation (Fig. 
2D) (Soltesz et al., 1989b). Thus, both cell types 
have functional GABAB receptors on their mem- 
branes, which, using optimal stimulation parame- 
ters and/or in the presence of favourable condi- 
tions (e.g., low extracellular K+, bicuculline), can 
be activated by optic tract stimulation. 

In slices, of course, one can never be certain 
whether the differences in the presence and/or 
amplitude of any response between cells are in- 
deed attributable to physiological differences or 
to other variables inherent to this technique 
(survival of CNS tissue in vitro; level of oxygena- 
tion; choice of perfusion medium, etc.; cf. Kerkut 
and Wheal, 1981; Kelly, 1982; Dingledine, 1984). 
This problem is of particular importance in stud- 
ies investigating synaptic potentials, since, in this 
case, factors such as the angle of cutting of the 
slice, the position of the recorded cell with re- 
spect to the stimulated afferents, different sur- 
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viva1 of excitatory and inhibitory synapses have 
also to be considered. 

This notwithstanding, it appears that most of 
the findings reported for the GABA, and 
GABA, IPSPs in vitro are similar to the situa- 
tion in vivo. Examples of an early, short-lasting 
and a late, long-lasting IPSP were observed in TC 
cells of the dLGN following electrical stimulation 
of the optic tract/chiasm in vivo (cf. Fig. 4b and c 
of Burke and Sefton, 19661, though they both 
appeared to be reversed in polarity by recording 
with CI--filled electrodes. Recent investigations 
have enlarged and clarified these original findings 

Fig. 5. Frequency-dependent decrease in the amplitude of 
GABA, (A, C and D) and GABA, IPSP (C and B), its 
blockade by 2-OH-saclofen (D) and the presence of a minia- 
ture, GABA, IPSP in TC cells of the cat dLGN (0. A. 
Superimposed intracellular voltage records show the decrease 
in the amplitude of the fifth GABA, IPSP (in each train) 
evoked at increasing frequencies of stimulation (from top to 
bottom, 3, 2, I ,  0.5, 0.35 and 0.25 Hz). Note that no decrease 
is present at the two lowest frequencies (traces obtained at 
0.35 and 0.25 Hz are identical) (membrane potential, -55 
mV) (arrow marks the time of stimulation). B. Superimposed 
traces show the decrease in the amplitude of the GABA, 
IPSP evoked by stimulation of the optic tract at 2 Hz. The 
first three responses of the train are shown. Records obtained 
in the presence of bicuculline (50 FM) (membrane potential, 
-60 mV) (arrow marks the time of stimulation). Records in A 
and B were obtained from two TC cells in the rat dLGN. C. 
lntracellular voltage record from a TC cell in lamina A ,  of 
the cat dLGN shows the response to a 5 Hz train of stimuli. 
The first stimulus evokes a small, fast GABA, IPSP (arrow 
head) (a miniature GABA, IPSP according to Par6 et al., 
1990), followed by a GABA, (open arrow) and a GABA, 
IPSP. At the third and fourth stimuli the GABA, and the 
GABA, IPSP are markedly reduced while the amplitude of 
the miniature GABA, IPSP is only slightly decreased. The 
fast upward deflections represent the stimulus artifact (mem- 
brane potential, - 5 1  mV). D. lntracellular voltage records 
from a rat dLGN cell show the first three responses obtained 
by a 5 Hz train of stimuli delivered to the optic tract. In 
control, the first stimulus evokes a GABA, and a small 
GABA, IPSP. In the second and third stimulus the GABA, 
IPSP is progressively decreased in amplitude. I n  the presence 
of 2-OH-saclofen (400 pM), the amplitude of the GABA, 
IPSPs has increased and no decrease is present along the 
train. The fast downward deflections represent the stimulus 
artifact (membrane potential, - 55 mV). In A and C, note the 
absence of an EPSP preceding the IPSPs. A and B repro- 
duced, with permission, from Crunelli et al. (1988). 
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in the dLGN (Bloomfield and Sherman, 1988; Hu 
et al., 1989) as well as in other thalamic nuclei 
following stimulation of the appropriate sensory 
and/or cortical afferents (Roy et al., 1984; Par6 
et al., 1990). Although no attempt to characterize 
the nature of the receptors responsible for these 
two IPSPs has been carried out in vivo, their 
electrophysiological properties (e.g., latency to 
onset and to peak, duration, voltage dependency, 
reversal potential) strongly indicate that they rep- 
resent a GABA, and a GABA, IPSP similar to 
those observed in vitro. Indeed, it appears that 
both GABA, and GABA, IPSPs are present in 
physiologically identified geniculate X and Y cells 
(Bloomfield and Sherman, 1988) and might there- 
fore contribute to the early and late phase of 
inhibition observed in these two types of cells 
during visual stimulation (see Norton and God- 
win, Chapter 10, and Sillito, Chapter 17). How- 
ever, the presence of the PGN in these in vivo 
experiments has meant that the origin of these 
two IPSPs could not be unequivocally ascribed to 
the dLGN interneurones or to the PGN cells 
(while this has been possible in the in vitro stud- 
ies, see above). 

Other important similarities between the in 
vivo and in vitro studies include the findings that 
both the GABA, and the GABA, IPSPs can be 
observed in the absence of a preceding EPSP (Hu 
et al., 1989; cf. Par6 et al., 1990) and that there 
are variations in the amplitude of the two IPSPs 
between TC cells (Hu et al., 1989; Par6 et 
a1.,1990). Thus, it is possible that in the dLGN 
there are subpopulations of TC cells with differ- 
ent activation thresholds for the excitatory and 
inhibitory synapses, and with different activation 
threshold and/or site of generation for the two 
types of GABA receptors. In addition, there might 
also be differences between TC cell types in the 
distribution of presynaptic GABA , receptors 
since recent findings have shown that the minia- 
ture GABA, IPSP shows a smaller frequency-de- 
pendent decrease in amplitude than the one of 
the GABA, and GABAB IPSP in vivo (Par6 et 
al., 1990) and in vitro (Fig. 5C) (see below). 

These possible differences in the presence and 
relative size of depolarizing and hyperpolarizing 
synaptic potentials between TC cells brings us to 
problem of the presence of lagged and non-lagged 
cells in the cat dLGN. Though the subject of 
intense debate, there is anatomical and electro- 
physiological evidence that a group of X neu- 
rones (the lagged X cells) show a relatively more 
powerful phase of inhibition during the early part 
of prolonged visual stimulation than other, non- 
lagged cells (Mastronarde, 1987a,b; Humphrey 
and Weller, 1988a,b; Hartveit and Heggeland, 
1990; Heggeland and Hartveit, 1990). Indeed, the 
presence of lagged and non-lagged Y cells has 
also been recently reported (Mastronarde, 1988). 
The different distribution of GABA, receptors, 
the different activation thresholds of EPSP and 
IPSPs, the voltage sensitivity of the GABA, IPSP, 
a likely differential distribution of the miniature 
GABA, IPSP and some intrinsic, voltage-depen- 
dent conductances of TC cells (e.g., the I ,  cur- 
rent, see McCormick, 1990) should all be consid- 
ered in the interpretation of these in vivo results 
concerning the existence of lagged and non-lagged 
cells. Undoubtedly, the availability of new intra- 
cellular staining techniques (e.g., biocytin) that 
allow a better resolution of the morphological 
details together with a superior quality of intra- 
cellular recordings will help to clarify this contro- 
versial issue. 

Role of the GABA, IPSP in TC cells: inhibition 
and burst-firing excitation 

The hyperpolarization of the GABAB IPSP (and 
its associated decrease in input resistance) is able 
to inhibit repetitive action potential firing in TC 
cells of the dLGN (Fig. 2B). This effect is maxi- 
mal at potentials close to the in vitro resting 
membrane potential (-55 to -65 mV), but is 
less pronounced and disappears altogether at 
more depolarized potentials (Hirsch and Burnod, 
1987; Crunelli et al., 1988; Soltesz et al., 1989b). 
As elegantly shown by Connors et a]. (1988) in 



cortical cells, the GABA, IPSP “would tend to 
reduce background firing rates and responsive- 
ness to weak excitatory stimuli but leaves respon- 
siveness to strong transient stimuli unimpaired” 
(see Connors, Chapter 16). Thus, the GABA, 
IPSP appears to be more suited to a subtle con- 
trol of excitability than to the modulation of the 
receptive field properties of dLGN TC cells. 

The non-linear relationship between the am- 
plitude of GABA, IPSP and the membrane po- 
tential (in the voltage region positive to - 55 mV) 
is of particular relevance to the voltage depen- 
dent inhibition described above, as are the recti- 
fying membrane properties of TC cells (Fig. 3C). 
Recent experiments indicate that the amplitude 
of the late GABA, IPSC (recorded using the 
single electrode voltage clamp technique) has a 
maximum at the same membrane potential as the 
GABA , IPSP (- 55 to - 65 mV) (Fig. 3B and C). 
At more depolarized potentials the amplitude of 
the GABA, IPSC decreases, while in the voltage 
range -65 to - 100 mV it is voltage indepen- 
dent, i.e., it is linearly related to the membrane 
potential (Fig. 3B and C) (but cf. Gahwiler and 
Brown, 1985; Hablitz and Thalmann, 1987). 
Notwithstanding some of the problems associated 
with studying synaptic currents with this tech- 
nique (cf. Johnston and Brown, 1983), these re- 
sults indicate that the voltage dependency of the 
GABA , IPSC, possibly together with the rectify- 
ing properties of TC cells, is responsible for the 
reduction in the amplitude of the GABA, IPSP 
(Fig. 3A) and the associated decreases in in- 
hibitory action that are observed at potentials 
positive to -55 mV (Fig. 2B). 

Inhibition of firing, however, is not the only 
effect produced by the late, long-lasting GABA, 
IPSP. In fact, as shown in Fig. 2C, a single 
GABA, IPSP is capable of evoking a low- 
threshold Ca2+ potential, which in turn, depend- 
ing on its amplitude, evokes a single or a burst of 
action potentials (Crunelli et al., 1988; Soltesz et 
al., 1989b). This sequence of events only occurs in 
a relatively narrow region of membrane poten- 
tials (-60 to -70 mV) and is mainly due to an 

interplay between the GABA, IPSP and I ,  
(Crunelli and Leresche, 1991), the Ca2+ current 
responsible for the low threshold Cat+ potentials 
(Coulter et al., 1989; Crunelli et al., 1989; Her- 
nandez-Cruz and Pape, 1989; Suzuki and Ro- 
gawski, 1989). The mechanism underlying the in- 
teraction between the GABA, IPSP and 1, has 
been recently reviewed in Crunelli and Leresche 
(1991). Undoubtedly, this “priming” action of 
GABA, IPSPs in burst-firing excitation of TC 
cells is involved in the late (100-150 ms) burst of 
excitation (and subsequent rhythmic excitation) 
recorded in dLGN TC cells following electrical 
stimulation of the optic tract in vivo (cf. Figs. 2d, 
3a and c in Burke and Sefton, 1966). Indeed, it 
may also play a role in the oscillatory activities 
observed in TC cells during certain stages of 
sleep (Steriade et al., 1990a) or during the spike 
and wave discharges of petit ma1 attacks (Gloor 
and Fariello, 1988) (though TC cells still retain 
the ability to produce oscillations even when the 
receptors for GABA or other neurotransmitters 
are blocked, see Leresche et al., 1990, 1991; 
Crunelli and Leresche, 1991). Clearly, to identify 
the full extent of any possible contribution of 
GABA , IPSP-mediated inhibition and/or 
burst-firing excitation to the processing of visual 
information in the dLGN we still have to wait for 
experiments on the effects of selective GABA, 
antagonists on visual responses (see Baumfalk 
and Albus, 1988). A final point of clarification 
needs to be added here. In the initial study 
describing the GABA, IPSP (Crunelli et al., 
1988) this synaptic potential was shown to evoke 
burst-firing excitation only in the presence of 
bicuculline, since, as explained in the next sec- 
tion, in control condition it was too small to 
deactivate I,. However, later in vitro “experi- 
ments carried out in 3 mM Ca2+ and 0.5 mM 
Mg2+, or in 3.25 mM K+, have shown GABA, 
IPSPs sufficiently large to generate a low thresh- 
old Ca2+ potential” (Soltesz et al., 1989) and its 
associated burst-firing excitation even in the ab- 
sence of bicuculline (cf. Fig.2A of Soltesz et al., 
1989). 
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Bicuculline increases the amplitude of the GABA, 
IPSP 

Our knowledge about the role of GABA medi- 
ated inhibition in shaping the visual response 
properties of TC cells in dLGN comes, to a large 
extent, from in vivo studies using bicuculline as a 
selective antagonist of GABAA receptors (see 
Norton and Godwin, Chapter 10, and Sillito, 
Chapter 17). In vitro, however, bicuculline (as 
well as picrotoxin), applied either iontophoreti- 
cally or in the perfusion medium, not only blocks 
GABAA IPSPs but also markedly increases the 
amplitude of the GABA, IPSP (Fig. 4) (Hirsch 
and Burnod, 1987; Crunelli et al., 1988; Soltesz et 
al., 1988, 1989b) and IPSC (Lightowler, Soltesz 
and Crunelli, unpublished observation). 

The exact mechanism of this enhancement is 
still uncertain. It is not due to a loss of selectivity 
by bicuculline (or picrotoxin) in vitro since, even 
at concentrations higher than those enhancing 
the GABA, IPSP, this substance seems to have 
no effect on the slow hyperpolarization evoked in 
TC cells by the selective GABA, agonist ba- 
clofen. Since the latency to onset of the GABA, 
IPSP and IPSC is about 30-35 ms, it is unlikely 
that this effect of bicuculline involves a release of 
the GABA, IPSP from a direct “shunting” ac- 
tion of the GABA, IPSP immediately preceding 
it. In addition, an interaction between the CI- 
influx associated with GABAA receptor activa- 
tion and the second messenger system responsi- 
ble for the GABA, IPSP is also unlikely since a 
similar bicuculline-evoked increase of the 
GABA, IPSP can be observed at different extra- 
cellular CI - concentrations and when recording 
with KCI filled microelectrodes. 

Thus, as in the case of other neurones (New- 
berry and Nicoll, 19851, the most likely explana- 
tions for this effect of bicuculline on the GABA, 
IPSPs have, so far, been based upon the local 
synaptic circuitry in the dLGN. 

(i) The simplest one is that in vitro the in- 
terneurones responsible for the GABA , IPSPs 

(if there are two separate sets of interneurones), 
or the release site responsible for the GABA, 
IPSP (if the same interneurone is responsible for 
GABAA and GABA, IPSPs), are under a tonic 
GABA, mediated inhibitory control either from 
other interneurones or from the GABAergic cells 
of the PGN/NRT. Bicuculline would simply re- 
lease the interneurones from this inhibition al- 
lowing a larger release of GABA and, thus, an 
enhanced GABA, IPSP and IPSC (see Fig. 10 of 
Crunelli et al., 1988). Indeed, the presence of 
spontaneous IPSPs is a common finding in intra- 
cellular recording from TC cells in the cat dLGN 
in vitro (cf. Fig. 5A of Crunelli et al., 1987c; and 
Fig. 1B of Sharfman et al., 1990). Though this is 
not the case in TC cells of the rat dLGN during 
standard current clamp intracellular recordings, 
using patch electrodes the majority of rat dLGN 
cells maintained in thin slices show a baseline 
current trace covered with spontaneous, bicu- , 

culline sensitive IPSC (Leresche and Llano, per- 
sonal communication). 

(ii) In the cat, the lack of immunostaining in 
dLGN interneurones for a monoclonal antibody 
raised against the a subunit of the GABAA re- 
ceptor (Soltesz et al., 1990) and the likely preg- 
ence of intrageniculate axon collaterals of TC 
cells (not shown in Fig. 1) *, has meant that an 
alternative possibility could also be considered. In 
the control condition, a TC cell is under GABAA 
inhibitory control during the first 30-40 ms 
(duration of GABAA IPSPs) immediately after 
stimulation of the optic tract. In the presence of 
bicuculline, the interneurones (which in this ex- 
planation we consider responsible for both 

The presence of intrageniculate axon collaterals of TC cells 
is still a matter of great controversy (Friedlander et al., 1981; 
Jones, 1985; Steriade et at., 1990b). Owing to the improved 
resolution of new intracellular labelling techniques, these 
intrageniculate axon collaterals of TC cells are being recog- 
nized in a relatively higher percentage of cells. Clearly, 
whether they make synaptic contacts with the interneurones 
remains to be established. 
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GABA, and GABA, IPSPs) could receive an 
additional, longer excitation from the axon collat- 
eral of this TC cell that could now evoke action 
potentials for a relatively longer period: this will 
lead to increased GABA release and enhanced 
GABA, IPSP (see Fig. 6B of Soltesz et at., 
1989b). Indeed not every TC cell needs to have 
an intrageniculate axon collateral since each in- 
terneurone contacts more than one TC cell. 

Whatever the exact mechanism of the bicu- 
culline-induced increase in the amplitude of 
GABA, IPSPs, we believe that it is now neces- 
sary to re-investigate the action of this GABA, 
antagonist in vivo in the presence of a GABA, 
antagonist, and thus, to ascertain which, if any, of 
the effects of bicuculline on the visual response 
properties of TC cells in the dLGN can be as- 
cribed to a block of GABA, IPSPs and/or to a 
concomitant increase in the amplitude of GABA , 
IPSPs. In this respect, two points need to be 
raised. Firstly, due to the non-linear relationship 
of the GABA, IPSPs with the membrane poten- 
tial (Fig. 3) it might be difficult to ascertain the 
relative contribution of GABA, and GABA, 
receptors from the results of experiments using 
extracellular single unit recordings. Secondly, one 
cannot exlude the possibility that in vivo the 
GABA, IPSPs are already of a maximum ampli- 
tude and, thus, they will not be affected by bicu- 
culline. Finally, a technical consideration: al- 
though 2-OH-saclofen might appear to be the 
GABA, antagonist of choice because of its higher 
potency when compared to phaclofen, its action 
on presynaptic GABA , receptors (see below) 
should be considered in the interpretation of the 
results. 

Are there presynaptic GABA, receptors in the 
dLGN? 

A wealth of biochemical and electrophysiological 
experiments suggests that GABA can decrease its 
own release as well as that of glutamate via 
presynaptic GABA , receptors (Bowery et al., 
1980; Dolphin and Scott, 1987; Deisz and Prince, 

1989; Starke et al., 1989; Bowery et al., 1990; 
Deisz and Zieglgansberger; 1990; Waldmeier and 
Baumann, 1990). In dLGN TC cells, both the 
GABA, and the GABA, IPSP show a decline in 
amplitude with increasing frequencies of stimula- 
tion (Fig. 5A, B and C) (Crunelli et al., 1988; 
Soltesz et al., 1989b). In other neurones, such 
frequency-dependent decreases in the amplitude 
of GABA lPSPs have been shown to be due to 
presynaptic GABA , receptors (Deisz and Prince, 
1989) and, in the light of our preliminary results 
obtained with 2-OH-saclofen (and discussed be- 
low), it is possible that, in the dLGN too, GABA 
modulates glutamate and GABA release through 
presynaptic GABA , receptors. 

Firstly, 2-OH-saclofen increases the amplitude 
of the optic tract-evoked GABA, IPSP by 10- 
20% (Fig. 5D). Secondly, and more importantly, 
2-OH-saclofen reduces the frequency-dependent 
decrease in the amplitude of GABA, IPSPs (Fig 
5D). Although a reduction in GABA uptake might 
contribute to some of these effects of 2-OH- 
saclofen (cf. Kerr et al., 19881, these results sug- 
gest that 2-OH-saclofen blocks presynaptic 
GABA, receptors, and this leads to an increase 
in GABA release. Thus, in addition to interneu- 
rone-interneurone and PGN-interneurone synap- 
ses, dLGN interneurones might be capable of 
controlling GABA release by a negative feed-back 
mechanism through presynaptic GABA , recep- 
tors present on their axon or dendritic terminals. 
During visual processing in vivo, this negative 
control of GABA release by presynaptic GABA , 
receptors will be of major importance owing to 
the relatively high firing rate of the retinal affer- 
ents. Preliminary observations also indicate that 
baclofen (in the presence of Ba2+ which blocks 
the postsynaptic, K + dependent GABA , recep- 
tors) is capable of decreasing the amplitude of 
the optic tract-evoked EPSP, suggesting that 
presynaptic GABA , receptors might be present 
on the optic nerve terminals. Finally, a pharmaco- 
logical consideration: phaclofen does not produce 
any of the effects described above for 2-OH- 
saclofen, indicating that at concentrations that 
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abolish the postsynaptic GABA, response, i.e., 1 
mM phaclofen and 400 pM 2-OH-saclofen, the 
latter is more potent than the former on presy- 
naptic GABAB receptors, at least on those pre- 
sent in the dLGN. 

GABA mediated responses in the rat vLGN: lack 
of optic tract-evoked GABA, IPSPs 

The retino-receptive lateral geniculate body con- 
sists of two main parts, the vLGN and dLGN 
(Jones, 1985). The dLGN has its embryonic ori- 
gins in the dorsal diencephalon, while the vLGN 
is derived from the ventral diencephalon, and 
these two embryonic structures then fuse to form 
the LGN. The vLGN, or an homologous struc- 
ture, is present in the brains of all vertebrate 
species, but, with increasing size and develop- 
ment of the visual cortex, there is a concomitant 
reduction in the relative size and probably in the 
relative importance of the vLGN. The vLGN 
projects to the superior colliculus, and not to the 
visual cortex, and its main role has been sug- 
gested to be the processing of information regard- 
ing light intensity (Legg and Cowey, 1977; Brauer 
and Schober, 1982; Taylor, 1986; Taylor and 
Lieberman, 1987). 

The two main groups of neurones in the rat 
vLGN, the projecting cells and the Golgi type I1 
(non-projecting) interneurones are connected 
mainly through dendro-dendritic synapses which 
are part of triadic arrangements (Lieberman et 
al., 1973; Mounty et al., 1977; Jones, 1985). Glu- 
tamic acid decarboxylase- and GABA-like im- 
munoreactivity (Taylor, 1986) as well as GABA, 
and GABAB binding sites are present in the 
neuropil of the vLGN (Bowery et al., 1987; Chu 
et al., 1990). Unlike the dLGN, however, the 
extrageniculate GABAergic afferents to the 
vLGN do not originate from the NRT (since no 
connection exists between these two nuclei, see 
Mackay-Sim et al., 1983; Cosenza amd Moore, 
1984) but from the pretectum (Campbell, 1982; 
Campbell et al., 1984; Taylor, 1986). 

Dorsal LGN Ventral LGN 

A 

B - t ITrl""' 
150 msec .. 

Fig. 6. The effect of double (A) and single (B) shock stimula- 
tion of the optic tract recorded extracellularly in vivo (A) and 
intracellularly in vitro (B), respectively, from the rat vLGN 
and dLGN. A. Extracellular single unit recordings show the 
response to suprathreshold conditioning and test shocks to 
the optic tract (marked by dots) delivered at the intervals 
indicated on the left hand side of each trace. The cell in the 
dLGN fails to respond to the test shock at 20, 50 and 100 ms 
intervals. The cell in the vLGN responds to the test shock at 
all intervals. B. lntracellular voltage traces show the typical 
response recorded from a dLGN (left) and a vLGN (right) cell 
in vitro following stimulation of the optic tract (arrow). The 
dLGN cell showed both a GABA, and a GABA, IPSP while 
the vLGN cell responded only with a GABA, IPSP. Repro- 
duced, with permission, from Hale and Sefton (1978) and 
from Soltesz et al. (1989~). 

In contrast to what has been observed in the 
dLGN, extracellular single unit recordings indi- 
cate that the majority of vLGN cells do not show 
a centre-surround antagonism in their receptive 
fields (Fukuda et al., 1977; Hale and Sefton, 
1978; Sumimoto et al., 1979). In addition, they 
lack a long-lasting post-excitatory inhibition, i.e., 
their probability of firing is suppressed only for a 
relatively short period of time following an elec- 
trical shock to the optic tract and/or nerve, 
whereas a long-lasting (200 ms) decrease in ex- 
citability is present in TC cells of the dLGN (Fig. 
6A) (Hale and Sefton, 1978). An explanation of 
this difference has been that the long-lasting inhi- 
bition in the dLGN is mediated by the GABAer- 
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gic cells of the NRT which are known to inner- 
vate the dLGN but not the vLGN. As discussed 
below, however, an alternative possibility is pro- 
vided by the in vitro studies showing the inability 
of optic tract stimulation to activate the GABA, 
receptors that are present in the vLGN (Soltesz 
et al., 1989~). 

Similar to what has been observed in the dLGN 
in vitro, iontophoretically applied GABA evokes 
both bicuculline sensitive and insensitive hyper- 
polarizations in the vLGN. This latter response 
as well as the slow hyperpolarization evoked by 
baclofen are antagonized by phaclofen, indicating 
that both GABAA and GABA, receptors are 
present in vLGN neurones (Soltesz et al., 1989~). 

In these neurones, however, electrical stimula- 
tion of the optic tract evokes only a short latency, 
short duration IPSP (Fig. 6B) whose electrophysi- 
ological and pharmacological properties (includ- 
ing its sensitivity to bicuculline) are similar to the 
GABAA IPSP recorded in TC cells of the dLGN. 
Thus, the IPSP recorded in vLGN neurones is a 
GABA, receptor-mediated IPSP. This optic tract 
evoked GABAA IPSP of vLGN neurones is never 
followed by a late, long-lasting IPSP, though, in 
the same slice, GABA , receptor mediated IPSPs 
can be routinely observed in TC cells of the 
dLGN (Fig. 6B) (Soltesz et al., 1989~). Thus, in 
vLGN neurones electrical stimulation of the optic 
tract evokes only GABA, but not GABA, re- 
ceptor mediated IPSPs, though functionally ac- 
tive, phaclofen-sensitive GABA receptors are 
present on these cells. It is conceivable that 
GABAA IPSPs represent the physiological basis 
of the short-lasting inhibition observed in vLGN 
neurones in vivo, while the lack of optic tract 
evoked GABA, IPSPs underlies the lack of 
long-lasting inhibition (Fig. 6A). Thus, the ab- 
sence of innervation of the rat vLGN by the NRT 
may not be the only cause for the lack of long- 
lasting post-excitatory inhibition in vLGN neu- 
rones. As far as the role of GABA, receptors 
present on the vLGN cells is concerned, they may 
represent extrasynaptic receptors or, more likely, 
they might be activated by other GABA contain- 

ing afferents, for instance, by those originating in 
the pretectum. 

Conclusions and outlook 

Undoubtedly, the success of understanding the 
processing of visual information by the cortex 
depends upon our knowledge of the neuronal 
integration occurring at subcortical levels of the 
visual system. Thus, the exploration of the LGN 
is of particular importance not only because its 
TC cells form the immediate input to the visual 
cortex but also because of its suggested role in 
feeding back to the cortex the output of the 
cortical processing. Inherent to a highly non-lin- 
ear neuronal system such as the LGN is the 
capability to generate a rich repertoire of tempo- 
ral and spatial activity patterns in its distributed 
circuits. Clearly, if we are to understand the 
computations taking place in this nucleus we have 
to integrate the findings of many disciplines, We 
are beginning to understand the genetic basis of 
cellular phenotypes in the LGN (Hendry et al., 
1988; Sequier et al., 1988; Hockfield and Sur, 
1990) and monoclonal antibodies raised against 
different subunits of GABA, (Luddens and Wis- 
den, 1991) (as well as other neurotransmitter) 
receptors are showing the diversity of receptor 
subtypes which might underlie the large variety of 
behaviours observed in LGN neurones. Intracel- 
lular recordings in in vitro LGN slices have paved 
the way in the study of the repertoire of these 
possible electrical behaviours. As far as GABA is 
concerned, these investigations have provided 
conclusive evidence that, following stimulation of 
the optic tract- fibres, GABA released from rat 
and cat dLGN interneurones can generate 
GABAA and GABA, receptor-mediated IPSPs 
in TC cells. In addition, they have indicated that 
presynaptic GABA , receptors can modulate 
GABA and glutamate release in the dLGN. It is 
now necessary to demonstrate which of these 
GABA-mediated responses are used by the LGN 
in the processing of visual information. 
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The primary visual afferent pathway from retina 
to cortex contains a station in the thalamus, the 
lateral geniculate nucleus (LGN). While the pro- 
jection cells in the LGN receive their main visual 
drive from the retina, the overwhelming majority 
of the synaptic contacts onto these geniculate 
cells arises from extraretinal sources (Guillery, 
1969; Wilson et al., 1984). These extraretinal in- 
puts to the LGN control the visual information 
that is forwarded to the cortex, and thus must 
provide a neural basis for visual arousal and 
attention (Sherman and Koch, 1986; Steriade and 
Llinas, 1988). 

The extraretinal input to LGN cells is ex- 
tremely diverse, arising intrinsically from in- 
terneurons and extrinsically from widespread re- 
gions of the brain (e.g., thalamus, brainstem and 
cortex). These varied cell groups employ a variety 
of neurotransmitters, form distinctive neuro- 
anatomical connections with LGN cells, and are 
likely to subserve different functions. A number 
of these extraretinal inputs to the LGN use the 
same neurotransmitter, gamma-aminobutyric acid 
(GABA). GAEBAergic terminals comprise about 
one-third of the synaptic terminals on LGN relay 
cells, and these are thought to underlie most of 
the inhibitory interactions in the LGN. GABA is 
known to dramatically affect the visual respon- 
siveness and sensitivity of LGN cells, and it has 
also been implicated in binocular interactions, in 

enhancing receptive field surrounds, and in subtle 
orientation tuning as described by other chapters 
in this volume (see Soltesz and Crunelli, Chapter 
8, Norton and Godwin, Chapter 10, and Sillito, 
Chapter 17). The origin of and circuitry entered 
into by GABAergic terminals in the LGN, which 
provides the anatomical basis of these physiologi- 
cal processes, is the focus of this review. 

Organization of the cat's LGN 

Although there are differences, the fundamental 
organization of the LGN is similar across species. 
The LGN of the cat is the focus of this review 
because its organization and its GAEBAergic cir- 
cuitry have been most extensively studied. The 
LGN of the cat is a laminated and visuotopically 
organized nucleus that is located in the dorsal- 
lateral thalamus (Fig. 1). One half of each retina 
projects to the LGN in a retinotopic fashion. As a 
consequence, the LGN reflects a fairly precise 
map of the contralateral visual hemifield (Sander- 
son, 1971). For example, in the A laminae, visual 
field azimuths, from central to lateral visual fields, 
are mapped from medial to lateral in the LGN. 
This means that the vertical meridian and sur- 
rounding central visual field are found adjacent 
to the medial interlaminar nucleus (Fig. 1). Vi- 
sual field elevations, uppermost to lowermost, are 
mapped from caudal to rostral. While the LGN is 



172 

Fig. 1.  The lateral geniculate nucleus (stippled) and the source 
of its known GABAergic innervation, in the coronal view. The 
front section through the thalamus is 1.5 mm rostra1 to the 
second section through the pretectum. IZ, interlaminar zone; 
MIN, medial interlaminar nucleus; NOT, nucleus of the optic 
tract; OPN, olivary pretectal nucleus; PGN, perigeniculate 
nucleus; PPN, posterior pretectal nucleus; TRN, thalamic 
reticular nucleus. 

innervated by both retinas, the inputs remain 
segregated in different geniculate laminae. The 
two dorsal-most laminae, lamina A and Al ,  are 
innervated by the contralateral and ipsilateral 
eyes respectively, and they form a reasonably 
matched pair. Most of the studies related to 
GABAergic circuitry in the LGN have involved 
these laminae. Just ventral to the A layers are a 
group of C laminae, one magnocellular and four 
patvocellular. Other nuclei considered part of the 
geniculate complex include the medial interlami- 
nar nucleus (which consists of three retinorecipi- 
ent laminae and, despite its name, is often in- 
cluded as part of the LGN), the ventral lateral 

geniculate nucleus and the perigeniculate nu- 
cleus. GABA clearly is used in these structures as 
well (e.g., Fitzpatrick et al., 1984; Montero and 
Zempel, 1985; Rinvik et al., 1987), but less is 
known about its organization there. Thus, this 
review is primarily limited to the discussion of 
GABAergic circuitry in the A laminae. 

Cells in the cat’s LGN have been divided into 
three distinct classes called X, Y and W cells. 
These cell types are distinguished on the basis of 
their visual receptive field properties, the conduc- 
tion velocities of their retinal inputs, and their 
light and electron microscopic morphology 
(Friedlander et al., 1981; Sherman and Spear, 
1982; Wilson et al., 1984). Each geniculate cell 
type is innervated by a retinal cell type of same 
name with similar receptive field properties. Thus 
the afferent visual pathway is composed of paral- 
lel X, Y and W “streams” that analyze and con- 
vey different aspects of the visual scene. 

The parallel streams are channeled through 
different laminae of the LGN (Sherman and 
Spear, 1982). The A laminae contain X and Y 
cells. Y cells predominate in the magnocellular C 
lamina and the medial interlaminar nucleus, with 
small numbers of W and X cells. The parvocellu- 
lar C laminae and ventral lateral geniculate nu- 
cleus contain W cells. Most LGN cells are relay 
cells, which project to cortex; however, about 
25% of all the geniculate cells are putative in- 
terneurons that do not project out of the LGN. 
Many of these cells are GABAergic and are de- 
scribed below. 

Geniculate ultrastructural terminology 
Five major types of synaptic profiles have been 

described in the cat’s LGN, and together, they 
comprise over 98% of the synaptic profiles that 
are seen in the A laminae (Guillery, 1969, 1971; 
Ide, 1982). Three types of profile form asymmet- 
ric synaptic contacts in the LGN. They are termed 
RLP (for round vesicles, large profile, and pale 
mitochondria), RSD (for round vesicles, small 
profile, and dark mitochondria), and RLD (round 
vesicles, large profile, and dark mitochondria). 
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RLP terminals, which comprise about 10 to 20% 
of the terminals in the LGN, arise from the 
retina. They synapse onto the proximal dendritic 
shafts and somata of geniculate relay cells and 
also onto interneurons (see below). About half of 
the profiles in the LGN are RSD-like. Most of 
these probably originate from the visual cortex 
(Jones and Powell, 1969) but other sources are 
also known, including the parabrachial region of 
the brainstem, the dorsal raphe nucleus and in- 
trinsic axon wllaterals of some geniculate relay 
cells (Wilson et al., 1984; Weber and Kalil, 1987; 
DeLima and Singer, 1987; Cucchiaro et al., 1988). 
RLD terminals, which are rare in the LGN, may 
arise from axon collaterals of geniculate relay 
cells Ode, 1982; Montero, 1989b). 

About one-third of the synaptic profiles in the 
LGN form symmetrical synaptic contacts and are 
termed F profiles (for flattened or pleomorphic 
vesicles). The F class of profile is fairly heteroge- 
neous and often subdivided. Terminals of the F1 
subtype have a dark cytoplasm, are densely 
packed with flattened vesicles, and have very thin 
postsynaptic densities. In contrast, F2 terminals 
have a pale cytoplasm, are more sparsely filled 
with pleomorphic vesicles, and have slightly 
thicker postsynaptic densities (Cucchiaro et al., 
1988). F1 and F2 terminals are further distin- 
guished by their connectivity and origin. F2 ter- 
minals are dendritic in origin (see below) and are 
postsynaptic to other synaptic terminals while F1 
terminals arise from axons and are never postsy- 
naptic. Finally, F2 terminals are usually involved 
in complex synaptic arrangements called synaptic 
triads. In a triad, one terminal (usually an RLP 
terminal) is presynaptic to an F2 terminal. Both 
the RLP and F2 terminals are presynaptic to a 
third profile in the triad, usually a dendritic ap- 
pendage of a relay cell (e.g., Fig. 3a). Often 
several triads are associated with an RLP termi- 
nal, and this arrangement is called a glomerulus 
(e.g., Fig. 9e). Most F profiles in the LGN are 
immunoreactive for GABA (Montero and Singer, 
1985; Montero, 19861, and they must be mediat- 
ing some of the dramatic GABAergic effects that 

have been reported in the responses of geniculate 
cells. 

Interneurons 

An obvious source of GABAergic innervation in 
the LGN is intrinsic. Approximately 25% of the 
cells in the LGN are immunoreactive for GABA. 
These cells have smaller somata than those of 
GABA-negative cells and are found in similar 
proportions in all laminae of the LGN. GABAer- 
gic cells do not appear to project to the visual 
cortex (Fitzpatrick et al., 1984; Montero and 
Zempel, 1985; Montero, 1989a) and thus are 
taken to be interneurons. 

Light microscopy 
Figure 2 shows camera lucida reconstructions 

of 2 interneurons. These cells have a characteris- 
tic somatodendritic morphology. They have small 
somata and thin, sinuous dendrites with many 
appendages. These dendrites often emit ex- 
tremely fine, complexly-branched “axoniform” 
processes. Figure 2A illustrates the most common 
dendritic arbor morphology. It has a vertical 
columnar shape that spans the entire depth of 
lamina A, but only about‘ 150 p m  along the 
mediolateral and rostrocaudal axes. A small num- 
ber of interneurons are radially symmetrical (Fig. 
2B). They encompass the full depth of the lamina 
and have a 700 p m  radius in the orthogonal 
orientation as well. EM analysis indicates that 
both cells in Fig. 2 have a myelinated axon, which 
appears to arborize within the dendritic arbor of 
the cell. However, at the light microscopic level, 
the axons cannot be unambiguously distinguished 
from the axon-like dendritic processes. The mor- 
phology of interneurons matches the description 
of geniculate type 3 cells by Guillery (1966, 1970, 
and it is clearly distinct from that of geniculate 
relay neurons, which have larger somata and stout, 
less elaborate dendrites. Montero (1986) has re- 
ported that, in the A laminae, only type 3 cells 
express GABA immunoreactivity, although it is 
not clear if all type 3 cells are GABAergic. 
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Fig. 2. Camera lucida reconstructions of two geniculate interneurons. Both of these cells have class 3 morphology as described by 
Guillery (1971) and were physiologically classified as X cells. A. The most common form of interneuron. This cell has a narrow, 
columnar-shaped dendritic arbor. B. lnterneuron with a radial dendritic arbor. The scale bar in B also applies to A. 

Fig. 3. Electron micrographs of dendritic terminals of an interneuron that was intracellularly filled with HRP. a. A labeled 
dendritic F2 terminal (asterisk) forms a synapse onto an appendage (app) of a geniculate relay cell. A retinal terminal (RLP) 
synapses onto both the relay cell appendage and the F2 terminal, forming a synaptic triad. b. The labeled soma of the geniculate 
interneuron receives a synapse from a retinal terminal (RLP). Scale bars are 1 pm. Adapted from Hamos et al. (1985). 
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Fig. 4. Serial EM reconstruction of labeled terminals from an 
interneuron that was intracellularly filled with HRP (stippled) 
and the unlabeled dendrite (un-stippled) that was postsynap- 
tic to these terminals. Arrows indicate the sites of synaptic 
contact made by the interneuron onto the relay cell. Redrawn 
from Hamos et al. (1985). 

Electron microscopy 
Morphologically identified type 3 cells have 

been studied ultrastructurally after being labeled 
by the intracellular injection of HRP (Hamos et 
al., 1985) and Golgi-EM techniques (Montero, 
1986). Although the labeling often obscures detail 
within the appendages, it is clear that the den- 
dritic swellings are F2 profiles (Fig. 3a). They are 
sparsely filled with synaptic vesicles, which ap- 
pear to be pleomorphic, they form symmetrical 
synapses, and they are both pre- and postsynaptic 
to other terminals. Further, they are often lo- 
cated in complex triadic synaptic arrangements 
(see above). Most of these triads involve RLP 
terminals and the dendritic appendages of relay 
cells (Wilson et al., 1984; Hamos et al., 1985). 
Thus, the F2 terminals of interneurons are ideally 
positioned to modulate retinogeniculate (primary 
visual) transmission. 

Figure 4 further illustrates the relationship 
between the F2 appendages of an interneuron 
and the appendages of a relay cell. The labeled 
cluster of dendritic appendages received four 
RLP, one RSD and two Fl contacts. In turn, the 

interneuron cluster made nine F2 contacts with 
the dendritic appendages of a single relay cell. 
The labeled interneuron contacted no other tar- 
gets in this part of the neuropil. However, the 
relay cell also received 23 unlabeled F2 and 17 
unlabeled F1 synaptic contacts. Thus, while indi- 
vidual interneurons may selectively target postsy- 
naptic cells, several interneurons and/or other 
inhibitory processes may converge onto single re- 
lay cells. 

As mentioned above, geniculate interneurons 
also have axons (Hamos et al., 1985; Montero, 
1987), and these axons tend to arborize within the 
dendritic arbor of the cells. The axonal terminals 
are F profiles that are slightly different from F1 
or F2 terminals. Unlike F2 terminals, they are not 
postsynaptic to other terminals, but, unlike F1 
terminals, they are not densely packed with 
synaptic vesicles. The axons of interneurons tend 
to terminate in two forms. Terminals on the 
axons are mostly en passanr, although clawlike 
clusters of boutons are not uncommon (Famigli- 
etti and Peters, 1972). These two forms have 
different postsynaptic targets. The en passant ter- 
minals contact small to medium sized dendritic 
shafts in extra-glomerular zones, while the clus- 
tered boutons contact putative relay cell ap- 
pendages in glomeruli (Montero, 1987). 

Cable properties 
Interneurons appear to have two output ap- 

pendages, dendrites and axons, that enter into 
distinct geniculate circuitry. The reason for this 
design is not clear, but it suggests that these cells 
can perform two distinct functions. Bloomfield 
and Sherman (1989) addressed this issue by mod- 
eling the electrical current flow in the dendrites 
of geniculate interneurons and relay cells using 
linear steady-state cable theory (Rall, 1977). In 
brief, the model predicts the flow of electrical 
current down a dendrite, thereby estimating the 
electrical impact of synapses anywhere on the 
dendritic arbor. In such a passive model (i.e., 
assuming no active conductances), two primary 
morphological features of interneurons deter- 
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mine that they will conduct current less efficiently 
than relay cells. First, dendrites of interneurons 
are thinner and longer, and second, they do not 
follow the “3/2 branching rule,” which states 
that the diameters of the daughter dendrites 
raised to the 3/2 power and summed equals the 
diameter of the parent dendrite raised to the 3/2 
power. Such 3/2 power branching matches the 
impedance on both sides of the branch point and 
permits efficient current flow across it (Rail, 
1977). Relay cell dendrites follow the 3/2 power 
rule, but the dendrites of interneurons do not; 
their daughter dendrites are too thin. 

In Fig. 5 ,  single dendritic branches from a 
geniculate X relay cell and an interneuron are 
schematized in a Sholl diagram. These data were 
derived from typical reconstructions of intracellu- 
larly filled neurons of these two types. The relay 
cell dendrite has a relatively unelaborate arbor, 

1.00Vm, 
\ .  

0 Relay cell I 0 Interneuron 
O.lmm 

while the interneuron displays many more orders 
of branching. Because the interneuron’s dendritic 
branches are inefficient for current flow, synaptic 
currents should be severely attenuated as they 
travel down the thin dendrites with numerous 
branches. This suggestion is supported by compu- 
tation of the cable theory model, whose results 
are shown in Fig. 5.  When a voltage of 1.00 VmaX 
is applied to the distal part of a relay cell den- 
drite, a significant proportion of the voltage is 
conveyed to the soma and other parts of the 
dendritic arbor. Thus, relay cells are electrically 
compact. The soma can be influenced by synaptic 
input on all parts of the dendritic arbor, and 
axonal output of relay cells reflects the integra- 
tion of these inputs. In comparison, the dendritic 
arbor of the interneuron is a poor conductor of 
current flow. The same voltage applied at  the 
dendritic terminals is rapidly attenuated and little 

#o.M 
0.54 I 
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Fig. 5 .  Sholl diagrams illustrating cable modeling of current flow within the dendritic arbors of a geniculate relay cell and 
interneuron. Each diagram represents the branching pattern of a single dendrite branch. The locations of the somata are indicated 
by the circles. The lengths of all dendritic segments are drawn to the same anatomical scale, but dendritic thickness is not 
represented. In these examples, a voltage of 1.00 V,,, is applied at the tip of the dendrite indicated by the solid arrow. Voltage 
attenuation as a fraction of V,,, is indicated for the soma and selected parts of the dendritic arbor (open arrows). Redrawn from 
Bloomfield and Sherman (1989). 
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current is seen at the soma or other branches of 
the dendrite. This suggests that only those 
synapses on the soma (Fig. 3b) or in the proximal 
portions of the interneuron’s dendritic arbor may 
significantly affect its soma and produce axonal 
output. By contrast, most parts of the dendritic 
arbors of interneurons, such as the synaptic triad 
shown in Fig. 3a, may be electrically isolated from 
the soma, thus serving autonomously with their 
own inputs and outputs. Therefore, interneurons 
may do double duty. The axon and dendrites of 
an interneuron can be considered separate pro- 
cessing systems with different synaptic inputs and 
producing different effects on postsynaptic cells. 
This implies that we cannot presume the effects 
of an input to an isolated dendritic arbor by 
recording from the cell body. Thus, if a neuro- 
transmitter (e.g., acetylcholine) or a brainstem 
projection (e.g., one from the parabrachial re- 
gion) is reported to inhibit interneurons, we can- 
not be sure the same is true at the glomerulus (cf, 
Pare et al., 1990; Steriade et al., 1990). 

Functional considerations 
Interneurons provide a substrate for feed-for- 

ward inhibition in the LGN. They receive direct 
retinal input and make axonal or dendritic 
synapses onto relay cells. Because most of this is 
accomplished within synaptic triads, conduction 
distances are minimized. Interneurons are thus 
ideally situated to control the transmission of 
primary visual information. 

Interneurons are clearly involved in the X cell 
pathway. Thus far, all physiologically identified 
type 3 cells have X cell response properties 
(Sherman and Friedlander, 1988). Also, synaptic 
glomeruli and triadic input are the predominant 
feature of retinal input to X relay cells (Wilson et 
al., 1984; Hamos et al., 19871, and this is the form 
of retinal input onto cells that are postsynaptic to 
the studied interneurons. In contrast, retinal in- 
put to geniculate Y cells is mostly non-triadic and 
onto proximal dendritic shafts (Wilson et al., 
1984). 

The existence of Y interneurons has been pro- 
posed from electrophysiological recording experi- 
ments (Dubin and Cleland, 1977). Physiologically 
classified Y cells were identified as interneurons 
by failure to antidromically activate them from 
the cortex, but this classification relies on nega- 
tive evidence. Other work has reported failure to 
antidromically activate geniculate cells that were 
subsequently labeled and had projection axons 
(Friedlander et al., 1981). Thus, the existence of 
Y interneurons has not been directly proven. 

There is evidence that interneurons are in- 
volved in the Y cell pathway in the A laminae. Y 
cells receive some triadic input, albeit less than 
10% (Wilson et al., 1984). It remains possible that 
there are only a few Y interneurons, and one has 
not yet been recovered using the intracellular 
HRP technique. Alternatively, the limited triadic 
input onto geniculate Y relay cells could be from 
the electrically isolated dendrites of the “X in- 
terneurons” described above, and the retinal Y 
input at the F2 terminal would not be seen at the 
soma (action potential) from which the recording 
was made. In addition, two putative local circuit 
profiles have been indirectly associated with the 
Y pathway. One is the relatively smooth dendritic 
shafts of unidentified cells that have been ob- 
served postsynaptic to retinogeniculate Y axons 
(Hamos, 1990). The shafts of these dendrites (not 
appendages) contain clusters of pleomorphic 
synaptic vesicles and are themselves presynaptic 
to large dendrites that have a Y-like morphology. 
These classic presynaptic dendrites are rare in 
the LGN, and their contribution may be corre- 
spondingly limited. In a study in the tree shrew 
LGN, these dendrites were termed “F3” and 
were shown to be GABA immunoreactive (Hold- 
efer et al., 1988; see also Mize, Chapter 11). A 
second unidentified putative interneuron may be 
represented by the profiles that are postsynaptic 
to pretectal axons (see below). These en passant 
dendritic swellings are filled with vesicles but 
rarely form synaptic contacts. When they do form 
synapses, they are onto dendrites of geniculate 
cells with a Y-like ultrastructural morphology. 
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Thus, while the cell types that produce these two 
types of interneuron-like profiles have not been 
identified, they are potential candidates for 
GABAergic interneurons in the Y cell pathway. 

Interlaminar interneurons 
A second intrinsic source of GABAergic inner- 

vation in the LGN is from cells in the interlami- 
nar zones between the geniculate laminae 
(Montero, 1989a). Like laminar interneurons, in- 
terlaminar cells are immunoreactive for GABA, 
and they do not appear to project to the cortex. 
However, in other ways, interlaminar cells are 
very different from laminar interneurons. In con- 
trast to laminar interneurons, interlaminar cells 
are fewer in number, their mean soma size is 
larger, and they do not appear to receive direct 
retinal input. Their primary innervation appears 
to be thalamic, making them candidates for feed- 
back rather than feedforward inhibition in the 
LGN. The physiological response properties of 
interlaminar cells are not known. 

Montero (1989a) reported that interlaminar 
cells receive synaptic inputs from RLD, RSD, F, 
and some unclassified synaptic terminals, but not 
from retinal terminals. Interlaminar cells have 
axons, which may be their sole output because 
presynaptic dendrites have not been reported. 
The parent axons of some of these cells enter the 
A laminae, but their terminal targets are not 
known. Thus, the connectivity of interlaminar cells 
is incompletely understood. Further, because 
Montero was unable to examine the interlaminar 
dendrites to their distal ends, the entire synaptic 
relations of these cells is unknown. The complete 
picture might be very different. The distal den- 
dritic segments could enter into the A laminae 
and receive retinal input or form presynaptic 
specializations, much like laminar interneurons. 
At present, however, the connections of interlam- 
inar cells are quite different from those of lami- 
nar interneurons. 

Perigeniculate nucleus 

The perigeniculate nucleus (PGN), which lies just 
dorsal to geniculate lamina A (Fig. l), appears to 
be a major extrinsic source of GABAergic inner- 
vation to the LGN because most PGN cells are 
immunoreactive for GABA and project back to 
the LGN (Fitzpatrick et al., 1984; Rinvik et al., 
1987; Montero, 1989a). PGN cells are visually 
responsive and display properties that are distinct 
from those of LGN relay cells and interneurons. 
That is, their receptive fields are relatively large 
or ill-defined and often binocular, and they ap- 
pear to be di-synaptically activated by optic chi- 
asm stimulation (i.e., di-synaptically innervated by 
the retina). This visual input, while often binocu- 
lar, is usually dominated by one eye. PGN cells 
are innervated by the LGN and thus provide a 
recurrent GABAergic innervation to the LGN. 
The PGN is also innervated by the visual cortex 
and several ascending brainstem pathways and 
may thus serve as an intermediary to the LGN for 
other regions of the brain. 

Light microscopy 
Perigeniculate cells are among the largest cells 

in the thalamus in terms of soma size as well as 
dendritic spread, which may extend over 1 mm in 
the horizontal plane (Fig. 6). Thus, they may 
incorporate input from across a wide retinotopic 
extent of the LGN. Most PGN dendrites, particu- 
larly the distal portions, are beaded, and they 
often arborize into small elaborations (e.g., Fig. 
6B) that may be the source of presynaptic den- 
drites that have been reported in the PGN (Ide, 
1982). While perigeniculate dendritic arbors are 
mostly oriented horizontally, the dendrites of 
some PGN cells descend into geniculate lamina 
A (Szentigothai, 1972; Ide, 1982; Uhlrich et al., 
1991). Neither the frequency nor the synaptic 
connections of these dendrites is known. 

The dominant mode of interaction from the 
PGN to the LGN is axonal. The axons of individ- 
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Fig. 6. Cumera lucida reconstructions of two PGN cells intracellularly injected with HRP. A. Cell whose visual input was dominated 
by the contralateral eye. Medial is to the left. The filled circle in the PGN indicates a thin axon branch that extends medially and 
caudally away from the cell towards an unknown destination. Otherwise, the cell and axon are completely shown. B. Cell whose 
visual input was dominated by the ipsilateral eye. Medial is to the right. Although the dendritic arbor appears to be completely 
labeled, the axon is not. However, a preference for lamina A1 and a mediolateral organization are clear. Redrawn from Uhlrich et 
at. (1991). 

ual PGN cells display many common features 
(Fig. 6A and B; Uhlrich et al., 1991). They origi- 
nate from large dendrites and branch several 
times within the dendritic arbor of the cell. Some 
branches terminate locally, but most descend into 
the LGN to innervate a retinotopically restricted 
portion of the A laminae. This preference for the 
A laminae is evident at the single cell level (Fig. 

nent innervates laminae A and Al, while a more 
robust lateral component is restricted to one of 
the A laminae, depending on the ocular domi- 
nance of the PGN cell. If the visual driving of the 
PGN cell is dominated by the contralateral eye, 
lamina A is targeted (Fig. 6A); lamina A1 is 
targeted if the ipsilateral eye dominates (Fig. 6B). 

6) and in material in which the projection is 
labeled en masse with Phaseolus vulgaris leuco- 
agglutinin (PHAL; Fig. 7). In the LGN, almost all 
of the terminal boutons of PGN axons are en 
passant, which gives the axons a beaded appear- 
ance (Fig. 8). Finally, within the LGN, the PGN 
axon arbors display medial and lateral compo- 
nents (Fig. 6). A relatively narrow medial compo- 

Electron microscopy 
At the EM level, the swellings of beaded PGN 

axons form symmetrical synaptic contacts with 
geniculate dendrites (Fig. 9; Cucchiaro et al., 
1991b). The labeled PGN profiles are never post- 
synaptic to other terminals and, in general, form 
only a single synaptic contact, although some 
form two synaptic outputs from a single terminal. 
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Fig. 7. Camera lucida reconstructions of a PHAL injection in 
the PGN (solid filled area) and the location of axon terminal 
boutons in the LGN (dots). Redrawn from Uhlrich et al. 
(1991). 

The terminals are densely filled with vesicles, 
although the dark label usually obscures vesicle 
shape and other internal details. These character- 
istics of PGN terminals are similar to F1 profiles, 
which confirms suggestions made from studies in 
the rat (Montero and Scott, 1981) that the PGN 
is a source of F1 terminals in the LGN. 

Almost all ( > 90%) of the labeled PGN termi- 
nals synapse onto small caliber dendrites that 
also receive dense input from RSD profiles (Figs. 
9C, D, and 10A, B). While the PGN input may be 
working in concert with the RSD (presumed cor- 
tical) input, the identity of all of the postsynaptic 
targets is unclear. The small caliber postsynaptic 
profiles that are contacted by PGN and RSD 
terminals may be the distal dendrites of genicu- 
late relay cells (Wilson et al., 1984). In this case, 

Fig. 8. Photomicrograph of axon terminals in the LGN follow- 
ing an injection of PHAL in the PGN. Average size of PGN 
boutons (e.g., arrowheads) is 1.0 k0.3 p m  in diameter. 
Adapted from Cucchiaro and Uhlrich (1990). 

the PGN would be directly inhibiting relay cells. 
Because the distal portions of X and Y relay cells 
are ultrastructurally similar, the functional class 
of the postsynaptic cells is unclear. It is also 
possible that the small caliber postsynaptic den- 
drites are the dendritic shafts of interneurons 
(Weber et al., 1989). In this case, relay cells 
would be dis-inhibited via inhibition of interneu- 
rons. Both possibilities are conceivable, and this 
question needs to be addressed further to under- 
stand the influence of the PGN on geniculate 
transmission. 

A minority of the perigeniculate synapses lie 
near retinal inputs onto large caliber dendrites 

Fig. 9. Electron micrographs of PGN terminals labeled by intracellular injection of HRP. A and 8. Labeled PGN terminals that 
synapse (arrowheads) onto geniculate cell appendages (a) and dendrites (d). These postsynaptic processes also receive synapses 
from retinal terminals (RLP), which leads us to classify these regions as retinal recipient zones. C and D. Two labeled PGN 
terminals that synapse onto geniculate dendrites that also receive input from RSD terminals (asterisks). Because the RSD profiles 
are presumably from the cortex, we classified these regions as corticorecipient zones. Scale bar in C applies to A-D. E. A synaptic 
glomerulus in which a central retinal terminal synapses onto several F2 terminals as well as onto dendritic appendages of a putative 
relay cell, forming synaptic triads. A labeled PGN terminal contacts the peripheral part of the glomerulus by synapsing onto an 
appendage of the relay cell. From Cucchiaro and Uhlrich (1990). 
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Fig. 10. Serial EM reconstructions of  unlabeled geniculate 
dendrites that are postsynaptic t o  HRP-labeled PGN termi- 
nals (stars). A-D. Retinorecipient dendrites. The retinal in- 
put t o  the dendrites in A and B is through synaptic triads. a 
pattern most commonly associated with the retinogeniculate 
X pathway. The retinal input to the dendrites in C and D is 
not triadic. which is more common in the retinogeniculate Y 
pathway. E-G. Dendrites classified as corticorecipient be- 
cause they are richly innervated by RSD terminals. Scale bars 
are 1 km; the one in B applies to A-D, and the one in G 
applies to E-G. Adapted from Cucchiaro el al. (1991b). 

and dendritic appendages (Figs. 9A, B, E and 
IOC, D). Based on analysis of our intracellularly 
filled HRP material (the cell in Fig. 6A), all 
perigeniculate synapses onto retinorecipient den- 
drites arise from the medial branch of the axon. 
This suggests that the medial and lateral axonal 
components enter into fundamentally different 
circuits. Further, all the retinal input to the 
geniculate dendrites is triadic, which suggests that 
the PGN cell in Fig. 6A participates in the X cell 
pathway. In the PHAL material, we have also 
seen labeled PGN contacts onto large dendrites 
that received non-triadic retinal input, which are 
presumably from Y cells. Thus, PGN terminals 
appear to contact both X and Y relay cells, but 
individual perigcniculate cells may be devoted to 

one or the other pathway. Whether one of these 
pathways is favored is not known at this time. 

Functional considerations 
The perigeniculate nucleus is innervated by 

the LGN, and it reciprocates by providing recur- 
rent inhibition to the A laminae of the LGN. 
Because most perigeniculate cells have extensive 
dendritic fields and large, binocular receptive 
fields, this recurrent inhibition was expected to 
be retinotopically diffuse and unrelated to ocular 
dominance. However, this no longer appears true. 
First, even though PGN cells are activated binoc- 
ularly, one eye usually dominates, and this domi- 
nance is reflected in the target of the lateral 
component of the axon. Thus, although PGN 
cells are certainly involved with binocular inhibi- 
tion, much of the recurrent inhibition remains in 
the same eye. Second, the medial/lateral pattern 
of perigeniculate axonal arborization is a com- 
pletely unexpected feature of these cells. Because 
the LGN is so finely organized retinotopically, 
there must be a spatial correlate to this projec- 
tion pattern. However, this has not yet been 
described, either in the visual responses of PGN 
cells or in the spatial pattern of visual inhibition 
that impinges on geniculate cells. Finally, the 
axon arbors of perigeniculate cells are surpris- 
ingly restricted. The medial or lateral compo- 
nents of the axons are often as narrow as the 
terminal arbors of retinogeniculate X axons (i.e,, 
the most restricted retinal arbors). Thus the PGN 
projection may allow for the convergence of in- 
formation from a large portion of the visual field 
onto a relatively restricted portion of the LGN. 
Alternatively, the PGN may serve a much more 
retinotopically iestricted function than was previ- 
ously thought. Why is this retinotopic precision 
not seen in the visual responses of PGN cells? I t  
is possible that the appropriate visual stimuli 
have not been used to study PGN cells. Alterna- 
tively, PGN cells could be very susceptible to, and 
become unresponsive under, experimental condi- 
tions that use anesthesia or paralysis. Their re- 
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ceptive fields could be more restricted in an alert, 
behaving animal. 

Thalamic reticular nucleus (TRN) 

The visual thalamic reticular nucleus (TRN) lies 
dorsal to the PGN, about 1 to 2 mm above the 
LGN (Fig. 1). Its cells are embedded in the optic 
radiations and are innervated by both the visual 
thalamus and the cortex (Jones, 1975). They are 
also GABAergic (Rinvik et al., 19871, including 
those that are retrogradely labeled from the LGN 
(Cucchiaro et al., 1990). In these ways, the TRN 
is very similar to the PGN, and the two nuclei are 
often grouped together functionally. However, 

there are important differences between the two 
nuclei. As shown below, the axonal targets of the 
TRN are different from those of the PGN. Also, 
despite receiving visual input via the axon collat- 
erals of geniculate relay cells, cells in the TRN 
have little or no visual response (Ahlsen et al., 
1982), at least under acute experimental condi- 
tions. The anesthetized state of the preparation 
may affect TRN cells to a greater degree than 
PGN cells. 

Light microscopy 
Figure 11 illustrates TRN axon terminals in 

the LGN. TRN terminals are similar in morphol- 
ogy to PGN terminals; they are comparable in 

Fig. 1 1 .  Photomicrographs of axon terminals throughout the LGN following an injection of PHAL in the NRT. Average bouton size 
is 1 .1  f 0.3 pm. Scale bar in B also applies to A-E. 
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Fig. 12. Camera lucidu drawings showing the distribution of terminals in the LGN (dots) labeled from injections of PHAL into the 
NRT. A-D. Results from a single injection into the NRT that spread ventrally to involve the PGN as well. A is the most caudal 
level and is about 2 mm behind the injection site. F is the most rostral. Scale bar in C applies to A-F. G-I. Results from a second 
injection of PHAL that was entirely restricted to the NRT, at its lateral boundary. G is the most caudal level of the projection 
(about 2 mm behind the injection) and I is the most rostral. Note that the number of thalamic targets is more restricted in the 
second experiment. Scale bar in I applies to G-I. MIN, medial interlaminar nucleus; LP, lateral posterior nucleus; PGN, 
perigeniculate nucleus; OT, optic tract; Wing, geniculate wing, a retinorecipient portion of the pulvinar. 

size and their axons are beaded. However, the 
projection targets of the TRN differ from those 
of the PGN. Figure 12 shows the results of two 
experiments in which PHAL was injected into the 
TRN. In both cases, terminal label was found in 
the lateral posterior nucleus and the ventralmost 
geniculate C laminae (Fig. 12A-I). This labeling 
is not seen following injections limited to the 
PGN. In one case (Fig. 12A-F), beaded axons 
were found throughout all the C laminae, the 
medial interlaminar nucleus, the geniculate wing, 
the lateral posterior complex and also in the 

geniculate A laminae. In this experiment, the 
injection site included a portion of the PGN. 
Thus, it is unclear what proportion of the projec- 
tion to the A laminae is accounted for by the 
PGN and what portion by the TRN. In the sec- 
ond case (Fig. 12G-I), no beaded axons were 
evident in the geniculate A laminae, the medial 
interlaminar nucleus, the dorsal C laminae, or the 
geniculate wing. The pattern of labeling shown in 
Fig.12G-I resulted from a very small PHAL in- 
jection limited to the lateral aspect of TRN. 
Although these data are preliminary, it is clear 
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that the PGN and TRN differ in their projection 
targets. The main question which we cannot an- 
swer at this time is whether TRN provides an 
innervation to the A laminae, in which case one 
might expect a different set of synaptic targets 
from those selected by the PGN (Cucchiaro et al., 
1991b). However, based on the two injection cases 
we have to date, the TRN clearly provides inner- 
vation to some laminae and visual relay structures 
not innervated by the PGN, suggesting that the 
TRN may be providing complementary thalamic 
innervation (Cucchiaro et al., 1990). 

Electron microscopy 
The ultrastructure of TRN terminals in the 

LGN of the cat has not been studied. In the rat, 
EM autoradiography has shown that TRN termi- 
nals have an F1 morphology (Ohara et al., 1980; 
Montero and Scott, 1981). Like PGN terminals in 
the cat, most TRN terminals in rats contact small 
caliber dendrites. However, in the rat, many con- 
tacts onto F2 terminals and somata were also 
found. We did not observe these contacts from 
PGN cells in cat, although many unlabeled F1 
terminals do form such contacts. These unlabeled 
F1 terminals presumably arise from a source other 
than the PGN, and one such possibility is the 
TRN. 

Functional considerations 
Very little is known about the projections and 

functional properties of visual TRN cells. These 
cells are often assigned roles similar to those of 
PGN cells because both cell groups lie dorsal to 
and provide recurrent inhibition to the LGN. 
However, there are important differences in their 
responsiveness. PGN cells are visually responsive, 
and they may serve to shape visual responses in 
the geniculate A laminae. In contrast, TRN cells 
do not have obvious visual responses. They may 
serve a more global, nonvisual role. One possible 
function is to control visual sensory transmission 
during sleep and arousal (Sherman and Koch, 
1986; Steriade and Llinis, 1988; McCormick, 
1989). Cells in the TRN have been implicated in 

the genesis of rhythmic oscillations in the thala- 
mus that are correlated with highly synchronized 
EEG spindles during sleep (Steriade and Llinis, 
1988). This oscillatory behavior appears to en- 
train, en masse, geniculate relay cells through the 
resulting hyperpolarization, which de-inactivates 
a voltage-dependent Ca2+ conductance. The re- 
lay cells then respond in a bursty fashion and do 
not faithfully reflect their retinal input. In con- 
trast, during arousal, the TRN does not display 
this oscillatory behavior. Relay cells are released 
from the bursty firing mode, and their responses 
more faithfully relay their retinal input. Thus, the 
TRN may play a role in controlling the response 
state (Le., faithful relay mode vs. burst mode) of 
geniculate cells. Whether the PGN and TRN 
serve such distinct functions remains to be deter- 
mined. It is also possible that both nuclei perform 
both functions. Thus, PGN cells, which also dis- 
play oscillatory behavior (Hue et al., 1990) may 
also assist in the control of response state of 
geniculate cells in the A laminae. In an unanes- 
thetized, alert animal, the TRN may be more 
visually responsive and serve to shape the visual 
responses of geniculate cells. 

Pretectum 

Geniculate interneurons and cells in the PGN 
and TRN, because of their proximity, are ex- 
pected sources of GABAergic innervation in the 
LGN. Recently, a more distant source of 
GABAergic terminals in the LGN has been 
demonstrated: one arising from the pretectum 
(Bickford et al., 1990, Cucchiaro et al., 1991a). In 
the cat, the pretectum consists of six nuclei, three 
of which receive direct retinal input and project 
to the LGN: these are the nucleus of the optic 
tract (NOT), the posterior pretectal nucleus, and 
the olivary pretectal nucleus (Fig. 1; Berman, 
1977; Koontz et al., 1985; Kubota et al., 1987, 
1988; Tamamaki et al., 1990; Cucchiaro et al., 
1991a). The heaviest projection to the LGN arises 
from the nucleus of the optic tract (Fig. 13A and 
B; Itoh, 1977; Weber and Harting, 1980; Cuc- 



186 

A 

I 

B 

I - 
0 
n 
0 
u 

- e 
c 
ul 
0 
a 

1 
Fig. 13. Distribution of pretectal cells that were retrogradely labeled from a WGA-HRP injection in the LGN. A and B. The 
results from two separate experiments. The column on the left is a low-power series of drawings in the coronal plane through the 
pretectum. The rectangular enclosed region is shown at higher power in the drawings to the right. The location of pretectal cells 
that are double labeled both retrogradely and immunohistochemically for GABA is indicated by the filled circles. Cells labeled only 
retrogradely are indicated by open circles. MGN, medial geniculate nucleus; NOT, nucleus of the optic tract; PPN. posterior 
pretectal nucleus; OPN, olivary pretectal nucleus. Modified from Cucchiaro et al. (1991a). 

chiaro et al., 1991a1, where cells respond strongly 
to visual stimuli and are involved with eye move- 
ments (Hoffman, 1981). 

Light microscopy 
Numerous anterograde tracing studies have 

demonstrated that the pretectum innervates all 
laminae of the LGN and the PGN (Graybiel and 
Berson, 1980; Cucchiaro et al., 1989). Figure 14 
shows labeled terminals following a PHAL injec- 
tion in the NOT. This morphology is similar to 
that of all NOT axons that terminate in the LGN. 

The boutons are mostly en pussunt and relatively 
larger in diameter than the axon terminals from 
the PGN or TRN. 

The pretectal nuclei contain a large number of 
cells that are immunoreactive for GABA. Cuc- 
chiaro et al. (1991a) have reported roughly 40% 
of the pretectal cells that are retrogradely labeled 
from the LGN are immunoreactive for GABA 
(Fig. 13). These projection cells are among the 
largest GABAergic cells in the pretectum. This is 
a relatively rare type of projection, because most 
known GABAergic projections are local, rather 
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than distant. However, the pretectum may be an 
exception. Appell and Behan (1990) have recently 
reported that the pretectum also has an extrinsic 
GABAergic projection to the superior colliculus. 

Because the light and electron microscopic 
morphology of all pretectal axons are similar, it is 
conceivable that all pretectal cells that project to 
the LGN are GABAergic and some were simply 
not labeled for technical reasons. On the other 
hand, others have failed to find any GABAergic 
cells that project from the pretectum (Horn and 
Hoffmann, 1987), including the projection to the 
LGN (Nabors and Mize, 1991). These opposite 
results underscore the technical concerns that 
accompany immunohistochemical work (e.g., anti- 
body sensitivity, antibody penetration, interaction 
of the retrograde HRP reaction with GABA im- 
munoreactivity). 

Electron microscopy 
At the EM level, pretectal synaptic profiles 

terminating in the LGN (Fig. 15) are morphologi- 
cally similar to GABAergic F1 profiles. Many 
cytoplasmic elements are obscured by the label, 
but the pretectal profiles form symmetrical 
synapses, contain dark mitochondria, are never 
postsynaptic to other synaptic profiles, and are 
densely filled with synaptic vesicles. In the LGN, 
these pretectal terminals selectively synapse onto 
dendritic profiles that in some ways resemble F2 
profiles. These postsynaptic profiles have a pale 
cytoplasm, occasionally contain ribosomes, are 
sparsely filled with pleomorphic vesicles, and are 
connected to each other by extremely fine pro- 
cesses that, in unlabeled material, are difficult to 
reconstruct (Fig. 16). All of the postsynaptic “F2- 
like” profiles receive synaptic input in addition to 
that from the NOT, but only a single synaptic 
output has been seen. Thus, these “Fa-like” pro- 
files have features of interneurons, but are unlike 
the F2 terminals from the labeled X cell in- 
terneurons described above where a single F2 

Fig. 14. Photomicrographs of labeled pretectal terminals in the LGN following a PHAL injection into the nucleus of the optic tract. 
The average diameter of these terminals is 1.8 f0.6 pm. 
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Fig. 15. Electron micrographs of labeled pretectal terminals in the geniculate A laminae labeled by a PHAL injection into the 
nucleus of the optic tract. The pretectal profiles have features of F1 terminals and make symmetrical synaptic contacts (arrows) 
onto dendrites (d) in the geniculate neuropil. Note the pleomorphic vesicles in the postsynaptic dendrites. Scale bar in C applies to 
A-D. 

terminal both receives and makes synaptic con- 
tacts. 

Figure 16 further illustrates the interconnec- 
tions of a pretectal axon in the LGN. The labeled 
pretectal axon contacts several F2-like profiles of 
a putative interneuron dendritic arbor, and one 
of these profiles is presynaptic to a stout den- 
dritic shaft of a putative relay cell. The relay cell 
receives non-triadic retinal input and is probably 
a Y cell (Wilson et al., 1984; Hamos, 1991). Thus, 
this pretectal axon appears to be affecting, via an 
interneuron, the Y cell pathway. Although the 

source of the F2-like profiles is unknown, these 
data illustrate indirect evidence of intemeurons 
involved in the geniculate Y cell pathway. It is 
possible that other pretectal axons will be in- 
volved in geniculate X cell circuitry, because reti- 
nal X cells also innervate the pretectum 
(Tamamaki et al., 1991). 

While the chemical nature of the pretectal 
axons and their FZlike postsynaptic targets is 
undetermined, it is likely that both are GABAer- 
gic. Thus, the GABAergic projection from the 
pretectum may be inhibiting GABAergic in- 
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Fig. 16. Serial EM reconstruction of a labeled pretectal axon and its postsynaptic geniculate targets. All of the swellings on the 
NOT axon formed synaptic contacts onto vesicle-filled dendritic profiles. Most of the postsynaptic profiles do not form synapses. In 
one case (asterisk), one of the profiles on the postsynaptic dendrite formed a synapse onto a large geniculate dendrite that also 
received non-triadic retinal inputs. 

terneurons in the LGN, thereby dis-inhibiting 
geniculate relay cells. Because the pretectum also 
projects to the GABAergic cells in the PGN, two 
different dis-inhibitory circuits could exist. 

Functional considerations 
Cells in the pretectum respond well to visual 

stimuli. Many of them also project to eye move- 
ment centers in the pons and midbrain. Cells in 
the NOT, which provide the heaviest projection 
to the LGN, have been implicated in the genera- 
tion of retinal slip signals and the slow phase of 
optokinetic nystagrnus. They respond best to vi- 
sual stimuli that are moving slowly toward the 
center of the visual field (Hoffmann and Schop- 
mann, 1975, 1981; Ballas and Hoffmann, 1985). 
Thus, the pretectum may coordinate vision with 
eye movements. Through its descending projec- 
tions, the pretectum may serve to elicit eye move- 
ments to maintain fixation on a target and, via 
disinhibition in the LGN, facilitate transmission 
of the visual information about the target. 

Conclusions 

We have described four sources of GABAergic 
innervation to the LGN and the synaptic circuitry 
into which they enter, yet two observations sug- 
gest that this list is incomplete. First, the fact that 
the pretectum provides GABAergic innervation 
to the LGN suggests that other intermediate- or 
long-distance GABAergic projections to the LGN 
may exist. Second, the sources of many GABAer- 
gic terminals in the LGN have not been identi- 
fied. Many are likely to be from intrinsic in- 
terneurons, such as the sources of F2 terminals 
and other presynaptic dendritic profiles that con- 
tact geniculate Y cells. However, the origin of 
other terminals is less clear. For example, many 
F1 terminals contact somata and proximal den- 
drites of relay cells and the F2 terminals of in- 
terneurons. Work done in rat (Ohara, 1980; Mon- 
tero and Scott, 1981) suggests that the likely 
source of these F1 terminals is the PGN. How- 
ever, in cat, PGN synaptic contacts have not been 
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observed on these postsynaptic targets. The pro- 
jection from the pretectum may account for some 
of the F1 contacts that have been described on 
some “F2-like” terminals, but it does not account 
for any of the many F1 contacts that are made 
onto F2 terminals of X interneurons. An obvious 
candidate is the projection from the TRN, which 
surely will give rise to F1 terminals and may 
account for all of the F1 terminals whose source 
is currently unknown. Another candidate is the 
axons of interlaminar cells. Although the loca- 
tions of their terminal fields are unknown, the A 
laminae are a very likely target. However, unless 
the terminal fields of these axons are immense, 
they probably cannot account for all of the F1 
terminals because there are only a few interlami- 
nar cells. 

Physiological evidence suggests that GABA 
plays a major role in modulating the transmission 
of visual information through the visual thalamus. 
Anatomical study reveals that the GABAergic 
circuitry in the LGN is complicated with a large 
cast of intrinsic and extrinsic players. The cast 
may be functionally expanded because some of 
these players assume more than one role. For 
example, interneurons have both dendritic and 
axonal outputs and perigeniculate cells have me- 
dial and lateral components, each of which enters 
into a different circuitry in the LGN. An addi- 
tional tier of complexity is attained because some 
GABAergic terminals are presynaptic to other 
GABAergic terminals. The plot becomes even 
further complicated when different GABA recep- 
tors are considered. For example, GABA, and 
GABA, receptors have been demonstrated in 
the cat’s LGN. These two receptors produce dra- 
matically different postsynaptic effects (see 
Soltesz and Crunelli, Chapter 8). Obviously, to 
understand fully the role of GABA in the LGN, 
we must determine which single or combination 
of GABA receptors is involved in each GABAer- 
gic projection. Finally, almost all of the extrinsic 
projections to the LGN act, at least in part, 
through GABAergic circuitry. For example, axons 
from the cortex and brainstem synapse directly 

onto relay cells and interneurons. Thus, the 
GABAergic neurons serve as “invertors” for other 
projections. When it is passed through a GABA- 
ergic interneuron, an inhibitory projection be- 
comes dis-inhibitory and an excitatory projection 
becomes inhibitory. The many levels of complex- 
ity in these GABAergic circuits suggest that the 
role of GABA in the LGN is an intricate one. 
Clearly, determining the function of these varied 
GABAergic circuits will go a long way towards 
understanding the role of the LGN in vision. 
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Introduction 

We all are subjectively aware that our ability to 
detect events occurring around us is influenced 
by whether we are asleep or awake and, if we are 
awake, by whether we are inattentive or, in con- 
trast, focussing intently on something of interest. 
Numerous studies have documented that atten- 
tive phenomena exist in the visual system and 
that the thresholds for detecting visual stimuli 
differ with attention (see Posner and Petersen 
(1990) for review). For example, subjects cued to 
expect a stimulus to appear at a particular loca- 
tion in the visual field have an increased sensitiv- 
ity for detecting targets that appear there (Down- 
ing, 1988). 

Changes in the detectability of, and sensitivity 
to, visual stimuli require a neural substrate. As a 
synaptic relay on the path from the retina to the 
striate cortex, the lateral geniculate nucleus 
(LGN) may constitute the first central brain 
structure involved in the mechanisms that under- 
lie visual attention. There appears to be little 
alteration at the LGN in the carefully constructed 
antagonistic center/surround organization of 
retinal ganglion cells (Bullier and Norton, 1979b) 
that are critical in setting up the receptive-field 
organization of primary visual cortical neurons 
(Palmer et al., 1991). However, alterations in the 
visual signal do occur at the LGN. In this chapter 

we will examine how the GABAergic circuits in 
the LGN control the flow of afferent information 
from the retina to the striate cortex. These cir- 
cuits are in an excellent position to control 
retinogeniculate transfer which, in turn, controls 
both the detectability of visual signals and the 
contrast sensitivity of LGN relay neurons (a relay 
neuron is one that receives retinal input and 
sends its axon to primary visual cortex). Similar 
GABAergic mechanisms may exist at the thala- 
mic level in other sensory modalities (Gottschaldt 
et al., 1983) and, within the visual system, 
throughout the cortical streams to which the LGN 
projects. Thus, GABAergic inhibition may play a 
general role in controlling afferent information 
flow. 

There are at least two reasons for the nervous 
system to reduce sensory information flow at the 
LGN: one is to reduce unwanted or unnecessary 
information in a global manner (Sherman and 
Koch, 1986; Casagrande and Norton, 1991). This 
might be of assistance in falling asleep or in 
concentrating on a particular sensory modality 
such as occurs when one is reading instead of 
listening. A second reason for reducing informa- 
tion flow is to allow focal enhancement within a 
sensory modality, as when listening through one 
ear and ignoring information arriving through the 
other ear (Broadbent, 1958) or when attending to 
a region within the visual field (Posner, 1980). 
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One way to accomplish a focal enhancement is by 
reducing the transmission of information in all 
regions except the one of interest. 

Any reduction in transmission should not be 
complete because the nervous system does not 
always know what will be of interest. Rather than 
excluding all afferent information, it must remain 
capable of detecting the presence of novel, unex- 
pected events such as the calling of one's name or 
a tap on the shoulder. As will be noted later in 
this chapter, an initial portion of the visual re- 
sponse often passes through the LGN even when 

Flashed Spot or 
Sine-Wave Grating 

most of the message is blocked by GABAergic 
circuitry. This may provide a mechanism that can 
alert neurons within central structures to the 
presence of stimuli that may be of interest or 
importance so that the afferent flow through the 
LGN can be globally or focally increased. 

Circuitry 

As discussed in the preceding chapters of this 
volume, complex excitatory and inhibitory retinal 
circuitry produces the center-surround receptive- 

Recording 

FROM 
RETINA 

Concentrations: 
(-)bicuculllne methlodlde 

G A B A  ( 0 . 5  M, pH 3.0) 

Balance ( 2  M NaCIl 

I 5  mM In 165 mM NaCI, pH 3.0) 

Fig. 1. Model and methods. Model. The simplified schematic diagram of the LGN shows the general projection scheme of retinal 
afferents, LGN relay cells (R), the feedforward pathway through interneurons (I) and the feedback pathway through the reticular 
nucleus of the thalamus (RNT). GABAergic inhibitory neurons are indicated in black. The circuits drawn with dashed lines 
indicate possible connections onto the feedforward inhibitory pathway from adjacent retinal afferents and onto the feedback 
inhibitory pathway from adjacent LGN relay cells (R'). Omitted are brainstem afferents to the LGN that are in a position to 
control in a global manner the activity of the GABAergic neurons. In addition, there is a retinotopically organized descending 
pathway from striate cortex (reviewed by Sillito, Chapter 17) that is in a position to focally control the activity of the GABAergic 
neurons and LGN relay cells. Methods. In the experiments that studied the effects of transmitter agonists and antagonists on LGN 
cells, a recording micropipette or tungsten-in-glass microelectrode was arranged so that it extended 5-15 jm beyond a 
multibarreled micropipette through which GABA, bicuculline and control solutions could be iontophoretically administered. Drug 
concentrations are given in the figure. Visual stimuli were presented to animals (cats or tree shrews) that were anesthetized with a 
nitrous oxide (7O%)/oxygen (30%) mixture supplemented by halothane to maintain an anesthetized EEG, blood pressure and 
heart rate (see Bullier and Norton, 1979a; Humphrey and Norton, 1980; Norton et al., 1988; and Holdefer et al., 1989 for 
methodological details). 
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field organization of retinal cells and determines 
whether the presentation of a visual stimulus will 
cause the ganglion cells to increase the rate at 
which they produce action potentials. These ac- 
tion potentials constitute the visual input to the 
neurons in the LGN, which of course, have no 
information about whether the afferent action 
potentials were generated as a result of stimula- 
tion of the retinal cell’s center or surround, or 
both. The center and the surround are thus de- 
termined principally, if not exclusively, by the 
retinal circuitry and not by the circuitry within 
the LGN. As shown in Fig. 1, retinal afferents 
project to the LGN and form excitatory synaptic 
contacts on the LGN relay cells which, in turn, 
project to the visual cortex. LGN relay cells gen- 
erally receive input from only a few (1-5) retinal 
afferents (Cleland et al., 1971; Cleland and Lee, 
1985; Mastronarde, 1987). As might be expected 
from this arrangement, the receptive-field organi- 
zation of the LGN relay neuron is inherited from 
its retinal input. The sign (on- or off-center) and 
the type (W, X or Y) of the afferents define the 
sign and type of the recipient LGN cell such that, 
for example, an on-center LGN X cell receives its 
input from on-center retinal X cells (Cleland et 
al., 1971; Mastronarde, 1987). For simplicity, the 
model in Fig. 1 shows the LGN cell with input 
from only one retinal ganglion cell, although we 
and others (Cleland and Lee, 1985; Mastronarde, 
1987; Tootle et al., 1989) have found examples of 
LGN cells with more than one retinal input. 
Examples shown in this chapter have been se- 
lected from LGN relay cells that appeared to 
have a single retinal excitatory input in order to 
simplify our analysis. 

The feedforward and feedback circuits involv- 
ing GABAergic neurons at the level of the LGN 
have been reviewed elsewhere in this volume 
(Soltesz and Crunelli, Chapter 8; Uhlrich and 
Cucchiaro, Chapter 9; Sillito, Chapter 17). As 
summarized in Fig. 1, there is a feedforward 
pathway through LGN interneurons and a feed- 
back pathway through the reticular nucleus of the 
thalamus (RNT) (Lindstrom, 1982; AhlsCn et al., 

1985) which in cats, also appears to include the 
perigeniculate nucleus (PGN) (Cucchiaro et al., 
1990). The feedforward pathway and, especially, 
the feedback pathway may receive excitatory in- 
puts from other retinal afferents or LGN relay 
cells (Fig. 1). 

The feedforward and feedback pathways are 
organized in a similar manner across species in- 
cluding nocturnal carnivore (cat) (Sterling and 
Davis, 1980; Fitzpatrick et al., 1984), primates 
(monkey and bush baby) (Fitzpatrick et al., 1982; 
Hendrickson et al., 1983) and in tree shrew 
(Holdefer et al., 1988), a diurnal mammal closely 
related to primates. Despite the dramatically dif- 
ferent niches that these animals occupy and the 
specialized adaptations for nocturnal vision found 
in cat and bush baby, the basic LGN circuitry 
described in Fig. 1 seems to exist in each. Exam- 
ples from both cat and tree shrew will be pre- 
sented in this chapter to provide a broader view 
of LGN function. Looking across species is im- 
portant because conclusions drawn from data in 
only one species might be limited to features that 
are specific to that species as the result of evolu- 
tionary specialization, rather than reflecting gen- 
eral organizational features of the LGN (Casa- 
grande and Norton, 1991). 

Although the feedforward and feedback path- 
ways are similarly organized across a wide range 
of mammals, important species distinctions have 
been demonstrated between anatomical and 
physiological classes of cells. For instance, there 
are differences between the GABAergic connec- 
tions onto W, X and Y cells in cat and onto 
magnocellular and parvocellular neurons in mon- 
key (Wilson et al., 1984; Raczkowski et al., 1988; 
Fitzpatrick et al., 1982, 1984; Hendrickson et al., 
1983). These differences undoubtedly play a role 
in controlling the responses of the cells, but the 
different roles have not been obvious in our stud- 
ies. Partly, this may be due to the relatively small 
number of cells examined thus far in cat, prevent- 
ing us from making meaningful distinctions be- 
tween the effects on W, X and Y cell classes. Our 
discussion will focus on principles of GABAergic 
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control in the LGN that appear to exist in most 
mammalian species and classes of cells. 

Functional implications 
At the physiological level, as expected from 

the circuits shown in Fig. 1, action potentials 
arriving from the retina will have two effects at 
the LGN: excitation and inhibition. Activity in 
the direct retinogeniculate excitatory synapse de- 
polarizes the LGN relay cell toward threshold 
and may result in an action potential that pro- 
ceeds to the cortex. In addition, the retinally-gen- 
erated action potentials will activate the GABA- 
ergic feedforward inhibitory pathway through the 
interneuron. The GABAergic interneuron, after 
a synaptic delay, will have an inhibitory effect on 
the relay cell. A preceding chapter (Soltesz and 
Crunelli, Chapter 8) discusses the effects of 
GABA at both the GABA, receptors, which 
affect a chloride conductance and the GABA, 
receptors which affect a potassium conductance. 
Both types appear to be present on the relay cells 
(Soltesz et al., 1989) and presumably both are 
affected when GABA is released from the in- 
terneuron, producing inhibitory post-synaptic po- 
tentials that are several milliseconds in duration. 
Activation of these receptors thus reduces the 
likelihood that a subsequent retinal action poten- 
tial arriving at the LGN cell during the IPSP will 
succeed in producing an action potential by the 
LGN cell. 

An important implication of this feedforward 
GABAergic circuit is that the inhibition should 
be activity-dependent. For instance, when retinal 
cells are presented with a steady background 
luminance level, typical maintained discharge 
rates are about 20-40 spikes/s. At this rate, the 
average interspike interval would be 25-50 ms, 
long enough for the IPSP generated through the 
interneuron to dissipate before the next action 
potential arrives from the retina. However, when 
the retinal cell responds to a visual stimulus, the 
firing rate increases (instantaneous rates of 300- 
500 spikes/s’ can ’occur), decreasing the inter- 
spike interval to the point that subsequent retinal 

action potentials will attempt to excite the LGN 
cell while the feedforward inhibition is strong. In 
addition, each new retinal action potential will 
produce further inhibition. Thus, the amount of 
inhibition should increase in proportion to the 
rate of arrival of action potentials from the retina. 

In a similar manner, the feedback pathway 
through the reticular nucleus of the thalamus will 
also be activity dependent; however, here the 
amount of inhibition will depend upon the activ- 
ity of LGN relay cells rather than retinal affer- 
ents. It should be noted that the feedback path- 
way (as well as the feedfoxward pathway) need 
not involve only one LGN relay cell. Even small 
visual stimuli must excite, in parallel, several ad- 
jacent retinal ganglion cells that can excite adja- 
cent LGN relay cells (Fig. 1). These connections 
may contribute to the generation of a “pool” of 
inhibition (Bullier and Norton, 1979b) that could 
reduce the ability of excitatory retinal inputs to 
drive LGN relay cells, especially when large vi- 
sual stimuli are used. Thus, while the feedback 
inhibitory pathway should also be activity depen- 
dent, its effect need not be solely dependent on 
the activity of the single LGN relay cell from 
which one is recording with a microelectrode. 

The transfer ratio 
A key decision made at the LGN is whether 
action potentials received from the retina will 
generate action potentials in the LGN cells and 
thus be transmitted, or relayed, to the striate 
cortex. The fraction of retinal afferent action 
potentials that generate output action potentials 
from the LGN relay cells is the transfer ratio: 

transfer ratio 

LGN output action potentials 
retinal input action potentials 

- - 

At one extreme, if every retinal action potential 
generated an LGN action potential (transfer ratio 
= 1.01, the LGN would functionally disappear 
and retinal information could pass unchanged to 
activate cells in the striate cortex. At the other 



extreme, if none of the retinal action potentials 
were transferred on to the cortex (transfer ratio 
=O), the retinal signal would end at the LGN 
and there would be no visual excitation of the 
cortical neurons. Examples in this chapter will 
show that both of these extremes are possible and 
that GABAergic inhibition can control the trans- 
fer ratio, with intermediate conditions between 
these end points generally occurring. In addition, 
we will show that, occasionally, high frequency 
bursts of action potentials can serve to increase 
the transfer ratio to above 1.0, providing possible 
amplification of retinally-generated signals (Lu et 
al., 1990). 

197 

L . J -  

S-Potentials as a measure of retinogeniculate 
transfer 

In order to assess the transfer ratio in the 
LGN, it is necessary to have a measure of retinal 
input to compare with the output of the LGN as 
measured by relay cell action potentials. Such a 
measure is provided by the S (or slow) potential. 
As shown in Fig. 2, S-potentials are small, posi- 
tive-going deflections recorded extracellularly by 
either tungsten electrodes or by micropipettes. 
Numerous studies have led to the conclusion that 
S-potentials are extracellularly recorded EPSPs 
from the LGN cell and that they faithfully repre- 
sent the activity of the retinal input (Bishop et al., 
1962; Kaplan and Shapley, 1984; Wang et al., 
1985; Kaplan et al., 1987; Mastronarde, 1987). 
Not all S-potentials produce LGN action poten- 
tials (Fig. 2). In addition, sometimes action po- 
tentials can be seen arising from an S-potential 
that appears to have triggered it. Quite often, 
however no S-potential is seen when the LGN 
action potential occurs. Evidence presented later 
in this chapter (Figs. 3, 8, 9) suggests that most, if 
not all, of the LGN action potentials in our 
examples (except those in bursts, described later) 
were triggered by an S-potential that is masked 
by the action potential. Thus, even though the 
S-potential appears to be a postsynaptic event, it 
can serve as a monitor of the retinal input to the 
LGN cell that does not produce an output. The 

Fig. 2. A. LGN S-potentials and action potentials from a cat 
on-center X relay cell. On the left is an S-potential that does 
not produce an action potential. On the right, an action 
potential arises from an S-potential. In the middle, no S- 
potential is visible, but one probably occurred and is masked 
by the action potential. The transfer ratio in this example is 
0.67 (2 LGN action potentials produced by 3 S-potentials). B. 
Two distinct S-potentials, labeled 1 and 2, recorded from 
another on-center LGN X relay cell, indicating the presence 
of input from at least two retinal afferents. The presence of 
two different inputs could be demonstrated by two criteria: 
the S-potentials were of two distinct waveforms and they 
could occur at extremely short intervals (i.e., < 1  ms) from 
one another so that they could not have arisen from a single 
afferent (Coenen and Vendrik, 1972; Tootle et al., 1989). This 
second criterion also allows recognition of multiple retinal 
inputs in instances where the S-potentials from both sources 
are similar in shape and size. In this example, the S-potentials 
overlap temporally (marked a and b). On the left (a), it 
appears that S-potential2 occurred slightly before S-potential 
1 so that the two potentials overlapped. On the right (b), the 
reverse pattern occurred. The data presented in this chapter 
do not include cells in which there were S-potentials from 
more than one input. Initial examination of the data from 
multiple-input cells, however, suggests that conclusions de- 
rived from single-input cells extrapolates to cells with input 
from more than one retinal afferent. Vertical scale, 1 mV, 
horizontal scale, 5 ms in A, 6.4 ms in B. 

LGN action potentials, of course, serve as a mea- 
sure of retinal inputs that successfully produce an 
output from the LGN. Even if there are small 
errors in the use of S-potentials to calculate the 
transfer ratio, the measure is still of use as an 
index of changes in the amount of retinogenicu- 
late transfer. 
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Variations in the transfer ratio 

Response variability 
When one records from cells in the lateral 

geniculate nucleus in anesthetized animals, it 
quickly becomes evident that repeated presenta- 
tions of the same visual stimulus do not elicit 
identical responses to each stimulus repetition. 
Figure 3A shows a peristimulus time histogram of 
the response of an on-center X cell recorded in 
the LGN of an anesthetized cat. The stimulus 
produced a small average response from the cell 

over and above the maintained discharge that 
occurred during presentation of a homogeneously 
illuminated background. Figure 3B shows the re- 
sponses of the cell to each of the 20 stimulus 
repetitions. Clearly, the response of the cell was 
quite variable, ranging from no response in the 
row marked 1 to a strong response in the row 
marked 3. 

This cell was one in which the electrode 
recorded an S-potential as well as the LGN ac- 
tion potential, allowing us to examine the transfer 
ratio. Figure 3C shows the S-potentials and ac- 
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ON 500 MSEC 15/20 - 0.75 1 

Fig. 3. A. Peristimulus time histogram (3 ms bin width, 20 stimulus repetitions) showing the response of a cat LGN relay cell to a 
flashed grating stimulus (contrast, 0.65). The spatial frequency of the grating (0.37 c/deg) was near the spatial frequency to which 
the cell was most responsive and was positioned to produce a maximum response. The grating was presented for 500 ms following a 
5.5 s period' of homogeneous 21 cd/m2 background luminance. B. Raster display showing the variability of the responses of the 
LGN cell on the 20 stimulus presentations that produced the histogram in A. Each vertical mark indicates an action potential from 
the LGN cell. C. S-potentials and action potentials recorded on the three rows (1,2,3) indicated by the arrows in B. The responses 
that occurred only during the period the stimulus was on are shown. In the fraction below each trace, the numerator is the number 
of action potentials (LGN output) and the denominator is the sum of the action potentials and S-potentials (retinal input). 
Determination of S-potentials was performed at an expanded time scale that made S-potentials clearly distinguishable from 
changes in baseline voltage. 
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tion potentials on the three rows that were 
marked in Fig. 3B. In row 1, the LGN cell did not 
respond. The presence of retinal input is shown 
by the 17 S-potentials that occurred during the 
500 ms period that the stimulus was presented. 
This clearly demonstrates that the absence of 
response by the LGN cell was not due to an 
absence of retinal driving. However, the afferent 
activity did not succeed in producing LGN re- 
sponses; the transfer ratio was 0. Conversely, in 
row 3 where the LGN cell responded strongly, 
most retinal afferent spikes produced an LGN 
action potential, so that the transfer ratio was 
high (0.75). In row 2, there was an intermediate 
response and an intermediate transfer ratio. 

It is important to note that although fewer 
S-potentials are visible in row 2 than in row 1 and 
that even fewer are visible in row 3, the total 
number of events (S-potentials and LGN spikes) 
remains statistically the same in this and in other 
LGN cells with S-potentials that we have exam- 
ined under these conditions. The trade-off be- 
tween visible S-potentials and LGN spikes and 
statistical invariance in the total number of events 
is convincing evidence that the LGN spikes in 
this record are triggered by S-potentials whose 
presence is masked by the LGN action potentials 
(see also Fig. 5). Except in the case of clear bursts 
of LGN action potentials (discussed later in this 
chapter) it appears that most, if not all, of the 
LGN spikes can be accounted for by retinal affer- 
ent spikes that can be visualized as S-potentials in 
records where the transfer ratio is zero. 

We have observed in many cells that the num- 
ber of LGN output spikes that occurred in re- 
sponse to repeated presentations of a stimulus is 
strongly related to the transfer ratio, suggesting 
that changes in transfer ratio account for most of 
the response variability. It is important to note 
that there may be additional “silent” retinal in- 
puts that do not produce an S-potential but that 
may influence the LGN cell. However, as will be 
seen in subsequent figures, if such inputs occur, 
their ability to activate the LGN cells appears to 
be influenced by GABAergic circuitry in the same 

manner as are the inputs that do produce S -  
potentials. 

Variations in sleep and wakefulness 
The examples shown in Fig. 3 were recorded 

in an anesthetized animal, in which unknown 
factors produced the response variability of the 
LGN cells. Recordings in animals that were alter- 
nately awake or asleep (Coenen and Vendrik, 
1972; Livingstone and Hubel, 1981) suggest that 
the transfer through the LGN and, hence, LGN 
cell responsiveness, may be controlled such that 
there is generally greater transfer and greater 
LGN cell responsiveness in waking states. During 
sleep the transfer ratio and, thus, LGN cell re- 
sponsiveness, are lower. 

Figure 4A illustrates the responses of an LGN 
cell studied by Livingstone and Hubel (1981) in a 
cat that alternated between a waking and a sleep- 
ing state. On the left is a histogram of the re- 
sponses of the cell to a visual stimulus while the 
cat was awake, as indicated by the desynchro- 
nized EEG. In the middle panel, the response of 
the cell to the visual stimulus was reduced when 
the animal went briefly to sleep. On the right, the 
response increased when the animal reawoke. 
Importantly, the maintained activity when the 
stimulus was not present (the right half of each 
histogram) did not change dramatically in the 
three histograms (it may have increased slightly in 
the sleeping state), indicating that the visually- 
driven responses were more affected by the state 
of the animal than was the maintained activity. 

Figure 4B, from a study by Coenen and Ven- 
drik (1972), shows the changes in the transfer 
ratio in an animal that was awakened. During the 
period while the EEG record indicated that the 
animal was asleep, the transfer ratio in the two 
examples was about 0.5 (the number of output 
LGN spikes was about half of the retinal afferent 
input). When the animal was awakened, the 
transfer ratio rose toward 1.0. 

Taken together, the studies of Coenen and 
Vendrik (1972) and of Livingstone and Hubel 
(1981) along with the data from the previous 
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Fig. 4. A. Example of variations of the response of an LGN cell related to waking and sleeping. The upper two traces indicate the 
EEG recorded from the anterior and posterior cortex of a drowsy cat and show the animal moving from a desynchronized EEG to 
one indicating slow-wave sleep and back to the desynchronized pattern (arrows mark the approximate transitions). Below are pulses 
indicating the responses of an on-center LGN cell to a 0.25 O light spot centered in the receptive field. The stimulus presentation 
times are indicated by the horizontal lines. Histograms taken before (left, 13 stimulus repetitions) during (center, 2 stimulus 
repetitions) and after (right, 16 repetitions) the animal went briefly to sleep demonstrate the reduced responsiveness of the LGN 
cell during the sleeping state (from Livingstone and Hubel, 1981). B. Two examples of increases in the transfer ratio of cat LGN 
cells related to arousal from sleep. In both graphs, the retinal input (the sum of "subthreshold EPSPs" (i.e., S-potentials) and LGN 
spikes) to the presentation of a visual stimulus is indicated by the dotted line at the top. The number of LGN action potentials is 
indicated by the solid line. Every vertical line indicates the response to a periodically presented stimulus. The EEG (displayed 
below each graph) changed from slow-wave sleep to a desynchronized pattern after an arousal stimulus and was accompanied by an 
increase in the transfer ratio (from Coenen and Vendrik, 1972). 
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section and from other investigators (Cleland and 
Lee, 1985; Kaplan et al., 19871, suggest that there 
is generally low transfer in anesthetized or sleep- 
ing animals, which produces a reduced respon- 
siveness of the LGN cells in comparison with 
their retinal input (Bullier and Norton, 1979a,b). 
In the waking state, the transfer ratio increases, 
increasing the response of the LGN cells so that 
it more closely mimics the retinal afferent activ- 
ity. 

GABAergic control of the transfer ratio 

The previous sections of this chapter have noted 
the presence of GABAergic feedforward and 

feedback pathways and have described how 
changes in the transfer ratio control the respon- 
siveness of LGN cells. In this section, we present 
evidence that the GABAergic circuitry can con- 
trol the transfer ratio. The data have been ob- 
tained in anesthetized cats (Godwin and Norton, 
1990, Norton and Godwin, 1990). As shown in 
Fig. 1, relay cells were studied in the LGN with 
tungsten-in-glass microelectrodes that recorded 
S-potentials and LGN action potentials. An oscil- 
loscope monitor was placed so that the receptive 
field of each cell was centered on the screen 
(mean luminance 20-24 cd/m2). Light or dark 
spots, or gratings of appropriate spatial fre- 
quency, contrast and phase were used to excite 

CELL 130-(102 on-contor x-coll 
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Fig. 5. The effects of GABA and bicuculline (BIC) on retinogeniculate transfer in a cat LGN cell are shown in representative 
recordings of S-potentials and action potentials. Stimulus duration was 500 ms, of which the first 235 ms are shown. The 
(mean f standard deviation) transfer ratio during the 500 ms period of visual driving (TR,) for 10 stimulus repetitions is displayed 
on the right. The transfer ratio during the immediately preceding maintained discharge period (TR,) of homogeneous background 
luminance is indicated on the left. Iontophoretic currents were as indicated. 
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the cells. Following a predrug control record, 
GABA was iontophoretically applied through a 
multibarreled micropipette that was attached to 
the recording electrode. The stimulus remained 
the same during our iontophoretic manipulations, 
so that the retinal input, which, of course, exhib- 
ited some variability, remained relatively con- 
stant. Records taken when GABA was ion- 
tophoresed were designed to examine whether 
reductions in responsiveness and the transfer ra- 
tio were caused by the GABA. Then, following 
the protocols of Sillito and Kemp (1983) an ap- 
propriate ejection current for the GABA, antag- 
onist bicuculline was individually determined for 
each cell such that it reversed the inhibition of a 
maximally effective GABA ejection current and 
records were taken using bicuculline alone. Fi- 
nally, in cells that we were able to study for a 
long enough time (the effects of bicuculline dissi- 
pate slowly) post-drug control records were taken. 

Figure 5 illustrates the effect of GABA and 
bicuculline on the transfer ratio of an on-center 
X cell recorded in cat LGN. In the predrug 
control record (Fig. 5A), S-potentials and action 
potentials are clearly visible. During the main- 
tained discharge period, the transfer ratio (TR,) 
across 10 trials was (mean f standard deviation) 
0.16 k 0.07. Transfer was slightly higher (0.33 f 
0.10) during the 500 ms period of visual driving 
(TR,), which began after a latency of about 34 
ms after stimulus onset. Figure 5B shows that 
GABA reduced the transfer to 0 both during the 
maintained discharge period and stimulus onset 
period. As in Fig. 3, the continued presence of 
retinal input is quite clearly demonstrated by the 
presence of the S-potentials. Across the 10 stimu- 
lus presentation trials, the number of S-potentials 
under GABA did not differ significantly (t-test, 
P > 0.05) from the number of events (S-potentials 
and action potentials) in the predrug condition, 
confirming that all of the LGN spikes could have 
been triggered by S-potentials. Figure 5C shows 
that bicuculline reversed the effects of GABA, 
increasing the transfer ratio. In this cell, the 
transfer ratio under bicuculline was significantly 

Number of subthreshold Number of 5 -  polenlials 
EPSPs 

Fig. 6. A. Effects of arousal on the reciprocal relationship 
between the number of LGN spikes and “subthreshold EP- 
SPs” (S-potentials) in cat LGN. During wakefulness the num- 
ber of S-potentials was near zero and the number of LGN 
spikes was high, indicating a high transfer ratio. When the 
animal was drowsy or lightly anesthetized, the transfer ratio 
decreased as indicated by the reduced number of LGN spikes 
and the increased number of visible S-potentials (from Co- 
enen and Vendrik, 1972). B. Effects of GABA and bicuculline 
on the relationship between LGN spikes and S-potentials in a 
cat on-center X relay cell measured during a 500 ms stimulus 
presentation period on 10 trials. In comparison to the anes- 
thetized predrug control, GABA reduced the transfer to 0, so 
that S-potentials, but no LGN spikes were observed (some 
data points are obscured in the figure because they had the 
same values as others). Bicuculline increased the transfer 
ratio above the control level, yielding a greater number of 
action potentials and fewer S-potentials. 

increased above that obtained during the pre-drug 
condition (t-test, P < 0.OOOl). 

The data in Fig. 6 suggest that the decrease in 
the transfer ratio produced by GABA and the 
increase produced by bicuculline mimic the alter- 
ations in transfer ratio that occur with changes in 
arousal state (Coenen and Vendrik, 1972). Figure 
6A illustrates the changes in the relative number 
of S-potentials and LGN action potentials in an 
LGN cell recorded from a cat that was alternately 
drowsy, aroused, and lightly anesthetized. During 
the period when a desynchronized EEG was 
recorded, indicating arousal, repeated presenta- 
tion of a visual stimulus produced LGN action 
potentials almost exclusively (transfer ratio nearly 
1.0). When the animal was drowsy or anes- 
thetized, fewer LGN action potentials and more 
S-potentials occurred, indicating a lower transfer 
ratio. In Fig. 6B, an LGN cell in an anesthetized 
cat responded to a visual stimulus during the 
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Fig. 7. Decrease in transfer ratio produced by administration 
of GABA and increase in transfer ratio produced by bicu- 
culline (BIC) on 5 LGN cells in cat. GABA reduced the 
transfer ratio during the response to a visual stimulus. Bicu- 
culline reversed the effects of GABA. 

predrug control period with a mixture of S-poten- 
tials and action potentials similar to that seen 
under anesthesia in Fig. 6A. Application of 
GABA eliminated all action potentials, leaving 
only S-potentials (transfer ratio = 0). The effect 
of bicuculline was similar to that of arousal. 

Figure 7 summarizes the effects of GABA and 
bicuculline on the transfer ratio in 5 cat LGN 
cells. Both during the period of maintained dis- 
charge (not shown) and during visual driving, 
GABA reduced the transfer ratio and bicuculline 
reversed the effect of GABA showing the speci- 
ficity of its effect. It is also clear that the transfer 
ratio in the predrug control condition varied 
across cells. Cells with low initial transfer ratios 
were less affected by GABA (the transfer ratio 
could not be reduced below 0) and were more 
affected by bicuculline than were the cells that 
had a higher transfer ratio in the predrug condi- 
tion. 

We also found that, in the predrug condition, 
the transfer ratio during the maintained dis- 
charge period and during the period of visual 
driving were not particularly different. This is of 
interest because, as mentioned earlier, the 
amount of inhibition in the GABAergic feedfor- 
ward and feedback pathways should be activity- 
dependent and, hence, should be greater during 
visual driving when the firing rate of the retinal 

afferent is elevated. It would follow that the 
transfer ratio would be lower during visual driv- 
ing than when the animal is presented with a 
homogeneous background luminance. That the 
transfer ratio is not uniformly lower during visual 
driving suggests that other influences may act to 
counteract any increased inhibition that occurs 
during the period of the visual response. Indeed, 
as may be seen in Fig. 3B and in row 2 of Fig. 3C, 
it is often the case that, if an LGN cell is unre- 
sponsive, either because of variations in transfer 
ratio in the predrug control record or when trans- 
fer is reduced by GABA, the occasional action 
potential that is generated nearly always occurs 
within the first 100 ms after stimulus onset and 
frequently occurs near the time of the peak re- 
sponse of the retinal afferent. The LGN spikes 
that occur under low transfer ratio conditions 
may be the result of temporal summation of the 
EPSPs generated by the retinal afferent, possibly 
coupled with a delay in the development of the 
feedforward and feedback inhibitory influences. 
It thus appears that the GABAergic inhibitory 
mechanisms at the LGN do not necessarily elimi- 
nate sensory afferent signals. Rather, the signals 
are attenuated but may still serve to convey infor- 
mation that a stimulus has occurred which, as 
noted earlier, is desirable in a mechanism under- 
lying attention. 

GABAergic control of signal detectability 

It was noted earlier (Fig. 4A) that when a cat 
shifted from a waking to a sleeping state, the 
response of the LGN neuron to a visual stimulus 
was reduced greatly, while there appeared to be 
only a slight change in the maintained discharge. 
The effect of such an alteration would be a 
reduction in the detectability of the visual stimu- 
lus, or the signal-to-noise ratio, because the visual 
response (the “signal”) is reduced relative to the 
background activity (the “noise”). Indeed, Wilson 
et al. (1988) found that signal detectability was 
reduced in a sample of LGN X and Y cells in 
anesthetized cats in comparison with a sample of 
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retinal X and Y cells. In tree shrew LGN cells we 
examined signal detectability using both ROC 
curves and another measure of detectability, a 
difference measure, d, (Fitzhugh, 1957) which is 
simply the difference in the average number of 
action potentials produced by the LGN cell dur- 
ing the maintained and during the visually-driven 
period. A large d indicates a highly detectable 
signal that may have a stronger influence on 
cortical cells than would a small d .  In tree shrews, 
S-potentials were not recorded, only the LGN 
action potentials. As may be seen in Fig. 8, bicu- 
culline produced a very similar effect on LGN 

- 

- -  
+O 

relay cells in tree shrew as did awakening of the 
cat in Fig. 4A. The cell (Fig. 8A) gave a moderate 
response to the low contrast flashed stimulus 
during the predrug control period. During ion- 
tophoresis of bicuculline at 35 nA, there was an 
increase in the visual response that exceeded the 
increase in the maintained discharge. A higher 
iontophoresis rate (50 nA) greatly increased the 
visual response, with little effect on the main- 
tained activity. The area under the ROC curves 
(on the right of Fig. 8A) also is a measure of 
signal detectability (Swets et al., 1964; Holdefer 
et al., 1989). Clearly, this measure of signal de- 
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tectability was also increased by the bicuculline 
and recovered to approximately the control level 
after discontinuation of the bicuculline adminis- 
tration. In another cell (Fig. 8B) the d showed an 
increase in signal detectability under conditions 
of bicuculline iontophoresis. 

In cat, we have found a similar increase in d 
during bicuculline microiontophoresis (Fig. 9A). 
The d value during bicuculline was significantly 
greater than the d obtained during GABA ad- 
ministration, indicating that removal of GABA, 
inhibitory control increased the signal detectabil- 
ity (Godwin and Norton, 1990). 

In the LGN cells in tree shrew, where only the 
LGN action potentials were recorded, it seemed 
likely that the increases in signal detectability 
were due to increases in the transfer ratio, but it 
was not possible to show this to be the case. The 
cat LGN cells shown in Fig. 9A, however, were 
the same ones shown in Fig. 7 in which the 
changes in the transfer ratio were observed. In 
each of these cells, it could be seen that the 
increase in the difference measure was indeed 
due to an increase in the transfer ratio produced 
by bicuculline iontophoresis, allowing the LGN 
cell to respond more like its retinal drive. 

It was mentioned in the previous section that 
the transfer ratios we have observed during the 
maintained discharge period and during visual 
driving were quite similar and that the transfer 
ratios during both periods were decreased by 
GABA and increased by bicuculline. One then 
might ask why the difference between maintained 
and driven activity (signal detectability) increases 
under bicuculline. The answer lies in the amount 
of retinal afferent activity during the two periods. 
For example, the retinal afferents arriving at one 
on-center X relay cell, under conditions of main- 
tained activity, responded at a relatively low rate 
(41 spikes/s). During visual driving the value 
increased to 64 spikes/s. When the transfer ratio 
was lowered by GABA, the output of the LGN 
cells fell to 0 spikes/s during the maintained 
activity and during visual driving, producing a 
difference measure of 0. When bicuculline raised 
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Fig. 9. Effect of microiontophoresis of GABA and bicuculline 
(BIC) on maintained and visually-driven activity of relay cells 
( n  = 5 )  in cat LGN. For each cell, the number of LGN spikes 
were counted during a 100 ms period of maintained discharge 
and another 100 ms period that included the peak response of 
the cell to a flashed visual stimulus (10 stimulus repetitions). 
As in Fig. 8B, the difference between these two measures, d, 
is an indication of the strength or detectability of the LGN 
cell's response to the visual stimulus. As described in the text, 
the LGN cells occasionally produced high-frequency bursts 
(see Fig. 10). In A, only the first spike in any burst was 
included in the calculations of the maintained and visually- 
driven activity because it appeared that only the first spike 
could have been produced by a retinal input. In B, all spikes 
in the bursts were included in the calculations. Inclusion of 
bursts had only a small effect on the predrug control record, 
and no effect on the GABA record, since there were no 
bursts during that period. d in B was significantly increased 
during bicuculline administration in comparison to the value 
without bursts in A. 

the transfer ratio toward the full potential value 
of 1.0, the difference in the output of the LGN 
cell in the maintained and the visually-driven 
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period increased because there were many more 
retinal afferent spikes during the period of visual 
driving than during the maintained discharge pe- 
riod. In this simple manner, controlling the trans- 
fer ratio can control the detectability of the visual 
signal at the LGN and, since a high rate of firing 
should have a stronger effect at the next synapse 
(Moore et al., 19661, control of the transfer ratio 
influences the impact of the visual signal on the 
striate cortex. 

Signal amplification 
Earlier in this chapter it was noted that there 

was an exception to the general rule that all LGN 
spikes were produced by retinal afferents. This 
exception is illustrated in Fig. 10A in which a 
clear burst of LGN action potentials is seen. The 
interspike interval within the burst (2.0 ms in this 
example) was far shorter than the interspike in- 
tervals between any of the S-potentials seen in 
that cell, even during GABA administrations 
when the S-potentials were not obscured by the 
presence of action potentials and the minimum 
retinal interspike interval could be accurately 
measured. In this instance, as in other bursts, the 
number of output spikes from the LGN cell must 
have exceeded the number of input action poten- 
tials during this time interval, producing a trans- 
fer ratio greater than 1.0. 

Bursts of spikes in the LGN are a well-known 
phenomenon that is characteristic of anesthetized 
or sleeping animals (Steriade et al., 1990) and are 
produced by de-inactivation of calcium spikes af- 
ter a period of hyperpolarization of the cell mem- 
brane (Jahnsen and Llinas, 1984; Steriade and 
Llinis, 1988; McCormick and Feeser, 1990). Al- 
though cells respond less faithfully to visual stim- 
uli when they are in the “burst mode” (McCor- 
mick and Feeser, 1990), Lu et al. (1990) recently 
suggested that bursts might actually serve, in some 
instances, to amplify visual signals. Data we have 
obtained in cat LGN cells offer some support for 
this suggestion. Figure 10B shows that bursts are 
clustered in the period 50-100 ms after cells 
begin to respond to a visual stimulus. Thus, many 
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Fig. 10. A. Example of three LGN action potentials followed 
by a high-frequency burst in an on-center Y cell in cat from 
which S-potentials also were recorded. B. The distribution of 
the onset time of high-frequency bursts of LGN action poten- 
tials (defined as two or more spikes with interspike intervals 
of 4 ms or less (Lu et al., 1989)) in six cat LGN cells in the 
predrug control condition. For each cell, the onset time of 
each high-frequency burst was measured on each of 10 stimu- 
lus repetitions. To reduce scatter due to different response 
latencies between the cells, the burst onset was measured for 
each cell from the time at  which that cell began to respond to 
the stimulus. C. Bicuculline administration increased the 
number of bursts while preserving their temporal distribution. 
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of the bursts could indeed serve to amplify the 
response to the visual signal. During bicuculline 
iontophoresis, there was a significant increase in 
the number of bursts (Fig. 1OC) in comparison to 
the predrug condition (t-test, P < 0.05) and the 
bursts retained a similar time distribution to the 
predrug control pattern. Figure 9B shows that 
including the bursts in the calculations signifi- 
cantly increased the d during bicuculline suggest- 
ing that removal of GABA, inhibition not only 
increases the transfer ratio, but also may increase 
the Occurrence of LGN cell spike bursts, amplify- 
ing the visual signal at the LGN. 

An important caveat to the suggestion that 
bursts may amplify the visual signal at the LGN is 
that these results were obtained in anesthetized 
animals and during bicuculline administration. It 
is not known whether high-frequency bursts occur 
frequently in the LGN of alert behaving animals 
and, thus, whether they could be part of a normal 
mechanism for enhancing visual signals. Whether 
or not bursts eventually prove to be important in 
the transmission of visual information, the results 
from both tree shrew and cat clearly demonstrate 
that GABAergic circuitry can control signal de- 
tectability at the LGN. GABA decreases de- 
tectability and bicuculline increases it. In cat we 
have shown directly that this is accomplished by 
control of the transfer ratio. 

GABAergic control of receptive-field sensitivity 

An important aspect of visual function is the 
sensitivity of cells to visual stimuli. An increase in 
sensitivity Ke., a decrease in threshold) of a cell 
increases the ability of the neuron to detect stim- 
uli that might be of behavioral significance. An 
interesting result that has emerged from our stud- 
ies of the GABAergic inhibitory circuitry in the 
LGN is the realization that, by controlling the 
transfer ratio, this circuitry controls the sensitivity 
of the LGN cells. Before presenting these results, 
it may be useful to review the difference of 
Gaussians model of the retinal receptive field and 

its implications for the contrast sensitivity of cells 
responding to visual stimuli consisting of drifting 
sine-wave gratings. 

Difference of Gallssians model of retinal ganglion 
cell receptive-fields 

Most of the retinal ganglion cells that project 
to the LGN are organized with an excitatory on- 
or off-center and an antagonistic surround. As is 
illustrated in Fig. 11A, it was recognized some 
years ago that the receptive fields of ganglion 
cells can be modeled as a difference of two 
Gaussian distributions (Rodieck and Stone, 1965; 
Enroth-Cugell and Robson, 1966). Although more 
complex models have been devised that deal more 
fully with misalignment of the center within the 
surround, center-surround phase differences and, 
in cat Y-cells, non-linear subunits (Hockstein and 
Shapley, 1976a,b; Dawis et al., 1984; Enroth- 
Cugell and Freeman, 1987; Soodak et al., 1987; 
see Kaplan, 1991, for review), the difference of 
Gaussians (DOG) model is a reasonable first 
approximation both in the retina and in the LGN, 
especially in primates and other animals, such as 
tree shrew, in which there are few spatially non- 
linear cells (Kaplan and Shapley, 1982; Troy, 
1983; Sherman .et al., 1984; Blakemore and 
Vital-Durand, 1986; Holdefer and Norton, 1986; 
Norton et al., 1988). 

One virtue of the DOG model is its simplicity. 
The retinal receptive-field center is modeled by 
two parameters, the radius, R,, and the sensitiv- 
ity, K,. Similarly, two parameters (radius, R, and 
sensitivity, K,) define the surround. The center 
and surround are assumed to be opposed to each 
other so that stimulation of the surround, along 
with the center, produces a smaller response than 
would stimulation of the center alone. The result 
of this subtraction is a difference of Gaussians 
profile (Fig. 11B) which models the sensitivity of 
the cell to visual stimuli. Thus, if this were an 
on-center cell, it would have the lowest threshold 
to a spot of light presented precisely in the center 
of the field. The same size spot of light presented 
elsewhere within the center region in Fig. 11B 
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Fig. 11. A. Gaussian functions representing the center and 
surround mechanisms of a receptive field (Rodieck and Stone, 
1965). The symbols represent the receptive-field center radius 
(RJ and sensitivity (K,) and the surround radius (R,) and 
sensitivity (K,). B. The center and surround mechanisms 
interact subtractively in the retina to produce the receptive- 
field sensitivity profile. For an on-center cell, light increments 
presented to the center and light decrements presented to the 
surround will produce an increase in the firing rate of the cell. 
C. Profiles from A transformed into the spatial frequency 
domain (Enroth-Cugell and Robson, 1966). The contrast sen- 
sitivity function, modeled by the difference of Gaussians func- 
tion (solid line), represents the subtraction of the surround 
mechanism (S) from the center mechanism (C), indicated by 
the dotted lines. D. Modeled effects of the transfer ratio on 
contrast sensitivity. Panel 1 shows a criterion “threshold” 
visual response of a hypothetical retinal cell to a sine-wave 
grating drifted across the receptive field (indicated by the 
arrow and circle at the top). The contrast of the grating 
needed to produce this response is indicated by the amplitude 
of the sine wave. Panel 2 shows the criterion response of a 
hypothetical LGN cell that received input from the retinal 
cell. When the transfer ratio is low, as in anesthetized or 
sleeping animals, a higher contrast is needed for the LGN cell 
to produce the same criterion response as the retinal cell, as 
indicated by the higher amplitude of the sine wave (i.e., the 
contrast sensitivity of the LGN cell is less than that of its 
retinal input). In panel 3, when the transfer ratio is increased 
to 1.0 by the administration of bicuculline, the contrast re- 
quired for the LGN cell to produce the criterion response is 
reduced to the same level as that of the retinal input in panel 
1 (i.e., the contrast sensitivity of the LGN cell increases to 
equal that of its retinal input) (A, C and D from Norton et al., 
1989). 

would produce a response at light on, but only if 
a more intense spot were used (Rodieck and 
Stone, 1965). If the spot were presented in the 
surround, the cell would respond when the light 
was removed (or if a dark spot were presented) 
but again, the threshold would be relatively high 
because the surround sensitivity is low compared 
with that of the center. 

An important contribution of the DOG model 
is that it also predicts the contrast sensitivities 
that would be expected of the retinal ganglion 
cell in response to a sine-wave grating (Enroth- 
Cugell and Robson, 1966). Transformed into the 
spatial frequency domain, the receptive-field cen- 
ter provides the sensitivity profile demarcated by 
the dashed line “C” in Fig. 11C. The surround 
profile is represented by the dashed line labeled 
“S”. The predicted contrast sensitivity function 
for the cell, which is the center profile minus the 
surround profile, is indicated by the solid line. 

N o  important conclusions about retinal gan- 
glion cells can be derived from Fig. 11C. First, 
the sensitivity of cells to high spatial frequencies 
is mediated by the receptive-field center. This is 
because the smaller radius of the center allows it 
to respond to finer gratings. The surround, with a 
larger radius, is insensitive to high spatial fre- 
quencies. The second point, and one that will be 
of particular interest later in this discussion, is 
that the lower sensitivity exhibited by many cells 
at low spatial frequencies (the “low spatial fre- 
quency roll-off”) is produced by an interaction of 
the subtractive surround with the excitatory cen- 
ter. If the center sensitivity of the cell were greater 
(i.e., if the center sensitivity increased), the low 
spatial frequency roll-off would be reduced be- 
cause the same surround would be subtracted 
from a more sensitive center. This would make 
the cell more sensitive to low spatial frequency 
stimuli. The same effect would also occur if the 
surround sensitivity were reduced. However, be- 
cause the surround is insensitive to high spatial 
frequencies, changing the surround sensitivity 
should only affect the cell’s sensitivity to lower 
spatial frequencies. In contrast, a change in cen- 



209 

ter sensitivity should affect the cell’s sensitivity at 
all spatial frequencies. 

Retinogeniculate transfer of contrast sensitivity 
In the retina, the interaction of the receptive- 

field center and surround determines the strength 
of the response to a visual stimulus. Thus, the 
surround has already been subtracted from the 
center before the action potentials are generated. 
As discussed earlier in this chapter, this retinal 
output spike train constitutes the input to the 
LGN relay cells. 

In considering the expected effect of the trans- 
fer ratio on the contrast sensitivity of LGN cells, 
it is useful to consider the model shown in Fig. 
11D. If, when determining a contrast sensitivity 
function, one begins with a drifting sine-wave 
grating of a particular spatial frequency and 0 
contrast, the stimulus will not produce a response 
from the retinal afferent cell. If one increases the 
contrast of the stimulus (defined as (L,,,=- 
Lhn)/(Lma + Lmh)), eventually a contrast will 
be found that produces a threshold response. 
Panel 1 of Fig. 11D schematically indicates a 
threshold response from a retinal cell and the 
contrast of the grating required to produce the 
response. In practice, a variety of criteria have 
been used as a measure of threshold response 
(Enroth-Cugell and Robson, 1966; Kaplan and 
Shapley, 1982; Norton et al., 1988; Troy and 
Enroth-Cugell, 1989). Whatever criterion one se- 
lects, if the transfer ratio of the retinal afferent 
onto the LGN relay cell is 1.0, the LGN cell will 
respond identically to the retinal cell (assuming 
there are no visually-driven bursts) and the 
threshold contrast for the LGN cell will be the 
same as for the retinal drive. At the opposite 
extreme, if the transfer ratio is 0, the LGN cell 
will not respond at all, no matter how high the 
contrast of the grating stimulus. In such a situa- 
tion, the threshold contrast for the LGN cell 
would be infinite and the contrast sensitivity 
would be 0. In the more usual situation, if the 
transfer ratio is not 0 but is less than 1.0, the 
stimulus contrast that evokes a threshold re- 

sponse from the retinal cell will be below thresh- 
old for the LGN cell. In order to produce a 
response from the LGN cell that matches the 
threshold defined for the retinal cell, it will be 
necessary to use a higher contrast stimulus, as is 
indicated in panel 2 of Fig. 11D. It is evident that 
the lower the transfer ratio, the higher will be the 
contrast necessary to elicit a threshold response 
from the LGN cell. 
As was demonstrated in the data presented 

earlier in this chapter (Figs. 2, 3, 5 and 61, trans- 
fer ratios in anesthetized cats have generally been 
between the extremes of 0 and 1. Since contrast 
sensitivity is the inverse of the threshold contrast, 
the LGN cell should have a reduced contrast 
sensitivity at each spatial frequency in compari- 
son to its retinal input. If, as indicated in panel 3 
of Fig. 11D, bicuculline blockade of the GABA, 
receptors is used to increase the transfer ratio, as 
it has been shown to do in previous sections of 
this chapter, it would be expected that the thresh- 
old contrast should be decreased. This, of course, 
would then increase the contrast sensitivity of the 
LGN cell. 

Figure 12 presents examples of LGN relay 
cells recorded in tree shrew in which contrast 
sensitivity was determined for several spatial fre- 
quencies in the predrug control condition and 
again during iontophoretic application of bicu- 
culline (Norton et al., 1989). With the exception 
of the cell shown in panel 4 (which also showed 
the lowest sensitivity to GABA), the sensitivity of 
the cells increased under bicuculline at most spa- 
tial frequencies. It is important to note that, as in 
the cell in panel 6, changes could occur in the 
sensitivity at high spatial frequencies, which, as 
noted earlier, must be detected by the receptive- 
field center. In addition, the cell in panel 5 had 
no low spatial frequency rolloff, suggesting that 
there may not have been a suppressive effect of 
the surround in that cell. The increased sensitiv- 
ity at low spatial frequencies on that cell, there- 
fore, most likely were due to an increase in 
receptive-field center sensitivity. 

Averaging the center and surround values ob- 
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tained from the difference of Gaussians fits to 
the data under both conditions across cells (Fig. 
13A), there was a large, significant increase in the 
receptive-field center sensitivity (K,) during bicu- 
culline. The small decrease in surround sensitivity 
was not significant with this sample of 10 cells 
that was examined in tree shrew. Figure 13B 
shows the average center-surround profile for the 
10 cells in the predrug and bicuculline conditions. 
The peak sensitivity nearly doubled under bicu- 
culline. 

As shown in Fig. 13C, the average contrast 
sensitivity function of the 10 cells was elevated 
under bicuculline at all spatial frequencies. Thus, 
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in tree shrew, bicuculline increased the contrast 
sensitivity of LGN cells to drifting sine-wave grat- 
ings. Based on the difference of Gaussians mod- 
eling, this increase appeared to be due to an 
increase in the sensitivity of the receptive-field 
center. 

Studies of the effects of bicuculline on the 
responses of cat LGN cells (Berardi and Mor- 
rone, 1984) have found a similar result: the re- 
sponsiveness of LGN cells to stimuli of a fixed 
contrast was increased. However, this increase 
was attributed to a decrease in “surround inhibi- 
tion” at the LGN. As noted earlier in this sec- 
tion, an elevation of responsiveness or contrast 
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Fig. 12. Contrast sensitivity functions of 6 LGN relay cells in tree shrew taken before (predrug control, solid circles) and during 
(open circles) microiontophoretic administration of bicuculline. Ejection currents are as indicated in each panel. The solid 
(predrug) and dashed lines (bicuculline) are difference of Gaussians (DOG) curves that were fit to the data points by an interactive 
least-squares procedure as in previous experiments in cat retina and primate LGN (Linsenmeier et al., 1982; Norton et al., 1988). 
The error (mean error per data point) between the data points and the best-fitting DOG function (Linsenmeier et al., 1982; Irvin et 
al., 1986; Norton et al., 1988) is indicated at the top right of each panel for control (bottom) and bicuculline (top) conditions. An 
error of 0.01 indicates that each data point was, on average, 0.1 log units from the plotted curve. The low error for each cell 
indicates that a good fit of the curves to the data points was achieved both in the predrug control condition and during bicuculline. 
This means that the four receptive-field parameters: center radius (R,) and sensitivity (K,) and surround radius (R,) and 
sensitivity (K,) that produce the curves were accurately specified by the difference of Gaussians fits to the data under both 
conditions (from Norton et al., 1989). 
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sensitivity at low spatial frequencies might be due 
to a decrease in surround sensitivity. However, it 
could also be due to an increase in center sensi- 
tivity. To illustrate that an elevation in sensitivity 
to low spatial frequencies could have been achie- 
ved in the tree shrew cells simply by changing the 
center sensitivity, the dark solid line in Fig. 13C 
shows the effect of increasing just K,, leaving all 
other parameters at the predrug levels. This 
change in only the center sensitivity matches the 
increase in the low spatial frequency roll-off. 

In conclusion, microiontophoresis of bicu- 
culline, which we have found increases the trans- 
fer ratio in the LGN in cats, increases the recep- 
tive-field center sensitivity of LGN cells in tree 
shrew in keeping with the predictions of the 
model shown in Fig. 11C. Thus, GABAergic cir- 
cuitry at the LGN can control a parameter of 
fundamental importance to vision: the sensitivity 
of cells to stimuli. 
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Effects of brainstem stimulation 
The possibility was raised earlier that the 

GABAergic inhibitory circuitry may, in turn, be 
regulated by brainstem or other afferent connec- 
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tions to the LGN such as the cholinergic connec- 
tions from the parabrachial region (PBR) that 
were described in more detail earlier in this vol- 
ume (Uhlrich and Cucchiaro, Chapter 9). Acetyl- 
choline has been shown in in vitro slice prepara- 
tions to directly excite the LGN relay cells and to 
inhibit interneurons and cells in the perigenicu- 
late nucleus (McCormick and Prince, 1986, 1988; 
McCormick and Pape, 1988). Thus, activation of 
a major source of cholinergic input to the LGN 
from the PBR should reduce the GABAergic 
influences and increase the transfer ratio. This, in 
turn should increase the contrast sensitivity of the 
LGN cells. Recent experiments in anesthetized 
cats by Uhlrich et al. (1989) support this sugges- 
tion. For example, the cat LGN cell shown in Fig. 
14A increased its responsiveness to a drifting 
sine-wave grating during electrical stimulation of 
the PBR. As also shown in Fig. 14B, the re- 
sponses of the cell to a drifting grating of fixed 
contrast were increased during the PBR stimula- 
tion at all of the spatial frequencies examined. 
DOG curves were fit to the response data under 
the nonstimulated control condition and during 
brainstem stimulation. Comparison of the four 
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Fig. 13. Data from 10 tree shrew LGN relay cells before and during bicuculline administration. A. Average percent change of the 
center (Rc, K,) and surround (Rs, K,) parameters derived from the difference of Gaussians curves fit to the contrast sensitivity. 
Only the center sensitivity (K,) was significantly changed during bicuculline (1-test, P < 0.05). B. Average receptive-field profiles 
(surround subtracted from center as in Fig. 11B) before (solid line) and during (dotted line) bicuculline. The primary change is that 
the center sensitivity was increased. C. Average contrast sensitivity functions showing the elevation in sensitivity during bicuculline 
(dashed line) in comparison to the predrug control level (solid line). The bold solid line models the effect on the predrug contrast 
sensitivity function of increasing only the receptive-field center sensitivity. At peak and at low spatial frequencies a change in this 
one parameter (leaving surround sensitivity constant) produced a change in the function that resembled the increase seen under 
bicuculline (from Norton et al., 1989). 
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receptive-ueld parameters under the two condi- 
tions (Fig. 14C) found that the receptive-field 
center sensitivity increased and that there was 
little change in the other parameters. Increased 
center sensitivity has been a consistent finding in 
other cells examined by Uhlrich et al. (1989). The 
effect of brainstem stimulation on surround sensi- 
tivity has been variable, increasing in some cells, 
decreasing in others and remaining approxi- 
mately the same in still others. 

The data both in tree shrew and in cat thus 
support the conclusion that GABAergic in- 
hibitory circuitry controls the sensitivity of. LGN 
cells to visual stimuli. As summarized in Fig. 15, 
the sensitivity profile of the ganglion cell is set by 

the retinal circuitry. If each retinal action poten- 
tial were transferred through the LGN, the sensi- 
tivity profile would also be unchanged in the 
LGN. The GABAergic inhibitory pathways at the 
level of the LGN, by controlling the transfer 
ratio, modulate the sensitivity of the LGN cells, 
reducing it to 0 if the inhibition is sufficient to 
reduce the transfer ratio to 0. Brainstem inputs to 
the LGN, such as the cholinergic input, are in a 
position to act globally across the entire LGN, 
controlling the transfer ratio (and hence the sen- 
sitivity) throughout the visual field. Thus, in a 
sleeping or anesthetized animal, in which transfer 
might be expected to be low (Figs. 4B and 6), the 
sensitivity would be reduced at the LGN. Trans- 
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Fig. 14. Data from Uhlrich et al. (1989) showing the effect of stimulating the brainstem parabrachial region on the responses of an 
LGN X cell in cat. A. Responses to a drifting sine-wave grating (0.75 c/degree) before, during and after electrical stimulation (50 
Hz) indifated by the vertical time marks. B. Responses to several spatial frequencies before (control, filled circles) and during 
brainstem electrical stimulation (open triangles). The amplitude of the response at the fundamental drift frequency (6 Hz) was 
determined for, each spatial frequency and for full-field sinusoidal modulation of the oscilloscope screen (FF). At 3 c/degree the 
control response was within the noise and was not plotted. During brainstem stimulation, the responses during the first 200 ms 
'after stimulation onset were not averaged to avoid initial transient responses. The data were fitted with a difference of Gaussians 
function (solid and dashed lines) as in Fig. 12. C. Changes during brainstem stimulation of the 4 receptive-field parameters that 
underlie the contrast sensitivity functions were examined. In this example, center sensitivity (K,) was increased while other 
parameters showed little alteration. Figure kindly provided by Dr. D. Uhlrich. 
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Fig. 15. Schematic representation of the control of GABAer- 
gic inhibition at the LGN by brainstem cholinergic afferents 
from the parabrachial region (PBR) and their effect on the 
receptive-field sensitivity of LGN cells. A. When the brain- 
stem afferents are less active, the GABAergic feedforward 
and feedback pathways act to reduce the transfer ratio at the 
LGN, reducing the sensitivity of the receptive-field profile of 
the LGN cell. B. When the brainstem inputs are active, as 
may occur during arousal, the GABAergic inhibitory pathways 
are inhibited and the relay neurons are facilitated (Mc- 
Corrnick and Prince, 1986,1988; McCormick and Pape, 19881, 
increasing the transfer ratio and, hence, the sensitivity profile 
of the LGN cell. 

fer has not been measured in alert, behaving 
animals. Extrapolating from the data of Coenen 
and Vend& (1972) transfer might be expected to 
be lower during inattentive states and higher when 
the animal is attending to visual stimuli. 
As has been suggested by several authors 

(Tsumoto et al., 1978; Marrocco and McClurkin, 
1985; Koch, 1987; Sillito and Murphy, 1988) the 
retinotopically organized corticogeniculate feed- 
back pathway is in a position to control transfer 
focally within limited regicms of the LGN. A focal 
elevation of transfer in a small LGN region 
against a background level of low transfer in the 
rest of the nucleus would increase the detectabil- 
ity of the visual signal that is passed on to the 

striate cortex (Tsumoto et al., 1978; Koch, 1987). 
However, the effects of the corticogeniculate ef- 
ferents on LGN cells are complex as is discussed 
in more detail in Chapter 17 of this volume 
(Sillito). 

Does the “inhibitory surround” get stronger at 
the LGN? 

Previous studies of the LGN that have considered 
the responses of LGN and retinal cells have 
concluded that the receptive-field surround is 
strengthened at the LGN. Indeed, this is the one 
change that is generally attributed to the LGN in 
introductory textbooks. The data that lead to this 
conclusion are very clear. Hubel and Wiesel(1961) 
found that a small spot centered in the receptive 
field of an LGN cell produced a criterion re- 
sponse at a particular intensity. A stimulus of 
increased diameter that covered the center and 
the surround was then presented and the inten- 
sity of the larger spot was adjusted so that a 
retinal afferent (monitored by an opponent S- 
potential) produced a response comparable to the 
one induced by about the same as the small spot. 
Under these conditions, the LGN cell produced 
very few action potentials. The point was that the 
same, larger, spot that would drive the retinal 
afferent would not drive the LGN cell. This has 
been interpreted as a stronger effect of the sur- 
round upon the center, similar to the antagonistic 
effect of the retinal surround upon the center 
mechanism at the level of the bipolar or ganglion 
cell. 

In considering the mechanisms that produced 
this change, it is important to remember that the 
antagonistic interaction between the retinal 
“center” and “surround” has already occurred in 
the retina before the action potentials are gener- 
ated by the ganglion cell. Thus, the train of action 
potentials sent to the LGN already encodes a 
“center-minus-surround” message in which the 
number of action potentials emitted by the gan- 
glion cell in response to a stimulus of a certain 
size and intensity is determined by its location in 
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the receptive field (Fig. 11B). When these action 
potentials arrive at the LGN, what appears to 
change, depending on stimulus diameter, is the 
transfer ratio. With a small spot, the transfer 
ratio in the example shown by Hubel and Wiesel 
was about 0.3, and with the large spot, the trans- 
fer ratio was 0. The question then arises, what 
produces a lower transfer ratio when a larger 
stimulus is used? Although a complex pattern of 
“crossed inhibition” (Singer and Creutzfeldt, 
1970) between on-center and off-center cells can- 
not be ruled out in cat, where on- and off-center 
cells are intermixed within LGN laminae, such a 
circuit seems most unlikely in tree shrew (Conway 
and Schiller, 1983; Holdefer and Norton, 1986) 
and other species (Zahs and Stryker, 1988) in 
which on- and off-center cells are segregated into 
separate laminae. 

A simpler hypothesis is that the larger retinal 
spot used by Hubel and Wiesel (1961) excited 
additional retinal ganglion cells (dotted afferent 
connections in Fig. 1) that were not driven by the 
smaller spot. These additional ganglion cells could 
excite the feedforward and the feedback 
GABAergic pathways at the LGN, thereby reduc- 
ing the transfer ratio of the cell that was being 
studied. The extent of the lateral connections of 
the feedforward inhibitory pathway is not known. 
However, in the feedback GABAergic pathway, it 
is known that the perigeniculate nucleus cells 
have large receptive fields that may integrate the 
output of many LGN cells and mediate a “long- 
range lateral inhibition” that has been measured 
by Eysel and Pape (1987). The activity of the 
additional retinal cells activated by the larger 
spot could readily excite additional LGN relay 
cells (R’ in Fig. 1) that would raise the activity in 
the feedback pathway, reducing the transfer ra- 
tio. Such an effect would not have been produced 
in the experiments we have reported in this chap- 
ter because the visual stimuli used to examine 
each cell always remained the same size. 

Evidence that GABAergic inhibition produced 
Hubel and Wiesel’s result has been provided by 
the data of Sillito and Kemp (1983). After repli- 

cating the reduction in LGN cell response using a 
large diameter spot, they demonstrated that mi- 
croiontophoretic administration of bicuculline in- 
creased the responses of LGN cells, to the same 
stimulus, in comparison with the predrug control 
condition. Based on the data shown in this chap- 
ter, this most likely was due to an elevation in the 
transfer ratio produced by the bicuculline. Thus, 
GABAergic regulation of the transfer ratio at the 
LGN appears to be the mechanism responsible 
for Hubel and Wiesel’s effect. 

Not only does control of the transfer ratio 
explain this classic result, it also explains why 
reduction of GABAergic influences with bicu- 
culline iontophoresis “strengthens” the surround 
at least in one situation. When we and others 
(Sillito and Kemp, 1983; Eysel and Pape, 1987) 
have used an annulus to excite the LGN cell 
through its receptive-field surround, the response 
of LGN cells to this stimulus is increased by 
bicuculline. Once again, this occurs because the 
transfer ratio is increased. It matters not at all 
whether the retinal action potentials arriving at 
the LGN cell are produced by stimulating the 
retinal cell’s center or its surround. 

From the viewpoint of the cortical cells that 
receive the output of the LGN, it may not matter 
whether the reduced response received when a 
larger stimulus is used is due to a stronger reti- 
nal-type surround or to increased inhibition at 
the LGN which reduces the transfer; in either 
event, the cortical cell receives a weaker input, 
making the visual system less responsive to dif- 
fuse illumination. However, from the viewpoint of 
understanding the neural mechanisms that pro- 
duce this reduction, it is indeed useful to know 
that this reduction is produced in the LGN by 
GABAergic circuitry controlling the transfer ra- 
tio. 

In conclusion, the lateral geniculate nucleus 
appears to be organized to “set the stage” for the 
cortex in many ways, including retinotopic organi- 
zation, laminar segregation and the relative rep- 
resentation of the parallel afferent pathways 
(Casagrande and Norton, 1991). As reviewed in 
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this chapter, another important function that oc- 
curs at the LGN is control of the flow of visual 
information to the cortex. Recognition that the 
GAJ3Aergic inhibitory pathways can control the 
transfer ratio at the LGN provides a relatively 
simple explanation of a number of diverse changes 
that occur in the LGN and other thalamic relay 
structures (Gottschaldt et al., 1983). Control of 
the transfer ratio not only explains how changes 
in signal detectability and contrast sensitivity may 
occur, it also helps to explain the creation of a 
“strengthened inhibitory surround” at the LGN. 
Moreover, because the GABAergic circuitry at 
the LGN may itself be globally (Fig. 15) or focally 
controlled, it can serve as an early stage in the 
neural mechanisms that underlie attention. 

Note added in proof 

We have now shown, and it has also been found 
by Hartveit and Heggelund (1991), that electrical 
stimulation of the parabrachial region of the 
brainstem increases the transfer ratio of LGN 
cells. 

Hartveit, E. and Heggelund, P. (1991) The effect of brainstem 
peribrachial stimulation on the contrast-response properties 
of cells in the cat lateral geniculate nucleus. SOC. Neurosci. 
Absrr., 17: 710. 
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Introduction 

The superior colliculus (SC) plays an essential 
role in visuomotor behavior. The SC is involved 
in detecting moving objects in the visual field, in 
directing attention to and orienting towards those 
objects, and in generating voluntary and involun- 
tary eye movements, particularly saccades (Schil- 
ler, 1972; Wurtz and Albano, 1980; Sparks and 
Mays, 1981; Chalupa, 1984; Hall and May, 1984). 
The inhibitory neurotransmitter gamma- 
aminobutyric acid (GABA) contributes to the 
control of these visuomotor behaviors. This func- 
tion is well-understood in some of these behav- 
iors, particularly the gating of saccadic eye move- 
ments (Wurtz and Hikosaka, 1986). The mecha- 
nism of GABA in other visuomotor behaviors is 
poorly understood even though we have a solid 
understanding of the anatomical organization and 
physiological actions of GABA in SC. 

The superior colliculus has one of the highest 
concentrations of GABA found in the central 
nervous system. High levels of GABA are present 
as measured by biochemical analysis (Okada, 
1974, 1976; Chapter 12; Lund Karlsen and Fon- 
num, 1978; Fonnum et al., 1979; Kvale et al., 
1983; Fosse et al., 1989) and by immunocyto- 

* Current address: Department of Anatomy, Louisiana State 
University Medical Centre, New Orleans, LA 70112, USA. 

chemistry (Mugnaini and Oertel, 1985). Superior 
colliculus neurons contain both GABA and its 
synthetic enzyme, glutamic acid decarboxylase 
(GAD) (Okada, 1974; Houser et al., 1983; Mug- 
naini and Oertel, 1985; Mize, 1988). There is also 
a high affinity uptake system for GABA in SC 
(Mize et al., 1981). GABA can be released in SC 
tissue slices by potassium-dependent stimulation 
(Sandberg et al., 1982; Sandberg and Corazzi, 
1983) and iontophoretic application of GABA 
can reduce stimulus evoked and spontaneous ac- 
tivity in some SC neurons (Kawai and Yamamoto, 
1967; Straschill and Perwein, 1971; Okada and 
Saito, 1979; Kayama et al., 1980). GABA or 
GABA ligands also bind with specificity to both 
GABA, and GABA, receptors (Young and 
Kuhar, 1979; Bowery et al., 1984; 1987). GABA 
thus fulfills many of the criteria as an inhibitory 
neurotransmitter in the mammalian superior col- 
liculus. 

Much is also known about the anatomical or- 
ganization of GABA neurons in the mammalian 
superior colliculus. The purpose of this chapter is 
to review this organization. I have attempted to 
answer the following questions regarding the or- 
ganization of GABA in SC. First, is there a 
laminar pattern to the distribution of GABA 
containing neurons in SC and does this pattern 
differ in different mammalian species? Second, 
are there many separate classes of GABA neuron 
as is the case in visual cortex, or are there only 
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one or two cell types as is thought to be the case 
in the lateral geniculate nucleus? Third, how are 
GABA neurons organized synaptically and how 
might these GABAergic synaptic circuits relate to 
the functions of these neurons? Fourth, how are 
GABA receptors distributed in SC and how are 
they related to GABA containing neurons? Fifth, 
do GABA containing neurons in the SC co-local- 
ize other neuroactive substances, which might 
distinguish these cell types or help explain their 
function? Finally, is GABA content in SC cells 
modified by manipulations of the environment 
such as monocular deprivation? 

General organization of the mammalian superior 
colliculus 

The mammalian superior colliculus is a highly 
laminated structure, consisting of the zonal, su- 
perficial gray, optic, intermediate gray and white, 
and deep gray and white layers (Kanaseki and 
Sprague, 1974; Huerta and Harting, 1984). These 
layers can be divided into two functionally dis- 
tinct units: a superficial subdivision and a deep 
subdivision (Harting et al., 1973; Edwards, 1980). 
The superficial subdivision is involved in the de- 
tection of purely visual stimuli and lesions of it 
produce deficits in some forms of visual discrimi- 
nation (Casagrande et al., 1972). The superficial 
layers of SC receive significant inputs from both 
the retina and visual cortex, as well as several 
subcortical nuclei. These layers contain neurons 
which project to several targets in the dien- 
cephalon, including the dorsal and ventral lateral 
geniculate nuclei, the lateral posterior nucleus, 
and the pretectum (see Huerta and Harting, 1984, 
for review). Superficial neurons are movement 
sensitive and/or directionally selective and prob- 
ably designed to detect or track moving objects in 
the visual field (Sterling and Wickelgren, 1969; 
Stein and Arigbede, 1972; Rosenquist and Palmer, 
1971; Mize and Murphy, 1976). 

The deep subdivision of the superior colliculus 
is multimodal and is involved in motor related 
behaviors. Lesions involving the deep layers pro- 

duce profound deficits in visual orienting (Casa- 
grande et al., 1972). The deep layers receive 
major inputs from extrastriate cortical areas, the 
substantia nigra, and a variety of other brainstem 
and oculomotor related regions of the brain. 
These layers in turn project principally to de- 
scending targets, including major pathways 
through the contralateral predorsal bundle to the 
medulla and spinal cord and through the ipsilat- 
era1 tecto-ponto-bulbar pathway to the midbrain 
and pons (see Huerta and Harting, 1984, for 
review; Moschovakis and Karabelas, 1985; Red- 
grave et al., 1986). Many neurons in the deep 
layers respond to somatic and auditory as well as 
visual stimuli (Stein et al., 1975, 1976). Many cells 
also respond in relation to saccadic eye move- 
ments (Wurtz and Albano, 1980; Sparks and 
Mays, 1981). GABA has been shown to gate the 
response of these neurons (Hikosaka and Wurtz, 
1985a,b). 

The projection neurons of both the superficial 
and deep subdivisions are at least partially segre- 
gated by layer. Ascending projection neurons are 
located principally in the superficial layers while 
the descending projection neurons are found 
principally in the deep layers (Huerta and Hart- 
ing, 1984). Even within a layer, projection neu- 
rons to particular targets vary in distribution. 
Thus, for example, neurons projecting to the dor- 
sal and ventral lateral geniculate nuclei are most 
densely distributed within the upper superficial 
gray layer while those projecting to the lateral 
posterior nucleus complex are most densely con- 
centrated within the deep superficial gray layer 
(Kawamura et al., 1980; Caldwell and Mize, 1981; 
Harrell et al., 1982; Abramson and Chalupa, 
1988). 

Distribution of GABA neurons in the superior 
colliculus 

Despite the impressive segregation of projection 
neurons, there is no apparent laminar segregation 
of GABA neurons in the superior colliculus of 
any mammal so far studied. GABA or GAD 
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immunoreactive neurons are found throughout 
the superior colliculus of the rat, mouse, cat, 
rabbit, opossum, tree shrew and Rhesus and 
Cynomolgous monkey (Houser et al., 1983; Ot- 
tersen and Storm-Mathisen 1984; Penny et al., 
1984; Mize and Norton, 1985; Mugnaini and Oer- 
tel, 1985; Horn and Hoffmann, 1987; Mize, 1988; 
Pinard et al., 1990a; Warton et al., 1990; Mize et 
al., 1991a). The density of these GABA neurons 
does vary in different layers, but this variability 
appears to be closely related to the density of the 
total population of neurons in a given layer. 

Figure 1 shows the distribution of GABA neu- 
rons in the superior colliculus of the Rhesus 
monkey. Although GABA immunoreactive neu- 
rons are most densely concentrated within the 
zonal and upper superficial gray layer (SGL), 
labeled neurons can also be seen throughout the 
optic, intermediate and deep layers of SC (Fig. 1). 
Quantitative plots of this distribution in monkey 
show that about one-third (32.5%) of the labeled 
neurons fall within the zonal and superficial gray 
layers, about 16% within the optic layer, 13% in 
the intermediate gray layer and 38% in the deep 
gray and white layers (Mize et al., 1991a). The 
densest concentration of GABA-labeled neurons 
is also found in the superficial layers of the cat 
and tree shrew, although the precise distribution 
differs somewhat for each species (Mize and Nor- 
ton, 1985; Mize, 1988). Regardless of these fine 
variations, a principal feature of organization in 
the SC of mammals is that GABAergic neurons 
are distributed throughout all layers of the struc- 
ture. 

The reason(s) for the differences in labeled 
neuron density in different laminae is uncertain. 
One possibility is that the density of GABA neu- 
rons reflects the density of the total neuron popu- 
lation in these layers. Figure 2 shows the density 
of GABA neurons at different depths within the 
SC of cat compared to the density of unlabeled 
neurons at those same depths. This figure illus- 
trates two points. First, GABA-labeled neurons 
represent between 40-55% of all neurons within 
the zonal, superficial gray, optic and intermediate 

gray layers. Second, GABA neurons are a fairly 
constant ratio of the total cell population within 
these four layers. This ratio does not hold for the 
deepest layers where the percentage of GABA 
neurons is lower. These data suggest that there is 
a constant relationship between GABA cells and 
unlabeled cells within the dorsal four layers of 
SC, a phenomenon also reported for the four 
parvicellular layers of the tree shrew lateral 
geniculate nucleus (Holdefer et al., 1988). 

The different densities of GABA neurons in 
different layers is also reflected in biochemical 
assays which show that concentrations of GABA 
are highest within the zonal and SGL, are re- 
duced by about one-third in the optic and inter- 
mediate gray, and are lowest in the deepest layers 
of SC in the cat, guinea pig and rabbit (Okada, 
1974, 1976; Chapter 12; Arakawa and Okada, 
1988; Kanno and Okada, 1988). The density of 
GABA, and GABA, receptors is also reported 
to be highest within the SGL and to decrease in 
the deepest layers (see below, GABA receptor 
distribution). There thus appears to be a close 
relationship between the intrinsic GABA neuron 
density and the concentration of GABA receptor 
sites in the superior colliculus of all mammals 
studied to date. 

Morphology of GABAergic neurons in SC 

Virtually all GABA neurons in the superior col- 
liculus are small to medium sized cells (Fig. 11, as 
shown by GAD and GABA immunocytochem- 
istry or by uptake of exogenous GABA (Mize et 
al., 1981, 1982; Houser et al., 1983; Mugnaini and 
Oertel, 1985; Mize, 1988; Mize et al., 1991a). A 
comparison of cell size in the cat, tree shrew and 
Rhesus monkey reveals that the vast majority of 
neurons range from 9-15 p m  in diameter in each 
species (Mize and Norton, 1985; Mize, 1988; Mize 
et al., 1991a). Very few larger neurons are found, 
and these are widely scattered within the deep 
layers. Despite the relatively uniform size of these 
neurons, they clearly differ in morphology. At the 
light microscope level, horizontal, pyriform and 
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small stellate-like neurons have been identified in 
cat and monkey using GABA antibody immuno- 
cytochemistry (Mize, 1988; Mize et al., 1991a). 
Horizontal neurons have horizontally elongated 
fusiform cell bodies with stout dendrites coursing 
horizontally near the surface of the colliculus 
(Fig. 3A). These neurons are found mostly in the 
upper SGL, very rarely beneath that subdivision. 
Their number varies in different species. GABA 
immunoreactive horizontal neurons are fairly 
common in cat, less frequent in tree shrew, and 
relatively rare in the Rhesus monkey (Mize and 
Norton, 1985; Mize, 1988; Mize et al., 1991a). 

GABA immunoreactive pyriform neurons have 
pear-shaped cell bodies often with a single thick, 
prominent dendrite directed superficially towards 
the surface of the colliculus (Fig. 3B,C). This type 
of cell is very common within the upper SGL in 
monkey, cat and tree shrew. The pyriform cell 
has also been described in Golgi studies in cat 
(Sterling, 1971; Langer, 1976), rat (Langer and 
Lund 1974) and monkey (Laemle, 1981). 

Many GABA-labeled neurons found beneath 
the upper SGL are small round or stellate-shaped 
neurons whose morphologies are ill-defined in 
immunoreactive material (Fig. 3D,E). These cells 
are not distinctive in the light microscope be- 
cause their dendrites are poorly filled with reac- 
tion product. However, electron microscope re- 
constructions of GABA-labeled neurons suggest 
these cells are a distinct cell type. 

At least three separate GABA containing cell 
types can be recognized in electron microscope 
reconstructions (Mize et al., 1982). These neu- 
rons, identified by accumulation of exogenously 
applied GABA, were reconstructed from serial 
thin sections (Fig. 4). Neurons of similar mor- 
phologies have been shown to accumulate 
[3H]muscimol (Mize and White, 1989) and to be 
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Fig. 2. Histogram illustrating the density and ratio of GABA- 
labeled and unlabeled neurons at different depths within the 
SC of the cat. GABA-labeled neurons range from 9 to 54% of 
the total population of neurons. The ratio of labeled to 
unlabeled cells is relatively constant within the zl, sgl, 01 and 
igl (upper 10 depth units). From Mize, 1988. 

labeled by antibodies to GABA (Mize, 1988), 
although they were not serially reconstructed in 
the latter studies. 

The three GABA-labeled cell types were origi- 
nally called horizontal, granule A and granule C 
cells (Mize et al., 1982). The horizontal cells had 
oblong fusiform somata and thick horizontally 
distributed dendrites (Fig. 4A). In extensive re- 
constructions they were found to have punctate 
accumulations of synaptic vesicles and to form 
dendro-dendritic synapses. Horizontal neurons 
received few synaptic inputs, over half of which 
came from Areas 17-18 of visual cortex. These 
cells are therefore distinguished by their soma 
and dendritic morphology, by the type of presy- 
naptic dendrite, and by the source and density of 
their synaptic input. 

GABA accumulating granule A neurons are 
probably pyriform neurons. These neurons had 
small round or pyriform cell bodies and thin 
dendrites with no consistent orientation (Fig. 4B). 
In one case, an initial segment was identified, 
suggesting that these neurons have axons and 
might give rise to some of the GABA containing 

Fig. 1.  Distribution of neurons labeled by gamma aminobutyric acid (GABA) antibodies in the superior colliculus (SC) of the 
Rhesus monkey. A. Neuron distribution at low magnification. B,C. Higher magnification showing cell size and density in the zonal 
and superficial gray layers (B) and in the intermediate gray layer (C). Asterisks indicate regions in A that are enlarged in B,C. zl: 
zonal layer; sgl: superficial gray layer; 01: optic layer; igl: intermediate gray layer; and dgl: deep gray layer. Scale bar in A = 300 
pm; B,C = 100 pm. Modified from Mize et al., 1991a. 
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Fig. 3. Morphologies of anti-GABA-labeled neurons in the cat SC. A. Horizontal neuron with thick caliber dendrites. B.C. 
Pyriform neurons with pear-shaped cell bodies, ascending dendritic tree. D. Small round neurons with unclassified morphologies. 
E. Larger multipolar neuron with stellate-like cell body. Modified from Mize. 1988. 

axon terminals within the SGL. Granule A neu- 
rons were shown to have a moderate synaptic 
input density, most of which came from unidenti- 
fied sources and not from visual cortex. This cell 
type clearly differed from the horizontal cell in 
soma shape, dendritic morphology, the absence 
of proximal presynaptic dendrites, and a higher 
synaptic input density (Mize et al., 1982). 

Granule C neurons are probably small stellate 
neurons (Mize et al., 1982). This cell type had a 
mean grain density lower than horizontal and 
granule A neurons but double that of any other 
reconstructed cell type (see Mize, 1988). Granule 
C neurons had somewhat larger somata and 
thicker dendrites than granule A cells. They had 

a moderate synaptic input density, most of it from 
fibers other than those from visual cortex., The 
most distinctive feature of these neurons was the 
presence of somatic and dendritic spines which 
contained pleomorphic synaptic vesicles. Vesicle 
containing dendritic spines also were found to be 
labeled by GAJ3A antibodies (Mize, 19881, con- 
firming that this cell type is probably a third class 
of GABA neuron. 

Several GABA-accumulating cell types have 
also been identified in the tectum of birds using 
autoradiographic uptake of tritiated GABA (Hunt 
and Kunzle, 1976). These cell types include: (1) 
horizontal cells with presynaptic dendrites lo- 
cated in sublayer IId; (2) a small stellate neuron 
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Fig. 4. Neurons accumulating ['HIGABA in the cat SC. (A) 
Horizontal neurons with fusiform cell bodies and thick hori- 
zontal dendrites. B. Granule A neurons with pyriform shaped 
cell bodies and obliquely oriented dendrites. Arrow indicates 
an initial axon segment. C. Granule C neurons with stellate- 
shaped cell bodies and somatic and dendritic spines. Symbols: 
circles, degenerating cortical terminals; squares, synapses of 
unknown origin. Modified from Mize et al., 1982. 

in sublayer IIc with a superficial dendritic tree 
and descending axon; (3) a bipolar neuron in 
sublayer IIi with an axon thought to project to the 
thalamus (Hunt and Kunzle, 1976). Presynaptic 
dendrites and axon terminals in the pigeon optic 
tectum were also found to accumulate [ 3H]GABA 
(Streit et al., 1978). Although some of the mor- 
phological details of these cell types differ from 
those found in cat, at least two of the synaptic 
profiles, presynaptic dendrites and axon termi- 

nals, are labeled by GABA in both birds and 
mammals, suggesting that common cell types may 
exist in a variety of species. 

Ultrastructural organization of GABAergic 
neurons 

At least three separate types of synaptic profile 
labeled by GABA can be identified in the supe- 
rior colliculus. The first of these is one type of 
presynaptic dendrite (PSD) commonly found in 
relationship to retinal terminals. Retinal termi- 
nals in the SGL of the rat, cat, tree shrew and 
monkey are organized in a fashion similar to 
those seen in the W layers of the dorsal lateral 
geniculate nucleus and in the ventral LGN (Mize 
and Horner, 1984; Mize et al., 1986). They have 
characteristic pale mitochondria, round synaptic 
vesicles and a scalloped shape, and they form 
synaptic islands which are similar to the synaptic 
glomeruli found in the LGN (Lund, 1969, 1972; 
Sterling, 1971; Behan, 1981; Mize, 1983a,b; Mize 
and Norton, 1985; Carter et al., 1989). Retinal 
terminals in SC contact both conventional den- 
drites and presynaptic dendrites (Fig. 5). The 
conventional dendrites are small, thin dendritic 
thorns, some of which arise from the distal den- 
drites of vertical fusiform neurons lying deeper 
within the SGL (Mize and Sterling, 1976). 

The presynaptic dendrites (PSDs) within the 
synaptic islands usually contain loose accumula- 
tions of pleomorphic synaptic vesicles which are 
scattered throughout the cytoplasm of the den- 
drite (Fig. 5). The vesicles are small and round or 
ovoid in shape but are rarely dramatically flat- 
tened. By definition, PSDs receive synaptic input 
from retinal or other vesicle containing terminals 
(Fig. 5A,B). PSDs also sometimes make postsy- 
naptic contacts with conventional dendrites in the 
same plane of section (Fig. 5A). 

The PSDs in the retinal synaptic islands are 
commonly labeled by GAD or GABA antibodies 
(Fig. 5B) (Houser et al., 1983; Mize, 1988; Pinard 
et al., 1990a; Mize et al., 1991a) and have been 
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Fig. 5.  Retinal terminals within the synaptic islands of the SGL of the Rhesus monkey SC. A. Two retinal terminals (rt) with pale 
mitochondria making synaptic contact with a presynaptic dendrite (psd) and a number of spine-like processes (s). Note that the psd 
contains pleomorphic synaptic vesicles. B. Retinal terminal (rt) making synaptic contact with two presynaptic dendrites (psd) 
labeled by anti-GABA and with an unlabeled spine (s). Scale bar = 0.5 pm. From Mize et al., 1991a. 
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shown to accumulate exogenous ['HIGABA in 
autoradiography experiments (Mize et al., 1981, 
1982). This type of PSD has been described in the 
SC of a variety of species (rat: Lund, 1969; ham- 
ster: Carter et al., 1989; cat: Sterling, 1971; mouse: 
Valderde, 1973; chimpanzee: Tigges and Tigges, 
1975; monkey: Lund, 1972). These PSDs are quite 
similar to the F2 presynaptic dendrites originally 
described by Guillery (1969) in the cat LGN (see 
Uhlrich and Cucchiaro, Chapter 9). We hypothe- 
size but have not proven that these PSDs arise 
from the spines of GABA-labeled granule C neu- 
rons which have vesicle containing somatic and 
dendritic spines (Mize et al., 1982). Many PSDs 
have a varicose spine-like appearance and they 
can sometimes be seen to extend from a parent 
dendrite (Fig. 6A,B). 

Another type of GABA-labeled PSD arises 
from horizontal cells. These PSDs are large cali- 
bre dendrites, often containing ribosomes, which 
have small, punctate accumulations of synaptic 
vesicles that are clustered near the synaptic den- 
sity (Fig. 6 0 .  In cat, these dendrites have been 
reconstructed back to their soma of origin in the 
upper SGL (Mize et al., 1982). Horizontal PSDs 
have also been identified in monkey (Mize et al., 
1991a). These dendrites are similar to a class of 
presynaptic dendrite recently identified in the 
lateral geniculate nucleus in the cat (Hamos et 
al., 1985; Montero, 1989) and tree shrew (Hold- 
efer et al., 1988). 

A third type of GABA immunoreactive profile 
in the upper SGL, called an F profile, is thought 
to be an axon terminal (Fig. 7A-C). These termi- 
nals have bulbous shapes, contain mostly flat- 
tened vesicles, and form symmetric synaptic con- 
tacts with other profiles, either dendrites or so- 
mata. They usually can be distinguished from 
PSDs because of their shape, their smaller size, 
and the more flattened morphology of their 
synaptic vesicles. In addition, the vesicles are 
often more densely packed than those in PSDs. F 
terminals are always presynaptic, never postsy- 
naptic (Fig. 7). We think they arise from a variety 
of sources, some extrinsic, others intrinsic (see 

below). They are never found within the center of 
a retinal island, although they are sometimes 
found at the edges of these islands. 

Some myelinated axons also exhibit GABA 
immunoreactivity. These axons are usually small 
calibre, thinly myelinated fibers, often.with dense 
reaction product coating the microtubules. Den- 
drites without synaptic vesicles also are some- 
times labeled by GABA antibodies (Fig. 6D). We 
do not know whether these profiles are PSDs cut 
transversely where no vesicles are present or are 
conventional dendrites from cell types which do 
not have presynaptic dendrites. 

Presynaptic dendrites labeled by GABA anti- 
bodies also are found in the intermediate gray 
layer of the cat and monkey SC. The organization 
is not unlike the retinal synaptic islands in the 
SGL, except that the PSDs are contacted by 
non-retinal axon terminals. Putative axon termi- 
nals labeled by GABA are also found within the 
intermediate gray layer where they are more var- 
ied in morphology than in the SGL. Many 
GABA-labeled axon terminals in the intermedi- 
ate gray layer are larger than those seen in the 
SGL, although they also contain dense accumula- 
tions of flattened synaptic vesicles and form sym- 
metric synaptic contacts (Fig. 7E). These profiles 
are often seen in synaptic contact with cell bodies 
and proximal dendrites as well as on smaller, 
more distal dendrites (Fig. 7E). By contrast, ax- 
ons in the SGL only contact dendrites, not so- 
mata. The possible sources of these putative la- 
beled axon terminals are discussed in the follow- 
ing section. 

GABA-labeled synaptic profiles are sometimes 
also found in contact with one another. In serial 
reconstructions of retinal synaptic islands in the 
Rhesus monkey SC we have shown that vesicle 
containing horizontal dendrites receive synaptic 
input from both axon terminals that contain flat- 
tened vesicles and also from other PSDs that 
contain pleomorphic synaptic vesicles (Fig. 8) 
(Mize et al., 1991a) This flattened vesicle upon 
flattened vesicle synaptic circuitry could be the 
structural basis of the GABAergic disinhibition 
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described by Okada (Chapter 12 and Arakawa 
and Okada, 1989). 

Extrinsic GABAeaic projections to the superior 
colliculus 

Superimposed upon the intrinsic GABA cell types 
are at least three well-defined GABAergic path- 
ways to the superior colliculus. These are the 
pathways from the substantia nigra (Araki et al., 
1984; Ficalora and Mize, 1989), the zona incerta 
(Araki et al., 1984; Ficalora and Mize, 1989) and 
the contralateral colliculus (Appell and Behan, 
1990). Appel and Behan (1990) recently have 
shown that neurons in a variety of other dien- 
cephalic and brainstem structures that are la- 
beled by GABA also send projections to the cat 
superior colliculus. These structures include the 
cuneiform nucleus, the subcuneiform area, the 
peri-parabigeminal area, the inferior colliculus, 
several nuclei of the lateral lemniscus, the perihy- 
poglossal nucleus and several nuclei of the pre- 
tectal complex. However, the physiological action 
of these putative GABAergic projection neurons 
are unknown and the presence of light antibody 
labeling in some of these neurons suggests that 
they may not all use GABA as a neurotransmit- 
ter. 

The SC pathway from the substantia nigra has 
long been thought to be inhibitory. Electrical or 
chemical stimulation of the SN inhibits neurons 
in the intermediate and deep gray layers of SC 
(Deniau et al., 1978; Chevalier et al., 1981a,b;). 
This inhibition can be reversibly blocked by bicu- 
culline (Chevalier et al., 1981b; Hikosaka and 
Wurtz, 1983d). The same SC neurons can be 
inhibited by iontophoretic application of GABA 
into the deep layers of SC (Chevalier et al., 
1981b). Recent evidence suggests that the SN 

pathway gates saccadic eye movements because 
SN cells tonically inhibit SC cells, an inhibition 
which is released just prior to saccades (Hikosaka 
and Wurtz, 1985a,b; reviewed further below and 
by Okada, Chapter 12). Biochemical studies also 
have shown that the SN pathway is GABAergic: 
electrolytic or kainic acid lesions of SN reduce 
biochemical levels of glutamic acid decarboxylase 
(GAD) in the deep layers of SC (Hattori et al., 
1973; Vincent et al., 1978; DiChiara et al., 1979). 

The inhibitory nature of the SN pathway is 
also supported by anatomical evidence. The hy- 
pertrophy of SN neurons that is induced by le- 
sions of the frontal cortex and striatum leads to a 
concomitant increase in GABA-labeled fiber 
density in the rat SC (Pearson et al., 1987). Axon 
terminals in the deep layers of SC that are an- 
terogradely labeled after injections into the SN of 
cats (Behan et al., 1987) and rats (Hattori et al., 
1973; Vincent et al., 1978) have typical inhibitory 
morphologies, including pleomorphic vesicles and 
symmetric synaptic contacts. Immunocytochemi- 
cal studies have shown that terminals with these 
characteristics are labeled by GAD or GABA in 
the deep layers of SC of cat (Mize, 1988) monkey 
(Mize et al., 1991a) and rat (Lu et al., 1985). 
These nigral synapses terminate primarily upon 
the distal dendrites of deep-layer efferent neu- 
rons (Lu et al., 1985; Behan et al., 1987), al- 
though some nigral terminals have also been 
shown to terminate directly upon the somata of 
tectospinal neurons. 

Originally, the substantia nigra pathway was 
shown to project principally to the dorsal inter- 
mediate gray layer of the caudolateral SC where 
it formed distinctive patches of label (Graybiel, 
1978; Illing and Graybiel, 1985). More recently, 
significant nigrotectal terminations have also been 
reported in other regions (Harting et al., 1988). 

Fig. 6. Morphologies of presynaptic dendrites in the superior colliculus labeled by anti-GABA. A. Spine-like or varicose psd with 
pleomorphic synaptic vesicles found in the SGL of the Rhesus monkey SC. Arrow indicates thin stalk. B. Spine with pleomorphic 
synaptic vesicles attached to a GABA-labeled dendrite in the SGL of the cat SC. C. Non-varicose PSD with a small cluster of 
synaptic vesicles (arrowhead) from the SGL of the Rhesus monkey SC. D. Conventional dendrite with arrays of labeled 
microtubules in the cat SC. Scale bar = 0.5 pm. A,C taken from Mize et al., 1991a; B,D taken from Mize, 1988. 
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Fig. 7. Putative axon terminals labeled by anti-GABA in the Rhesus monkey SC. A-D show the relatively dense accumulation of 
flattened synaptic vesicles typical of axon terminal-like F profiles labeled by anti-GABA. E illustrates labeled F profiles found 
below the SGL of the Rhesus monkey SC. Scale bar = 1 pm. Modified from Mize et al., 1991a. 
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Harting et al. (19881, for example, have shown 
three separate tiers of input to the intermediate 
gray layer of the SC. These tiers probably arise 
from distinct regions or subdivisions of the sub- 
stantia nigra complex. 

Consistent with the evidence for multiple ter- 
mination sites, the pathway from the substantia 
nigra has been shown to arise from both the pars 
reticulata and pars lateralis subdivisions in sev- 
eral species (May and Hall, 1986; Harting et al., 
1988; Ficalora and Mize, 1989). Evidence that the 
cells in the pars lateralis and pars reticulata differ 
in size and morphology (Ficalora and Mize, 1989) 
further supports the notion that there are sepa- 
rate projections from the two subdivisions. Neu- 
rons in the pars lateralis are larger neurons with 
spindle shaped cell bodies and multipolar or 
bipolar dendrites while pars reticulata neurons 
are slightly smaller and have somewhat rounder 
cell bodies (Fig. 9). The significance of these 
differences in morphology is unknown. 

Cells in both the pars reticulata and pars later- 
alis subdivisions are labeled by antibodies to 
GABA (Fig. 9) (Ficalora and Mize, 1989), 
GABA-T (Nagai et al., 1983) and GAD (Oertel 
et al., 1982). Earlier reports (Ottersen and 
Storm-Mathisen, 1984; Beckstead and Kersey, 
1985) which failed to find significant labeling in 
SN to antibodies directed against GAD were 
apparently due to the low concentrations of the 
synthesizing enzyme in the somas of long projec- 
tion neurons such as those in the substantia ni- 
gra. 

The projection from the zona incerta (ZI) is a 
second major source of GABAergic input to the 
superior colliculus. This input arises primarily 
from neurons in the ventral ZI (Fig. 9) (Ficalora 
and Mize, 1989) which project both to the inter- 
mediate and deep gray layers (Ricardo, 1981; 
Rieck et al., 1986). Virtually all of these cells are 
labeled by GABA, GABA-T and GAD (Oertel et 
al., 1982; Araki et al., 1985; Ficalora and Mize, 
1989). The function of this pathway is unknown, 
but its distribution appears to only partially over- 
lap that of the substantia nigra. The morphology 

of these neurons also differs from those in SN. 
Many neurons in ZI are smaller than those in SN 
and many GABA-labeled ZI neurons have a hori- 
zontal fusiform shape with dendrites extending 
mostly in a horizontal plane (Fig. 9). 

The commissural projection from the opposite 
superior colliculus also apparently arises from 
neurons labeled by GABA antibodies (Appell 
and Behan, 1990). The cells of this pathway are 
located primarily within the intermediate gray 
layer of the rostral superior colliculus and termi- 
nate mainly within the intermediate gray layer in 
cat (Edwards, 1977; Edwards et al., 1979) and 
golden hamster (Fish et al., 1982) 

These commissural cells were originally 
thought to mediate the Sprague effect. Behav- 
iorally, cats receiving unilateral lesions of visual 
cortex show a profound neglect of the visual field 
contralateral to the lesion. This contralateral 
hemianopsia is ameliorated by lesioning the SC 
opposite the cortical lesion or by transecting the 
colliculus commissure (Sprague and Meikle, 1965; 
Sprague, 1966a,b). It was proposed that this re- 
covery occurred because the commissural path- 
way was inhibiting the colliculus ipsilateral to the 
cortical lesion (Sprague, 1966b). However, recent 
evidence suggests that the effect is mediated by a 
pathway that originates in the substantia nigra. 
Neither transections of the rostral SC commis- 
sure, which cut all axons of tectotectal cells, nor 
ibotenic acid lesions of SC, which destroy tecto- 
tectal cells but spare fibers of passage, produce 
the expected recovery. Only transections of the 
caudal commissure ameliorate the effect (Wal- 
lace et al., 1989). Small ibotenic lesions of the 
lateral caudal portion of the pars reticulata ap- 
pear to involve the critical site for the behavioral 
recovery, although the pathway mediating the 
effect is probably multisynaptic because SNR cells 
in this zone contribute few fibers to the caudal 
commissure (Wallace et al., 1990). 

This behavioral phenomenon is consistent with 
the known tonic inhibition of tectal neurons pro- 
duced by stimulation of the substantia nigra in 
monkey (Wurtz and Hikosaka, 1986) and cat 
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(Boussaoud and Joseph, 1985; Joseph and Bous- 
saoud, 1985). The nigrotectal pathway plays an 
especially important role in the control of sac- 
cadic eye movements (see also Okada, Chapter 
12). Cells in the substantia nigra pars reticulata of 
the monkey decrease their activity at the onset of 
a visual stimulus and increase their activity at the 
offset of that stimulus when fixated (Hikosaka 
and Wurtz, 1983a,b). The response of these cells 
is also decreased just prior to saccadic eye move- 
ments (Hikosaka and Wurtz, 1983a,b,c). These 
cells therefore appear to signal the initiation or 
termination of visually guided eye movements. 
Many of these cells can be antidromically acti- 
vated from SC (Hikosaka and Wurtz, 1983~). In 
addition, a decrease in the discharge rate of SN 
cells is correlated with an increase in the dis- 
charge rate of SC cells which suggests that the 
two are linked synaptically (Hikosaka and Wurtz, 
1983~). 

Iontophoretic experiments show that this link- 
age is mediated by GABA. When injected into 
the substantia nigra pars reticulata, muscimol, a 
GABA agonist, facilitates saccades, while bicu- 
culline, a GABA antagonist, inhibits saccades 
(Hikosaka and Wurtz, 1985b). In the SC the 
effect is reversed. Saccade related responses in 
SC cells as well as saccadic eye movements them- 
selves are suppressed by muscimol and facilitated 
by bicuculline (Hikosaka ’ and Wurtz, 1983d, 
1985a). Based on this evidence, Hikosaka and 
Wurtz have proposed that the substantia nigra 
pars reticulata tonically inhibits saccade related 
cells in the superior colliculus via the neurotrans- 
mitter GABA. SC cells are released from this 
inhibition just prior to saccadic eye movements 
(Hikosaka and Wurtz, 1985b). More recent evi- 
dence from Hikosaka’s laboratory (Hikosaka et 

al., 1989) has shown that the pathway controlling 
saccadic eye movements also involves the caudate 
nucleus. 

GABA receptor distribution in the superior 
colliculus 

Two basic types of GABA receptor have been 
identified: GABAA and GABAB receptors. Sev- 
eral subtypes of each receptor are now recog- 
nized (see Brecha, Chapter 1, and Slaughter and 
Pan, Chapter 3, for details). These subtypes vary 
in their affinity to various agonists and antago- 
nists, in their dissociation constants, in their 
membrane channel properties and in their distri- 
bution within the CNS. The specificity of various 
ligands to the GABA receptor subtypes is a 
rapidly evolving area of neuropharmacology (Bu- 
reau and Olsen, 1990; Mohler et al., 1990). In 
general, the high affinity GABAA receptor is 
thought to bind [3H]muscimol, and to be bicu- 
culline sensitive and baclofen insensitive. A low 
affinity GABAA receptor thought to be part of 
the benzodiazepine receptor, chloride channel 
complex may selectively bind [ 3H]flunitrazepan. 
The GABA, receptor is activated by baclofen 
but is insensitive to bicuculline (Hill and Bowery, 
1981). Other selective radiolabeled agonists and 
antagonists (phaclofen, saclofen) are also avail- 
able to this receptor. 

The binding of these agonists/antagonists in 
the superior colliculus has principally been stud- 
ied in rat. Biochemically, [ 3H]muscimol binds with 
high affinity in the rat superior colliculus with a 
B,,, about one-third that of visual cortex 
(Schliebs and Rothe, 1988). Receptor localization 
studies have shown that [ 3H]muscimol binds with 
intermediate density to the superficial gray layer 

Fig. 8. Computer reconstructions of a retinal synaptic island within the SGL of the Rhesus monkey SC. A. Profiles in the island 
include two retinal terminal boutons (rt, red), two spine-like conventional dendrites (s, blue), a PSD containing synaptic vesicles 
(psd. green), a horizonal PSD (h, purple), a putative axon terminal with flattened vesicles (f, yellow), and a large unidentified axon 
terminal (at, white). B. Reconstruction rotated approximately 90 O from A. Arrows indicate synaptic contacts. The green varicose 
PSD and the yellow F profile both synapse on the purple horizontal PSD. These synaptic relationships represent a possible 
structural basis for GABA-mediated disinhibition. 



234 



235 

of the rat SC and with low density to the deep 
layers (Palacios et al., 1981). In cat, [3H]muscimol 
binds most intensely to the zonal and superficial 
gray layers, but lower levels of binding are also 
seen in the deeper layers (Skangiel-Kramska et 
al., 1986). In vivo injection of [3H]muscimol also 
results in dense neuropil labeling within the up- 
per superficial gray with scattered grains found 
deeper (Mize and White, 1989). Cells throughout 
SC also accumulate muscimol in vivo, presumably 
due to a high affinity uptake of this agonist in 
GABAergic neurons (Mize and White, 1989). 

GABAA sites identified by [ 3H]GAE3A binding 
after blocking GABA, sites with baclofen are 
most densely concentrated in the superficial lay- 
ers, although they are also moderately distributed 
in the deep layers (Bowery et al., 1987). It also 
recently has been shown that the superficial lay- 
ers of rat SC are labeled by an antibody to the & 
and g3 subunits of the putative GABAA benzodi- 
azepine-receptor complex (Richards et al., 1987; 
Pinard et al., 1990b), a general pattern similar to 
that seen with [ 3H]muscimol. Ultrastructurally, 
the label is found within the cytoplasm and along 
the post-synaptic membranes of dendrites. Some- 
times this label is opposite presynaptic terminals 
which contain pleomorphic vesicles, but this is 
not always the case (Pinard et. at, 1990b). 

Benzodiazepine receptors also have been iden- 
tified in SC using the ligand [3Hlflunitrazepam, 
the antagonist [ 3H]clonazepam, the antagonist 
Ro-15-1788 and the specific partial reverse ago- 
nist Ro-15-4513 (see Richards et al., 1987, and 
Pinard et al., 1988). Specific binding of L3H]- 
flunitrazepam in rat SC, measured biochemically, 
is of high affinity and of similar density to that of 
visual cortex and about 3.5 times higher than in 
LGN (Rothe et al., 1985). In receptor autoradio- 
grams, [ 3H]flunitrazepam is most densely bound 

to the superficial gray layer (Young and Kuhar, 
1979; Young et al., 1981). The benzodiazepine 
agonist Ro-15-4513 also binds with high affinity 
to a single population of benzodiazepine recep- 
tors in rat SC (B,,, 650 fmol/mg dry weight.) 
Ultrastructurally, autoradiographic grains have 
been found primarily over varicose dendrites ahd 
at axo-dendritic appositions. Some labeling oc- 
curs at non-synaptic sites (Pinard et al., 1988). 

GABA, receptors have been localized using 
either [3H]baclofen (Gehlert et al., 1985) or 
L3H]GABA after blocking GABA, receptors with 
isoguavacine (Bowery et al., 1984). The distribu- 
tion of GABAB receptors is denser than that of 
GABAA receptors in rat SC (Bowery et al., 1984). 
GABAB receptor labeling also appears to be far 
more selective to the superficial layers, although 
light labeling is also seen deeper (Bowery et al., 
1987; Gehlert et al., 1985). These results suggest 
differences in the distributions of the two basic 
GABA receptor types, although the detailed dif- 
ferences in distribution have not yet been worked 
out. 

In our laboratory, (Mize and Butler, 1991) we 
have used an antibody selective to the p2 and p3 
subunits of the GABA, receptor complex (De- 
Blas et al., 1988; Vitorica et al., 1988, 1990) to 
localize these’ receptor sites in the cat superior 
colliculus. Reaction product was found dis- 
tributed through the zonal and superficial gray 
layers and throughout the deeper layers. Some 
neurons contained a halo of reaction product on 
their outer membrane surfaces. These cells in- 
cluded the very large predorsal bundle cells in 
the intermediate gray layer which are known to 
receive GABAergic terminal input (see above). 
At the ultrastructural level, label was found along 
the membrane surfaces of both cell bodies and 
dendrites. This label was most often found at 

Fig. 9. GABA-antibody labeling in the thalamic reiicular nucleus (RTN), the zona incerta (ZI) and the substantia nigra of the cat. 
(a) illustrates the distribution of GABA-labeled neurons at five rostro-cuadal levels through the thalamus and midbrain. (b,c) show 
the labeled cells at higher magnification. SNR, substantia nigra, pars reticulata; SNL, substantia nigra, pars lateralis; PP, pes 
pedunculi. Scale bars: a = 500 pm; b,c = 100 pm. 
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Fig. 10. Localization of the p2 and p3 subunits of the GABA, receptor in the cat SC. The label is distributed along membrane 
surfaces at sites of synaptic apposition. The presynaptic terminals at these sites contain pleomorphic or flattened vesicles (arrows, 
A,B,C,D,E) or round synaptic vesicles (asterisk, D). Label was also found at non-synaptic sites (arrowheads) and, rarely, coating the 
membranes of presynaptic profiles (arrow, 6). Scale bar = 0.5 Fm. 
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synaptic sites between axon terminals and den- 
drites (Fig. 10). Usually, the synaptic vesicles that 
were presynaptic to labeled membranes were 
pleomorphic and included small round, ovoid and 
flattened shapes (Fig. 10A-E). However, label 
could also be found adjacent to presynaptic ter- 
minals containing only round synaptic vesicles 
(Fig. 10D) and on membranes at non-synaptic 
sites (Fig. 10C,D). Rarely, membrane associated 
label was also found coating presynaptic vesicle- 
containing profiles (Fig. 10B). These results sug- 
gest that the GABAA receptor p2 and p3 sub- 
units are often postsynaptic in location and asso- 
ciated with pleomorphic vesicle containing pro- 
files which have been shown to be labeled by 
GABA antibodies (see above). However, it is 
clear that the GABAA receptor subunits can also 
be found at non-synaptic sites and can even be 
internalized in the cytoplasm of GABA receptive 
neurons (see Brecha, Chapter 1, for a further 
discussion). 
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Colocalization of GABA with other chemical 
substances 

Specific subclasses of GABA neuron have been 
distinguished by various molecular probes. In the 
visual cortex, for example, antibodies to cell sur- 
face molecules have been shown to label subpop- 
ulations of GABA neuron (Naegele and Bamsta- 
ble, 1989; Barnstable et al., Chapter 23). GABA 
cell classes in visual cortex also have been distin- 
guished by the peptides which they colocalize 
(Somogyi et al., 1984; Demeulemeester et al., 
1988). Several calcium binding proteins have also 
been shown to distinguish different types of 
GABA neuron in visual cortex (Hendry and 
Carder, Chapter 22). The colocalization of GABA 
with peptides and calcium binding proteins is of 
particular interest because these other substances 
may reflect differences in the function of these 
GABA neurons. 

Several peptides are present in neurons of the 
mammalian superior colliculus. The pentapep- 
tides leucine and methionine enkephalin (ENK) 
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Fig. 11. Schematic diagram of the distribution of cells in the 
cat superior colliculus labeled by various antibodies. SC layers 
are shown to the left, the distribution of retinal and cortical 
terminals on the right. The density of labeled cells is indicated 
by the number of circles. GABA, gamma-aminobutyric acid; 
Leu Enk, leucine enkephalin; CABP, calbindin; PARV, par- 
valbumin. See text for details. 

have been identified in the mammalian superior 
colliculus using biochemical, opiate receptor 
binding and immunocytochemistry techniques. 
Moderate levels of these peptides have been 
measured biochemically in rat (Palkovits and 
Brownstein, 1985). Binding to enkephalin-like re- 
ceptors is especially dense within the superficial 
layers of this species (Pert et al., 1976; Atweh and 
Kuhar, 1977; Herkenham and Pert, 1980). Neu- 
rons labeled by antibodies to the enkephalins also 
are distributed most densely within the superfi- 
cial layers of the rat SC (Watson et al., 1977; 
Khachaturian et al., 1983; Petrusz et al., 1985). In 
the cat, ENK immunoreactive cell bodies are 
confined largely to a thin band within the upper 
superficial gray layer (Graybiel et al., 1984; Mize, 
1989; Berson et al., 1991). A dense band of im- 
munoreactive fibers is also found in this same 
region of the cat SC (Fig. 11). 
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As this band overlaps the dense distribution of 
GABA immunoreactive neurons in the SGL, we 
determined whether the two substances are co- 
localized in the same neurons (Mize, 1989). 
ENK-labeled neurons in the cat SC were virtually 
all small neurons and had morphologies similar 
to GABA immunolabeled neurons, including hor- 
izontal and pyriform shapes. Electron microscope 
studies showed that the ENK antiserum labeled 
presynaptic dendrites whose ultrastructure was 
indistinguishable from that of GABA containing 
presynaptic dendrites. The distribution, size, mor- 
phology and ultrastructural features suggested to 
us that many if not all enkephalin immunoreac- 
tive neurons must therefore contain GABA (Mize, 
1989). However, two-chromagen double labeling 
experiments revealed that only about one-fifth 
(18%) of ENK-labeled neurons were also labeled 
by GABA (Mize, 1989). These transmitter spe- 
cific neurons therefore must be for the most part 
separate populations of neurons, although they 
are virtually indistinguishable in size and mor- 
phology. An alternative possibility is that the lev- 
els of the two substances vary and that only one 
substance is expressed in high concentration at 
any given time within a single cell. 

The thin band of ENK immunoreactivity in 
fibers in the upper SGL also appears to arise 
from intrinsic sources. Some of these fibers prob- 
ably also contain GABA. Some axon terminals 
with pleomorphic synaptic vesicles similar to F 
profiles are labeled by ENK antibodies (Mize, 
1989). Ibotenic acid/N-methyl-D-aspartate chem- 
ical lesions practically eliminate ENK fiber label- 
ing in the upper SGL, presumably by destroying 
the intrinsic ENK-labeled neurons in this region 
of SC (Berson et al., 1991). 

ENK-labeled fibers that are found in patches 
within the dorsal intermediate gray layer proba- 
bly also colocalize GABA (Graybiel et al., 1984; 
Mize, 1989; Berson et al., 1991). The origin of 
these fibers is unknown, but unlike the superficial 
fiber band, the IGL fibers survive excitotoxin 
lesions (Berson et al., 19911, suggesting they are 
of extrinsic origin. One likely source is the sub- 

stantia nigra pars reticulata. The ENK fibers 
match the periodicity and dorsoventral distribu- 
tion of the SN pathway (Graybiel, 1978; Graybiel 
et al., 1984). Some cells in the SN pars reticulata 
of the cat are also ENK immunoreactive (Beck- 
stead and Kersey, 1985). As the pathway from SN 
to SC is GABAergic (see above), it seems likely 
that this pathway colocalizes enkephalin. 

Other peptides also co-occur with GABA in 
the CNS. For example, GAD has been shown to 
co-exist with somatostatin (SRIF), cholecysto- 
kinin (CCK) and corticotropin-releasing factor 
(CRF) in the cat visual cortex (Demeulemeester 
et al., 1988). Some of these peptides are also 
found in the superior colliculus. Somatostatin is 
found in some cells in the SC of both rat (Laemle 
and Feldman, 1985) and cat (Spangler and Mor- 
ley, 1987). However, these cells are unlikely to be 
GABAergic. Somatostatin positive neurons in the 
cat SC are preferentially distributed within the 
deep SGL and within patches in the intermediate 
gray layer (Spangler and Morley, 1987). This dis- 
tribution does not match that of GABA neurons 
in the cat SC. Their morphology also differs, as 
many somatostatin positive cells are reported to 
have a vertical fusiform morphology (Spangler 
and Morley, 1987). Substance P is also unlikely to 
co-occur with GABA in the cat SC because SP- 
labeled neurons are mostly medium to large cells, 
including the very large predorsal bundle neurons 
found in the intermediate gray layer (Mize, un- 
published observations). Neurons of this size 
range are not labeled by GABA. In our labora- 
tory, we have been unable to label any neurons in 
the cat SC using antibodies to vasoactive intesti- 
nal polypeptide (VIP), neuropeptide Y, or chole- 
cystokinin (unpublished observations). In general, 
the co-existence of peptides and GABA seems 
far less prevalent in SC than in visual cortex 

The calcium binding proteins parvalbumin and 
calbindin also commonly co-exist with GABA in 
many parts of the nervous system (Celio, 1986, 
19901, including the visual cortex and lateral 
geniculate nucleus (Hendry and Carder, Chapter 
22; Stichel et al., 1987, 1988; Demeulemeester et 
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al., 1989; DeFelipe et al., 1989; Hendry et aI., 
1989). In cat visual cortex, separate classes of 
GABA neuron can be distinguished by their dif- 
ferential labeling by parvalbumin vs. calbindin 
(Hendry and Carder, Chapter 22). The laminar 
distribution of these cell types differs as well. The 
distribution of calbindin and parvalbumin in the 
superior colliculus also differs, but unlike visual 
cortex, co-localization with GABA occurs only in 
a small subpopulation of calbindin neurons and 
apparently not in any parvalbumin neurons. 

Calbindin is distributed in three separate neu- 
ronal tiers within both the cat and monkey SC, 
one within the upper SGL, one that straddles the 
optic and intermediate gray layers, and one within 
the deep gray layer (Mize et al., 1991b; Luo and 
Mize, 1991) (Fig. 11). Although the cells vary in 
distribution, most are small neurons. By retro- 
gradely filling neurons with HRP injected into 
both the ascending and descending projection 
targets of cat SC, we have shown that all but a 
few calbindin neurons are interneurons. The only 
projection neurons containing calbindin were a 
small group of cells that projected to the lateral 
geniculate nucleus. Many of these cells had mor- 
phologies roughly identical to those of GABA 
neurons, including distinctive horizontal, pyri- 
form and stellate shapes (Mize et al., 1991b). 

Despite the similarity in morphologies, 
double-labeling studies using two chromagens re- 
vealed very little co-localization of calbindin and 
GABA. Within the superficial dense band, only 
about 8% of calbindin neurons were also labeled 
by GABA (Mize et al., 1991b). This percentage 
must be treated as a rough estimate due to tech- 

. nical limitations of the double labeling procedure 
(suppression of one antibody by the other, incom- 
plete penetration). However, GABA and cal- 
bindin neurons each represent about 40% of the 
total population of cells in the SGL which also 
suggests that they are separate cell populations. 
We believe the small interneurons in SC must 
represent a variety of chemically heterogeneous 
cell types, although there are only a few morpho- 
logically distinctive cell types. 

In SC, parvalbumin labels a very different cell 
population (Mize et al., 1991~). Parvalbumin im- 
munoreactive neurons are confined largely to the 
deep superficial gray and upper optic layers where 
they form a single dense band that fits between 
the two upper tiers of calbindin neurons (Fig. 11). 
The parvalbumin neurons also differ in that they 
are mostly larger neurons and many project to 
ascending and descending targets of SC (Mize et 
al., 1991~). This population differs from GABA 
immunoreactive neurons in distribution, cell size, 
morphology and cell type (projection vs. interneu- 
ron). These differences make it virtually impossi- 
ble for parvalbumin and GABA to be colocalized 
in the cat SC. In summary, we find little evidence 
that the calicum binding proteins co-occur with 
GABA in the cat superior colliculus and neither 
calbindin nor parvalbumin distinguish separate 
classes of GABAergic neuron. 

Monocular deprivation and GABA content in the 
superior colliculus 

There is increasing evidence that the content of 
GABA in individual neurons can be altered by 
visual deprivation in adult mammals. In monkey 
area 17, for example, short-term (2-11 weeks) 
enucleation, lid suture, or intravitreal injection of 
tetrodotoxin produce a significant reduction in 
the numbers of GABA or GAD immunoreactive 
neurons in the ocular dominance columns related 
to the deprived eye (Hendry and Jones, 1986; 
Hendry and Carder, Chapter 22). Reduction in 
GABA immunoreactive neurons also has been 
found in the affected laminae of the cat lateral 
geniculate nucleus (Luo et al., 1991). Calbindin 
and parvalbumin immunoreactivities are also af- 
fected by deprivation in the adult monkey visual 
cortex (Hendry and Carder, Chapter 22) and LGN 
(Luo et al., 1990; Tigges and Tigges, 1991). 

Despite these dramatic effects in the geniculo- 
cortical system, monocular deprivation apparently 
has no effect in the adult monkey superior col- 
liculus. To date, we have examined 10 monkeys, 
some with unilateral occlusion from birth, others 
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with one eye removed 2 weeks to 6 years prior to 
sacrifice, and others with both long-term occlu- 
sion and short-term enucleation. Qualitatively, 
there were no obvious differences in GABA im- 
munoreactivity in either cells or neuropil on the 
side opposite the removed and/or deprived eye. 
Neurons in the upper superficial gray were well- 
labeled by GABA on both sides, and there was 
no consistent reduction in the number of these 
neurons. In addition, no obvious reduction in 
calbindin labeling on the affected side was found. 

To test this quantitatively, we measured the 
staining intensity of both the full field and indi- 
vidual cells within the upper superficial gray layer 
using an image analyzer (Luo and Mize, 1991). 
Field measures of optical density in the zonal and 
upper SGL revealed only very small differences 
between the contralateral and ipsilateral sides in 
GABA antibody labeling (Fig. 12). Measurements 
of the optical density and average diameter of 
individual labeled neurons also failed to show any 
large differences between the two SC (Fig. 12). 
There is thus no evidence that GABA content is 
consistently altered by short or long term depriva- 
tion in the adult monkey, a result strikingly dif- 
ferent from that seen in the visual cortex and 

1.1, I 
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AVERAGE OPTICAL NUMBER FIELD 
DIAMETER DENSITY NEURONS DENSITY 

Fig. 12. Effects of monocular deprivation on anti-GABA 
immunoreactivity in the Rhesus monkey SC. Histogram illus- 
trates the percent decrease in the average diameter, optical 
density, number of neurons and field density on the side 
ipsilateral to the occlusion/enucleation (bars on left) vs. the 
side contralateral to those procedures (bars on right). Data 
are summed from two animals that sustained combined long 
term monocular occlusions and short-term enucleations of the 
same eye. 

lateral geniculate nucleus, The significance of this 
difference is discussed below (Functional Consid- 
erations). 

Functional considerations 

Does GABA play a role in directional selectivity in 
SC? 

In visual cortex, directional selectivity is gener- 
ated at least in part by GABA mediated inhibi- 
tion (see Sillito, Chapter 17, and Eysel, Chapter 
19). Many cells in the superior colliculus of cat 
and some other species are directionally selective 
(Sterling and Wickelgren, 1969; Rosenquist and 
Palmer, 1971; Stein and Arigbede, 1972; Rhoades 
and Chalupa, 1978) and this mechanism could 
involve intrinsic GABAergic neurons. However, 
there are three reasons why GABA inhibition is 
probably not involved in directional selectivity in 
the mammalian superior colliculus. First, direc- 
tional selectivity is primarily conveyed to the SC 
from extrinsic sources. In cat and hamster, this 
source is thought to be the visual cortex because 
corticotectal cells have directionally selective 
properties like those in SC (Palmer and Rosen- 
quist, 1974) and lesions or inactivation of visual 
cortex reduce or eliminate directionally selective 
responses in SC (Wickelgren and Sterling, 1969; 
Rosenquist and Palmer, 1971; Mize and Murphy, 
1976; Rhoades and Chalupa, 1978). In other 
species, such as rabbit, directional selectivity is 
probably generated in the retina itself. 

Secondly, the same types of GABA synaptic 
circuits are found both in species that do and 
species that do not have directionally selective 
neurons in SC. In cat, over two thirds of neurons ' 

have directionally biased receptive fields (see ref- 
erences above). By contrast, very few directionally 
selective neurons are found in the superior col- 
liculus of the Rhesus monkey (Cynader and 
Berman, 1972; Schiller et al., 1974; Updyke, 1974; 
Marrocco and Li, 1977). Nevertheless, GABA 
cells in both species have a similar distribution 
and morphology. The same GABA synaptic pro- 
files are present in both monkey and cat (Mize, 
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1988; Mize et al., 1991a). Thus, intrinsic GABA 
circuitry in SC is unlikely to be involved in gener- 
ating directionally selective receptive fields, 

Third, some physiological studies have shown 
that the neurons in SC which display IPSPs are 
not directionally selective. In rabbit SC, Taka- 
hashi and Ogawa (1978) report that only narrow 
field vertical fusiform neurons have prolonged 
secondary IPSPs (however, cf. Grantyn et al., 
1984). The receptive fields of narrow field vertical 
fusiform neurons respond vigorously to stationary 
lights but are rarely if ever directionally selective 
in either hamster (Mooney et al., 1985) or tree 
shrew (Irvin et al., 1983). In addition, some verti- 
cal fusiform cells within the upper SGL of rat 
SC are insensitive to iontophoretically applied 
GABA, although other narrow field vertical cells 
are responsive (Kayama et al., 1980). Stellate 
neurons, most of which are directionally selective 
in hamster (Mooney et al., 1983, do not generate 
IPSPs in rabbit (Takahashi and Ogawa, 1978) and 
may or may not be sensitive to iontophoretically 
applied GABA in rat (Kayama et al., 1980). Thus, 
neither the presence of IPSPs nor sensitivity to 
GABA is correlated with whether an SC neuron 
is or is not directionally selective. Although no 
study has carefully examined the effect of GABA 
or its analogues on directionally selective re- 
sponses in the mammalian SC, there is little 
evidence to suggest that GABA is related to this 
receptive field property in the mammalian supe- 
rior colliculus. 

What is the role of GABA in SC? 
What role or roles GABA does play in the super- 
ficial layers of the superior colliculus is unknown. 
The horizontal cell is well-suited by virtue of its 
dendritic spread to mediate lateral inhibition at 
some distance across the collicular surface. Con- 
sistent with this idea, Rizzolatti et al. (1974) have 
reported a form of remote inhibition in the cat 
superior colliculus in which stimuli can inhibit 
neurons whose receptive fields are several mm 
away from the location of the stimulus. As the 
horizontal cell dendrites are large, smooth pro- 

files, one can assume that the action of these 
presynaptic dendrites may be like that of relay 
cell dendrites in the LGN where current spread 
passes down the dendrite without significant at- 
tenuation (Bloomfield and Sherman, 1989; 
Uhlrich and Cucchiaro, Chapter 9). In this case, 
synaptic input would probably influence the 
synaptic output sites at extended distances from 
the site of input. Horizontal cell dendrites proba- 
bly are like the F3 dendritic profiles in LGN 
which have been hypothesized to mediate inter- 
ocular inhibition across laminar borders (Ahlsen 
et al., 1985; Holdefer et al., 1988). 

The GABA containing pyriform and stellate 
neurons in SC may have a very different action. 
According to GoIgi studies, many small pyriform 
and stellate neurons in the SGL of cat have 
locally ramifying axons (Sterling, 1971; Langer, 
1976). As the morphology of these neurons is 
similar to that of the GABAergic pyriform and 
stellate neurons, it is likely that these cells also 
have axons with short collaterals. These types of 
cell might mediate spatially localized forms of 
inhibition, such as the secondary response inhibi- 
tion described by Mcllwain and Fields (1971) in 
which there is a pronounced secondary response 
depression following initial excitation. 

Vesicle-containing spines and/or varicose 
PSDs may act via a third mechanism. We believe, 
although we have not yet proven, that these pro- 
files serve feed forward inhibition in SC analo- 
gous to the F2 profiles found in the lateral genic- 
da t e  nucleus (Guillery, 1969; Famiglieti and Pe- 
ters, 1971; Fitzpatrick et al., 1984; Montero, 1986; 
Uhlrich and Cucchiaro, Chapter 9). The PSDs 
found in the retinal synaptic islands of SC have 
many similarities to the F2 profiles in the retinal 
glomerulus of the LGN. Both are intermediate 
elements with a retinal terminal presynaptic and 
a conventional relay cell dendrite postsynaptic to 
the PSD. Both have sparse accumulations of 
pleomorphic vesicles spread throughout the pro- 
file. Both form symmetric synaptic contacts. Both 
participate in synaptic triads. The synaptic cir- 
cuitry is thus identical. F2 profiles provide feed 



242 

forward inhibition to relay cells. Bloomfield and 
Sherman (1989) have modeled the cable proper- 
ties of the dendrites giving rise to F2 profiles in 
LGN and have shown that they conduct current 
flow poorly and thus probably mediate localized 
inhibition. In the superior colliculus, it is not 
known how this synaptic circuitry influences the 
postsynaptic relay cells, but it is reasonable to 
hypothesize that the action would be like that 
found in the LGN. 

Why is GABA in SC unaffected by environmental 
alterations? 
As adult enucleation produces significant alter- 
ations in GABA content in both the LGN and 
visual cortex, it is surprising that there is no effect 
of enucleation or occlusion in the monkey supe- 
rior colliculus. There are two likely reasons for 
this. First, the GABA system in SC is probably 
phylogenetically old because many of the same 
GABA containing cell types and synaptic compo- 
nents have been described in a variety of species, 
including pigeons (Hunt and Kunzle, 1976). Evo- 
lutionarily conserved systems are often less 
amenable to alteration by environmental manipu- 
lations. Secondly, the enucleation effects on 
GABA in LGN and visual cortex occur primarily 
in regions where input from the two eyes is 
strictly segregated. By contrast, the contralateral 
and ipsilateral retinal input to the monkey SC 
overlaps (Hubel et al., 1975) and probably termi- 
nates on the same cells. It seems likely in these 
cases that the activity of the remaining eye input 
would maintain the chemical environment of the 
postsynaptic cell in SC. This does not occur in the 
LGN or visual cortex, because these cells receive 
input primarily from one eye only. 

Summary 

GABA is an important inhibitory neurotransmit- 
ter in the mammalian superior colliculus. As in 
the lateral geniculate nucleus, GABA immunore- 
active neurons in SC are almost all small and are 
distributed throughout the structure in all mam- 
malian species studied to date. Unlike the LGN, 

GABA-labeled neurons in SC have a variety of 
morphologies. These cells have been best charac- 
terized in cat, where horizontal and two granule 
cell morphologies have been identified. Horizon- 
tal cells give rise to one class of presynaptic 
dendrite while granule C cells give rise to another 
class of spine-like presynaptic dendrite. Granule 
A cells may be the origin of some GABAergic 
axon terminals. GABA containing synaptic pro- 
files form serial synapses, providing a possible 
substrate for disinhibition. 

The distribution of GABA, and GABA, re- 
ceptor subtypes appears similar to that of GABA 
neurons, with the densest distribution found 
within the superficial gray layer. However, anti- 
body immunocytochemistry of the & and & sub- 
units of the GABA, receptor reveals that it is 
located at both synaptic and non-synaptic sites, 
and may be associated with membrane adjacent 
to terminals with either flattened or round vesi- 
cles. 

A few GABA containing neurons in SC co- 
localize the pentapeptide leucine enkephalin or 
the calcium binding protein calbindin. However, 
none appear to co-localize parvalbumin, a situa- 
tion different from GABA containing interneu- 
rons in the LGN and visual cortex. The diversity 
of GABA neurons in SC rivals that found in 
visual cortex, although unlike visual cortex, the 
pattern of co-occurrence does not distinguish 
GABA cell types in SC. The superior colliculus 
also differs from both LGN and visual cortex in 
that GABA and calbindin immunoreactivity is 
not altered by either long-term occlusion and/or 
short-term enucleation in adult Rhesus monkeys. 
No consistent differences have been found in the 
optical density of GABA labeling in either cells 
or neuropil. 

To conclude, GABA neurons in the superior 
colliculus share some properties like those in 
LGN and others like those in visual cortex. In 
other properties, they differ from GABA neurons 
in both the LGN and visual cortex. The GABA 
systems in the superior colliculus are similar in all 
mammalian species studied, suggesting that they 
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are phylogenetically conserved systems which are 
not amenable to plastic alterations, a situation 
different to that in the geniculostriate system. 
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The distribution and function of gamma-aminobutyric 
acid ( GABA) in the superior colliculus 
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Introduction 

The superior colliculus (SC) plays an important 
role in the integration of visual, auditory and 
sensory-motor information, especially in relation 
to eye movements. GABA must be involved in 
the integrative action of the SC because the SC 
contains many GABAergic neurons and concen- 
trations of GABA and GAD in the superficial 
grey layer (SGL) are the highest in the CNS. 
Here we report the fine distribution of GABA 
and GAD in the SC of different species and the 
dose-dependent excitatory and inhibitory biphasic 
action of GABA on neurotransmission in SGL of 
SC slices. GABA in the SC controls eye move- 
ments, especially saccades, and further regulates 
the activity of collicular neurons which suppresses 
the propagation of seizures. Long-term potentia- 
tion can be elicited in the SGL after tetanic 
stimulation applied to the optic nerve. It is ar- 
gued that GABA may be involved in modulating 
the formation of LTP in SGL. This chapter re- 
views the evidence for these functional effects of 
GABA in the mammalian SC. 

Fine distribution of GABA and localization of 
GABA-sensitive neurons in the superior 
colliculus 

Gamma-aminobutyric acid (GABA) is widely dis- 
tributed in the nervous system of vertebrates and 

invertebrates. As regards the regional distribution 
of GABA in the central nervous system (CNS), 
the superior colliculus (SC) contains a high 
amount of GABA (Okada et al., 1971). Histologi- 
cally, the superior colliculus is characterized by 
cells and fibers that are organized in a laminated 
pattern. Laminar analysis of the distribution of 
GABA as well as glutamate decarboxylase (GAD), 
a GABA synthesizing enzyme, was performed 
within the SC of the rabbit (Okada, 1974, 1976a), 
cat (Kanno and Okada, 1988) and guinea pig 
(Arakawa and Okada, 1988) using microassay 
methods (Okada et al., 1976). The regional distri- 
bution of GABA and GAD activity obtained for 
each layer of the superior colliculus is summa- 
rized in Table 1. The distribution pattern of 
GABA within the SC was similar in each species 
studied. The highest level of GABA was found in 
the superficial gray layer (SGL) averaging 37-40 
mmol/kg dry weight. The GABA levels in the 
optic and intermediate gray layers were each only 
half that of the concentration in the SGL. GABA 
content in the intermediate white, deep gray and 
deep white layers was lower than the concentra- 
tion in the optic layer, ranging from 10-22 
mmol/kg dry weight. GABA concentration of the 
whole SC was 22.9 mmol/kg dry weight in the 
rabbit, 29.0 in the cat, and 18.0 in the guinea pig. 
These GABA values based upon dry weight are 
in good agreement with those by wet weight 
(Okada et al., 1971) if the dry weight of the tissue 
is assumed to be 20-25% of the wet weight. 



250 

TABLE 1 

GAD activity and GABA levels in the layers of the superior 
colliculus of rabbit (Okada, 1974), cat (Kanno and Okada, 
1988) and guinea pig (Arakawa and Okada, 1989) 

Rabbit 

GAD GABA 

SGL (U) 239.4 43.6 f 2.0 
(L) 34.8f 1.8 

OL 108.8 22.3 f 0.6 
IG 95.5 22.1 f 0.5 
IW 85.3 17.7f0.5 
DG 82.4 19.1 f 0.5 
DW 72.1 17.1 f0 .4  

Cat 
GABA 

(U) 40.3 
(L) 36.8 

28.2 
24.1 
24.0 
25.2 
24.5 

Guinea pig 
GABA 

(U) 37.4 
(L) 23.4 

15.5 
15.0 
10.8 
13.1 
10.9 

GABA, mmol/kg dry; GAD, - mmol produced GABA/kg 
dry/h; SGL, superficial gray layer ((U) upper half of SGL) 
((L) lower half of SGL); OL, optic layer; IG, intermediate 
gray layer; IW, intermediate white layer; DG, deep gray layer; 
DW, deep white layer. 

The SGL, which contained the highest level of 
GABA, was further dissected into 6 thin lami- 
nated layers (50-80 pm in width). Table 2 shows 
the GABA distribution within the SGL of the 
rabbit SC. The GABA concentration of the su- 
perficial half was in the range of 40-44 mmol/kg 
dry weight, while the GABA content in the deep 
layers was 26-35 mmol/kg. This was true for the 
cat and guinea pig as shown in Table 1. A dry 
weight level of GABA of 44 mmol/kg is the same 
as that in the substantia nigra (SN) and the 
medial forebrain bundle which have the highest 

TABLE 2 

GABA concentrations within the superficial grey layer of the 
rabbit superior colliculus 

Dissected mmol/kg (dry) 
layer f S.E.M. 

1 
2 
3 
4 
5 
6 
OL 

44.3 f 0.9 
44.8 f 1 .O 
40.7+2.2 
34.5 f 1.6 
33.3 f 1.7 
26.4 f 1.3 
2 1 . 0 i  1.5 

The dissected SGL was further cut into 6 thin laminated 
pieces (50-80 km width), and the GABA content in each 
tissue piece was determined. 

amount of GABA in the mammalian brain (Okada 
et al., 1971; Okada, 1980). GAD activity parallels 
the GABA levels in each layer of the SC and is 
highest in the SGL, where the highest level of 
GABA was also found. The GAD activity of 
other layers ranged from 30 to 49% of that in the 
SGL. Thus the distribution of GAD activity in 
each layer agrees well with that of GABA. 

The SC receives a substantial input from the 
visual cortex and retina as well as from other 
nuclei in the brain stem (Lund and Lund, 1971; 
Sprague, 1975; Wurtz and Albano, 1980). Fibers 
from the retina and visual cortex terminate in the 
SGL and optic layers in an orderly and precise 
fashion. Physiological studies have revealed that 
both retina and cortex exert an early facilitation 
and later inhibition on collicular neurons (Mc- 
Ilwain and Field, 1971). The SC on one side also 
exerts an inhibition on the contralateral tectum. 
To investigate whether the large amount of 
GABA in the SGL is contained in the afferent 
fibers terminating in the SC or originates intrinsi- 
cally within interneurons, three major inputs to 
the SC of the rabbit were destroyed. In one 
group, the left visual cortex was ablated; in an- 
other group, the left optic nerve was transected 
just behind the eyeball; in a third group, the SC 
commissure was cut by knife. The GABA level 
and GAD activity in the SGL were determined in 
each animal at 12 days after these surgical opera- 
tions. No decrease in GABA content in the SGL 
was.found by comparison with that of unoperated 
controls as shown in Table 3. These results indi- 
cate that the GABA concentrated in the SGL is 
probably intrinsic to the layer and likely con- 
tained within interneurons in the SGL. 

Numerous histological and immunohistochem- 
ical studies have indicated the existence of 
GABAergic interneurons in the SGL (Mize et al., 
1981, 1982; Mize, 1988). Cajal (1955) designated 
the upper SGL the “zone of horizontal cells” and 
the lower SGL the “zone of vertical fusiform 
cells”. Mize showed that 45% of the SGL neu- 
rons and 30% of the intermediate grey neurons in 
the cat SC are GABA-immunoreactive (Mize, 



1988). Electron microscopic studies have also 
shown that there exist many nerve terminals with 
flattened vesicles in the SGL of the rat (Lund, 
1969; Lund and Lund, 1970, suggesting that 
GABAergic neurons also are located within the 
SGL-of this species. In this connection, it is to be 
noted that the secondary inhibition evoked from 
the optic tract and the visual cortex is mediated 
by a single mechanism intrinsic to the SGL, and 
that this mechanism is postsynaptic in nature 
(McIlwain and Fields, 1971). 

In the intracellular recording studies of SGL 
neurons (Takahashi et al., 1977; Takahashi and 
Ogawa, 19781, units exhibiting distinct inhibitory 
postsynaptic potentials (IPSP) elicited by optic 
nerve stimulation were mainly found in the upper 
and middle part of the SGL. Iontophoretic appli- 
cation of GABA (Kayama et al., 1980) readily 
depressed the unitary discharges of Ia cells (verti- 
cal fusiform cells in the zone of horizontal cells, 
Lund, 1969) and IVb cells (stellate cells) whereas 
I1 (pyriform cells) and IIIa cells (narrow field 
vertical cells) were GABA-insensitive. Cultured 
SGL neurons also have been reported to be 
GABA sensitive (Warton et al., 1990). These 
biochemical, morphological, and electrophysio- 
logical studies thus suggest that there are GABA 
sensitive neurons in the SGL and that the inhibi- 
tion is mediated by interneurons within the SGL, 
although some of the GABA contained in the 
intermediate gray layer also originates in the 
nerve terminals of the nigro-tectal pathway 

(Vincent et al., 1978; Dichiara et al., 1979; 
lier et al., 1981; Karabelas et al., 1985). 
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Cheva- 

Excitatory and inhibitory effects of GABA on 
synaptic transmission in superior colliculus slices 

In in vivo studies, iontophoretic application of 
GABA and muscimol into the SC can depress the 
evoked discharge of SC neurons, an inhibition 
that is antagonized by bicuculline (Kayama et al., 
1980, Hikosaka and Wurtz, 1985). However, in 
these studies, the concentration of GABA re- 
quired to produce the effect was not determined. 
To investigate the dose-dependent action of 
GABA in SGL, we have used thin slices of the 
SC from the guinea pig and applied GABA and 
its agonists and antagonists to the perfusion 
medium in known concentrations (Arakawa and 
Okada, 1987, 1988). 

To prepare SC slices, tissue blocks of the SC 
were dissected out from the brainstem and cut 
parasagittally into slices of between 400 and 500 
pm thickness as shown schematically in Fig. 1. 
The postsynaptic potential was recorded from the 
SGL after stimulation of the optic layer (OL). 
The postsynaptic potentials have been recorded 
previously from the surface of SC slices in hori- 
zontal thin sections after stimulation of the optic 
nerve (Kawai and Yamamoto, 1969; Okada and 
Saito, 1979). However, in such experiments, only 
two slices could be prepared from each animal. 
In the slice preparation used here, cutting the SC 

TABLE 3 
GABA concentrations in the SGL after denervation of main input pathways to SC of the rabbit 

Treatment No. of GABA conce'ntration (mmol/kg (dry)) 

left-SGL right-SGL animals 

No surgical operation (control) 4 40.6 f 1.5 (20) 40.9 * 1.3 (20) 
Transection of left optic nerve 3 38.2 f 1.1 (18) 39.4 f 1.2 (20) 
Ablation of right visual cortex 4 39.8 f 1.1 (20) 39.8 f 1.3 (20) 

Sections of superior collicular commissure 3 39.5 f 1.0 (18) 40.5 f 0.9 (18) 
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sagittally allowed us to produce 10 slices with a 
histologically homogeneous structure from one 
animal. Using this preparation, recording and 
stimulating sites within the laminated SC were 
easily visualized. The potentials elicited in the 
SGL after stimulation of the OL or optic nerve 
are composed of two responses, an early prepo- 
tential (Fig. 1C-f) and a late potential (Fig. 1C-s). 
The late component was reduced by high fre- 
quency stimulation and was completely blocked 
in Ca2+-free medium, although the early poten- 
tial was not affected. The potentials were also 
recorded from slices which contained only the 
SGL and the OL, and repetitive extracellular 
unitary discharges were often superimposed on 
the negative field potential. These results indi- 
cate that the late negative field potential with 
high amplitude represents the postsynaptic po- 
tential (PSP), probably a potential representing 
population spikes. 

A B 

t 
5 

3%: 2msec 

Fig. 1 .  A schematic drawing of a sagittal slice of the superior 
colliculus (SC) showing the placement of the stimulating and 
recording electrodes. A. A block of the brainstem containing 
the superior and inferior colliculus. The superior colliculus 
was cut sagittally into half at the centre. Five to 6 slices were 
obtained from each SC. It is important that the slices must be 
cut at a slightly oblique angle using the fibre input of the optic 
nerve as a guide. Cross-section slices of the SC do not result 
in good recording of the PSP.B. The arrangement of the 
recording and stimulating electrodes. C-1. Two kinds of nega- 
tive potentials in the control response. Note the earlier deflec- 
tion (f) in the declining phase of the large potential(s). (2-2. 10 
min after removal of Ca2+ from the standard medium, the 
large potential(s) was abolished but not the earlier response 
(f). The early response (deflection) can now be clearly seen. 
C-3. The recovery of the later potential 10 min after reintro- 
duction of Ca2+ into the standard medium. In A and B. ON, 
optic nerve; SC, superior colliculus; IC, inferior colliculus; 
SG, superficial grey layer; OL, optic layer; IG, intermediate 
grey layer; IW, intermediate white layer; DG, deep grey layer; 
DW, deep white layer. 

B 

JO.2 rnV 
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Fig. 2. Effects of GABA, muscimol, and ( -  bbaclofen on the 
PSPs evoked in the SGL of SC slices after stimulation of 
0L.A. (1) Indicates the PSPs before the bath application of 
GABA (a, 1 mM; b, 10 mM), muscimol (c, 10 pM; 100 pM) 
or (-1-baclofen (e, 1 pM), These conditions represent the 
control situation. (2) The PSPs recorded 10 min after the 
application of drugs. The PSPs were enhanced in both (a) and 
(c), while they were depressed in (b), (d) and (e). An early low 
presynaptic potential was not influenced in any of the cases. 
(3) Twenty minutes after removal of the drugs. Each PSP 
returned to the control level. A downward deflection indicates 
negativity. B. The dose-response curves of the effects of 
GABA (open circles), muscimol (filled circles), or ( - bbaclo- 
fen (filled triangles) on the amplitude of evoked PSPs. The 
changes in amplitude are expressed as changes compared to 
the original level taken as 100%. On the abscissa the concen- 
trations of the drugs are expressed on a logarithmic scale. At 
the lower concentrations of GABA, up to 1 mM, the ampli- 
tude of the PSPs was augmented in a dose-dependent man- 
ner, while at concentrations greater than 1 mM the PSP 
amplitude was diminished in a dose-dependent manner. A 
similar tendency was observed with the application of musci- 
mol. However only a decrease of the PSP was obtained with 
the application of ( -  )-badofen. Each plot indicates the mean 
value f S.E.M. obtained from 5 slices. Asterisks indicate a 
significant difference from the control values (two-tailed 1-test; 
* P < 0.05, * *  P < 0.01). 
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Figure 2A shows the effect of GABA, musci- 
mol, and (-)-badofen on the PSP amplitude 
evoked in the SGL. Bath application of GABA at 
a concentration of 1 mM enhanced the amplitude 
of the PSP. The amplitude returned to its initial 
level 20 min after the removal of GABA. Musci- 
mol at 10 p M  induced a similar increase in the 
PSP amplitude and again the PSP returned to its 
control level after muscimol was washed out. 
Figure 2B illustrates the dose-response curve of 
GABA, muscimol and (-)-baclofen on the PSP 
evoked in SGL. When GABA was applied in the 
concentration range between 100 p M  and 1 mM 
the amplitude of the evoked PSP increased in a 
dose-dependent fashion and a maximum increase 
in the amplitude of 54.2% was observed at 1 mM. 
A similar pattern was obtained with muscimol, a 
potent agonist for GABA, receptors, at concen- 
trations between 0.1 and 10 pM. In this case, an 
89.3% increase in the amplitude of the PSP was 
observed at a concentration of 10 pM. No en- 
hancement of the amplitude of the PSP was ob- 
served when (-)-baclofen, a potent agonist for 
GABA receptors, was applied. 
. 

GABA at concentrations greater than 1 mM 
subsequently depressed the PSP in a dose-depen- 
dent manner and completely abolished it at 10 
mM. Similarly, the PSP was depressed at concen- 
trations of muscimol greater than 10 pM, and 0.1 
p M  ( - )-badofen, and it almost disappeared at 
100 pM muscimol and 1 pM (-)-badofen. Thus 
GABA and muscimol showed dose-dependent 
biphasic excitatory and inhibitory effects on neu- 
rotransmission whereas ( - kbaclofen had only an 
inhibitory effect. 

Bicuculline is a specific antagonist for GABA, 
receptors. Bicuculline methiodide at concentra- 
tions greater than 10 p M  elicited by itself a 
long-lasting negative wave following the wave of 
the PSP which was recorded in the standard 
medium. To test the effect of bicuculline methio- 
dide on the response to GABA, we applied bicu- 
culline methiodide at a concentration of 1 pM, 
which does not influence the PSP nor evoke the 
long-lasting negative wave. Figure 3 shows the 

% 
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Fig. 3. The effect of bicuculline methiodide (filled circle) at a 
concentration of 1 pM on the dose-response curve of GABA. 
In the presence of bicuculline methiodide, the dose-response 
curve of GABA (open circle) at a concentration greater than 
1 pM was shifted to the right, and the excitatory effect of 
GABA at lower concentrations was markedly enhanced. Bic, 
bicuculline methiodide. 

dose-response curve of GABA in the presence of 
bicuculline methiodide at 1 pM. The dose-re- 
sponse curve for GABA inhibition was shifted 
slightly to the right, while the excitatory effect of 
GABA at lower concentrations was markedly en- 
hanced. 

It is interesting to note that both GABA and 
muscimol had a dual effect on neurotransmission 
in the SGL, i.e., excitation or inhibition depend- 
ing upon their concentration. By contrast ( - )- 
baclofen had only an inhibitory effect. Bicu- 
culline, a specific antagonist for GABA, recep- 
tors, shifted the inhibitory dose-response curve of 
GABA to the right at GABA concentrations over 
1 mM (Fig. 3). These results indicate that GABA, 
and GABA, receptors are involved in the in- 
hibitory action of GABA in the SGL. 

GABA has been believed to function primarily 
as an inhibitory neurotransmitter in the CNS, 
although several reports have indicated the possi- 
bility of an excitatory action of GABA because 
GABA can cause cell depolarization in the hip- 
pocampus CA1 region of the guinea pig (Ander- 
sen et al., 19801, the guinea pig myenteric plexus 
ganglion (Charubini and North, 1984), the 
supraoptic nucleus (Ogata, 19871, the dorsal root 
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ganglion of the rat (Deschenes et al., 1976) and 
the cat (Gallagher et al., 19781, and the superior 
cervical ganglia of the cat (De Groat, 1970) and 
rat (Bowery and Brown, 1974). In addition, there 
are reports indicating that GABA has an excita- 
tory effect on neurotransmission in the isolated 
frog tectum (Nistri and Sivilotti, 1985; Sivilotti 
and Nistri, 1989; Mazda et al., 1990). 

Concerning the mechanism of the excitatory 
effect of GABA in the SC slice reported here, at 
least three possibilities can be hypothesized. First, 
there could exist a network of GABAergic in- 
hibitory interneurons which are depressed by 
GABA within the SGL. At lower concentrations 
of GABA, only those GABAergic inhibitory in- 
terneurons which possess classical GABA, re- 
ceptors might be depressed. The postsynaptic 
neurons which give rise to the excitatory postsy- 
naptic potential would then be free from tonic 
inhibition, and evoked PSPs could be facilitated 
by disinhibition. At higher concentrations of 
GABA, however, both the inhibitory interneu- 
rons and the postsynaptic neurons could be com- 
pletely depressed. In fact, Lalley (1983, 1986) 
proposed this hypothesis for respiratory neurons 
of the pontine region concerned with inspiration 
and expiration during systemic infusion of (-)- 
baclofen. However, this hypothesis cannot explain 
the remarkable enhancement of the excitatory 
effect of the PSP at lower concentrations of 
GABA during the application of bicuculline me- 
thiodide at a concentration of 1 pM. Moreover, it 
is unlikely that the GABAergic interneurons are 
more sensitive to GABA than the postsynaptic 
cell for eliciting the PSP. In the second possibil- 
ity, excitatory neurotransmitter release from the 
afferent optic nerve fibers might be modified 
presynaptically by GABAergic fibers terminating 
on the endings of the optic nerve fibers which 
would enhance the release of the excitatory trans- 
mitter used by the retinal afferents (probably 
glutamate). At lower concentrations of GABA, 
the presynaptic GABA receptors would be af- 
fected and release of the excitatory transmitter 
from the optic nerve terminal would be increas- 

ed. At higher concentrations of GABA, the post- 
synaptic GABA receptor would be activated and 
the PSP would be depressed. Thus GABA could 
elicit a dual, excitatory and inhibitory action de- 
pending on its concentration. In the third possi- 
bility, there could exist two subtypes of GABA, 
receptors on postsynaptic sites responding to 
GABA and muscimol. One subtype could medi- 
ate excitation, responding to lower concentrations 
of GABA (high-affinity receptor for GABA), and 
the other could mediate inhibition, responding to 
greater doses of GABA (low-affinity receptor for 
GABA). At the lower concentrations of GABA, 
only high-affinity receptors would be activated 
and induce excitation. On the other hand, with 
the application of high amounts of GABA, low- 
affinity receptors would be activated, and the 
PSPs would be depressed as a result. Concerning 
the excitatory effect of GABA at the lower con- 
centrations, bicuculline instead enhanced the am- 
plitudes of PSPs (Fig. 3). In this case the exis- 
tence of a new subtype of GABA, receptor could 
be suggested because this receptor (high-affinity) 
would be activated by muscimol but not blocked 
by bicuculline. 

Concerning the dual effect of GABA, Ander- 
sen et al. (1980) and Thalmann et al. (1981) have 
reported a depolarizing and a hyperpolarizing 
effect of GABA in hippocampal CA1 neurons. 
Andersen et al. (1980) reported that ionto- 
phoretic application of GABA to the dendritic 
region depolarized the CA1 neuron, while appli- 
cation to the cell soma hyperpolarized the mem- 
brane potential, although it was not determined 
whether this depolarization actually induced exci- 
tation. This result could indicate the presence of 
two receptive regions on a single neuron for a 
single transmitter. Kandel and others (Wachtel 
and Kandel, 1967; Blankenship et al., 1971) re- 
ported that acetylcholine had a similar dual ef- 
fect, excitation and inhibition on a single cell (L7) 
in the abdominal ganglion of Aplysia. These au- 
thors suggested that there are two different re- 
ceptors for one transmitter, one related to excita- 
tion (easily desensitized) and another related to 
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inhibition. Sivilotti and Nistri (1986) have also 
recently reported that glycine shows a biphasic 
excitatory and inhibitory effect on neurotransmis- 
sion in the tectum of the frog. The mechanism of 
the dual effect of GABA in these experiments 
has not been fully determined. These novel exci- 
tatory and inhibitory effects of GABA in the SC 
may play important roles in regulating the inte- 
grative function of the SC. 

Functional aspects of GABA in the SC 

CAM-sensitive neurons in SC and modification of 
saccadic eye movements 

The superior colliculus is well known to be 
involved in eye movements, particularly saccadic 
eye movements (Wurtz and Albino, 1980). Cells 
in the intermediate layer are normally silent, but 
become active before saccades which are directed 
contralaterally. The information is sent to neu- 
rons in the brainstem reticular formation and is 
used for creating a motor signal for saccades. It 
has been shown that the saccade related cells 
within the SC are under tonic inhibition exerted 
by cells in the pars reticulata (SNr) of the sub- 
stantia nigra. Before saccades to visual targets, 
SNr cells briefly reduce the inhibition, allowing a 
burst of spikes in SC cells that in turn lead to the 
initiation of a saccade. 

Accumulating pharmacological studies support 
physiological evidence that the nigro-tectal path- 
way is GABAergic. The concentrations of GABA 
and GAD are high in the SC (this chapter) and 
GAD activity is significantly reduced after de- 
struction of the SN (Vincent et al., 1978; Dichiara 
et al., 1979). Iontophoretic application of GABA 
readily suppresses the activity of SC cells. The 
synaptic inhibition induced by SN stimulation can 
be counteracted by the iontophoretic injection of 
bicuculline (Chevalier et al., 1981). On the basis 
of these results, Hikosaka and Wurtz (1985a) 
injected GABA agonists and antagonists into the 
monkey's SC to determine the role of GABA in 
saccade generation. GABA application disrupted 
saccadic eye movements. Muscimol delayed, 
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Fig. 4. Irrepressible saccade jerks induced by the blockade of 
the nigrocollicular tonic tonic inhibition. In (A) bicuculline 
was injected into the SC and in (B) muscimol into substantia 
nigra pars reticulata. The bottom figure below each scheme 
shows trajectories of saccade jerks during a fixation period 
after the drug injections. The monkey made irrepressible 
saccades toward the contralateral visual field. By injections, 
efferent neurons in the superior colliculus are released from 
the nigra-induced tonic inhibition, providing the brainstem 
saccade generator with continuous command signals as ex- 
pressed by a thickened axon (arrow) of collicular cell in the 
scheme (data from Hikosaka and Wurtz, 1985a,b). 

slowed, or shortened saccades made to visual or 
remembered targets. Injection of bicuculline fa- 
cilitated the initiation of saccades (Fig. 4). Injec- 
tion was followed almost immediately by stereo- 
typed and apparently irrepressible saccades made 
toward the center of the movement field of SC 
neurons at the injection site. The eye position 
shifted toward the side contralateral to the injec- 
tion, and saccades to the contralateral side in- 
creased in frequency. To investigate the involve- 
ment of other afferent GABAergic connections 
to SC or other GABA neurons within the SC, 
Hikosaka and Wurtz (1985b) modified the neural 
activity of SNr neurons which receive GABAergic 
input from the striatum (Okada, 1976b; DiChiara, 
1980). Injections o€ muscimol into the SN showed 
the same general effect as bicuculline in the SC 
(Fig. 4). These results strongly suggest that the 
SN exerts a tonic inhibition on saccade-related 
neurons in SC and that the inhibition is mediated 
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by GABA. These authors conclude that the basal 
ganglia contributes to the initiation of movements 
by a release of the target structure from tonic 
inhibition, and they suggest that this mechanism 
must be critical for generating movements that 
are based on stored or remembered signals that 
are not currently available to the animal. 

Involvement of SC in the propagation of seizures 
Because of the inhibitory action of GABA, the 

level of GABA helps control the neural activity in 
the brain. A decrease of GABA in the brain 
causes convulsions while the GABA agonists and 
drugs which increase GABA concentration have 
been used for clinical therapy as anticonvulsants. 

Concerning transmission at the level of the 
colliculus, GABA may control the propagation of 
generalized seizures. Injection of GABA antago- 
nists into the SC and the inferior colliculus re- 
sulted in the occurrence of running fits followed 
by tonic and clonic convulsions (Yamashita and 
Hirata, 1978; Millan et al., 1986). A decrease of 
GABA levels in the colliculus correlated well 
with the appearance of seizure afterdischarge in 
the slices of inferior colliculus (Yamauchi et al., 
1989). Bilateral ablation of the SC abolished the 
anticonvulsant effects of the intranigral injection 
of muscimol (Galant and Gale, 1987) while the 
intracollicular application of bicuculline reduced 
seizure activity after maximal electroshock (Dean 
and Gale, 1989). A selective destruction of the 
SC facilitated the development of kindling and 
increased afterdischarges and motor seizures 
(N’gouemo and Rondouin, 1990). 

Nitsch and Okada (1976) indicated the involve- 
ment of SN in the occurrence of generalized 
seizures, showing a correlation between the de- 
crease of GABA concentration in discrete re- 
gions of brain and seizure discharges produced by 
application of methoxypyridoxine, a vitamin B6 
antagonist. Gale and her colleagues found that 
the nigro-collicular GABAergic pathway is in- 
volved in the control of generalized convulsive 
seizure activity (Gale, 1985). Potentiation of 
GABAergic transmission within SN by bilateral 

microinjections of muscimol or gamma-vinyl- 
GABA was found to suppress generalized convul- 
sive seizures in the rat (Gale, 1985; Gonzalez and 
Hettinger, 1984; Iadarola and Gale, 1982). Bilat- 
eral injection of a GABA agonist in SN also 
suppressed generalized non-convulsive petit ma1 
seizures (Depaulis et al., 1988; Depaulis et al., 
1989). These reports indicate that the GABAer- 
gic nigrocollicular pathway may function as a 
gating mechanism for generalized seizures. The 
inhibition of SN efferents has an antiepileptic 
effect, presumably by disinhibiting the collicular 
cells which suppress the propagation of seizures. 
Which neurons in SC are responsible for anticon- 
vulsant effects and which are the target cells of 
the nigrocollicular projection must be studied fur- 
ther. 

LTP formation in SGL and the role of GABA 
In, 1973, Bliss and Lomo (1973) discovered the 

phenomenon of long-term potentiation (LTP) in 
the hippocampus of the rabbit which was main- 
tained for long periods after tetanic stimulation. 
LTP formation is interpreted to be a substantial 
increase in synaptic efficacy. The phenomenon 
has attracted great interest because of the possi- 
bility that LTP might underlie some aspect of 
memory storage. For this reason, research find- 
ings on the formation of LTP in the mammalian 
brain have mainly come from studies of the hip- 
pocampus (Teyler, 1987; Collingridge, 1987; 
Lynch et al., 1990). 

On the other hand, it has been suggested that 
LTP might represent a general synaptic plasticity 
for modifying synapses throughout the brain. If 
this is so, it would be expected that LTP could be 
reliably recorded in many parts of the central and 
peripheral nervous system. Besides the hip- 
pocampus, the LTP phenomenon has been ob- 
served in several areas of cerebral cortex (Komat- 
su et al., 1983; Voronin, 1985, Kimura et al., 
1989; Artola et al., 19901, the limbic forebrain 
(Racine et al., 19831, the medial geniculate body 
(Gerren and Weinberger, 19831, and the deep 
cerebellar nuclei (Racine et al., 1986). LTP also 
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has been observed in non-mammalian neural tis- 
sue such as goldfish tectum (Lewis and Teyler, 
1986). However, the properties and mechanism of 
LTP in tissues other than the hippocampus have 
not been studied extensively. 

We have reported LTP formation in the SGL 
of the SC in in vitro (Okada, 1989; Okada and 
Miyamoto, 1989; Miyamoto et al., 1990) and in 
vivo (Shibata et al., 1990) preparations (Fig. 5 and 
Fig. 6) and shown that LTP formation can be 
modified by GABAergic interneurons within the 
SGL. 

After electrical stimulation of the OL in SC 
slices, the PSP was recorded in the SGL of the 
SC as described previously (Fig. 1). Degeneration 
studies of retinotectal or corticotectal inputs to 
the SGL of the SC indicated that the PSP evoked 
in the SGL of SC slices was retinotectal in origin 
(Miyamoto et al., 1990). Neurotransmission in 
this pathway may be mediated by glutamate, be- 
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Fig. 5. The appearance of LTP in SGL of SC slice and the 
time course of a typical example of the LTP formation. Right 
panel shows the PSPs elicited in the SGL of the SC slice after 
the stimulation to OL. (1) indicates the PSP of maximum 
amplitude with one test stimulus. In (2) the stimulus intensity 
was adjusted to evoke PSP for the amplitude to be about 1/3 
of the maximum amplitude. (3) and (4) show potentiated PSPs 
5 and 15 min after the tetanic stimulation (50 Hz, 20 sec), 
respectively. Furthermore (5 )  and (6) show more potentiated 
PSPs 10 and 20 min after the second tetanic stimulation, 
respectively. Left panel indicates the time course of LTP 
formation of the slice shown in the right panel. In the figure 
the adjusted amplitude of PSP in (2) of right panel was taken 
as 100%. At tet 1, the tetanic stimulation was applied to OL. 

( A )  1. 2 

% ,201 
c 
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min. 

Fig. 6. An example showing the occurrence of LTP in the 
postsynaptic potential evoked in SGL of the rat in vivo after 
ablation of the ipsilatearl visual cortex. Before the experi- 
ment, the right visual cortical area was aspirated. The postsy- 
naptic field potential was recorded at the surface of the right 
SC after stimulation of the optic nerve. Stimulus intensity was 
adjusted to obtain the negative wave at the surface whose 
amplitude was one-third of the maximum (evoked by the 
supramaximal stimulation). Twenty minutes after the tetanic 
stimulation (100 Hz for 10 sec), the amplitude of the negative 
wave increased to 150% of the original level. The line with 
closed circles in B shows a typical example of LTP formation. 
Tetanic stimulation was applied at  the arrow. The line with 
the open circles represents the case in which no tetanic 
stimulation was applied. In the insert figures at the top, (Al) 
and (AZ), the potentials just before and 20 min after tetanic 
stimulation are shown. The amplitude was measured from the 
peak of the negativity to the baseline. In the bottom figure, 
the amplitude just before the addition of tetanic stimulation 
was taken as 100%. 

cause the PSP amplitude was reduced or blocked 
by application of kynurenate or quinoxaline dione 
(DNQX) to the medium. Furthermore, the con- 
centration of glutamate in the right SGL was 
significantly reduced by 32% after left optic tract 
denervation and by 30% after ablation of the 
right visual cortex, compared with that in the left 
SGL. 

LTP in the SGL of SC slices was induced by 
tetanic stimulation to the OL. The optimal stimu- 
lation parameters for inducing LTP were 50 Hz 
frequency and 20 sec duration (Miyamoto and 
Okada, 1988). In the granular layer and CA1 
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region of hippocampus, activation of NMDA re- 
ceptors has been reported to be essential for LTP 
(Collingridge and Bliss, 1987). However, this is 
not the case for LTP in the SC because NMDA 
receptor antagonists such as D-APV only mask 
the appearance of LTP during its application 
(Miyamoto et al., 1990). LTP formation in the 
hippocampus has been reported to be mediated 
by metabolic processes involving protein kinase C 
(PKC) (Lovinger et al., 1987; Malenka et al., 
1987) and this is true for LTP in the SGL (Tomita 
et al., 1990). 

In invivo preparations in the rat, we could not 
induce LTP in the PSP by tetanic stimulation to 
the optic nerve of the intact animal. However, 
LTP was elicited by tetanic stimulation either 
when the ipsilateral visual cortex was removed 
(Fig. 6) or when picrotoxin, a GABA antagonist, 
was administered to the animal before tetanic 
stimulation (Shibata et al., 1990). In the SC slices, 
the application of GABA to the perfusion medium 
inhibited LTP formation and application of bicu- 
culline facilitated the induction of LTP (Tomita 
and Okada, in preparation). These results indi- 
cate that GABAergic activity, whether it is extrin- 
sic or intrinsic in the SC, can modulate the induc- 
tion of LTP in the SGL. 

Concerning the involvement of GABAergic 
neurons in modifying LTP formation, application 
of bicuculline and picrotoxin facilitate the induc- 
tion of LTP in hippocampal slices (Wigstrom and 
Gustafasson, 1985). In study of LTP in slice 
preparations, bicuculline is usually applied to the 
medium (Kimura et al., 1989). In slices of visual 
cortex, application of low doses of bicuculline 
induces long-term depression by tetanic stimula- 
tion whereas bicuculline at high doses elicits LTP 
(Artola et al., 1990). The induction of LTP may 
thus be influenced by the excitability or the level 
of membrane potential of postsynaptic neurons 
which is modulated by GABAergic input. 

The involvement of extrinsic GABAergic affer- 
ents to SC can not be completely excluded as 
sources of modulation of LTP formation in the 
SGL. However, the ablation of ipsilateral visual 

cortical areas or the application of picrotoxin in 
animals with an intact ipsilateral visual cortex 
both facilitate the formation of LTP in vivo 
preparations. The ipsilateral corticotectal path- 
way has been reported to exert an inhibitory 
action on the neural activity evoked by the retino- 
tectal pathway (Mcllwain and Fields, 1979). This 
inhibition is probably mediated by GABAergic 
interneurons located in the SGL because the 
corticotectal pathway is glutamatergic (Fosse and 
Fonnum, 1986; Sakurai et al., 1990) and many 
GABAergic interneurons located in the SGL re- 
ceive corticotectal synapses (Mize, 1988). In the 
isolated slice preparation of the SC, LTP can be 
easily induced by tetanic stimulation and the for- 
mation of LTP is modified by GABA agonists 
and antagonists. These results strongly suggest 
that corticotectal afferents tonically inhibit the 
induction of LTP that is elicited by tetanic stimu- 
lation of the optic nerve, probably by activating 
GABAergic interneurons within SGL. This ability 
of neurons to induce LTP in the SC may depend 
upon the delicate balance between excitatory and 
inhibitory inputs through the retinotectal, cortico- 
tectal, or other extrinsic pathways. GABAergic 
systems thus may have an important role in main- 
taining a delicate balance of neural activity within 
SC. The true mechanism and function of LTP 
formation in the SC in connection with GABAer- 
gic inhibitory processes remains to be investi- 
gated in further studies. 

Summary 

Laminer analysis of the distribution of GABA 
and GAD in the superior colliculus has shown 
that the distribution pattern of GABA within the 
SC is smilar in rabbit, cat, and guinea pig. The 
highest levels of GABA were found in the super- 
ficial gray layer (SGL), averaging 37-40 mmol/kg 
dry weight. The GABA concentrations in the 
deep layers were each only half that of the levels 
in the SGL. The concentrations of both GABA 
and GAD in the upper half of SGL are the same 
as those in the substantia nigra and medial fore- 
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brain bundle which have the highest amounts of 
GABA in the CNS. Denervation studies of the 
fibers projecting to SGL suggest that the GABA 
concentrated in the SGL is intrinsic to the layer. 
The results obtained from immunohistochemical 
and electron microscopic studies on the localiza- 
tion of GABA neurons corresponds well with the 
regional distribution pattern of GABA and GAD 
reported here. However, pharmacological and 
electrophysiological studies do not necessarily ac- 
cord well with the GABA distribution studies 
because they indicate that there are many GABA 
sensitive neurons in both the SGL and DGL. 

To investigate the role of GABA in the SGL, 
the effect of GABA and its agonists and antago- 
nists on neurotransmission in SGL has been stud- 
ied in SC slices in a perfusion system. Bath ap- 
plied GABA (100 p M  to 1 mM) enhanced the 
amplitude of postsynaptic field potentials (PSP) 
in SGL in a dose-dependent fashion and at con- 
centrations above 1 mM it depressed the PSP in a 
dose-dependent fashion. A similar response pat- 
tern was obtained with muscimol (0.1-10 p M  
excitation; > 10 pM inhibition). However (-1- 
baclofen only inhibited the PSP. Bicuculline (1 
pM) shifted the dose-response inhibitory curve of 
GABA to the right, while the excitatory effect 
was enhanced. These results indicate that GABA 
has an excitatory and inhibitory action on neuro- 
transmission in the SGL. 

The nigro-tectal GABAergic fibers terminate 
in the intermediate and deep layers of SC. Inhibi- 
tion of GABAergic activity in the SC causes 
irrepressible saccades made toward the center of 
the movement field while GABA activation de- 
lays and slows saccadic eye movements. Thus, 
GABA in the SC plays an important role in the 
control of eye movements. The same GABAergic 
projection is also related to the propagation of 
generalized sezures. There exist collicular neu- 
rons which suppress the propagation of seizures. 
The activation of these neurons by disinhibition 
of the tonic action of the GABAergic nigro-tectal 
input to SC exerts antiepileptic effects. GABA in 
the SC thus appears to control the gating of 

generalized seizures. Long-term potentiation 
(LTP), which has been extensively studied in the 
hippocampus, can also be evoked in the SGL of 
the superior colliculus after tetanic stimulation of 
the optic nerve. Application of GABA in the 
medium depresses the formation of LTP in the 
SGL of SC slices. In in vivo preparations, LTP in 
the SGL can be induced only when the ipsilateral 
visual cortex has been removed or when picro- 
toxin, a GABA antagonist, is administered to the 
animal before tetanic stimulation. GABA in the 
SC may be involved in the modification of LTP 
formation in SGL, probably through intrinsic 
GABA neurons. 

In conclusion, GABA is found in high levels in 
the mammalian superior colliculus and plays an 
important role in integrating inputs from the cor- 
tex, retina, and brainstem. The neural circuits 
underlying this integration are as yet poorly un- 
derstood. 
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Behavioural consequences of manipulating GABA 
neurotransmission in the superior- colliculus 

Paul Dean and Peter Redgrave 

Department of Psychology, University of Sheffield, P.O. Box 603, Sheffield, SIO 2UR, England, UK 

The superior colliculus, situated on the roof of 
the midbrain, not only receives a massive visual 
input from the retina, but projects directly to 
premotor and motor areas of brainstem and spinal 
cord. Its non-mammalian homologue, the optic 
tectum, shares a similar organisation: there are 
striking resemblances between optic tectum and 
superior colliculus in animals as diverse as lizards 
and monkeys (Gaither and Stein, 1979). These 
observations suggest that the structure is con- 
cerned with basic, essential visuomotor compe- 
tences. Traditionally its main role in mammals 
has been thought to be in orienting, that is identi- 
fying the spatial location of a novel stimulus and 
pointing the eyes, head or body towards it. How- 
ever, recent behavioural and physiological data 
(for review see Dean et al., 1989) indicate that 
the superior colliculus, at least in rodents, is 
associated with initiating a wide range of appro- 
priate behavioural and physiological reactions to 
stimuli suddenly appearing in the spatial map. 
For example, escape responses to the sight of a 
moving predator, critical to the survival of small 
animals such as rats, appear to require an intact 
superior colliculus. 

An interesting feature of these ‘appropriate’ 
behavioural and physiological reactions is that 
they can be elicited not only by sensory stimuli, 
but also by appropriate manipulation of GABA- 
ergic neurotransmission within the superior col- 
liculus. Why should this be? The present chapter 

attempts to answer that question by reviewing 
evidence concerning the behavioural conse- 
quences of manipulating GABA in the superior 
colliculus. It is divided into four main sections. 
The first describes the wide range of behavioural 
and physiological reactions that have been ob- 
tained by microinjecting drugs that affect GABA- 
ergic neurotransmission into the superior collicu- 
lus. The second reviews what is known of the 
collicular output mechanisms which mediate the 
reactions. The third considers to what extent the 
collicular behaviours produced pharmacologically 
are under control, by GABAergic afferent projec- 
tions in the normal animal. The final section 
discusses functional implications of the be- 
havioural findings, in particular attempting to re- 
late GABAergic disinhibitory control within the 
superior colliculus to the more general issues of 
forebrain control mechanisms and cerebral archi- 
tecture. 

This chapter concentrates on work carried out 
on rats, because not only have many of the rele- 
vant experiments been carried out in this species, 
but also the range of behavioural reactions ob- 
tained from collicular manipulation appears to be 
much greater in rodents than in cats or monkeys. 
Results obtained from manipulating collicular 
GABAergic transmission in species other than 
the rat are mentioned in the main body of the 
chapter where appropriate, and reviewed briefly 
at its end. 
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Responses to microi~ection of GABA-active drugs 
into the superior colliculus 

Microinjection of agents that affect GABAergic 
neurotransmission into the rat superior colliculus 
produces a wide range of both behavioural and 
physiological responses. This section describes 
them in that order, and finishes with a brief 
account of how the diversity of response obtained 
can be explained by current views of collicular 
function in rodents. 

Behauioural responses 
The main behavioural effect of enhancing 

GABAergic transmission within the rat superior 
colliculus appears to be a quietening one 
(Kilpatrick et al., 1982). Bilateral microinjection 
of muscimol (350 pmol in 200 nl per side) caused 
animals to sit still for up to 15 min at a time. 
Similar effects are produced by microinjection of 
local anaesthetic (Dean et al., 1982), suggesting 
that muscimol produces a generalised inactiva- 
tion of collicular neurons. In contrast, interfer- 
ence with collicular GABAergic systems by mi- 
croinjection of picrotoxin or bicuculline, produces 
much more dramatic effects. Two broad classes 
of behavioural response can be distinguished (Im- 
perato and Di Chiara, 1981; Redgrave et al., 
1981a; Kilpatrick et al., 1982). (i) Responses re- 
sembling natural movements directed towards a 
stimulus, such as orienting, approach, pursuit and 
biting. (ii) Responses resembling naturally occur- 
ring defensive movements. For example, after 
bilateral injection of picrotoxin (21-84 pmol in 
500 nl per side), “at some sites, these reactions 
were restricted to freezing, suppression of orien- 
tation responses to mild stimulation, and an exag- 
gerated startle reaction to sudden stimuli. At 
other sites, this pattern of behaviour gave way to 
a backward shuffling movement, during which 
mild visual, auditory or tactile stimulation evoked 
a strong flinching response, or a defensive pos- 
ture in which the rat reared on its hind legs and 
oriented towards the stimulus. At the most sensi- 
tive sites, injections of picrotoxin caused mild 

stimulation to produce violent jumping retreat, 
and on occasion animals would run and jump 
around the open-field, in the absence of any 
particular triggering stimulus” (Redgrave et al., 
1981a, p. 199). 

Sometimes mixtures of the two kinds of re- 
sponse could be observed, for example freezing 
combined with the head turned towards a stimu- 
lus. It is interesting to note that movements oc- 
curred not only upon visual stimulation, but also 
to auditory or tactile stimuli, or in some cases 
after no apparent stimulus at all. Responses to 
non-visual stimuli are compatible with anatomical 
and electrophysiological findings indicating that 
the intermediate and deep cells of the mam- 
malian superior colliculus receive auditory and 
tactile inputs (Stein, 1984). The possible signifi- 
cance of responses made without an obvious sen- 
sory trigger are discussed further in the section 
on Functional Implications below. 

Physiological responses 
Microinjections of bicuculline into the rat su- 

perior colliculus have been found to produce 
changes in blood pressure, heart rate and the 
cortical electroencephalogram (EEG). The car- 
diovascular effects are illustrated in Fig. 1, taken 
from a study in which heart rate and blood pres- 
sure were monitored in anaesthetised rats. At the 
site shown in Fig. lA, a unilateral injection of 
bicuculline methiodide (245 pmol in 500 nl) pro- 
duced a marked drop in blood pressure, unac- 
companied by any obvious change in heart rate. 
At the more medial site illustrated in Fig. lB, the 
effect of a similar injection was an increase in 
both blood pressure and heart rate. Comparable 
injections of the saline vehicle at sensitive sites 
had no effect on any of the physiological parame- 
ters. A typical EEG response, evoked by a 40 
pmol injection of bicuculline in a naturally sleep- 
ing animal is shown in Fig. 2. EEG responses 
such as these were not necessarily accompanied 
by the dramatic behaviours described above: in 
sleeping animals, this dose of bicuculline could 
give EEG arousal either without any obvious 
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Fig. 1. Examples of blood pressure and heart rate changes produced by microinjections of bicuculline methiodide (0.5 ~ 1 , 2 4 5  pmol) 
into the superior colliculus. A. A depressor response elicited by an injection into the lateral intermediate layers. B. A pressor 
response elicited by an injection into the medial deep layers. The scales indicate pressure in mm of mercury for the blood-pressure 
trace, and beats per minute for the heart-rate trace. Injection sites were reconstructed onto a coronal section of rat brain modified 
from the atlas of Paxinos and Watson (1982); AP, distance in mm of the section caudal to bregma. Abbreviations: SGS, stratum 
griseum superficiale; SO, stratum opticum (superficial layers); SGI, stratum griseum intermediale; S A I ,  stratum album intermediale 
(intermediate layers); SP, strata profunda (deep layers); PAG, periaqueductal grey. Reproduced from Keay et al. (1988) with 
permission. 

behaviour, or with movements that resembled 
natural waking up. Although control injections of 
saline sometimes produced brief desynchronisa- 

tion of the EEG, these responses were small in 
comparison with the changes produced by injec- 
tions of bicuculline at the same site. The fact that 

Fig. 2. An example of the effects on the cortical electroencephalogram of a microinjection of bicuculline methiodide (40 pmol, 200 
nl) into the superior colliculus. The injection site was reconstructed onto a coronal section of rat brain modified from the atlas of 
Paxinos and Watson (1982). For abbreviations see legend to Fig. 1. 
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the nature of these physiological responses de- 
pended on the location of the injection site limits 
any contribution from non-specific effects of acti- 
vating tectal tissue. 

Finally, and possibly related to the EEG ef- 
fects, interference with GABAergic neurotrans- 
mission in the superior colliculus can have effects 
on epileptic seizures. Bilateral injections of picro- 
toxin can produce mild clonic convulsions (Red- 
grave et al., 1981a1, and bicuculline can potenti- 
ate seizures induced by the chemoconvulsant 
pentylenetetrazol (unpublished data). However, 
bilateral microinjections of bicuculline can also 
prevent tonic hindlimb extension in the MES 
(maximal electroshock) model of human grand 
ma1 seizures (Dean and Gale, 1989; Shehab et al., 
19904. 

GABA related responses and collicular function 
The above array of reactions produced by in- 

terfering with collicular GABAergic systems ap- 
pears confusing when considered in the light of 
the classical view of the superior colliculus as a 
structure controlling orienting behaviour (Schnei- 
der, 1969; Schiller, 1972; Sprague et al., 1973). 
However, as mentioned above, more recent stud- 
ies of the rodent superior colliculus indicate that 
it can mediate a wide range of species-specific 
responses appropriate to novel sensory events 
(Dean and Redgrave, 1984; Dean et al., 1989). In 
rodents, who have many predators, a high pro- 
portion of such responses are defensive. Thus, 
the mixture of behavioural effects obtained by 
reducing GABAergic transmission within the rat 
superior colliculus makes sense for a structure 
that can produce either approach or avoidance 
reactions to an unexpected stimulus (depending 
on the nature of the stimulus, the context and so 
forth). 

Orienting and defensive movements, when 
elicited by natural stimuli, are accompanied by 
changes in heart rate, blood pressure and the 
cortical EEG. The similar autonomic changes 
produced by stimulation of the superior colliculus 
itself (including electrical stimulation and mi- 

croinjection of excitatory amino acids, as well as 
of GABA-acting drugs) suggest that the superior 
colliculus can trigger a full integrated reaction to 
a novel stimulus, not just the movements alone 
(Dean et al., 1984, 1991; Redgrave and Dean, 
1985; Keay et al., 1988, 1990a). The observations 
that (a) more than one pattern of autonomic 
response can be evoked from the superior collicu- 
lus and (b) different patterns of autonomic reac- 
tion accompany natural orienting and defensive 
movements, are consistent with this general view. 
However, the precise relationship between the 
behaviours and the autonomic reactions evoked 
from the superior colliculus remains to be deter- 
mined (for further discussion see Keay et al., 
1988). 

It is not so easy to make functional sense of 
the pro- and anti-convulsant effects of manipulat- 
ing GABAergic neurotransmission within the su- 
perior colliculus. Further studies are needed to 
clarify the relationship between these effects and 
the behavioural effects of individual rnicroinjec- 
tions. 

Distribution of responses within the superior col- 
liculus: possible mediation by collicular efferents 

A number of variables are likely to contribute to 
explaining why different microinjections of 
GABA-acting drugs produce different behaviour- 
al and physiological effects. Some of these vari- 
ables, such as dose of drug, volume of injection or 
the particular pharmacological action a drug has 
on different classes of GABA-receptor, have been 
little investigated. The main variable of interest 
to date has been site of injection. Figure 1 illus- 
trates how changing the injection site can have a 
major effect on the pattern of cardiovascular re- 
sponse obtained. Similar dramatic effects can be 
obtained for behaviour (e.g., Kilpatrick et al., 
1982): for example, if a bilateral injection is by 
mistake made asymmetrically, it is possible to 
obtain a Jekyll and Hyde animal that approaches 
a stimulus on one side of its body, yet violently 
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retreats from the same stimulus presented on the 
opposite side. 

The most plausible basis for these striking 
effects is the anatomical organisation of collicular 
output pathways. The superior colliculus projects 
to a wide variety of structures, located in the 
diencephalon, midbrain, pons, medulla and spinal 
cord (Huerta and Harting, 1984; Redgrave et al., 
1987a). It is apparent that at least some of these 
projections arise from distinct populations of col- 
licular output cells (Redgrave et al., 1986, 1987b, 
1990a; Sahibzada et al., 1987) located in particu- 
lar sub-regions of the superior colliculus. Thus, it 
has been suggested that the superior colliculus 
should be considered as an anatomical and func- 
tional ‘mosaic’, with interleaving groups or clus- 
ters of output cells (each of which may also have 
its own particular pattern of input connections) 
acting as functional sub-units (Huerta and Hart- 
ing, 1984; Illing and Graybiel, 1985, 1986; Dean 
et al., 1989; Jeon and Mize, 1990). 

Given this kind of organisation within the su- 
perior colliculus, it is to be expected that microin- 
jections would vary in their effects, depending on 
which particular group of output cells they influ- 
enced. An early attempt to assess this idea com- 
pared the most complete map for unilateral injec- 
tions of picrotoxin (66 pmo1/200 nl: Kilpatrick et 
al., 1982) with the distributions of collicular cells 
that projected either ipsilaterally or contralater- 
ally to the brainstem (Redgrave et al., 1986). As 
Fig. 3 indicates, there appears to be an approxi- 
mate correspondence between (a) the location of 
sites giving responses resembling orientation or 
approach and the location of cells projecting con- 
tralaterally into the predorsal bundle and (b) sites 
giving defence-like movements and cells project- 
ing ipsilaterally through the tecto-ponto-bulbar 
pathway (Redgrave et al., 1987a). This correspon- 
dence is consistent with evidence from other 
studies indicating that the crossed projection from 
the superior colliculus is concerned with ap- 
proach movements whereas the ipsilateral de- 
scending projection mediates defensive respond- 
ing (Dean et al., 1988, 1989). 

However, the data illustrated in Fig. 3 repre- 
sent only a crude first step towards understanding 
the effects of manipulating collicular GABAergic 
neurotransmission in terms of the organisation of 
collicular output pathways. On the one hand, 
each major descending projection is composed of 
a number of tracts ending in widely varying target 
structures. Among the targets of the ipsilateral 
projection, the cuneiform area and the dorsolat- 
era1 pons receive from distinct sets of collicular 
cells (Redgrave et aI., 1987b1, and similarly within 
the crossed pathway there are independent pro- 
jections to the caudal medulla/spinal cord and to 
the periabducens area (Keay et al., 1990b; Red- 
grave et al., 1990a). On the other hand, each 
major group of collicularly-mediated responses 
can be broken down into separate components, 
for example orienting movements of different 
parts of the body (whiskers, pinnae, eyes, head or 
the body itself), or different defence-like reac- 
tions such as freezing, directed avoidance, or 
undirected running. At this greater level of preci- 
sion it is not well understood how anatomy and 
behaviour are related. For example, more recent 
work indicates that the crossed descending path- 
way mediates only some kinds of approach or 
orienting movements: other kinds depend on an 
as yet unidentified collicular efferent pathway 
(Dean et al., 1988). 

Similarly, the collicular efferent pathways re- 
sponsible for physiological reactions are not well 
understood; there are only weak direct links be- 
tween the superior colliculus and the brainstem 
structures that control cardiovascular and respi- 
ratory systems in the ventrolateral medulla (Wil- 
let et al., 1983; Redgrave et al., 1987a), and these 
do not arise from the regions of the colliculus 
where cardiovascular changes can be most readily 
obtained by chemical stimulation (Keay et al., 
1990a). The superior colliculus does project 
strongly to structures such as caudal central gray 
(Redgrave et al., 1988) and hypothalamus (Fallon 
and Moore, 1979) that both project directly to the 
ventrolateral medulla, and also have been associ- 
ated with cardiovascular function (Hilton and 
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Smith, 1984; Li and Lovick, 1985). The hypothesis 
that these areas mediate the autonomic reactions 
produced by collicular stimulation awaits experi- 
mental test. 

A second problem with interpreting the effects 
of altering collicular GABA-systems is the possi- 
bility that a given microinjection will interfere 
with more than one set of collicular output neu- 
rons. This possibility, long suggested by calcula- 
tions concerning flow and diffusion from the in- 
jection site (e.g., Nicholson, 1985; Rice et al., 
19851, has recently received more direct support 
from a method allowing visualisation of some of 
the cells activated by a particular treatment. Cer- 
tain stimuli known to increase the activity of 
neurons also activate the nuclear proto-oncogene 
c-fos (see Dragunow and Faull, 1989 for review). 
One such example is presented in Fig. 4 which 
shows the location of cells expressing c-fos in the 
immediate vicinity of an injection of bicuculline 
methiodide into the lateral superior colliculus 
(Fig. 4B); c-fos surrounding a control injection of 
saline is included for comparison (Fig. 4A). In the 
colliculus injected with bicuculline, c-fos reaction 
product can be seen in areas known to contain 
cells of origin of both the ipsilateral and con- 
tralateral descending pathways (Redgrave et al., 
1986). It is interesting, therefore, to note that the 
behavioural effects of this injection comprised a 
mixture of both ipsilaterally and contralaterally 
directed movements. In summary, it seems plausi- 
ble that the behavioural effects of microinjections 
affecting GABA transmission will eventually be 
explicable in terms of the alterations that they 
produce in the properties of the relevant output 
neurons of the superior colliculus. However, con- 
siderable further work in understanding the prop- 
erties of both the output pathways, and the local 
actions of the microinjections themselves, will be 
required before this goal can be achieved. 

GABAergic pathways afferent to the superior 
colliculus 

The fact that behavioural responses can be ob- 
tained by interfering with GABAergic neuro- 

Fig. 4. Induction of c-fos protein in the immediate vicinity of 
microinjections into rat superior colliculus. A. C-fos surround- 
ing an injection site (arrow) where 400 nl of saline vehicle was 
injected. B. Substantial induction of c-fos extending approxi- 
mately 0.75 mm spherically from a site (arrow) where bicu- 
culline methiodide (50 pmol in 400 nl) was injected. Labelled 
neurons can be seen in all layers of the superior colliculus. 
Calibration bar = 0.5 mm. For abbreviations see legend to 
Fig. 1. 

transmission within the superior colliculus sug- 
gests that the neurons which mediate the re- 
sponses are normally under tonic GABAergic 
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inhibitory control. Broadly speaking this could 
arise from either or both of (i) intrinsic GABAer- 
gic neurons (Mize et al., 1981, 1982; Mize, 1988) 
or (ii) extrinsic GABAergic afferents (Chevalier 
et al., 1981; Di Chiara et al., 1979; Vincent et al., 
1978; Ficalora and Mize, 1989). There is now an 
accumulation of evidence identifying one such 
afferent pathway, namely the projection from 
substantia nigra pars reticulata to the superior 
colliculus: the nigrotectal pathway. Some of the 
evidence, and what it reveals about how the ni- 
grotectal projection normally controls the supe- 
rior colliculus, is reviewed in the main section 
below. A second brief section then considers the 
more recent and fragmentary evidence for an 
additional GABAergic projection to the superior 
colliculus, arising from cells in the substantia 
nigra pars lateralis and adjacent peripeduncular 
area. 

The nigrotectal projection: anatomy and physiology 
A number of lines of evidence indicate that 

the projection from the substantia nigra pars 
reticulata (SNR) to the superior colliculus is 
GABAergic. (i) Neurons in SNR that project to 
the superior colliculus stain for gamma- 
aminobutyric acid transaminase (rat: Araki et al., 
1984), and are immunoreactive to a GABA anti- 
body (cat: Ficalora and Mize, 1989). (ii) The 
morphology of nigrotectal terminals is consistent 
with their being GABAergic and inhibitory (rat: 
Vincent et al., 1978; cat: Behan et al., 1987). (iii) 
Destruction of the nigrotectal pathway depletes 
collicular GABAergic markers (Vincent et al., 
1978; DiChiara et al., 1979). (iv) Nigral stimula- 
tion produces short latency inhibition in collicular 
cells (Deniau et al., 1978; Chevalier et al., 
1981a,b); this inhibition is mimicked by GABA 
injected into the colliculus and reversibly blocked 
by bicuculline into the SC (Chevalier et al., 1981a). 

Electrophysiological recordings from cells in 
SNR indicate that they normally fire continuously 
and vigorously (rat: Chevalier et al., 1985; cat: 
Joseph et al., 1985; monkey: Hikosaka and Wurtz, 
1983a), thereby apparently subjecting the collicu- 

Fig. 5. Schematic diagram illustrating the double GABAergic 
link between the striatum and the superior colliculus via 
substantia nigra pars reticulata. A major component of the 
striatonigral pathway, and almost all nigrotectal neurons are 
GABAergic (see text). The majority of nigrotectal fibres aris- 
ing from pars reticulata terminate in the intermediate layers 
of the superior colliculus, a region which contains cells of 
origin of both contralateral and ipsilateral descending path- 
ways. 

lar target cells of the nigrotectal pathway to a 
tonic inhibitory influence (Fig. 5) .  Thus, the firing 
rate for nigral cells is inversely related to that of 
collicular target cells (monkey: Hikosaka and 
Wurtz, 1983d), and if the nigral cells are them- 
selves inhibited by intranigral microinjection of 
GABA, cells in the superior colliculus increase 
their firing rate (Chevalier et al., 1985). A plausi- 
ble natural mechanism for inhibiting nigral cells 
is the action of the GABAergic striatonigral pro- 
jection (Fig. 51, and indeed Chevalier et al. (1985) 
have shown that activating a small area of the 
caudate nucleus with glutamic acid can inhibit 
SNR cells and excite collicular cells. They and 
others have therefore proposed that disinhibition 
is a basic process whereby the striatum controls 
movement (Chevalier and Deniau, 1990; Hikosaka 
et al., 1989a,b,c; Hikosaka and Wurtz, 1989). 

SNR cells project to a limited region of the rat 
superior colliculus, namely the intermediate lay- 
ers (Fig. 6). One of these layers (the intermediate 
white layer) contains the bulk of the cells that 
project into the contralateral descending pathway 
(Fig. 3). Electron micrographic data indicate that 
nigrotectal terminals form synapses with con- 
tralaterally projecting tectospinal cells (Williams 
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and Faull, 1988), and electrophysiological record- 
ings show that antidromically identified tec- colliculus. 
tospinal cells can be inhibited by nigral stimula- 
tion (Chevalier et al., 1984) and excited by nigral 
inhibition (Chevalier et al., 1985). One target of 
striatal disinhibitory control therefore appears to 
be cells of origin of the spinal component of the 

crossed descending pathway from the superior 

However, these are not the only target cells of 
the nigrotectal projection. First, the intermediate 
grey layer, to which the nigra also appears to 
project (Gerfen et al., 1982; Rhoades et al., 1982; 
Redgrave et al., 1990b1, contains cells of origin of 

Superior 
col I i cu lu s 

C 

Substantia nigra  

Fig. 6. Afferent nigrotectal fibres from ventral and medial SNR appear to form a spatial grid accessing the ventral surface of SAI 
(intermediate white layer). The photomicrographs in A and B illustrate the orthograde transport of WGA-HRP (20-50 nl of 1%) 
from injections into ventromedial pars reticulata. A. Coronal section showing afferent nigrotectal fibres entering caudal superior 
cnlliculus. B. Sagittal section (approximately 1.5 mm lateral to the midline; rostral, left; caudal, right) showing dorsally projecting 
nigrotectal fibres traversing the collicular deep layers and underlying midbrain reticular formation Bar: A, B = 0.55 mm. (This 
photograph was slightly underexposed to highlight the rising nigrotectal fibres.) C. A schematic 3-dimensional representation of the 
nigrotectal fibres arising from ventral and medial substantia nigra pars reticulata. 
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the ipsilateral descending pathway (Redgrave et 
al., 1986). Secondly, as described above, the con- 
tralateral cells in the intermediate white layer are 
not homogeneous: cells projecting to the spinal 
cord are found mainly in rostrolateral colliculus, 
whereas cells projecting to the periabducens area 
are found further medially and caudally (Red- 
grave et al., 1990a; Keay et al., 1990b). This 
distinction may be an important one for under- 
standing the organisation of the nigrotectal pro- 
jection, because recent anterograde and retro- 
grade tracing data (Redgrave et al., 1990b) indi- 
cate that it consists of two separate channels: one 
with little if any topography from dorsolateral 
pars reticulata to the rostrolateral enlargement of 
the intermediate layers, and the other, which may 
be topographic, from ventral and medial pars 
reticulata to the medial and caudal intermediate 
layers. It appears, therefore, that the nigrotectal 
projection is structured to influence different 
classes of collicular output cell in different modes, 
although at present the functional significance of 
this arrangement remains to be elucidated (see 
below). 

The nigrotectal projection: behaviour 
As discussed above, the contralateral descend- 

ing pathway from the superior colliculus appears 
to be involved in approach or orienting rather 
than defensive movements. Thus, unilateral mi- 
croinjections of bicuculline or picrotoxin into the 
lateral intermediate and deep layers give con- 
tralaterally directed movements (e.g., circling), or 
a fixed contralateral head posture (Imperato and 
Di Chiara, 1981; Kilpatrick et al., 1982). Unilat- 
eral injections also give brief periods of gnawing 
(Kilpatrick et al., 19821, which become almost 
continuous when the injections are made bilater- 
ally (Imperato and Di Chiara, 1981; cf. Redgrave 
et al., 1981b). It has been argued that in rodents 
gnawing is related to orienting, in the sense that 
pointing the muzzle towards a novel tactile stimu- 
lus allows it to be grasped in the mouth - the 
perioral reflex, a form of ‘oral grasp’ reflex as 
opposed to the more familiar visual grasp (Keay 

et al., 1990b; Rhoades and DellaCroce, 1980; 
Stein, 1984; Wiener and Hartline, 1987). 

Consistent with the anatomical and electro- 
physiological evidence that the nigrotectal path- 
way can exert disinhibitory control over the cells 
of origin of the crossed descending projection, 
behavioural evidence indicates that the SNR can 
influence the same responses that are mediated 
by the crossed projection, and that this influence 
is exercised by the nigrotectal projection. The 
behavioural evidence is as follows. 

(i) Unilateral microinjections of muscimol into 
the SNR produce a range of contralaterally di- 
rected movements or postures including saccadic 
eye movements (Sakamoto and Hikosaka, 1989) 
head movements and rotational behaviour (Re- 
avill et al., 1979; Kilpatrick and Starr, 1981; Olpe 
et al., 1977); bilateral microinjections produce 
continuous biting or gnawing (Scheel-Kruger et 
al., 1977; Olianas et al., 1978; Taha et al., 1982). 

(ii) These behaviours are still obtained from 
SNR even if the thalamus and forebrain are 
missing (Welzl and Huston, 19811, suggesting that 
they can be mediated by descending nigral pro- 
jections (for review see Scheel-Kruger, 1986). 

(iii) Nigral-induced oral behaviour is abolished 
by lesions of the superior colliculus (Taha et al., 
1982; Redgrave et al., 1984; Baumeister et al., 
1987). Nigral circling or posturing is reduced (but 
not abolished) by collicular damage (Imperato et 
al., 1981; Kilpatrick et al., 1982; Leigh et al., 
1983; Scheel-Kriiger, 1986). 

It therefore appears likely that some of the 
behaviours resulting from interfering with 
GABAergic neurotransmission in the superior 
colliculus arise because tonic inhibition from the 
GABAergic nigrotectal pathway is blocked. This 
is a particularly interesting conclusion insofar as 
the forebrain itself makes use of such a disin- 
hibitory mechanism to produce movement (see 
below). Moreover, since the nigrotectal projection 
appears to contain anatomically segregated chan- 
nels (see above) it is probable that the substantia 
nigra is able to exert differential control over 
several collicular output functions. In view of the 
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well established roll of the paramedian reticular 
formation in the control of head and eye move- 
ments (see Grantyn, 1988 for review), our finding 
that ventral and medial nigral cells project to that 
part of the superior colliculus which contains 
cells projecting to the periabducens area (Red- 
grave et al., 1990a,b; Keay et al., 1990b) suggests 
that this basal ganglia output may exert control 
over movements of the head and eyes directed 
towards a novel stimulus. In contrast, the output 
from dorsolateral pars reticulata makes primary 
contact with that part of the superior colliculus 
receiving a major somatosensory input from the 
whiskers and mouth (Rhoades and DellaCroce, 
1980; Wiener and Hartline, 1987): it is therefore 
possible that this nigrotectal channel is more con- 
cerned with ‘oral’ orienting (Keay et al, 1990b). 
However, the precise behavioural role of the ni- 
grotectal channels in different forms of orienting 
and approach reactions awaits detailed experi- 
mental investigation. 

Projection from substantia nigra pars lateralis / 
peripeduncular area 

The projection from SNR to the superior col- 
liculus seems to be involved primarily in ap- 
proach and related responses; nigrotectal manip- 
ulations have not been reported to enhance de- 
fensive reactions (although muscimol applied to 
the nigra, for example, can enhance approach 
responses to the extent that normal defensive 
behaviour is severely curtailed). Is there perhaps 
some other GABAergic projection to the supe- 
rior colliculus, which controls defensive respond- 
ing in a manner analogous to that used by the 
nigrotectal pathway for orienting and approach? 

Several lines of evidence, some preliminary, 
provide hints that there may be such a projection, 

(i) Injections of retrograde tracers into some 
regions of the superior colliculus that mediate 
defence-like responding label cells in the substan- 
tia nigra pars lateralis (SNL) and adjoining 
peripeduncular area (PPA) (Amault and Roger, 
1987; Redgrave et al., 1990b). For example, bilat- 
eral injections of bicuculline (50 pmol) into the 

caudolateral deep layers produce a range of de- 
fensive reactions including cringing, vocalisation, 
wild biting attack and explosive running (Red- 
grave et al., 1989). Small injections of WGA-HRP 
into the same region of colliculus (Redgrave et 
al., 1990b) produce a pattern of retrograde la- 
belling which is confined to SNL and adjoining 
PPA, with very few cells in SNR (Fig. 7). Unlike 
SNR, SNL.and adjacent PPA in rat have major 
reciprocal connections with several structures as- 
sociated with defensive behaviour including the 
amygdala, ventromedial hypothalamus, periaque- 
ductal grey and cuneiform nucleus (Amault and 
Roger, 1987; Gonzales and Chesselet, 1990; 
Bernard et al., 1989). 

(ii) Cellsin both rat and cat SNL that project 
to the superior colliculus either stain heavily for 
GABA transaminase (Nagai et al., 1983) or are 
immunoreactive to a GABA-antibody (Ficalora 
and Mize, 1989). 

(iii) Preliminary electrophysiological data from 
our laboratory indicate the presence in SNL of 
spontaneously firing cells similar to those found 
in SNR. This observation suggests that if 
SNL/PPA cells are indeed GABAergic then tar- 
get structures are likely to be tonically inhibited 
by SNL/PPA afferents. 

(iv) Previously, we showed that certain treat- 
ments appear to increase the GABAergic-related 
inhibitory control over defensive behaviour initi- 
ated at the level of the superior colliculus; the 
threshold for eliciting defensive reactions with 
intracollicular injections of GABA antagonists 
was significantly raised after intranigral applica- 
tion of the catecholamine neurotoxin 6-hydroxy- 
dopamine (Redgrave and Dean, 1981b). In addi- 
tion, some preliminary behavioural observations 
made in our laboratory indicate that injections of 
muscimol into caudolateral substantia nigra can 
elicit exaggerated withdrawal responses to tactile 
stimulation. 

Although not compelling, these findings serve 
to encourage the search for pathways originating 
close to the ventrolateral junction between mid- 
brain and diencephalon which in appropriate cir- 
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cumstances can hold collicular defence mecha- 
nisms under inhibitory control. Whether a similar 
relationship holds for other species is unclear: 
projections from SNL to the SC have been 
demonstrated in other species (May and Hall, 
1986; Harting et al., 1988; Ficalora and Mize, 
1989), but it remains to be determined whether 
specific SNL terminal regions within the SC are 
particularly involved in defensive reactions. 

Functional implications 

At first sight disinhibition seems an odd mecha- 
nism for producing movements. Why go to the 
trouble of having a tonically inhibitory pathway 
(from nigra to colliculus) that is itself under in- 
hibitory control (from the striatum via the 
striato-nigral projection)? It would appear sim- 
pler to have excitatory projections throughout. 

However, disinhibition as a control mechanism 
fits rather well with both well-established (Hugh- 
lings Jackson, 1932) and more recent views 
(Brooks, 1987) concerning the evolution of intelli- 
gence. The essential feature of these views is that 
evolution does not start from scratch, but builds 
on what it has got. For example, once the brain 
has evolved a mechanism for accurately directing 
movements of the head towards a suddenly ap- 
pearing target, the next step is to add on ‘higher’ 
mechanisms which utilise the already established 
competence but do not replace it. These higher 
mechanisms would then be able to direct head 
movements towards some targets but not others, 
or towards targets that were not physically pre- 
sent. But to achieve such a redirection it is neces- 
sary that the higher mechanism be able to over- 

ride the straightforward sensory trigger mecha- 
nisms utilised by the primitive competence. One 
over-ride mechanism is the maintenance of tonic 
inhibitory control, released only at the higher 
mechanism’s command (cf. Chevalier et al., 1985; 
Goldberg and Segraves, 1990; Hikosaka and 
Wurtz, 1989). 

The view that lower, evolutionarily more an- 
cient centres are kept under inhibitory lock and 
key finds its expression in the idea that there are 
‘positive’ clinical signs representing the ‘release’ 
from higher-order control (cf. Graybiel, 1990). 
Indeed, the appearance of circling, gnawing etc. 
after nigral inactivation (see above) seems to con- 
stitute a textbook example of such signs. How- 
ever, the issue is of interest not only from a 
clinical perspective, but from a more general and 
abstract one to do with control in complex sys- 
tems. Brooks has been concerned with the design 
of mobile robots that, unlike many existing mod- 
els, have multiple functions and perhaps the abil- 
ity to survive on their own in neutral or even 
hostile environments (Brooks, 1987, 1989). The 
design framework chosen is similar to the one 
outlined above: a module lower in the hierarchy 
retains its sensory and motor connections, but 
these can be modified by messages from higher 
modules. In particular, a higher module may sup- 
plement or replace the sensory inputs of a lower 
one with its own commands. The advantages and 
disadvantages of this approach are currently un- 
der very active scrutiny (e.g., Waldrop, 1990). 

If disinhibitory control is indeed a mechanism 
of fundamental importance, for animal if not 
artificial intelligence, then it is necessary to un- 
derstand in detail exactly how it works. Just what 

Fig. 7. An example of the retrograde transport of WGA-HRP (10 nl of 1%) from an injection located in caudolateral deep 
layer/intercollicular region of the dorsal midbrain to the substantia nigra pars lateralis/peripeduncular area of the ventral 
midbrain. A. Schematic representation of the WGA-HRP injection site. B. A photomicrograph of retrogradely labelled cells in 
substantia nigra pars lateralis (approximate AP level, 5.3). Calibration bar = 0.2 rnm. C. Quantitative plot of cells in the ventral 
midbrain following the injection of WGA-HRP illustrated in (A). Recent experiments in our laboratory (to be published) have 
shown that injections of bicuculline into this region of the dorsal midbrain induce a range of defensive responses including fast 
running, cringing, biting attack and vocalisation. 



216 

messages can be passed down to the superior 
colliculus from the forebrain? At present there 
appear to be two main possibilities. 

(1) Altering the gain of sensory input. One of 
the effects of blocking GABAergic transmission 
within the superior colliculus is to exaggerate 
responses to sensory stimuli. A related phe- 
nomenon has been observed electrophysiologi- 
cally in the superior colliculus as a consequence 
of nigral manipulation: Chevalier et al. (1985) 
found that after microinjection of GABA into 
SNR, tectospinal output neurons gave an in- 
creased response to stimulation of the snout. 
Related, but more striking effects, have been 
found in cat (Dunning et al., 19901, and recent 
recordings in our laboratory show that after local 
manipulation of GABA neurotransmission the 
sensory specificity of collicular cells can be al- 
tered. Thus, our initial results show that in the 
presence of nearby injections of bicuculline (25- 
50 pmol in 200-400 nl), extracellularly recorded 
intermediate layer cells which were previously 
exclusively sensitive to somatosensory input from 
the mouth and whiskers (n = 8 out of 8) became 
visually responsive (Westby, personal communica- 
tion). 

There are a number of possible mechanisms 
that could underlie these effects. Some nigral 
cells themselves respond to sensory stimuli, espe- 
cially (in monkey) to visual stimuli (Hikosaka and 
Wurtz, 1983a,b,c,d). Secondly, nigral disinhibition 
could alter the responsivity of the target cells to 
sensory input from elsewhere, for example from 
the trigeminal nucleus (Killackey and Erzurumlu, 
1981; Bruce et al., 1987; Rhoades et al., 1989a) or 
from the superficial visual layers of the colliculus 
(Rhoades et al., 1989b). Thirdly, direct projec- 
tions from substantia nigra pars lateralis to the 
the superficial layers of the superior colliculus 
have been demonstrated in both cat (Harting et 
al., 1988) and rat (Redgrave et al., 1990b). The 
relative importance of these mechanisms remains 
to be established. 

A related issue is whether the nigrotectal path- 

way is capable of biasing sensory input only in a 
global manner, or whether it can alter responsive- 
ness selectively within a particular region of space. 
Anatomical investigations of the nigrotectal pro- 
jection in rat (Redgrave et al., 1990b) (Fig. 6) 
favour the latter possibility, in that they suggest 
that part of it may be topographically organised. 
Electrophysiological evidence for (weak) topogra- 
phy has also been found for the primate nigrotec- 
tal pathway (Hikosaka and Wurtz, 1983a,d, 1989). 

(2) Direct production of movement in the ab- 
sence of a sensory trigger. Both microinjections of 
muscimol into SNR, and GABA blockers into the 
superior colliculus, produce movements that ap- 
pear to occur without any immediately preceding 
sensory stimulus. Moreover, some cells in the 
primate substantia nigra respond before saccades 
to remembered targets, i.e., targets that are no 
longer physically present (Hikosaka and Wurtz, 
198313. Again Chevalier et al.’s (1985) electro- 
physiogical data provide a clue to the mechanism: 
nigral GABA can cause collicular output cells to 
become spontaneously active. The source of this 
activity is at present obscure; one possibility is the 
frontal cortex (e.g., Goldberg and Segraves, 1990), 
and another, suggested by preliminary behav- 
ioural observations from our laboratory, is the 
deep cerebellar nuclei that project r0 the same 
parts of the superior colliculus as the nigrotectal 
pathway (Faull and Carman, 1978; May and Hall, 
1986). But whatever the source, the ability of the 
nigrotectal pathway to increase the firing of col- 
licular output cells in the absence of specific 
sensory stimulation gives it the potential to pro- 
duce movements directly. 

In summary, the alterations in collicular 
GABAergic transmission that are produced 
crudely by microinjections in the laboratory, may 
be achieved more subtly by the brain itself to 
implement forebrain control of collicular compe- 
tences. A major question is precisely how that 
control is exercised. Answering it may contribute 
to our understanding of a very general issue, 
namely the evolution of intelligence. 
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Other species 

The behavioural effects of manipulating GABA- 
ergic neurotransmission in the superior colliculus 
(or its homologue, the optic tectum), and their 
relation to the nigrotectal projection, are in some 
respects similar in a range of animals. In all cases 
orienting and related approach and prey catching 
responses are involved. Although these vary in 
form from animal to animal (e.g., prey-catching in 
frogs versus saccadic eye movements in primate), 
in each case they appear subject to forebrain 
disinhibitory control exercised via the nigrotectal 
projection or its analogue (Frog: Ewert, 1991; 
Cat: Boussaoud and Joseph, 1985, Cools, 1985; 
Monkey: Hikosaka and Wurtz, 1985a,b). In pri- 
mates, one function of this projection seems to be 
the initiation of saccades to remembered targets 
(e.g., Hikosaka and Wurtz, 1983c, 1989). It may 
also be involved, together with frontal cortex and 
the caudate nucleus, in predictive saccades or 
saccades away from a target (Hikosaka et al., 
1989; Goldberg and Segraves, 1990). These obser- 
vations have been very important in suggesting 
how alterations in GABAergic neurotransmission 
within the superior colliculus may be used natu- 
rally to achieve sophisticated control of basic 
movement patterns (cf. previous section). 

The main difference from the effects described 
here is that, so far, only in rodents has enhance- 
ment of defence-like responses been reported. 
For example, in monkey microinjection of either 
muscimol into the substantia nigra, or bicuculline 
into the superior colliculus, appears to affect only 
saccadic movements of the eyes (Hikosaka and 
Wurtz, 1985a,b). There may be several reasons 
for this difference, which have been discussed in 
detail elsewhere (Dean et al., 1989). First, it is 
possible that in animals like cats and monkeys the 
decision to investigate or escape is taken exclu- 
sively in the forebrain, so that the superior col- 
liculus mediates orienting responses only. It is not 
clear, though, how well this explanation fits with 
evidence suggesting that basic architectural fea- 
tures such as the general organization of output 

pathways, discontinuous distribution of input ter- 
minals, and enzyme-related patches is shared by 
all mammals so far investigated including cat and 
monkey (Huerta and Harting, 1984; Stein, 1984; 
Illing and Graybiel, 1985, 1986; Dean et al., 1989). 
An alternative explanation of the stimulation data 
rests on the idea that the costs and benefits of 
decisions to look at or retreat from a novel event 
differ between species. A heavily predated species 
with poor central vision is likely to benefit from a 
bias towards defensive responding. In contrast, 
animals with relatively well-developed central vi- 
sion and few predators (e.g., cats and monkeys) 
probably benefit from a tendency to look at a 
novel stimulus before deciding what to do. If 
these response biases were reflected in collicular 
organization, marked differences in the move- 
ments elicited by stimulation of the superior col- 
liculus in different species would be predicted. 
However, in environments known to be danger- 
ous, i.e. where sudden novel events normally elicit 
defensive responses, we would expect collicular 
stimulation also to produce avoidance movements 
in animals such as cats and monkeys. To date 
investigators using these animals have worked 
hard to avoid such conditions in their experi- 
ments. 
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Introduction 

During the last few decades there has emerged 
an increasing interest in the functional anatomy 
of the pretectum and the accessory optic system 
(AOS), in mammals and in non-mammalian 
species. In particular, the physiological studies of 
Maekawa and Simpson (1972, 19731, Simpson et 
al. (1979) and Hoffmann (1986) have given new 
spirit to a hitherto relatively unexplored area in 
the brain. Simultaneously, anatomical tracing 
studies by Giolli and co-workers have revealed 
details on the connectivity and the interrelation- 
ships of both systems (Blanks et al., 1982; Giolli 
et al., 1984, 1985, 1988, 1989). In addition, recent 
pharmacological and behavioral studies have em- 
phasized the role of the pretectum and AOS in 
the processing of movements in the whole visual 
field (Grasse and Cynader, 1988, 1991; Ariel, 
1989; Yucel et al., 1989; Schuerger et al., 1990). 
Components of the pretectal and the AOS nuclei 
convey retinal slip information that is integrated 
with vestibular input to stabilize a visual image on 
the retina during self generated motion of the 
body and motion of the visual surround (Graf et 
al., 1988, Leonard et al., 1988; Simpson et al., 
1988b). Given that the physiological and struc- 
tural relationships of the pretectal and AOS nu- 
clei are known in some detail, it is possible to 
study the ultrastructural organization of their 

neurons in relation to their physiology and thus 
describe the synaptic circuitry which underlies 
their function. 

This chapter is concerned with the ultrastruc- 
tural organization of the inhibitory components 
of this system mediated by gamma-aminobutyric 
acid (GABA). There is a growing body of evi- 
dence that the inhibitory neurotransmitter GABA 
is involved in transmission in many regions of the 
visual system. In the visual cortex it has been 
demonstrated that GABA plays a role in direc- 
tional sensitivity (Sillito, 1977) and at the level of 
the retinal ganglion cells, properties such as speed 
and direction selectivity are generated in part by 
inhibitory, presumably GABAergic, mechanisms 
(Barlow and Levick, 1965; Caldwell et al., 1978; 
Grzywacz and Koch, 1987; Ariel, 1989). In the 
retina of the frog it has been suggested that 
GABA might be involved in reducing the slip 
velocity of images on the retina during the slow 
component of optokinetic nystagmus (OKN) 
(Bonaventure et al., 1983; Yucel et al., 1990). The 
observations in retina and cortex indicate the 
importance of GABAergic mechanisms in the 
regulation of speed and direction selectivity in 
these two structures. Whether the large numbers 
of GABAergic neurons and terminal profiles ob- 
served in the pretectum and the AOS also con- 
tribute to speed and directional selective proper- 
ties, awaits further physiological investigation. In 
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this chapter, we will describe the ultrastructural 
components of GABAergic neurons, with special 
attention paid to the following questions. 

(1) Do GABAergic efferent systems exist that 
originate in the pretectum and AOS and reach 
the vestibular nuclei or other visually related nu- 
clei that play a role in OKN? A number of 
different efferent pathways that originate from 
cell bodies located in the pretectum and the AOS 
are known to carry optokinetic information that 
converges upon secondary vestibular neurons. In 
particular, optokinetic information is mediated 
through the nucleus of the optic tract (NOT) and 
the dorsal terminal nucleus (DTN)* by the visual 
olivocerebellar pathway (Maekawa and Simpson, 
1972, 1973). Barmack and Hess (1980a,b) have 
indicated that through the modulatory activity of 
the NOT and the DTN, eye-velocity signals are 
greatly reduced in the Inferior Olive (10). The 
morphological substrate for this phenomenon 
could be formed by an inhibitory projection from 
the NOT/DTN to precerebellar brain stem nu- 
clei. In this chapter a survey will be presented of 
the tracing studies that have been performed to 
demonstrate the possible involvement of GABA- 
ergic projection neurons in the NOT/DTN in 
this circuit. 

(2) How are the afferent GABAergic projections 
and the local GABAergic terminals distributed 
and could that organization explain the signifi- 
cance of the GABAergic connections in speed 
and direction selectivity? Recent immunocyto- 
chemical studies have indicated significant 
GAl3Aergic connections between several compo- 
nents of the subcortical primary visual cehters. 
These include a GABAergic projection from the 
pretectum to the SC (Appell and Behan, 1990; 
Van der Want et al., 1991) and the LGN (Cue- 

* In physiological studies in rabbits on the functional proper- 
ties of the NOT and DTN a distinction between these nuclei 
has never been indicated and as their boundaries can only 
arbitrarily be given, we consider the NOT/DTN as a single 
neuronal complex (Gregory, 1985). 

chiaro et al., 1991) and an inhibitory projection 
from the AOS to the pretectum that accounts, at 
least in part for the GABAergic terminals in the 
NOT/DTN (Van der Togt et al., 1991). The 
ultrastructural characteristics and the distribution 
of these GABAergic terminals also will be pre- 
sented in this chapter. 

(3) How is the main sensory input from the retina 
related to the GABAergic circuit and does it use 
GABA itself? Electrophysiological studies have 
demonstrated high spontaneous activity in the 
WOT/DTN complex that can be modulated by 
retinal and other inputs to this region (Simpson 
et al., 1988b). This modulatory activity is highly 
specific. A close interaction between retinal ter- 
minals (R) and GABAergic terminals, is thought 
to be involved in the modulation of this sponta- 
neous activity. This means that a spatial configu- 
ration is required that permits GABAergic and R 
synapses to interact directly and that the relative 
position of the synapses largely determines the 
strength and the intensity of the effect. This 
would be in accordance with the hypothesis pre- 
sented by Somogyi (1990), formulated for the 
visual cortex, which postulates that neurons al- 
ways contact both putative excitatory and inhibi- 
tory terminals, and that by differential placement 
of excitatory and inhibitory synapses a basic 
synaptic design is established which controls the 
flow of activity through various channels. In this 
chapter an analysis will be made of the complex- 
ity of the ultrastructural relations of the in- 
hibitory GABAergic circuits that are formed by 
interneurons, GABAergic projection neurons and 
nonGABAergic neurons in the pretectum and the 
AOS. 

Anatomy and structural organization 

The pretectal region of mammals includes a num- 
ber of distinct nuclei located between the supe- 
rior colliculus (SC) and the dorsal thalamus (Rose, 
1935, 1942; Kiihlenbeck and Miller, 1942; Ro- 
dieck, 1979). These nuclei include the anterior 
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pretectal nucleus (APN), the nucleus of the optic 
tract (NOT), the olivary pretectal nucleus (OPN), 
the posterior pretectal nucleus (PPN) and the 
suprageniculate pretectal nucleus (Scalia, 1972; 
Simpson et al., 1988a). Classically, the AOS com- 
prises three nuclei: the dorsal terminal nucleus 
(DTN), the lateral terminal nucleus (LTN) and 
the medial terminal nucleus (MTN). Recently, a 
fourth nucleus has been described by Giolli et al. 
(1988), the interstitial nucleus of the superior 
fasciculus posterior fibers (inSFp). Except for the 
APN, all of these nuclei receive a retinal projec- 
tion. In rat and rabbit the visual input originates 
predominantly (Giolli and Guthrie, 1969) or ex- 
clusively from the contralateral retina (Scalia, 
1972; Klooster et al., 1983). The pretectal and 
AOS nuclei form extensive connections with other 
midbrain structures and preoculomotor centers 
and are therefore considered as highly important 
in the processing of visual input to these struc- 
tures (Berman, 1977; Blanks et al., 1982; Holstege 
and Collewijn, 1982; Giolli et al., 1984, 1988; 
Korp et al., 1990). Figure 1 demonstrates trans- 
verse sections through the diencephalon of a pig- 
mented rabbit showing the termination pattern of 
retinal fibers in the pretectal nuclei and the AOS 
nuclei. One interesting feature of this organiza- 
tion, first described by Scalia and Arango (1979) 
in rat, is that the retinal input to these nuclei 
appears to be organized in horizontally oriented 
parallel slabs that extend through the rostro- 
caudal dimensions of the pretectum. This appears 
to be a common feature in many species as it has 
also been shown that the retinal input forms 
parallel slabs in the cat (Koontz et al., 1985). 
These slabs correspond to specific calbindin la- 
beled cell clusters in the cat (Nabors and Mize, 
1991). 

Cellular distribution and morphology 
A number of cell types have been described in 

the pretectal nuclei at the light microscopic level 
(Kanaseki and Sprague, 1974; Berman, 1977; 
Scalia and Arango, 1979). These cells include 
large multipolar and medium to small multipolar 

neurons with the larger neurons located more 
superficially (Gregory, 1985). In Golgi material, it 
has been shown that neurons in the NOT/DTN 
complex range in size from 10-25 p m  in diame- 
ter. From their soma, three to seven dendrites 
emerge and traverse the neuropil to bifurcate 
extensively in adjacent pretectal nuclei thus form- 
ing a strongly interconnected system between dif- 
ferent pretectal nuclei and the AOS system 
(Nunes Cardozo and Van der Want, 1987). Be- 
sides the dendritic arborizations, loosely arranged 
optic tract fibers pass perpendicularly through 
the NOT/DTN complex, resulting in a patch- 
work-like appearance of electron lucent areas 
intermingled with electron dense myelinated 
fibers (Fig. 2). 

Neurons in the NOT/DTN complex in the cat 
are amongst the largest cells in the pretectal 
region and they are topographically distributed 
with respect to their efferent projection patterns: 
the large neurons project in a caudal direction 
and the smaller neurons project in a rostra1 direc- 
tion (Weber and Harting, 1980). Separate groups 
of neurons are arranged according to their pro- 
jection area, one to the lateral dorsal nucleus of 
the thalamus and another to the I 0  (Robertson, 
1983). In the rat, Schiff and Schmidt (1990) have 
demonstrated that the efferents of the NOT are 
probably composed of at least three populations: 
an ipsilateral projection to the 10, a contralateral 
projection to the opposite NOT, and a bilateral 
projection to the LGN. It was further observed, 
in contrast to the cat, that these populations of 
projection neurons are homogeneously dis- 
tributed throughout the nuclear complex. 

Interspersed with these projection neurons are 
local circuit or interneurons. It is generally as- 
sumed that local circuit neurons have specific 
morphological (Lieberman, 1973; Hamori et al., 
1983; Braak and Bachmann, 1985; Campbell and 
Lieberman, 1985) and immunocytochemical prop- 
erties (Fitzpatrick et al., 1984; Montero and 
Singer, 1984; Ottersen and Storm-Mathisen, 1984; 
Giolli et al., 1985; Montero and Zempel, 1986; 
Horn and Hoffmann, 1987). Giolli et al. (1985) 
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observed light microscopically high densities of 
GAD reactive neurons in the NOT/DTN of rat 
and gerbil, that could reach up to 27% of the 
total number of neurons. These GAD positive 
neurons are stastistically smaller than the mean 
size of a neuron from the total population, and 
they are more spherical, but otherwise indistin- 
guishable from the total neuron population. Ac- 
cording to Horn and Hoffmann (1987) GABAer- 
gic neurons in the NOT/DTN in cat, rat and 
monkey also are significantly smaller than retro- 
gradely labeled cells from the I 0  that are 
nonGABAergic (Fig. 3a). Interneurons are gener- 
ally considered as inhibitory and predominantly 
GABA positive. However, there is increasing evi- 
dence that GABAergic neurons can also be pro- 
jection neurons (Fitzpatrick et al., 1984; Mug- 
naini and Oertel, 1985; Giolli et al., 1985; Appell 
and Behan, 1990; Cucchiaro et al., 1991; Van der 
Togt et al., 1991). 

GABAergic neurons and circuits 

Methodological considerations 
GABA containing profiles have been identi- 

fied vsing several techniques. In the earlier stud- 
ies on the distribution of GABA in the central 
nervous system, tritiated GABA uptake was used 
to selectively label GABAergic neurons (Sotelo et 
al., 1972; Mize et al., 1982; Somogyi et al., 1983; 
Solnick et al., 1984). More recently, antibodies to 
glutamic acid decarboxylase (GAD), the synthe- 
sizing enzyme for GABA, have been used to 
identify GABAergic neurons, using immunocyto- 
chemical techniques (Oertel et al., 1982; Hen- 
drickson et al., 1983; Houser et al., 1983). In 
GAD immunostaining, application of colchicine 
is often necessary to detect the enzyme in somata 

(Tappaz et al., 1982). The application of colchicine 
enhances only the amount of GAD in cell bodies 
and does not increase the amount in terminals 
(Gabbott et al., 1986) and additionally deterio- 
rates the ultrastructure considerably. The devel- 
opment of GABA antibodies conjugated to glu- 
taraIdehyde and the application of these antibod- 
ies in postembedded tissues, together with the 
use of immunogold to identify the immunoreac- 
tivity, permits sensitive detection in well pre- 
served tissue in cell bodies, axons, dendrites and 
terminals (Van der Want and Nunes Cardozo, 
1988). 

GABAergic and nonGABAergic cell bodies 

A direct correlation between GABAergic and 
nonGABAergic neurons based on morphologi- 
cally defined criteria, e.g., the size of the neuron, 
the shape of the nucleus or cytoplasmic stainabil- 
ity is often arbitrary and a classification based 
simply on ultrastructural criteria is not reliable 
(Van der Want and Nunes Cardozo, 1988). 
GABAergic neurons, although distributed 
throughout the whole NOT, tend to be more 
numerous in the caudal part than in the rostra1 
part. The somata are small and spherical and the 
nuclei have smooth contours (Fig. 4a,b). How- 
ever, there are also GABAergic neurons with 
medium sized somata and highly irregular shaped 
nuclei observed in the rabbit NOT/DTN com- 
plex (Fig. 4c,d). We have, therefore concluded 
that ultrastructural criteria cannot reliably distin- 
guish GABAergic neurons in the absence of spe- 
cific markers of this transmitter. However, the 
presence of two populations of GABAergic neu- 
rons, one with medium sized somata and one 
with small somata suggests the existence of two 

Fig. 1. A series of transverse sections through the meso-diencephalon of a pigmented rabbit'demonstrating the labeling pattern of 
retinal terminals after anterograde WGA-HRP transport from the retina, visualized with the tetramethylbenzidine method. 
Arrowheads indicate different parts of the NOT. See list for abbreviations. 

Fig. 2. Low power electron micrograph of part of the NOT. The electron lucent neuropil is transsected by myelinated and 
unmyelinated axons. Bar = 5 pm. 
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separate GABAergic populations. The smaller 
cells could belong to the GABAergic interneu- 
rons and the larger ones to the GABAergic pro- 
jection neurons (compare Fig. 6). In the rat and 
rabbit NOT/DTN complex, somata and neuropil 
show large variations in GABA immunoreactivity. 
Some neurons reveal a dense reaction product, 
others show much weaker staining. In the neu- 
ropil dendrites and terminal profiles also reveal 
intense reactivity, but areas with less reactivity 
were also noted. The different reactivities seem 
not related to gradients in the diffusion of the 
antibodies, but rather indicate true differences in 
GABA reactivity. 

There have been several targets proposed for 
GABAergic projection neurons. The I 0  receives 
a strong input from the NOT/DTN and is one of 
the likely candidates to receive GABAergic input. 
To substantiate this, projection neurons in the 
NOT/DTN were selectively identified with retro- 
grade tracers combined with GABA immunocyto- 
chemistry. In rabbit, rat, cat and monkey retro- 
gradely transported WGA-HRP, injected into the 
10, labeled cell bodies in the pretectum, but 
GABA reactivity could not be demonstrated in 
the labeled cell bodies (Horn and Hoffmann, 
1987; Nunes Cardozo and Van der Want, 1990). 
The projection neurons to the dorsal cap of the 
inferior olive are found mainly in the rostra1 part 
of the NOT/DTN (Fig. 3a). The outlines of the 
somata and the primary dendrites of these pro- 
jection neurons are rather smooth and densely 
studded with terminal profiles (Fig. 5). In recent 
tracing studies, in cat, GABA immunoreactive 
neurons were demonstrated to project from the 
APN, NOT and PPN to the SC (Appell and 
Behan, 1990). In an electron microscopical study 
we could demonstrate GABA reactivity in cell 
bodies that were retrogradely labeled after small 

iontophoretic injections of WGA-HRP in the su- 
perficial and deeper layers of the rat SC (Fig. 6). 
The identified GABAergic neurons are large to 
medium sized and show indented nuclei; these 
neurons are partly surrounded by glial envelopes, 
but on somatic surfaces that are free synaptic 
contacts with F terminals can be found. Until 
now we have not observed R terminals in contact 
with these somata (Van der Want et al., 1991). 

Cucchiaro et al. (1991) observed that over 45% 
of the retrogradely labeled pretectal cells from 
the LGN were GABAergic and that those neu- 
rons were similar in size to the nonGABAergic 
neurons that were also labeled from the LGN. 
These results suggest the existence of two popula- 
tions of GABA positive neurons in the cat’s pre- 
tectum: projection neurons and interneurons. 
Those neurons are randomly distributed without 
evidence for clustering or segregation. These ob- 
servations differ from that of Nabors and Mize 
(1991) who found, after HRP injection in the 
LGN, retrogradely labeled neurons in the cat 
pretectum that did not show GABA reactivity. 
Another important difference concerns the disti- 
bution of the projection neurons. In the latter 
study, HRP labeled neurons could be found ar- 
ranged in clusters and these clusters correspond 
with calbindin reactivity. Further studies are nec- 
essary to resolve this conflicting data, but there 
are several factors that might explain the differ- 
ences noted in these studies: (1) different sensitiv- 
ity at the level of detection of the retrograde 
tracers in these studies will give rise to different 
numbers of retrogradely labeled neurons, (2) size 
of the injection and uptake of passing fibers, (3) 
different sensitivity and specificity of the antibod- 
ies used in double labeling experiments and (4) 
differences in defining the boundaries of the nu- 
clei under investigation. Due to the location of 

Fig. 3. a. Transverse section through the NOT/DTN immunostained for GABA and demonstrating retrogradely labeled 
WGA-HRP neurons that project to the inferior olive (arrows). GABAergic cell bodies (arrowheads) are relatively faintly stained, 
compared with the WGA-HRP labeled cell bodies. b. Transverse section at about the same level as in a, incubated for 
parvalbumin-immunoreactivity (PV) (arrowhead). PV reactivity is localized in the deeper parts of the NOT. Note that areas with 
retrogradely labeled and nonGABAergic projection neurons (in 3a) are observed in areas that are relatively free of PV reactivity. 
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Fig. 4. For legend see p. 292. 
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Fig. 4 (continued). 



292 

the pretectal nuclei within the myelinated fibers 
of the optic tract the penetration of antibodies 
and stains is rather limited and hence could easily 
cause conflicting results. 

Synaptology 

General description 
The neuropil of the pretectal nuclei and the 

AOS is composed of axon terminals and dendritic 
profiles that are arranged either in glomerular- 
like configurations with a glial envelope or in 
free, loosely arranged terminal areas that are 
interspersed by dendrites and axons. The neu- 
ropil can be divided roughly into areas that re- 
ceive retinal axon terminals (R) and areas that 
are devoid of R terminals. The retinal terminal 
organization described in the LGNd (Guillery, 
1969; Hamori et al., 1974; Robson and Mason, 
1979; Rapisardi and Miles, 1984) and the SC 
(Sterling, 1971; Vrensen and de Groot, 1977; 
Behan, 1981; Mize, 19831, resembles the glomeruli 
of R terminals in the NOT/DTN complex. A 
retinal glomerulus is formed by a centrally lo- 
cated R terminal that makes synaptic contacts on 
one or more profiles (Fig. 9). The R terminal and 
its postsynaptic elements usually are separated 
from the surrounding neuropil by a glial enve- 
lope. R terminals in the NOT/DTN are gener- 
ally smaller than those in the LGN, they are 
easily identified on the basis of their electron 
lucent, “pale”, mitochondria, spherical vesicles 
and asymmetric synapses (Figs. 7b, 9). R termi- 
nals synapse on nonGABAergic somata and den- 
drites and also on GABAergic terminals (F type, 

see below), but they are never observed in synap- 
tic contact with GABAergic somata (Fig. 7b). R 
terminals never show GABA immunoreactivity, 
but exhibit glutamate-like immunoreactivity 
(Nunes Cardozo et al., 1991). 

GABAergic terminals on identified cell bodies 
Two different types of GABAergic terminals 

are found in the pretectum, the F and P type 
terminals. The F type contains clusters of flat- 
tened vesicles, but no ribosomes, and these are 
thought to be of axonal origin. There are two 
main varieties of F terminals that are classified 
according to the density of synaptic vesicles, the 
size of the terminal and the density of the cyto- 
plasmic staining (Figs. 8a,b, 9). The larger F 
terminal has been observed throughout the neu- 
ropil and is often located at the periphery of 
complex arrangements of terminals and den- 
drites. These profiles contain loose accumulations 
of pleomorphic ovoid and flattened synaptic vesi- 
cles. A second, smaller type of F terminal is more 
often observed within such an arrangement. These 
terminals often contain more dense clusters of 
small ovoid or flattened vesicles. The F terminals 
are presynaptic to GABA immunonegative so- 
mata (Figs. 5 ,  7b) and dendrites and GABA posi- 
tive dendrites. In an electron microscopic study in 
rabbits it was noted that the projection neurons 
to the 10, although not GABAergic themselves, 
receive a substantial GABAergic F type input on 
their somata (Nunes Cardozo and Van der Want, 
1990), an observation that is in conflict with the 
light microscopic observations of Horn and Hoff- 
mann (1987). In contrast with GABA immuno- 

Fig. 4. a,b. Electron micrographs of two small neurons with spherical nuclei and electron lucent cytoplasm that is relatively free of 
organelles. These neurons resemble interneurons and have been incubated for GABA reactivity. The insets show higher 
magnifications, 4a does not contain 15 nm gold particles, localizing GABA reactivity. In b these particles can be seen. In c,d 
examples are given of large neurons with indented nuclei and extensive cytoplasm in which in c no GABA could be demonstrated, 
in d numerous particles indicate the presence of GABA. Bar = 1 pm. 

Fig. 5. Composite electron micrograph of a soma of a retrogradely identified neuron in the NOT that projects to the dorsal cap of 
the inferior olive. The label in the cell body is composed of irregular gold precipitates, in the terminals GABA immunolabeling can 
be observed (visualised with 15 nm gold particles that are highly uniform in size). Labeled F-type terminals are indicated with + ; 
some retinal (R) terminals contact the soma. Bar = 1 wm. 
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Fig. 6. Medium sized, WGA-HRP identified cell body (DAB arrowheads) in the rat NOT after retrogade labeling from the SC. The 
specimen has been incubated for GABA reactivity, that is visualized by 15 nm gold particles conjugated to the second antibody. In 
this part of the cell body no synaptic contacts are found. Bar = 1 wn. 

positive cell bodies, which are almost devoid of 
terminals on their somata, GABA negative cell 
bodies receive a considerable number of GABA 
positive terminals on their cell bodies (Figs. 5, 7a, 
b). F terminals also can be postsynaptic to R 
terminals (Fig. 9). 

The second type of GABA positive terminal 
exhibits pleomorphic vesicles (P terminal), con- 
tains ribosomes and is of dendritic origin (Figs. 
8b, 9). The GABAergic dendrites have a wide 
distribution. There are two types of neurons from 
which they could originate: the GABAergic pro- 
jection neuron or the GABAergic interneuron. 
From ultrathin sections this distinct origin could 
not be determined. Occasionally nonGABAergic 

F and P terminals have also been found. Some 
differences in the terminal arrangement pattern 
of F type boutons in the NOT/DTN compared 
with the LGN, SC and OPN have been noted 
(Nunes Cardozo and Van der Want, 1987). In the 
OPN, triadic arrangements of F and P profiles 
and dendrites were frequently observed (Camp- 
bell and Lieberman, 1985). In the OPN triad, 
direct feedforward inhibition may be achieved 
through the F terminal that is in close vicinity to 
the R terminal. In the NOT/DTN, F terminals 
are only rarely found to participate in triadic 
arrangements. 

The F terminals show structural features that 
resemble axon terminals (Montero and Singer, 
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Fig. 7. a,b. Electron micrographs of GABAergic ( + I  and 
nonGABAergic ( - )  somata, note that the GABAergic cell 
body receives few, if any terminals on its surface whereas the 
nonGABAergic neuron is studded with terminals that are 
either positive or negative for GABA. Asterisk indicates 
GABApositive dendrite and arrowheads indicate synapses.R 
indicates R terminals and * denotes a GABAergic P profile. 
The GABApositive soma is presynaptic to a dendrite (den). 
Bar = 1 pm. 

1985). The differences in characteristic fine struc- 
tural details of the GABA immunopositive bou- 
tons suggest these GABAergic profiles may arise 
from multiple sources. Several projection areas 
could provide the NOT/DTN with these GABA- 
ergic terminals. Among these are the contralat- 
era1 NOT, the ipsilateral MTN, the LGN, the SC 
and other pretectal and AOS nuclei. However, as 
yet there is only firm immunocytochemical sup- 
port for the presence of GABA in terminals from 
the MTN to the NOT (Van der Togt et al., 1991). 
There is no evidence that the morphologically 
distinct F types that contain GABA (Fig. 8a,b, 9) 
correspond to different projection systems. It 
seems likely that the GABAergic F type terminals 
form part of the inhibitory system that connects 
visually related nuclei and that the P terminals 
belong to the local inhibitory systems. 

GABAergic circuit: projection from the MTN to 
the NOT / DTN complex 

Immunocytochemical studies by Giolli et al. (1985, 
1989) provide strong anatomical evidence for a 
GABAergic input to the NOT/DTN from the 
MTN. To investigate this GABAergic projection 
in more detail, a study, with anterograde labeling 
of the lectin Phaseofus vulguris leucoagglutinin 
(PHA-L) and postembedding GABA immunocy- 
tochemistry of the same material, was performed. 
Many MTN terminals in the NOT/DTN were 
labeled by PHA-L (Fig. 10a,b). Preterminal fibers 
branch extensively and form small groups of vari- 
cosities near cell bodies and dendrites, covering 
most of the NOT/DTN. The PHA-L identified 
MTN terminals in the NOT/DTN contain 
GABA. Both labels can be clearly distinguished 
(Fig. lob). The terminals belong to the F type and 
they form symmetrical synapses on nonGABAer- 
gic cell bodies and dendrites. MTN terminals are 
not contacted by R terminals. In fact, areas of the 
NOT/DTN that receive MTN terminals contain 
few R terminals and R terminals and MTN ter- 
minals were never seen in synaptic contact. This 
suggests that the termin,al organization of the 
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Fig. 9. Part of the NOT neuropil in the rabbit demonstrating the terminal organization of large retinal terminals (R) in close 
apposition with F and P terminals. Note that the R terminal does not contain GABA reactivity which is present in the F and P 
profiles. Bar = 1 krn. 

GABAergic MTN input differs from local logical evidence an inhibitory control by MTN 
GABAergic terminals and that in this distinct neurons over the NOT has been suggested by 
terminal organization R terminals occupy a spe- Maekawa and Simpson (1972, 1973), Maekawa et 
cific position. The segregation of GABAergic sys- al. (1984) and Clement and Magnin (1984). Our 
terns may provide the basis for the altered reac- present data provide a structural basis for the 
tivity in OKN during MTN stimulation (Clement existence of a-strong and direct inhibitory input 
and Magnin, 1984). On the basis of electrophysio- from the MTN on NOT/DTN neurons. The 

Fig. 8. a,b. High magnification of different GABAergic F-type terminals (F) in the NOT neuropil of the rabbit, in 8a an F type with 
loosely arranged flattened vesicles can be seen and two retinal terminals (R) with clear and electron lucent mitochondria in 
comparison with the F terminal, in 8b an example is shown of an F terminal with dense accumulation of flattened vesicles. A 
dendritic P profile (P) is in synaptic contact with this F terminal. Bar = 1 pm. 
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NOT/DTN neurons that are in receipt of these 
GABAergic F terminals are themselves 
nonGABAergic. 

Colocalization of the neuropeptide parvalbumin 
and GABA 

Classically, the release of GABA has been thought 
to be mediated by a Ca2+-dependent process 
(Uinas et al., 1976). However, recently, Pin and 
Bockaert (1989) suggested that depolarization in- 
duced GABA release mechanisms can occur in 
two ways: either via a tetanus toxin sensitive, 
voltage dependent Ca2+ channel mechanism 
which is probably vesicular in nature, or through 
an inward Na+-flux in the absence of Ca2+ that is 
triggered by glutamate and which is tetanus toxin 
insensitive. This latter mechanism alters the equi- 
librium of the inward and outward transport of 
GABA and results in a reverse uptake system, 
that allows a nonvesicular and possibly extrasy- 
naptic GABA release (Pin and Bockaert, 1989). 
These data suggest that one type of GABA neu- 
ron may contain large amounts of Ca2+ and thus 
also require the presence of Ca2+ binding pro- 
teins, such as parvalbumin (PV) and calbindin 
(CaBP) (Celio, 1986, 1990; Celio and Heizmann, 
1981). PV and CaBP are closely associated with 
GABA containing interneuronal elements (Celio, 
1986) and are found almost exclusively in a sub- 
population of GABAergic neurons in some re- 
gions of the central nervous system (Stichel et al., 
1988; Celio, 1990). PV and CaBP are considered 
to play a role in the modulatory activity of in- 
hibitory neurons presumably through the control 
of Ca2+ homeostasis in neurons with high firing 
rates (Kawaguchi et al., 1987). Specific PV im- 
munoreactivity is present in somata and punctae 
in the NOT/DTN in rabbit (Fig. 3b). Its distribu- 
tion closely resembles the distribution of GABA 

immunoreactivity (compare Fig. 3a). In the cat 
pretectum the calcium binding protein calbindin- 
D 28K preferentially labels clusters of neurons 
that correspond to the retinal termination fields 
(Nabors and Mize, 1991). Stichel et al. (1988) 
could demonstrate in the cat LGN coexistence of 
PV immunolabeling with GABA in F terminals at 
the ultrastructural level. These results strongly 
suggest that the abundance of calcium binding 
proteins in GABAergic systems, like in the 
NOT/DTN, is required to reduce Ca2+ levels 
which in turn promotes GABA release. The ab- 
sence of colocalization of CaBP and GABA im- 
munoreactive neurons in the pretectum, as ob- 
served by Nabors and Mize (1991) seems in con- 
flict with the observations by Stichel et al. (1988) 
in the LGN. Further studies are necessary to 
resolve these discrepancies. 

Functional implications 

Physiological studies indicate that direction selec- 
tivity at the level of the retina does not differ 
from that observed at the pretectal and AOS-level 
(Ballas and Hoffmann, 1988), except that the 
receptive fields in the pretectum and AOS are 
much larger. Application of GABA in the cat 
NOT does not affect direction selectivity (K.-P. 
Hoffmann, personal communication). One can 
therefore tentatively conclude that GABA in the 
pretectum does not modify the transfer of speed 
and direction selective information from the 
retina to precerebellar brain stem nuclei. Mize 
(Chapter 11) also argues that GABAergic systems 
in the mammalian SC are unlikely to be involved 
in directional selectivity. 

A specific class of neurons in the NOT/DTN 
complex has been described to respond vigor- 
ously to speed and directionally selective move- 

Fig. 10. a,b. Electronmicrograph of PHA-L immunolabeled terminals in the NOT of the rat after an PHA-L injection in the MTN. 
Irregular gold deposits due to the gold substituted silver peroxidase application, identify PHA-L labeling (arrowheads). At higher 
magnification it can be noticed that the PHA-L terminal also contains strong GABA-labeling (15 nm gold particles). A 
GABApositive axon is indicated (axon + ). Bar = 1 pm. 
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ments of textured patterns in the full visual field 
(Sprague et al., 1973; Collewijn, 1975a,b; Hoff- 
mann and Schoppmann, 1975, 1981; Cazin et al., 
1980a,b; Precht and Strata, 1980; Grasse and 
Cynader, 1984; Kato et al., 1987). In the 
NOT/DTN complex, neurons have a preference 
for horizontal movements in the temporo-nasal 
direction and in the medial terminal nucleus 
(MTN) for movements in the vertical direction 
(for further details, see reviews of Simpsob, 1984; 
Simpson et al., 1988a). An important difference, 
however, has been noted in the function of OKN 
between frontal eyed species and those with lat- 
erally placed eyes. According to Hoffmann (19891, 
in frontal eyed species (e.g., cat and monkey) a 
cortical loop that conveys indirect visual informa- 
tion to the NOT/DTN is essential for the gener- 
ation of OKN and is even dominant over the 
direct retinal input in the NOT/DTN (Grasse 
and Cynader, 1991; Grasse et al., 1990). The 
excitatory cortical input will require a prominent 
position in the spatial configuration, as predicted 
in Somogyi’s hypothesis (19901, formed by the 
excitatory R terminal and the inhibitory 
GABAergic input. This difference is also re- 
flected in the connectivity in species that have 
laterally placed eyes (e.g., rat and rabbit) and 
where cortical ablation does not interfere with 
speed and direction selectivity of OKN (Ter 
Braak, 1936; Collewijn, 1975a). Unfortunately 
there are no fine structural studies on the organi- 
zation of the cortical input available to compare 
the retinal and cortical inputs. 

The pretectum and the AOS are undoubtedly 
involved in the generation of oculomotor reflexes 
since even partial lesioning of one of them results 
in a severe disturbance of OKN in rabbit (Col- 
lewijn, 1975a1, cat (Hoffmann and Schoppmann, 
1975) and monkey (Pasik and Pasik, 1973). A 
direct inhibitory connection between the MTN 
and the NOT/DTN has recently been demon- 
strated by Van der Togt et al. (1991). Such an 
inhibitory connection seems appropriate; slow 
movements in the horizontal plane that are mod- 
ulated in the NOT will suppress activity in the 

MTN. Vertical movements, will activate MTN 
neurons which will in turn inhibit NOT/DTN 
activity. This latter effect has been demonstrated 
by Natal and Britto (1987) who lesioned the NOT 
in rat and found alterations in direction selectiv- 
ity of MTN neurons. Inhibitory projections have 
also been demonstrated between other visually 
related nuclei, e.g., the pretectal nuclei and the 
SC (Appell and Behan, 1990; Van der Want et 
al., 1991) and from the pretectum to the LGN 
(Cucchiaro et al., 1991). It is likely that this 
intricate system that is formed by GABAergic 
ptojection neurons and their F terminals between 
the primary visual centres is involved in the fine 
tuning of oculomotor activity. 

Summary and conclusions 

Two classes of GABAergic cell bodies have been 
described. They probably can be divided into 
GABAergic local interneurons and GABAergic 
projection neurons. GABAergic cell bodies re- 
ceive few terminals which is in contrast to non- 
GABAergic somata, which receive many synaptic 
contacts. GABAergic dendrites that originate 
from GABAergic cell bodies, however, receive 
numerous terminals, both GABAergic and 
nonGABAergic. It can therefore be concluded 
that somatic inhibition is not present on GABA- 
ergic neurons, but does occur on nonGABAergic 
neurons. Furthermore, dendrites traverse large 
parts of the NOT/DTN forming a complex net- 
work that enables sampling and integration from 
a wide area. The projection to the I 0  is not 
GABAergic itself, but cells projecting to the 1 0  
receive a substantial GABAergic input, that 
probably originates in part from the MTN. Fur- 
ther investigation on the distribution of this input 
over a completely identified neuron would pro- 
vide the quantitative data that are required to 
verify the above mentioned hypothesis. A GABA- 
ergic projection that originates in the pretectal 
nuclei is directed towards the superficial layers of 
the SC in the cat (Appell and Behan, 1990) and 
rat (Van der Want et al., 1991). A second 
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GABAergic projection derives from the pretec- 
tum and reaches the LGN (Cucchiaro et al., 
1991). Whether this projection originates from 
the same GABAergic cell bodies that project to 
the SC and the LGN or is derived from different 
populations remains to be determined. 

The ultrastructural studies of the NOT/DTN 
complex have shown that GABAergic terminals 
with different morphological characteristics are 
present and that the GABA positive F and P 
terminals are widely distributed over somata and 
the adjacent neuropil. The P terminals probably 
originate from dendrites of GABAergic interneu- 
rons while the F types originate from GABAergic 
projection and interneurons (Van der Want and 
Nunes Cardozo, 1988). One of these sources is 
located in the MTN. The GABAergic projection 
terminals from the MTN differ from the intrinsic 
GABAergic terminals with respect to their rela- 
tion to R terminals. GABAergic MTN terminals 
were never observed to receive R terminal input. 
This is in contrast with other GABAergic termi- 
nals which frequently do receive direct contact 
from R terminals. Within glomeruli triadic ar- 
rangements, formed by a single retinal terminal, a 
dendritic profile and second axonal profile 
synapsing with the dendrite, were frequently en- 
countered in the OPN (Campbell and Lieberman, 
1989, but only occasionally in the NOT/DTN 
(Nunes Cardozo and Van der Want, 1987). The 
presence of excitatory R terminals, which are 
presynaptic to GABAergic terminals in the 
NOT/DTN neuropil, permits direct modulation 
of GABAergic synaptic activity by means of glu- 
tamate release. A similar neuromodulatory effect 
of glutamate on GABA release has also been 
demonstrated in cultures of prenatal rat SC (Per- 
ouansky and Grantyn, 1990). 
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Introduction 

Our present understanding of the mammalian 
oculomotor system has evolved from correlated 
morphological, physiological and behavioral stud- 
ies of the neurons, nuclei and pathways that are 
related to five types of eye movement (vestibulo- 
ocular, saccadic, smooth pursuit, optokinetic and 
vergence). Conjugate eye movement involves co- 
ordinating the action of at least one pair of 
extraocular muscles in each eye. In horizontal eye 
movement, one muscle (for example, the medial 
rectus) must be excited and its antagonistic mus- 
cle (the lateral rectus) inhibited. In vertical eye 
movement this reciprocal relationship includes 
the superior and inferior recti. Actually, quite 
direct and simple circuits appear to mediate most 
eye movements. The final common premotor 
pathways originate from identifiable vestibular 
and reticular nuclei. Not unexpectedly, the pre- 
motor circuitry appears to involve the reciprocal 
excitatory regulation of at least one pair of ex- 
traocular motoneurons and the inhibition of the 
antagonistic pair of oculomotor neurons. Thus, 
one fundamental observation regarding premo- 
toneuronal organization is that each synaptic con- 
nection is well defined and it differs according to 
brain stem location and its putative role in hori- 
zontal and vertical eye movement. It is now well 
established that different types of neurotransmit- 
ters are involved and these can be related to a 

differential role in horizontal and vertical eye 
movement. Moreover it is the inhibitory synaptic 
connections that have been best documented and 
they clearly involve two neurotransmitters, GABA 
and glycine. Thus, it is the intent of this chapter 
to review the evidence underlying the anatomical 
and physiological organization of GABA inhibi- 
tion and then contrast that .functional profile with 
glycine. 

This chapter will review first the anatomical 
connections involved in vertical and horizontal 
vestibulo-ocular reflexes including vertical and 
horizontal gaze. Second, experimental evidence 
(heretofore unpublished) will be cited demon- 
strating GABA to be involved as the major neu- 
rotransmitter of inhibitory premotor neurons in 
the oculomotor system. Third, data will be com- 
pared between the monkey and the cat regarding 
the distribution and synaptic connections of 
GABA labeled neurons with a summary of their 
putative inhibitory role in eye movement. 

Organization of premotor neurons in the 
oculomotor system 

Vertical eye movements 
Motoneurons in the extraocular motor nuclei 

are the final common pathway upon which affer- 
ents converge from brainstem premotor areas that 
are intimately related to the control of vertical 
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and horizontal eye movements. Reciprocal excita- 
tory and inhibitory synaptic connections of sec- 
ond-order vestibular neurons with motoneurons 
in the oculomotor and trochlear nuclei provide 
the physiological basis for the vertical vestibulo- 
ocular reflex (Highstein, 1973a; Highstein and 
Ito, 1971; Precht and Baker, 1972; Berthoz et al., 
1973; Uchino et al., 1978; Iwamoto et al., 1990b). 
Most, if not all, of the inhibitory vestibular neu- 
rons that are related to the anterior and posterior 
vertical semicircular canals are located in the 
superior vestibular nucleus (Highstein and Ito, 
1971; Yamamoto et al., 1978; Uchino et al., 1981, 
1986; Baker et al., 1982; Graf et al., 1983; Mit- 
sacos et al., 1983; Uchino and Suzuki, 1983; Hirai 
and Uchino, 1984; Graf and Ezure, 1986; McCrea 
et al., 1987a). The axons of these neurons ascend 
in the ipsilateral medial longitudinal fasciculus 
(MLF; McMasters et al., 1966; Gacek, 1971; Mit- 
sacos et al., 1983; Carpenter and Cowie, 1985; 
McCrea et al., 1987a) and establish synaptic con- 
nections predominantly on the somata and proxi- 
mal dendrites of motoneurons in the oculomotor 
and trochlear nuclei (Bak et al., 1976; DemCmes 
and Raymond, 1980; Spencer and Baker, 1983). 
Excitatory second-order vestibular neurons are 
located in the medial and ventral lateral vestibu- 
lar nuclei (Highstein and Ito, 1971; Uchino et al., 
1978, 1982; Baker et al., 1982; Carpenter and 
Cowie, 1985; Graf et al., 1983; Isu and Yokoto, 
1983; Graf and Ezure, 1986; Highstein et al., 
1987; McCrea et al., 1987a). Their axons ascend 
in the contralateral MLF (Iwamoto et al., 1990a) 
and terminate predominantly on the distal den- 
drites of oculomotor motoneurons (DemCmes and 
Raymond, 1980; Spencer and Baker, 1983). Some 
excitatory vestibular neurons that are related to 
the anterior vertical semicircular canal, however, 
are located in the superior vestibular nucleus, 
and their axons traverse the brachium conjunc- 
tivum and ascend in the ventral tegmentum 
(Yamamoto et al., 1978; Lang et al., 1979; Car- 
penter and Cowie, 1985; Hirai and Uchino, 1984) 
or in the ipsilateral MLF (Iwamoto et al., 1990a). 
The connections of excitatory and inhibitory sec- 

ond-order vestibular neurons with motoneurons 
in the oculomotor and trochlear nuclei, to a cer- 
tain extent, are specific to the semicircular canal 
from which they receive synaptic inputs. Excita- 
tory second-order vestibular neurons that are re- 
lated to the posterior vertical semicircular canal 
establish synaptic connections with superior 
oblique and inferior rectus motoneurons, while 
those that are related to the anterior vertical 
semicircular canal establish connections with in- 
ferior oblique and superior rectus motoneurons. 

In addition to vestibulo-ocular reflex connec- 
tions, vertical motoneurons in the oculomotor 
and trochlear nuclei also receive input from ac- 
cessory oculomotor nuclei in the mesencephalic 
reticular formation that are related to the control 
of vertical saccadic eye ,movements (Buttner-En- 
never et al., 1982; Fukushima, 1987). The intersti- 
tial nucleus of Cajal projects to the contralateral 
oculomotor nucleus via the posterior commissure 
and bilaterally to the trochlear nucleus (Carpenter 
et al., 1970; Graybiel and Hartwieg, 1974; Biitt- 
ner-Ennever and Buttner, 1978; Steiger and Butt- 
ner-Ennever, 1979; Labandeira-Garcia et al., 
1989). The rostra1 interstitial nucleus of the MLF 
projects ipsilaterally to the oculomotor nucleus 
(Buttner-Ennever and Buttner, 1978; Steiger and 
Buttner-Ennever, 1979; Nakao and Shiraishi, 
1985; Labandeira-Garcia et al., 1989; Moschovakis 
et al., 1991a,b). Neurones in both locations dis- 
charge prior to vertical eye movements (Buttner 
et al., 1977; King and Fuchs, 1979; King et al., 
1981; Vilis et al., 1989; Fukushima et al., 1990) 
and establish both excitatory and inhibitory 
synaptic connections with oculomotor and 
trochlear motoneurons (Schwindt et al., 1974; 
Nakao and Shiraishi, 1985). 

Horizontal eye movements 
The horizontal vestibulo-ocular reflex is medi- 

ated predominantly by reciprocal excitatory and 
inhibitory synaptic connections of second-order 
vestibular neurons with lateral rectus motoneu- 
rons and internuclear neurons in the abducens 
nucleus (Baker et al., 1969, 1980; Highstein, 
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1973b; Baker and Highstein, 1975; Uchino et al., 
1982; Ishizuka et al., 1980; McCrea et al., 1980). 
Both the inhibitory and excitatory second-order 
vestibular neurons that project to the abducens 
nucleus are located in the medial and ventral 
lateral vestibular nuclei (Maciewicz et al., 1977; 
Ishizuka et al., 1980; McCrea et al., 1980; Uchino 
et al., 1981, 1982; Nakao et al., 1982; Carleton 
and Carpenter, 1983; Uchino and Suzuki, 1983; 
Langer et al., 1986; McCrea et al., 1987b; Belk- 
nap and McCrea, 1988; Ohgaki et al., 1988; Es- 
cudero and Delgado-Garcia, 1988). A direct exci- 
tatory second-order vestibular input to medial 
rectus motoneurons originates from neurons in 
the ventral portion of the lateral vestibular nu- 
cleus whose axons course ipsilaterally via the 
ascending tract of Deiters (Baker and Highstein, 
1978; Furuya and Markham, 1981; Reisine et al., 
1981; Carleton and Carpenter, 1983; Carpenter 
and Carleton, 1983; Markham et al., 1986). 

In addition to horizontal vestibulo-ocular re- 
flex connections, abducens neurons also receive 
reciprocal excitatory and inhibitory synaptic in- 
puts from neurons in the pontomedullary reticu- 
lar formation that are related to horizontal gaze. 
Premotor excitatory burst neurons are located in 
the ipsilateral paramedian pontine reticular for- 
mation (nucleus reticularis pontis caudalis) ven- 
tral and rostra1 to the abducens nucleus (Buttner- 
Ennever and Henn, 1976; Highstein et al., 1976; 
Graybiel, 1977; Maciewicz et al., 1977; Grantyn et 
al., 1980a,b; Igusa et al., 1980; Curthoys et al., 
1981; Kaneko et al., 1981; Langer et al., 1986; 
Strassman et al., 1986a; Escudero and Delgado- 
Garcia, 1988). By contrast, inhibitory burst neu- 
rons are located in the contralateral dorsomedial 
pontomedullary reticular ‘formation medial and 
caudal to the abducens nucleus (Hikosaka and 
Kawakami, 1977; Maciewicz et al., 1977; Hikosaka 
et al., 1978; Grantyn et al., 1980a,b; Hikosaka and 
Igusa, 1980; Yoshida et al., 1982; Langer et al., 
1986; Strassman et al., 1986b; Escudero and Del- 
gado-Garcia, 1988; Scudder et al., 1988). 

The prepositus hypoglossi nucleus potentially 
represents one site of interaction between the 

visual and vestibular systems. Neurons in the 
prepositus hypoglossi nucleus have visual recep- 
tive fields and exhibit eye movement-related ac- 
tivity (Baker and Berthoz, 1975; Baker et al., 
1976; Gresty and Baker, 1976; Blanks et al., 1977; 
L6pez-Barneo et al., 1982; Delgado-Garcia et al., 
1989). Lesions of the prepositus disrupt horizon- 
tal optokinetic, vestibulo-ocular, and saccadic in- 
tegration processing (Cheron et al., 1986a,b; Can- 
non and Robinson, 1987). The prepositus hy- 
poglossi nucleus has extensive interconnections 
with the vestibular nuclei and pontomedullary 
reticular formation (McCrea and Baker, 1985; 
Belknap and McCrea, 1988) and efferent connec- 
tions with the extraocular motor nuclei (Graybiel 
and Hartwieg, 1974; Baker et al., 1977; Graybiel, 
1977; Maciewicz et al., 1977; Steiger and Biittner- 
Ennever, 1979; Hikosaka and Igusa, 1980; 
Lhpez-Barneo et al., 1981; McCrea and Baker, 
1985; Langer et al., 1986; Belknap and McCrea, 
1988). Like the vestibular and reticular inputs to 
abducens neurons, those from the prepositus hy- 
poglossi nucleus also have excitatory and in- 
hibitory components (Escudero and Delgado- 
Garcia, 1988). 

Early evidence for the role of GABA as an 
inhibitory neurotransmitter in the 
ves tibulo-ocular sys tem 

Inhibition mediated by premotor afferent neu- 
rons is a fundamentally important aspect of the 
organization of the reciprocal excitatory and in- 
hibitory synaptic inputs to extraocular motoneu- 
rons. This concept is underscored by the strategic 
proximal location of most inhibitory synaptic end- 
ings on the soma-dendritic surface of the mo- 
toneurons (Bak and Choi, 1974; Bak et al., 1976; 
Tredici et al., 1976; Spencer and Sterling, 1977; 
Destombes et al., 1979; Waxman and Pappas, 
1979; DemCmes and Raymond, 1980; Destombes 
and RouviGre, 1981; Spencer and Baker, 1983). 
Electrophysiological, pharmacological and bio- 
chemical studies have established that GABA is 
the inhibitory neurotransmitter utilized by sec- 
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ond-order vestibular neurons that establish syn- 
aptic connections with motoneurons in the oculo- 
motor and trochlear nuclei. Systemic administra- 
tion of picrotoxin, an antagonist of GABA, abol- 
ishes the depression of the antidromic field po- 
tential recorded extracellularly in the oculomotor 
nucleus following IIIrd nerve stimulation and 
eliminates the extracellular positive field poten- 
tials that represent the inhibitory postsynaptic 
currents resulting from ipsilateral VIIIth nerve 
stimulation (Ito et al., 1970). Iontophoresis of 
GABA in the vicinity of the oculomotor nucleus 
depresses the antidromic field potential elicited 
by IIIrd nerve stimulation and decreases or com- 
pletely suppresses the spike generation of mo- 
toneurons in a manner similar to that produced 
by electrical stimulation of the ipsilateral VIIIth 
nerve (Obata and Highstein, 1970). The in- 
hibitory responses elicited by VIIIth nerve stimu- 
lation and GABA iontophoresis furthermore are 
blocked by iontophoresis of picrotoxin in the 
vicinity of the motoneurons. Picrotoxin also blocks 
the slow muscle potential recorded from the ex- 
traocular muscles in a manner similar to removal 
of the second-order vestibular input to oculomo- 
tor motoneurons following lesions of the dorso- 
lateral brainstem that effectively interrupt the 
inhibitory vestibular pathway (It0 et al., 1976). 
These electrophysiological and pharmacological 
findings are supported further by anatomical 
studies that have demonstrated synaptic endings 
in the oculomotor nucleus labelled autoradio- 
graphically by high affinity uptake of [ 3H]GABA 
(Lanoir et al., 1982; Soghomonian et al., 1989) or 
immunohistochemically using an antibody to 
GABA (Soghomonian et al., 1989). 

In the trochlear nucleus, systemic administra- 
tion of picrotoxin significantly reduces or abol- 
ishes both the inhibitory synaptic current recorded 
extracellularly (Fig. 1A-D) and the IPSPs 
recorded intracellularly (Fig. 1E-H) from mo- 
toneurons following electrical stimulation of the 
ipsilateral VIIIth nerve (Precht et al, 1973). A 
similar depressant action on vestibular-evoked in- 
hibition is obtained by systemically administered 

Fig. 1. Effect of picrotoxin on vestibular-evoked potentials 
recorded in cat trochlear motoneurons. A,B and C,D illus- 
trate extracellular field potentials recorded in two different 
experiments in the trochlear nucleus following electrical stim- 
ulation of the ipsilateral VIIIth (Vi) nerve before (A and C) 
and after (B and D) intravenous administration of 2 mg/kg 
(B) and 4 mg/kg (D) of picrotoxin. E-H are intracellular 
records from a single trochlear motoneuron before (E) and 1 
min (F), 2 min (G) and 3 min (H) after administration of 2 
mg/kg picrotoxin. Note reduction of the IPSP following Vi 
stimulation (first stimulus; dotted line drawn at peak of IPSP), 
whereas no effect is observed on the EPSP and action poten- 
tial generated by contralateral vestibular nerve stimulation. 
(Reproduced from Precht et al. (1973) with permission.) 

bicuculline. Unilateral section of the MLF, which 
abolishes the vestibular-evoked inhibitory synap- 
tic currents, reduces the concentration of GABA 
in the trochlear nucleus. Lesions of the superior 
vestibular nucleus also produce a marked de- 
crease in GABA synthesis in the ipsilateral 
trochlear nucleus (Roffler-Tarlov and Tarlov, 
1975). 

GABA also was thought initially to be the 
inhibitory neurotransmitter mediating vestibular- 
evoked inhibition in the abducens nucleus. Both 
the antidromic field potentials and orthodromic 
synaptic currents recorded extracellularly follow- 
ing VIth and VIIIth nerve stimulation, respec- 
tively, were reduced when picrotoxin was admin- 
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istered systemically in the rabbit (Highstein, 
1973b). A more recent comprehensive autoradio- 
graphic, immunohistochemical, and electrophysi- 
ological-pharmacological analysis in the cat, how- 
ever, has revealed that, in contrast to the oculo- 
motor and trochlear nuclei, inhibitory inputs to 
the abducens nucleus from second-order neurons 
in the vestibular nucleus, as well as from neurons 
in the dorsolateral medullary reticular formation 
and the prepositus hypoglossi nucleus, utilize 
glycine as a neurotransmitter (Spencer et al., 
1989). These different populations of premotor 
neurons are labelled selectively by retrograde 
transport of [ 3H]glycine injected into the ab- 
ducens nucleus. Correlated with these findings, 
the abducens nucleus contains a high density of 
glycine-immunoreactive synaptic endings, and the 
vestibular inhibition of abducens motoneurons 
evoked by selective horizontal canal nerve electri- 
cal stimulation is abolished by strychnine, but is 
unaffected by picrotoxin or bicuculline adminis- 
tered systemically. Furthermore, glycine-im- 
munoreactive neurons are located in the same 
areas as neurons labelled by retrograde transport 
of [ 3H]glycine from the abducens nucleus. These 
findings are correlated with a distinctive pattern 
of immunoreactive staining in the MLF. GABA is 
associated predominantly with ascending axons 
that project to the oculomotor and trochlear nu- 
clei. By contrast, glycine is localized predomi- 
nantly in descending axons that project to the 
abducens nucleus and the spinal cord. These 
paradoxical differences in inhibitory neurotrans- 
mitters utilized by vertical and horizontal canal- 
related vestibular neurons may be correlated with 
the differential roles of GABA and glycine in 
vestibular commissural inhibition (Precht et al., 
1973) and the differential association of GABA, 
and strychnine-sensitive glycine receptors with 
neurons in the vestibular nucleus (Smith et al., 
1991). 

Immunohistochemical studies of GABA local- 
ization also do not fully support the substantive 
physiological, biochemical and pharmacological 
data cited above regarding the role of GABA as 

the inhibitory neurotransmitter in vestibulo-oc- 
ular reflex connections. For example, few or no 
GABA-immunoreactive neurons have been found 
in the superior vestibular nucleus (Nomura et al., 
1984; Kumoi et al., 1987; Walberg et al., 1990), 
despite evidence that both anterior and posterior 
vertical canal-related inhibitory second-order 
vestibular neurons reside in this region. By con- 
trast, GABA-immunoreactive neurons have been 
observed predominantly in the medial and infe- 
rior vestibular nuclei. Neurons in the medial and 
inferior vestibular nuclei that project to the spinal 
cord also are immunoreactive toward glutamate 
decarboxylase (GAD), the synthesizing enzyme of 
GABA (Blessing et al., 1987). On the other hand, 
other evidence suggests that glycine is involved in 
these connections. First, the vestibular-evoked 
disynaptic IPSPs in neck rnotoneurons are effec- 
tively blocked by strychnine, a glycine antagonist 
(Felpel, 1972). Second, presumed glycinergic in- 
hibitory vestibular neurons that project to the 
ipsilateral abducens nucleus have axonal branches 
that descend in the MLF toward the spinal cord 
(McCrea et al., 1980; Isu and Yokota, 1983). 
Third, spinal cord ventral horn motoneurons ex- 
hibit a high density of glycine receptors (Triller et 
al., 1985; Geyer et al., 1987). It is thus possible 
that neurons may colocalize GABA and glycine 
(Walberg et al., 1990) or that GABAergic synap- 
tic endings are associated with glycine receptors 
(Triller et al., 1987). 

At present, it is difficult to resolve these ap- 
parent disparate findings in regard to the loca- 
tions of known populations of inhibitory vestibu- 
lar neurons and the neurotransmitters with which 
they are associated. On the one hand, since verti- 
cal canal-related inhibitory second-order vestibu- 
lar neurons are projection neurons, it is possible 
that, like cerebellar Purkinje cells, the concentra- 
tion of GABA within the somata of the neurons 
is significantly less than that at their synaptic 
endings in the oculomotor and trochlear nuclei 
and cannot be detected immunohistochemically. 
Consequently, the above studies may not have 
identified the total population of GABAergic 
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neurons in the vestibular nuclei, particularly 
within the superior vestibular nucleus. On the 
other hand, neurons in all of the vestibular nuclei 
may exhibit GABA or GAD immunoreactivity 
irrespective of whether they utilize GABA as a 
neurotransmitter. In this regard, the colocaliza- 
tion of GABA and glycine, as well as their colo- 
calization with putative excitatory amino acid 
neurotransmitters, may indicate a metabolic pool 
of one that is unrelated to the neurotransmitter 
function of another. Despite the colocalization of 
GABA and glycine in single vestibular neurons, 
in most instances only one or the other appears 
to have a synaptic effect, as indicated by the 
specificity of pharmacological antagonism, and 
this effect presumably is dictated by the type and 
presence of the postsynaptic receptor with which 
the input is associated. 

Immunohistochemical localization of GABA and 
GAD in the extraocular motor nuclei 

In continuation of our previous studies of glycine 
and to further resolve the issue of GABA as a 
neurotransmitter in the oculomotor system, we 
recently have localized GABA (Wenthold et al., 
1986) and GAD (Oertel et al., 1981) in the ex- 
traocular motor nuclei of the Rhesus monkey and 
the cat using light and electron microscopic im- 
munohistochemistry. The procedures used for 
these analyses are essentially similar to those 
previously described in detail (Spencer et al., 
1989). 

Light microscopic observations of GABA and 
glycine in the rhesus monkey 

The extraocular motor nuclei in the monkey 
are particularly illustrative of the patterned distri- 
bution of GABA in relation to different popula- 
tions of motoneurons. In the oculomotor nucleus, 
the subgroups of motoneurons can be identified 
clearly by both retrograde labelling with horse- 
radish peroxidase (HRP; Buttner-Ennever and 
Akert, 1981; Spencer and Porter, 1981; Porter et 
al., 1983) and immunohistochemical staining with 
choline acetyltransferase (ChAT), the synthesiz- 
ing enzyme of the motoneuron neurotransmitter 
acetylcholine (Fig. 2A). GABA-immunoreactive 
terminals are found predominantly within the in- 
ferior rectus, superior rectus, inferior oblique, 
and dorsomedial (subgroup c) medial rectus sub- 
divisions (Fig. 2B). Both the ventral (subgroup a) 
and dorsal (subgroup b) subdivisions of medial 
rectus motoneurons, however, apparently lack 
GABA-immunoreactive terminals. This negative 
finding is particularly significant, since both sub- 
groups are the major target of the excitatory 
abducens internuclear projection that is responsi- 
ble for conjugate horizontal eye movements 
(Carpenter and Batton, 1980; Carpenter and Car- 
leton, 1983; McCrea et al., 1986; Belknap and 
McCrea, 1988). Furthermore, at least in the cat, 
medial rectus motoneurons lack IPSPs elicited by 
VIIIth nerve stimulation (Baker and Highstein, 
1978). By contrast, the presence of GABA-im- 
munoreactive terminals in the dorsomedial (sub- 
group c) medial rectus subdivision is consistent 

Fig. 2. Light micrographs of the immunohistochemical localization of ChAT and GABA in Rhesus monkey extraocular motor 
nuclei. In A, the distribution of ChAT-immunoreactive neurons delineates the motoneuron subdivisions of the oculomotor nucleus 
(IR, inferior rectus; SR, superior rectus; 10, inferior oblique; MR, medial rectus; c, dorsomedial medial rectus subgroup c; E-W, 
Edinger-Westphal nucleus). GABA-immunoreactive staining in the adjacent section (B) demonstrates dense terminal labelling in 
all subdivisions except the ventral (a) and dorsal (b) medial rectus subgroups. GABA-immunoreactive axons are confined to the 
medial portion of the MLF and several GABA-immunoreactive neurons are observed in the supraoculomotor region (arrows). In 
the trochlear nucleus, ChAT-immunoreactive neurons (C) define the boundaries of the nucleus to which GABA-immunoreactive 
terminals (D) are confined. GABA-immunoreactive axons are located in the dorsal region of the MLF. In the abducens nucleus, 
ChAT-immunoreactive neurons (E) are uniformly distributed throughout the nucleus and define its borders. GABA-immunoreac- 
tive terminals within the abducens nucleus are sparse as are labelled axons in the MLF (F). Calibration: 500 pm. 
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with previous suggestions of functional differ- 
ences between subgroups, particularly in relation 
to their role in vergence versus conjugate eye 
movements (Buttner-Ennever and Akert, 1981; 
Spencer and Porter, 1981; Mays and Porter, 1984). 
Correlated at least in part with the high density 
of GABA-immunoreactive terminals within the 
oculomotor nucleus, GABA-immunoreactive ax- 
ons also are observed predominantly in the me- 
dial portion of the MLF lateral to the nucleus. 

In addition to GABA-immunoreactive termi- 
nals within the oculomotor nucleus, GABA-im- 

munoreactive neurons are observed in the 
supraoculomotor region dorsal and dorsolateral 
to the b and c medial rectus subgroups (Figs. 2B, 
5E). These neurons are small in diameter (8 to 11 
pm) and typically are oval in shape. In the mon- 
key, this region has been implicated in the con- 
trol of vergence eye movements (Mays, 1984; 
Judge and Cumming, 1986; Mays et al., 1986). In 
addition to those in the supraoculomotor region, 
some GABA-immunoreactive neurons are lo- 
cated within the oculomotor nucleus coexistent 
with superior rectus, inferior rectus, and inferior 

Fig. 3. Light micrographs of glycine-immunoreactive staining in the brainstem of the Rhesus monkey. In A, glycine-immunoreactive 
neurons are found in the prepositus hypoglossi (Pph) and the medial (Vbm) vestibular nuclei, as well as in the marginal zone (M) 
situated between them. In B, the abducens nucleus (6) is characterized by dense glycine-immunoreactive terminal staining. By 
contrast, the oculomotor nucleus (3) in C exhibits only sparse immunoreactive terminal staining that is associated specifically with 
the superior rectus (SR) subdivision. Calibrations: A-C, 500 pm. 
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oblique motoneurons. These neurons are larger 
in diameter (10 to 18 pm) and typically are 
multipolar in appearance (Fig. 5F). 

The trochlear nucleus contains a dense plexus 
of GABA-immunoreactive terminals (Fig. 2D) 
that overlaps completely the distribution of 
ChAT-immunoreactive motoneurons (Fig. 2 0 .  
Ventral to the nucleus, GABA-immunoreactive 
axons are found predominantly in the dorsal half 
of the MLF, suggesting that the axons are segre- 
gated in the MLF according to their origin (e.g., 
vestibular, abducens internuclear) and/or func- 
tion (i.e., inhibitory vs. excitatory). 

The abducens nucleus in the monkey, defined 
on the basis of the distribution of ChAT-im- 
munoreactive motoneurons (Fig. 2E), exhibits a 
paucity of GABA-immunoreactive terminal stain- 
ing (Fig. 2F). Furthermore, only a few GABA-im- 
munoreactive axons are observed in the MLF at 
this level of the brainstem. 

Consistent with previous findings of the differ- 
ential localization of GABA and glycine in the 
extraocular motor nuclei in the cat (Spencer et 
al., 19891, similar findings of glycine localization 
have been observed in the Rhesus monkey. 
Specifically, the abducens nucleus has a high den- 
sity of glycine-immunoreactive terminals (Fig. 3B) 
that appears to be associated with inputs from 
glycine-immunoreactive neurons in known pre- 
motor areas in the posterior brainstem (e.g., 
prepositus hypogiossi and medial vestibular nu- 
clei, Fig. 3A). By contrast, the oculomotor (Fig. 
3C) and trochlear nuclei are characterized by a 
paucity or absence, respectively, of glycine-im- 
munoreactive terminals. In the oculomotor nu- 
cleus in the monkey, however, these terminals are 
confined specifically to the superior rectus subdi- 
vision, whereas in the cat similar terminals ap- 
pear to be distributed to the other (except medial 
rectus) motoneuron subdivisions as well. The 
source of this modest glycinergic input to the 
oculomotor nucleus presently is unknown. Thus, 
the complementary pattern of GABA and glycine 
localization previously observed in relation to the 

extraocular motor nuclei in the cat is applicable 
to the primate. 

Light and electron microscopic observations of 
GABA and GAD in the cat 

The distribution of GABA-immunoreactive 
terminals in the cat extraocular motor nuclei is 
qualitatively similar to that observed in the Rhe- 
sus monkey. Within the oculomotor nucleus, im- 
munoreactive terminals are found within the su- 
perior rectus, inferior oblique, and inferior rectus 
subdivisions (Fig. 4A-C), although their density 
is considerably less than that seen in the same 
subdivisions in the monkey. Like the monkey, the 
medial rectus subdivision in the cat has little or 
no immunoreactive terminal staining (Fig. 4D). 

Also like the monkey, GABA-immunoreactive 
neurons are found both within the oculomotor 
nucleus coexistent with the different motoneuron 
subdivisions (except medial rectus) as well as in 
the supraoculomotor region (Fig. 5C). In the cat, 
this region also contains the dendrites of oculo- 
motor motoneurons (Fig. 5A) and is the location 
of many oculomotor internuclear neurons that 
project to the abducens nucleus (Fig. 5B; see also 
May et al., 1987) and other brainstem areas. 
Some neurons in this region also establish synap- 
tic connections with medial rectus motoneurons 
(Nakao et a]., 1986; May et al., 1987). Like those 
in the monkey, GABA-immunoreactive neurons 
in the supraoculomotor region in the cat are 
small in diameter (7 to 10 pm), and their somata 
are oval or circular in shape (Fig. 5D). 

The densest immunoreactive terminal staining 
is found in the trochlear nucleus, in which im- 
munoreactive boutons are observed adjacent to 
the somata of motoneurons as well as in the 
surrounding neuropil (Fig. 4E). By contrast, the 
abducens nucleus contains only a few small im- 
munoreactive boutons interspersed in the neu- 
ropil (Fig. 4F). Occasional immunoreactive axons 
that presumably are of vestibular commissural 
origin course transversely through the nucleus. 

Within the oculomotor and trochlear nuclei, 
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Fig. 4. Nomarski differential interference contrast photomicrographs of GABA-immunoreactive staining in the oculomotor (A-D), 
trochlear (E) and abducens (F) nuclei in the cat. GABA-immunoreactive boutons surround the somata of motoneurons (asterisks) 
and are scattered within the surrounding neuropil in the superior rectus (A), inferior oblique (B) and inferior rectus (C) 
subdivisions of the oculomotor nucleus and in the trochlear nucleus (El. By contrast, in the medial rectus subdivision of the 
oculomotor nucleus (D) and the abducens nucleus (F) few or no GABA-immunoreactive boutons are observed in particular 
relation to neuronal somata. Calibration: 25 fim. 
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Fig. 5 .  Light micrographs of ChAT- (A) and GABA- (C-F) immunoreactive staining in the oculomotor nucleus. In A, 
ChAT-immunoreactive staining of the motoneurons defines the neuronal boundaries of the cat oculomotor nucleus and the 
subdivisions of superior rectus (SR), medial rectus (MR), inferior rectus (IR) and inferior oblique (10) motoneurons. Some 
motoneurons are located within and ventrolateral to the MLF (mlf). Note that the dendrites of the motoneurons extend into the 
overlying ventral periaqueductal gray, also known as the supraoculomotor region. Neurons labelled by retrograde transport of HRP 
from the right abducens nucleus are shown in B. Most of these oculomotor internuclear neurons are located in the supraoculomo- 
tor region. In C, many GABA-immunoreactive neurons also are located in the supraoculomotor region. Small arrows in B and C 
indicate several representative labelled neurons of each type. GABA-immunoreactive neurons in the supraoculomotor region in the 
cat are shown at higher magnification in D. In E, GABA-immunoreactive neurons in the supraoculomotor region in the Rhesus 
monkey are located dorsal and lateral to the medial rectus b subgroup (MRb). Note the virtual absence of GABA-immunoreactive 
terminal staining within this subdivision. In F, two GABA-immunoreactive neurons within the inferior rectus subdivision of the 
Rhesus monkey oculomotor nucleus are shown. Calibrations: A-C, 500 pm; D and F, 50 pm; E, 250 pm. 

GAD-immunoreactive boutons that by light mi- (Figs. 6C, 8F). In addition to the somatic location, 
croscopy appear to outline the somata of the GAD-immunoreactive synaptic endings also ex- 
motoneurons form axosomatic synaptic endings at tend onto large-diameter proximal dendrites, 
the ultrastructural level (Fig. 6A). Many of these where they more often are interspersed among 
synaptic endings establish multiple, spatially sep- other non-immunoreactive synaptic endings (Fig. 
arated synaptic contacts with postsynaptic mo- 6D-El. In all instances, a single immunoreactive 
toneurons (Fig. 6B-C). Among superior rectus synaptic ending establishes synaptic contacts with 
motoneurons in the oculomotor nucleus, irn- only one postsynaptic profile. The distribution of 
munoreactive synaptic endings occasionally are many GAD-immunoreactive synaptic endings on 
associated with somatic spine-like appendages the somata and proximal dendrites of the mo- 
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Fig. 6. Electron micrographs of GAD-immunoreactive synaptic endings in the cat oculomotor (B-D) and trochlear (A,E) nuclei. 
The high density of GAD-immunoreactive boutons adjacent to motoneuron somata, as observed by light microscopy (A, inset), is 
correlated with a large number of axosomatic synaptic endings that often arc arranged in clusters (A). Like inhibitory second-order 
vestibular synaptic endings, GAD-immunoreactive synaptic endings on the somata (B,C) and proximal dendrites (D) exhibit 
multiple synaptic contact zones (arrowheads). Non-immunoreactive synaptic endings (open arrows in D and E) often are 
intermingled with GAD-immunoreactive synaptic endings. Calibrations: A-E, 1 pm. 
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toneurons, combined with the presence of multi- 
ple synaptic contact zones associated with indi- 
vidual synaptic endings, are features typical of 
the inhibitory second-order vestibular input to 
oculomotor and trochlear motoneurons identified 
previously by ultrastructural reconstructions of 
physiologically-identified axons stained intracellu- 
larly with HRP (Spencer and Baker, 1983). 

The oculomotor and trochlear nuclei also con- 
tain many GAD-immunoreactive synaptic endings 
that establish synaptic contacts with medium- and 
small-diameter dendrites (Figs. 7A-B, 8A-D). In 
contrast to the presumed inhibitory vestibular 
synaptic endings described above, these synaptic 
endings typically est.ablish synaptic contacts with 
two or more dendrites of similar or different 
sizes. Each synaptic ending furthermore exhibits 
oniy one synaptic contact zone with each postsy- 
naptic process. The synaptic contact zones are 
characterized by an accumulation of pleiomor- 
phic synaptic vesicles along the presynaptic mem- 
brane, a modest or “symmetric” postsynaptic 
membrane densification, and an intermediate 
dense line in the extracellular synaptic space (Fig. 
8E). 

In the abducens nucleus, GAD-immunoreac- 
tive synaptic endings are sparse and are dis- 
tributed on the somata (Fig. 9A), dendrites (Fig. 
9B), and dendritic spines (Fig. 9 0  of abducens 
neurons. These synaptic endings typically have 
only one synaptic contact zone with a single post- 
synaptic profile, but their ultrastructural features 
generally are similar to those observed in the 
oculomotor and trochlear nuclei. The most likely 
source of this GABAergic inhibitory input to 
abducens neurons is a population of internuclear 
neurons in the oculomotor nucleus and supraocu- 
lomotor region (Graybiel, 1977; Langer et al., 
1986; Maciewicz and Phipps, 1983; Maciewicz et 
al., 1975; Maciewicz and Spencer, 1977; May et 
al., 1987; Belknap and McCrea, 19881, some of 
which are GABA-immunoreactive (Fig. SC). 
However, the overwhelming majority of synaptic 
endings in the abducens nucleus with similar 
synaptic vesicle morphology are non-im- 

- 

munoreactive toward GAD and most likely repre- 
sent the majority of inhibitory synaptic inputs to 
abducens neurons that utilize glycine as a neuro- 
transmitter (Spencer et al., 1989). 

Ultrastructural findings similar to the above 
with GAD have been obtained with the immuno- 
histochemical localization of GABA. In particu- 
lar, both the morphology and soma-dendritic dis- 
tribution of .GABA-immunoreactive synaptic end- 
ings in the oculomotor and trochlear nuclei, as 
visualized by both pre-embedding (Fig. ZOA-D) 
and post-embedding (Fig. 11A-B) methods, are 
comparable to those of synaptic endings labelled 
using an antibody to the synthesizing enzyme 
GAD. 

Differences between GAD- and GABA-im- 
munoreactive synaptic endings in the mode (i.e., 
single vs. multiple synaptic contact zones), pat- 
tern (i.e., single vs. multiple postsynaptic profiles), 
and soma-dendritic distribution suggest that there 
are two inhibitory GABAergic synaptic inputs to 
oculomotor and trochlear motoneurons. Thus, in 
addition to the inhibitory second-order vestibular 
input that terminates proximally on the soma- 
dendritic tree, a second input is distributed more 
distally on the soma-dendritic trees of the mo- 
toneurons. One possible source of this second 
GABAergic inhibitory input to oculomotor and 
trochlear motoneurons is vertical saccade-related 
premotor neurons in the rostra1 interstitial nu- 
cleus of the MLF. Extracellular injections of the 
anterograde tracer biocytin into this region in the 
cat exquisitely label the axonal arborizations and 
preterminal and terminal boutons within the 
trochlear (Fig. 11A) and oculomotor (Fig. 1lB) 
nuclei. Within the oculomotor nucleus, terminals 
are distributed exclusively among the vertical (i.e., 
superior rectus, inferior oblique, and inferior rec- 
tus) motoneuron populations. The projection is 
overwhelmingly to the ipsilateral nuclei with a 
small proportion of terminals targeting superior 
rectus motoneurons on the contralateral side. By 
electron microscopy using a post-embedding lo- 
calization method, biocytin-labelled synaptic end- 
ings comprise two morphological types. Some 
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synaptic endings contain spheroidal synaptic vesi- 
cles and form asymmetric synaptic contacts, typi- 
cal of a presumed excitatory input. Others con- 
tain pleiomorphic synaptic vesicles and establish 
symmetric synaptic contacts (Fig. 11E-F) like 
those labelled with GAD or GABA. Although 
synaptic endings of the latter type establish both 
axosomatic and axodendritic synaptic contacts, 
the majority are distributed predominantly on 
distal medium- and small-calibre dendrites, thus 
contrasting with the proximal location of in- 
hibitory second-order vestibular inputs predomi- 
nantly on the somata and proximal dendrites of 
oculomotor and trochlear motoneurons. 

Conclusion 

It is well established that GABA is the major 
inhibitory neurotransmitter utilized by premotor 
neurons involved in vertical eye movements. By 
contrast, glycine is the inhibitory neurotransmit- 
ter of most premotor neurons that are related to 
horizontal eye movements. The significance of 
this dichotomy in inhibitory neurotransmitters 
utilized in the vertical and horizontal eye move- 
ment systems presently is unclear. On the one 
hand, it might reflect functional differences be- 
tween different types of neurons, distinguishing, 
for example, between second-order vestibular 
neurons that participate only in eye movement 
(e.g., GABAergic inhibitory neurons in the supe- 
rior vestibular nucleus that project only to the 
trochlear and/or oculomotor nuclei) versus those 
that are involved in gaze (e.g., glycinergic in- 
hibitory neurons in the medial vestibular nucleus 
that project to both the abducens nucleus and the 
spinal cord). On the other hand, these differences 
in neurotransmitters utilized in the vertical and 
horizontal eye movement systems may have an 

embryological basis, which, in the simplest case, 
might reflect that the medulla, in which most of 
the horizontal premotor neurons are located, is a 
rostra1 extension of the spinal cord where glycine 
is the major inhibitory neurotransmitter, while 
the midbrain, which is the location or site of 
termination of the vertical premotor neurons, is 
more closely associated with the forebrain where 
GABA is the major inhibitory neurotransmitter. 
Whatever the underlying basis of this dichotomy, 
the postsynaptic effect of GABA or glycine acting 
on their respective receptors is the same, namely 
inhibition of the motoneurons. The secondary 
effects of the two neurotransmitters, however, are 
likely to be quite different. One example is the 
augmentation of the excitatory effects of gluta- 
mate activating NMDA receptors that is medi- 
ated by glycine acting on strychnine-insensitive 
glycine receptors. These factors, however, proba- 
bly do not trans!ate into apparent differences in 
the way motoneurons produce vertical or hori- 
zontal eye movements. 

Inhibition clearly plays a major role in the 
neuronal interactions involved in the generation 
of all types of eye movement. In contrast to the 
sensory visual system, where GABAergic inhibi- 
tion appears to be important in shaping the re- 
ceptive field properties of neurons, inhibition of 
oculomotor motoneuro.ns seems to play only a 
permissive role compared to the excitatory inputs 
that largely are responsible for the generation of 
eye movements. That is, while inhibition of mo- 
toneurons undoubtedly is important in providing 
rapid and effective relaxation of antagonistic ex- 
traocular muscles, it appears not to be involved in 
determining the response properties (e.g., head 
velocity and eye position sensitivities) and dis- 
charge patterns (e.g., burst vs. burst/tonic) of 
these neurons. The most dramatic example of this 

Fig. 7. Electron micrographs of GAD-immunoreactive synaptic endings in the neuropil of the cat oculomotor nucleus. In A, 
GAD-immunoreactive synaptic endings establish synaptic contact with small-, medium- and large-diameter dendrites (d). Non-im- 
munoreactive synaptic endings are indicated by asterisks. In B, a series of GAD-immunoreactive synaptic endings contact a 
mediumdiameter dendrite. These labelled terminals are interspersed with several non-immunoreactive synaptic endings (open 
arrows). Calibrations: 1 pm. 
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Fig. 9. Electron micrographs of GAD-immunoreactive synaptic endings in the cat abducens nucleus. Although few in number, 
GAD-immunoreactive synaptic endings establish synaptic contacts with somata (A), dendrites (B) and dendritic spines (C) of 
abducens neurons. Of greater significance, however, are the non-immunoreactive synaptic endings that contain 
pleiomorphic/flattened synaptic vesicles (asterisks) and presumably utilize a different inhibitory neurotransmitter (e.g., glycine). 
Calibrations: 0.5 pm. 

Fig. 8. Electron micrographs of GAD-immunoreactive synaptic endings in the cat oculomotor (A-C ,F) and trochlear (D, E) nuclei. 
In contrast to identified inhibitory second-order vestibular synaptic endings, which establish multiple synaptic contacts predomi- 
nantly with the somata and proximal dendrites of motoneurons, GAD-immunoreactive synaptic endings in A-D contact medium- 
and small-diameter dendrites. Each synaptic ending exhibits only a single synaptic contact zone with each postsynaptic process 
(arrows). The typical ultrastructural features of the synaptic contact zone of GAD-immunoreactive synaptic endings are demon- 
strated in E and include pleiomorphic synaptic vesicles (sv), an inconspicuous postsynaptic membrane densification (psd) and an 
intermediate dense line (id0 in the intersynaptic space. In F, two GAD-immunoreactive synaptic endings in the superior rectus 
subdivision establish synaptic contacts with spines (s) that were traced in serial ultrathin sections to the soma of a motoneuron. 
Calibrations: A-C, 1 pm; D and F, 0.5 pm; E, 0.1 pm. 
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Fig. 10. Electron micrographs of GABA-immunoreactive synaptic endings in the cat mulomotor (A and B) and trochlear (C and D) 
nuclei. Both axosomatic (A) and axodendritic (B-D) synaptic contacts are illustrated and are representative of the population in 
general by their content of pleiomorphic synaptic vesicles and a modest postsynaptic membrane densification at sites of synaptic 
contact (arrows). Calibrations: A-D, 0.5 pm. 

premise is the qualitatively similar discharge pat- 
terns of abducens motoneurons, abducens inter- 
nuclear neurons, and medial rectus motoneurons 
(Mays and Porter, 1984; Delgado-Garcia et al., 

1986a,b; de la Cruz et al., 19891, even though 
inhibitory inputs to medial rectus motoneurons 
are virtually absent. 

Inhibition at the level of the extraocular mo- 
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toneurons, however, is important to the extent 
that the reciprocal synaptic drive overlaps in re- 
spect to firing threshold. Thus, near the center of 
any oculomotor range (for vertical and/or hori- 
zontal eye movement) overlapping and interact- 
ing excitatory and inhibitory inputs would create 
more stiffness (i.e., larger dynamic response) than 
otherwise would be present with either input 
alone. This feature appears to be particularly 
applicable to mammals, especially primates with 
foveal pursuit. Second, given the peculiar rela- 
tionship with direct cerebellar inhibition (via 
Purkinje cells), some, maybe most, aspects of eye 
movement must arise from inhibitory sculpting of 
excitatory networks. There appears to be little 
difference in the cerebellar control of GABAer- 
gic and/or glycinergic vestibular neurons. How- 
ever, most of the inhibitory sculpting that might 
occur for cerebellar and/or commissural connec- 
tions appears to rely much more on GABAergic 
than glycinergic inhibitory circuitry. 

Given that baclofen has therapeutic value in 
the treatment of periodic alternating nystagmus 
(Leigh et al., 19811, apparently acting through 
inhibition of velocity storage mechanisms by an- 
tagonism of GABA, receptors (Cohen et al., 
1987), it is clear that GABAergic inhibition has a 
more fundamental role in as yet poorly defined 
neuronal circuits in other parts of the oculomotor 
system that involve the cerebellum and vestibular 
commissural connections. The continued assess- 
ment of the pharmacology of the oculomotor 
system in direct relation to its neuronal and 
synaptic organization thus not only has important 

implications toward understanding neuronal in- 
teractions, but also has clinical relevance in the 
diagnosis and treatment of oculomotor disorders. 
In this regard, the identification of GABAergic 
inhibitory circuits and the various types of recep- 
tors with which they are associated is of para- 
mount importance to further defining the role of 
such interactions in normal eye movement and 
the extent to which they are involved in eye 
movement deficits. 
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GABA,- and GABA,-mediated processes in visual cortex 

Barry W. Connors 

Section of Neurobwlogy, Brown University School of Medicine, Providence, RI 02912, USA 

GABA as a neurotransmitter in neocortex 

KmjeviC (1974) suggested that only 2 criteria must 
be satisfied in order to identify a synapse’s trans- 
mitter: (1) the suspected substance must have an 
action on the postsynaptic cell that is identical 
with the action of the synapse and (2) the sub- 
stance must be released in adequate amounts by 
activity in the presynaptic terminals. These simply 
stated criteria are in practice extremely difficult 
to achieve. Indeed, early suggestions that y- 
aminobutyric acid (GABA) might be an inhibitory 
transmitter in neocortex were not always well-re- 
ceived (reviewed by Roberts, 19831, even after 
demonstrations that exogenous GABA pro- 
foundly inhibited cortical neurons (KrnjeviC and 
Schwartz, 1967) and that GABA was released 
from active cortical synapses (Jasper et al., 1969; 
Iversen et al., 1971). In fact, it is still true that no 
substance in the vertebrate brain has strictly met 
KmjCviC’s criteria. However, the case for GABA 
as a neurotransmitter in neocortex is probably as 
strong as for any other chemical at any synapse in 
the mammalian central nervous system. 

Knowledge of the inhibitory transmitter’s iden- 
tity is not enough, however. Modern neuroscience 
has shown in spectacular fashion that each neuro- 
transmitter may interact with many different types 
of membrane receptors, each of which may in 
turn operate a separate effector system. There 
appear to be 2 basic types of GABA receptors, 
termed GABAA and GABAB. Both are present 
in high quantities in the visual cortex (Bowery et 

al., 1987). Moreover, the majority of endogenous 
inhibitory processes in the cortex can be ascribed 
to the actions of GABA on either GABA, or 
GABAB receptors. GABA, receptors belong to 
the family of ligand-gated ion channels, which 
include the nicotinic acetylcholine and glycine 
receptors. GABA, receptors are not directly 
coupled to ion channels, but instead act (in some 
cases at least) via G protein-coupled signal sys- 
tems. These 2 basic receptor subtypes are them- 
selves subdivided. 

My goal here is to review the GABA receptor 
mechanisms of the visual cortex. Discussion of 
the functions of inhibition in the visual cortex are 
left to other chapters in this book. I begin by 
briefly and selectively summarizing recent work 
on GABA receptors, emphasizing their diversity 
and function. The cellular mechanisms of 
GABAergic inhibition are then described in more 
detail. Because of its complexity, the neocortex 
has never been a favorite model system for inves- 
tigating the cellular and molecular mechanisms of 
transmitter systems, so work on other parts of the 
brain necessarily provides vital guidance. Never- 
theless the variations of GABA receptor function 
are so large that ultimately only studies of the 
visual cortex per se can hope to define its precise 
mechanisms of inhibition. 

What, if anything, is the GAM,  receptor? 
Traditionally we have referred to the GABA, 

receptor. However GABA receptor pharmacol- 



336 

ogy and, more recently, molecular biology belie 
that singular name. It is now clear that different 
neurons of the brain can, and do, synthesize a 
large number of GABAA receptor variants (01- 
sen and Tobin, 1990; Betz, 1990). Because each 
variant may have a distinct set of functional and 
pharmacologic peculiarities, we must be wary of 
generalizations. There are, nevertheless, some 
properties that still define a generic GABAA 
receptor and its response. First, of course, the 
receptor binds GABA. Second, the binding of 
GABA opens an integral channel with selective 
permeability to C1-. Third, the effects of GABA 
are potently antagonized by bicuculline (and its 
congeners) and picrotoxin. Fourth, the binding of 
certain benzodiazepines to a separate site on the 
GABAA receptor promotes the effectiveness of 
GABA itself. Fifth, certain barbiturates also pro- 
mote GABA actions, by a mechanism separate 
from the benzodiazepines. Other common 
GABAA receptor phenomena might be added, 
and some of those listed might not always apply, 
but this inventory provides a useful benchmark. 

Diversity of GABA A receptors arises primarily 
from the particular combination of 4 or 5 protein 
subunits constituting the hetero-oligomer that is 
the GABAA receptor-channel complex. Each 
subunit is about 50-60 kDa. At this writing 5 
major types of subunits, a, p, y ,  S and E have 
been described; there are in turn at least 6 differ- 
ent a genes, 3 /3 genes and 2 y genes (Olsen and 
Tobin, 1990; Betz, 1990). Further complexity is 
possible by alternative RNA splicing. Whiting et 
al. (1990) recently reported that the y 2  subunit 
can exist in either a long form (y2L), or a form 
that is 8 amino acids shorter (72s). The signifi- 
cance of this small change may be profound. The 
optional 8 amino acid segment contains the only 
consensus phosphorylation site for protein kinase 
C on the subunit; since the function of the 
GABAA receptor is known to be sensitive to 
phosphorylation by protein kinase C (Sigel and 
Baur, 1988; Stelzer et al., 19881, use of the alter- 
native y 2  subunits may determine the presence 
or absence of this modulatory mechanism. 

The roots of each GABA, receptor's complex 
pharmacology lie in its particular subunit compo- 
sition. In expression systems, it is necessary to 
combine both a and /3 subunits to obtain recep- 
tors that efficiently generate large, GABA- 
activated C1- currents (Verdoorn et al., 1990). 
The use of different types of a subunits confers 
different agonist dose-response characteristics. 
However, despite the fact that the a subunits 
bind benzodiazepines, receptors with only a and 
/3 subunits have little or no benzodiazepine sensi- 
tivity. Addition of a y subunit bestows it. The 
presence of a y subunit also confers insensitivity 
to the otherwise potent blocking actions of Zn2+ 
(Draguhn et al., 1990). To express the full range 
of traditional GABAA properties, including high 
and cooperative GABA affinity and various drug 
sensitivities, it seems that each receptor must at a 
minimum contain a, /3 and y subunits (Sigel et 
al., 1991). 

There is growing evidence that much of the 
potential diversity implicit in the different 
GABAA subunits is actually used by the brain. 
For example, the neocortex has relatively high 
levels of a3 mRNA compared to cerebellum and 
hippocampus; on a more local scale, a1 and a2 
mRNAs are densest in cortical layers II-IV, and 
a3 mRNA is most abundant in layers V-VI 
(Wisden et al., 1988). There is also laminar speci- 
ficity to the expression of the 3 p subunits in 
neocortex (Zhang et al., 1991). The significance 
of these distributions is unknown. 

Divergence, convergence and GABA, receptors 
The existence of multiple transmitter receptor 

subtypes suggests extensive chemical divergence: 
one kind of transmitter can potentially activate 
several different processes, depending upon the 
receptor types present and functioning (Nicoll et 
al., 1990). Compelling evidence that this is true 
for GABA came from the studies of Hill and 
Bowery (1981). They identified a new receptor 
they called GABA,, which was insensitive to 
bicuculline but was activated specifically by the 
GABA analogue (and antispasmodic drug) ba- 
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clofen. GABAB receptors are located at all levels 
of the neuraxis, from spinal cord to neocortex 
(Bowery et al., 1987). They differ distinctly from 
all GABA, receptors in their pharmacology, their 
structure, their coupling systems, and their effec- 
tors. 

Evidence currently links GABA receptors 
with 2 very different ionic mechanisms. The first 
has been studied in detail in dorsal root ganglion 
cells (Dunlap, 1981; Dolphin and Scott, 19861, 
where GABA receptors suppress a voltage-sen- 
sitive calcium channel. This mechanism may also 
occur in many presynaptic terminals of the cen- 
tral nervous system, resulting in a GABAB recep- 
tor-mediated suppression of transmitter release 
(Bowery et al., 1980). The second ionic mecha- 
nism attributed to GABAB receptors is an in- 
crease in K+ conductance of the somadendritic 
membrane, which has been observed in many 
central neurons (Newberry and Nicoll, 1984; 
Gahwiler and Brown, 1985; Stevens et al., 1985). 
In this way GABAB activation can generate hy- 
perpolarizing postsynaptic inhibition. So far, I am 
not aware of a description of a neuron that ex- 
presses both mechanisms of GABAB action at 
the same site. There is thus the temptation to 
distinguish between presynaptic GABA recep- 
tors (which inhibit transmitter release, perhaps by 
suppressing a calcium current) and postsynaptic 
GABAB receptors (which enhance K+ conduc- 
tance). 

Molecular biology has yet to crack the GABAB 
receptor, but there is pharmacological evidence 
for at least 2 subtypes (Dutar and Nicoll, 1988; 
Scherer et al., 1988; Harrison, 1990). In hip- 
pocampus, the GABAB antagonist phaclofen 
blocks postsynaptic sites but not presynaptic sites 
(Dutar and Nicoll, 1988; Harrison, 1990). An- 
other GABAB antagonist, 2-hydroxy saclofen, 
blocks both postsynaptic and presynaptic recep- 
tors, although it is less potent at the latter (Harri- 
son et al., 1990). The second-messenger systems 
activated by the 2 putative receptor subtypes have 
not been fully characterized, however a pertussis 
toxin-sensitive G protein system is implicated in 

the postsynaptic effect (Andrade et al., 1986; 
Dutar and Nicoll, 1988) and the blockade of 
calcium currents (Dunlap et al., 19891, but not in 
the presynaptic effects in hippocampus (Dutar 
and Nicoll, 1988; Harrison, 1990). Considering 
the interest engendered by the GABAB recep- 
tors, it is likely that more selective ligands and 
gene cloning methods will soon clarify (and no 
doubt multiply) the diversity of receptor subtypes. 

The many GABA, and GABA, receptor sub- 
types provide a magnificent example of neuro- 
transmitter divergence. GABA receptors also 
provide an illustration of neurotransmitter con- 
vergence. Convergence refers to the possibility 
that several different transmitters, binding to dif- 
ferent receptors, can nevertheless act upon the 
same effector system. In hippocampal pyramidal 
cells, the transmitters GABA (acting via GABAB 
receptors), serotonin (acting via 5-HTla recep- 
tors) and adenosine (acting via A,  receptors) all 
evoke a similar increase in postsynaptic K+ con- 
ductance (Andrade et al., 1986; Nicoll et al., 
1990). The effect of one of these transmitters can 
occlude the action of the others, suggesting that 
all 3 converge on the same set of K+ channel 
effectors. A similar form of convergence has also 
been demonstrated in human neocortical neurons 
(McCormick and Williamson, 1989). 

where are GABA and its receptors in vkuul cortex? 
Aspects of this question are covered in detail 

elsewhere in this book (see Hendry and Carder, 
Chapter 22, and Barnstable et al., Chapter 23), 
however it is worth emphasizing certain points 
here. With very minor exceptions, all GABAergic 
terminals in the neocortex arise from intrinsic 
neurons. Somogyi (1990) estimates that about 20% 
of the neurons and 15% of the synapses in cat 
primary visual cortex synthesize, and presumably 
utilize, GABA. These numbers are similar to 
those from studies of other areas of neocortex. 
More than half of the GABAergic terminals end 
on dendritic shafts, about one quarter end on 
dendritic spines, only 13% end on somata, and 
2.5% synapse upon the axon initial segments of 
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pyramidal cells (Somogyi, 1990). All classes of 
neurons in the neocortex receive substantial 
GABAergic input. 

The GABA-containing cells themselves are 
morphologically (Houser et al., 1984) and physio- 
logically (Connors and Gutnick, 1990) distinct 
from the nonGABA-containing cells. They are 
recognizable by their various characteristic, al- 
most spine-free somadendritic patterns, or by 
their relatively brief action potentials and ability 
to fire at high, sustained rates. GABAergic neu- 
rons are, nevertheless, a very diverse set of cells, 
and their classification has been the subject of 
long and controversial study (see Peters and 
Jones, 1984). Somogyi (1990) has concluded that 
there is a high degree of specificity to the pattern 
of connections made by different classes of 
GABAergic neurons. He suggests 3 basic groups: 
(1) axoaxonic (or chandelier) cells have the most 
specific targets, and each makes synapses exclu- 
sively onto the initial segments of about 200 to 
400 pyramidal cells; (2) basket cells contact so- 
mata and (primarily) proximal dendrites and 
spines; (3) neurogliuform and bitufted cells pref- 
erentially contact small caliber (presumably more 
distal) dendritic shafts and spines. The picture 
that emerges is that cortical pyramidal cells are 
subject to selective inhibition at several levels. 
Axoaxonic cells are master switches, ideally posi- 
tioned to abolish cell output absolutely. Some 
basket cells may do the same, while others might 
selectively inhibit the inputs from only one or 
more dendrites. The third group of GABA cells 
could exert very local control of distal excitatory 
inputs without affecting the rest of the cell. The 
hypothesis that the major inhibitory systems to 
neocortical neurons are highly stratified, just as 
the major afferent systems are (White and Keller, 
19891, is appealing. However, much more data 
will be necessary to place the idea into the text- 
books. 

The wide distribution of GABAergic synapses 
on cortical neurons suggests that GABA recep- 
tors are also broadly distributed. Recent data 
confirm this, and then some. Immunocytochem- 

istry of a and p subunits of the GABAA recep- 
tors show staining not only at the sites of presy- 
naptic terminals, but also in many areas of nonsy- 
naptic membrane in all the neurons of the cortex 
(Somogyi et al., 1989). In fact, GABAA receptor 
density is apparently no higher at subsynaptic 
membranes than at nonsynaptic membranes. This 
is not so surprising considering the almost ubiqui- 
tous distribution of GABAA receptors on neu- 
ronal membranes, including many places (such as 
peripheral axon trunks and dorsal root ganglia) 
where GABA is clearly not used as a neurotrans- 
mitter (Brown et al., 1979, Dunlap, 1981). The 
capricious placement of GABA A receptors should 
make us cautious about assigning significance to 
receptor distribution patterns, without also as- 
sessing the patterns of functional synapses. 

The actions of GABA on neurons of neocortex 

GABA, receptor effects on neurons of neocortex 
The intracellular recordings obtained in vivo 

by KrnjeviC and Schwartz (1967) showed that 
GABA evoked a relatively simple hyperpolariza- 
tion with an accompanying C1- conductance in- 
crease. This mimicked the electrically evoked in- 
hibitory postsynaptic potentials (IPSPs) in the 
same pyramidal cells. Some of the first hints that 
GABA might have more varied actions in cere- 
bral cortex came from hippocampal pyramidal 
cells in vitro (Alger and Nicoll, 1979; Andersen et 
al., 1980), where different parts of a neuron could 
elicit C1--dependent, GABA,-like responses with 
very different reversal potentials; the soma gener- 
ated the expected hyperpolarizations, but the 
dendrites most often depolarized in response to 
GABA. Mixtures of hyperpolarizing and depolar- 
izing responses were common. Moreover, the so- 
matic and dendritic GABA responses appeared 
to differ pharmacologically (Alger and Nicoll, 
1982). 

Complex, multiphasic responses are also seen 
when GABA is applied near the somata of pyra- 
midal cells of neocortex in vitro (Weiss and 
Hablitz, 1984; Connors and Gutnick, 1984). Neo- 
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cortical cells in slices typically have very negative 
resting potentials ( - 75 to - 80 mV; Connors et 
al., 19821, and when the GABA responses are 
evoked at rest they are completely depolarizing. 
However, when the membrane potential is first 
depolarized with current injection it becomes 
clear that the GABA response has at least 2 or 3 
components, each with a different reversal poten- 
tial. At least some of this complexity arises from 
nonuniform spatial distribution of the compo- 
nents, as focal applications of GABA to the so- 
mata and dendrites reveal (Scharfman and Sar- 
vey, 1985; Connors et al., 1988). Examples are 
illustrated in Fig. 1A. GABA was applied by 
pressure ejection through a fine micropipette, 
first to the region near the soma and then to 
several apical and basal dendritic regions. At 
resting potential all responses were depolarizing 
and simple in form, but when the potential was 
depolarized 2 phases of GABA-evoked hyperpo- 
larization were disclosed. The short latency 
GABA hyperpolarization (GABA for conve- 
nience; see starred response in Fig. lA, shown 
expanded in B) was produced only by the periso- 
matic applications, while the long latency GABA 
hyperpolarization (GABA,) was generated best 
by the soma and more proximal dendrites. The 
intermediate GABA response (GABA,) was 
dominant, depolarizing and could be easily evoked 
from all but the most remote application sites. 
Scharfman and Sarvey (1987) have reported that 
this pattern of GABA responses is observed in 
nonpyramidal as well as pyramidal neurons of 
neocortex. 

The complexity of the GABA responses is due 
to several factors (Scharfman and Sarvey, 1987; 
Connors et al., 1988; McCormick, 1989). First, 
there are at least 2 (and perhaps more) GABA 
receptor-effector subtypes involved, with differ- 
ent kinetic properties. Second, the different re- 
ceptors evoke responses with different reversal 
potentials. Third, the different receptors are not 
spread uniformly across the cell. Fourth, focal 
application leads to large spatial and temporal 
gradients of GABA. Ionic and pharmacologic ex- 
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Fig. 1. Dependence of GABA responses on the site of GABA 
application in a single pyramidal neuron. A. Drawing of a 
Lucifer yellow-filled cell from layer II/III of rat neocortex, 
with GABA responses recorded at resting potential (-78 
mV; A1 traces) and with membrane potential depolarized to 
about -62 mV (A2 traces). Small pressure pulses of GABA 
(2 mM, 80 msec duration in all but the topmost responses) 
were focally applied to various sites (arrows). Small hyperpo- 
larizing current pulses were also applied at 1 Hz to monitor 
the input resistance of the cell. At resting potential the 
GABA responses were exclusively depolarizing, but at more 
positive potentials responses from some of the sites proved 
more complex. Notably, sites along the apical dendrite had 
late GABA, responses, and one of the somatic sites had a 
prominent GABA, response (starred response). B. The re- 
sponse with the asterisk in A is reproduced at a faster sweep 
speed to better resolve the components. Numbers refer to the 
GABA , (somatic hyperpolarization), GABA, (dendritic depo- 
larization) and GABA, (long-latency hyperpolarization) 
phases. Note the extremely large increase in input conduc- 
tance during the first 2 phases of the response. Modified from 
Connors et al. (1988). 

periments are so far incomplete, but they do give 
some clues to the nature of neocortical inhibition. 
The GABA, response has a reversal potential of 
about - 70 to - 80 mV, it involves an increase in 
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C1- conductance, and its bicuculline and picro- 
toxin sensitivity indicate mediation by GABAA 
receptors, The GABA, response is the most 
prominent one in vitro; it is also GABAA-media- 
ted, bicuculline and (apparently) CI--sensitive 
(Thompson et al., 1988), but it has a paradoxically 
positive reversal potential of about - 50 mV. The 
GABA, response is probably generated by 
GABA, receptors, as discussed in the next sec- 
tion. 

If both the GABA, and GABA, responses are 
generated by increases in membrane conductance 
to CI-, why are their reversal potentials so differ- 
ent? There is no direct evidence from neocortex 
to address this question. However a reasonable, 
but still surprising, hypothesis is that the intracel- 
Mar C1-concentration ([Cl-1) in the soma is 
lower than it is in the dendrites. This implies that 
there must be a standing [Cl-1 gradient within 
the cytoplasm, and that the membrane pumps 
responsible for maintaining intracellular [Cl -1 are 
somehow different in the somatic and dendritic 
membranes. There is more direct evidence that 
such a gradient exists in the CA1 pyramidal cells 
of the hippocampus (Misgeld et al., 1986). 
Thompson et al. (1988) have demonstrated that 
neocortical pyramidal cells indeed have active 
transport systems for C1-, although they did not 
explore the differences between soma and den- 
drites. More work will be necessary to clarify this 
problem. It must be a metabolically expensive 
proposition to maintain a high spatial [Cl-1 gradi- 
ent; there is no evidence for diffusion barriers 
between the somatic and dendritic compartments 
that might impede the rapid and passive redistri- 
bution of such a gradient. The obvious question 
is, what purpose is served by maintaining rela- 
tively high intracellular [Cl-] in the dendrites? 
One obvious answer is that it compels dendritic 
IPSPs to depolarize the neuron, but the advan- 
tage of this is not clear. However it is also possi- 
ble that high dendritic [Cl-1 is necessary for some 
other cellular process unrelated to inhibition. If 
that is the case, it may be the soma that is 
maintained, anomalously, at very low [Cl-1 specif- 
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Fig. 2. Bicuculline reveals a GABA component of the GABA 
response. A. Control responses to focal applications of GABA 
(triangles) are shown at 2 different membrane potentials 
(left). At -58 mV, the 3 phases of the response are clear, 
while at -82 mV the response is entirely depolarizing. Bath 
application of 10 pM bicuculline methiodide (right) blocked 
the more depolarizing components of the the GABA re- 
sponse, leaving a monophasic hyperpolarization at both mem- 
brane potentials. Downward voltage deflections are due to 
small current pulses (2 Hz) applied to monitor input resis- 
tance. B. Graph of data from experiment in A. Amplitudes of 
the GABA response were measured at a latency 1.5 s. Rever- 
sal potential shifted from about -63 to -88 mV, consistent 
with a relative increase in K+ conductance. 

ically in order to maximize the inhibitory effec. 
tiveness of perisomatic IPSPs. 

GABA, receptor effects on neurons of neocortex 
GABA receptors mediate both postsynaptic 

and presynaptic effects in neocortex. This con- 
trasts with GABAA receptors, which have not yet 
been implicated in presynaptic neocortical pro- 
cesses. Postsynaptic GABA , effects are revealed 
by the application of GABA itself as the GABA, 
response (Fig. lB), a long-latency hyperpolariza- 
tion. High doses of bicuculline suppress the 
GABA, and GABA, responses, leaving a larger 
GABA, response that has a reversal potential 
near -90 mV (Fig. 2; Connors et al., 1988). 
Muscimol, the specific GABA, agonist, does not 
generate a GABA, response phase (Connors, 
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unpublished observations). Baclofen, the specific 
GABAB agonist, evokes a longer-lasting version 
of the GABA, response, a small hyperpolariza- 
tion coinciding with a conductance increase and a 
reversal potential of about - 90 mV (Howe et al., 
1987a; Connors et al., 1988). The baclofen re- 
sponse is also barium-sensitive, as are certain K+ 
channels, and it is suppressed by the GABA, 
receptor antagonist phaclofen (Kerr et al., 1989). 
Presumably both the GABA, and baclofen re- 
sponses in neocortex are mediated by an increase 
in postsynaptic K+ conductance. 

Presynaptic GABAB receptors have been in- 
ferred from the very potent effects of the agonist 
baclofen (Howe et al., 1987a; Connors et al., 
1988; Deisz and Prince, 1989). Low concentra- 
tions of baclofen reduce the size of all postsynap- 
tic potentials in neocortical pyramidal cells, both 
EPSPs and IPSPs, by a mechanism that is inde- 
pendent of its effect on postsynaptic K+ conduc- 
tance (Howe et al., 1987a). Pharmacological evi- 
dence suggests that there may be subtypes of 
GABAB receptors in neocortex (Ong et al., 1990). 

Diversity of synaptic inhibition in the neocortex 

Just as there are multiple types of inhibitory 
neurons and GABA receptors in neocortex, there 
are also several types of synaptic inhibition. Be- 
cause of ubiquitous feed-forward and feed-back 
connections between pyramidal cells and GABA- 
ergic neurons, activity in almost any kind of affer- 
ent input will engage some inhibitory circuitry. 
IPSPs are most easily illustrated by stimulating 
within the cortex itself. Single strong shocks to 
the deep gray matter generate, in most pyramidal 
cells, a short-latency excitatory PSP (EPSP), a 
short-latency, fast IPSP (the f-IPSP) and a 
longer-latency, slow IPSP (the I-IPSP) (Fig. 3A, 
,Connors et al., 1982). These 2 kinds of IPSPs 
must be considered the minimum number pre- 
sent, as there are hints of others. 

Fast and slow types of IPSPs are probably 
ubiquitous features of vertebrate cerebral cortex. 
Similar biphasic IPSPs have been recorded in a 
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Fig. 3. IPSPs from a pyramidal neuron of layer II/III of cat 
primary visual cortex. A. Single shocks were delivered to layer 
VI below the recording site, and responses were recorded at 4 
different membrane potentials. Resting membrane potential 
was -79 mV. The closed triangle marks the peak latency of 
the f-IPSP, and the open triangle the latency of the I-1PSP.B. 
The f-IPSP and I-IPSP have different reversal potentials. 
Amplitudes of each are plotted against membrane potential 
(Vm), using data from A. In this case the f-IPSP reversed 
polarity at about -85 mV, and the I-IPSP reversed at about 
-95 mV. Modified from Connors et al. (1988). 

variety of mammalian areas, including hippocam- 
pus (Fujita, 1979; Newberry and Nicoll, 19841, 
olfactory cortex (Satou et al., 1982), and the sen- 
sorimotor (Connors et al., 1982), frontal (Howe et 
al., 1987b), visual (Connors et al., 1988) and cin- 
gulate (McCormick et al., 1985) neocortex of ro- 
dents. They are also present in the neocortex of 
many species, including human (Avoli and Olivier, 
1989; McCormick, 19891, cat (Connors et al., 
19881, mouse (Silva et al., 1991) and even the 
visual cerebral cortex of turtles (Kriegstein and 
Connors, 1986). Similar IPSPs are also seen in 
structures below the cerebral cortex, including 
the lateral geniculate nucleus (Crunelli and 
Leresche, 1991). It seems very likely that the 2 
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major forms of inhibition evolved very early, well 
before the mammalian radiation, and that they 
have been highly conserved across species and 
brain structures. The continuing mystery is the 
precise function of each. 

Fast IPSPs and GABA, receptors 
The f-IPSP is synonymous with the classical 

cortical IPSP studied in vivo by many investiga- 
tors. It is mediated by GABAA receptors (i.e., it 
is blocked by bicuculline and picrotoxin), it is 
generated by an increase in C1- conductance, 
and it is mimicked by the perisomatic application 
of GABA itself (KrjeviC, 1974). In experiments 
in vitro it is the GABA, response phase that 
specifically resembles the f-IPSP in conductance, 
reversal potential (about - 75 mV) and pharma- 
cology (Connors et al., 1988; McCormick, 1989). 
The f-IPSP has a fast activation time and reaches 
a peak in less than 30 msec. Because the GABA, 
response is apparently so restricted to somatic 
application sites, and because the soma and ini- 
tial axonal segments of pyramidal cells are con- 
tacted exclusively by inhibitory synapses (White 
and Keller, 19891, we can infer that the f-IPSP is 
probably generated at sites on or near the soma. 
Extending this argument, based on anatomical 
considerations (Somogyi, 1990) it seems likely that 
either axoaxonic cells or basket cells, or both, are 
responsible for f-IPSPs. 

We know very little about the size and time 
course of unitary IPSPs in neocortex. One brief 
report (Galvan et al., 1985) illustrates sponta- 
neous events with the characteristics of f-IPSPs, 
but few details are reported. Studies involving 
dual intracellular recordings are needed, with at 
least one electrode in a presynaptic inhibitory 
cell. This has been achieved in parts of the hip- 
pocampus (Miles and Wong, 1984; Lacaille and 
Schwartzkroin, 1988), and one conclusion is that 
there is a large range of IPSP size and time-course 
from one presynaptic cell to the next. IPSPs gen- 
erated by presumed axoaxonic and basket cells 
onto CA3 neurons varied from -0.3 to -2.6 mV 
in peak amplitude (Miles, 19901, and the variance 

A. Control 

f - IPSP 4 \ 

B Control 

L - 

GABA 

L--- 

- 
0.75nA 

L 
1.0 nA 

Fig. 4. Inhibitory efficacy of GABA,-mediated f-IPSPs. A. 
Intracellular injection of a 1 nA square pulse into a pyramidal 
neuron evokes a train of high-frequency spikes (control). 
When the same current pulse is applied during the period of 
an evoked f-IPSP, the firing of the cell is completely abol- 
ished. Bottom traces consist of 2 superimposed sweeps: the 
evoked synaptic response alone (shock at arrow), and the 
synaptic response plus the injected current pulse. In this case 
the membrane potential is slightly negative to the reversal 
potential of the f-IPSP. B. An experiment similar to that of A, 
in a different neuron, substituting a GABA, response for the 
f-IPSP. Top trace shows the control spike train evoked by 
current injection, bottom trace shows complete abolition of 
spiking during the early phase of the GABA response (GABA 
pulsed at arrow). Data of L.R. Silva and B.W. Connors, 
unpublished. 

was attributed to differences in the presynaptic 
cells. 

The f-IPSP is impressively effective. Its peak 
conductance can be very large, averaging about 
70 to 95 nS (Connors et al., 1988; McCormick, 
1989). When maximally activated by electrical 
stimuli, the f-IPSP will completely prevent a neu- 
ron from generating action potentials for a period 
as long as about 50 msec, even in the face of 
depolarizing current injections that would other- 
wise evoke near-maximal firing rates (Fig. 4A). 
Activating GABAA receptors exogenously mimics 
this (Fig. 4B). It seems unlikely that such coher- 
ent activation of inhibition occurs naturally, but 
the lesson is clear: synapses generating f-IPSPs 
can powerfully control a neuron’s firing pattern 
with a fine degree of temporal resolution. 

We are still left with a paradox. The dominant 
response to focally applied GABA is the depolar- 
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izing GABA, phase, but is there a synaptic corre- 
late of this? One interesting possibility is that 
dendritic GABA, receptors do not serve any 
synaptic function. Recordings from the soma do 
not reveal any obvious IPSPs with reversal poten- 
tials as positive as that of the GABA, response. 
However, in some cells a long-latency (peaking 
midway between the f-IPSP and I-IPSP), depolar- 
king synaptic event was revealed after applying 
baclofen near the soma to depress the f-IPSP and 
I-IPSP (Fig. 7A of Connors et al., 1988). It is 
possible that this PSP represents a depolarizing, 
GABA,-mediated dendritic IPSP, which is nor- 
mally obscured from our somatic view by IPSPs 
generated more proximally. Only further experi- 
ments will clarify this problem. 

Slow IPSPs and GABA, receptors 
The 1-IPSPs of pyramidal cells in neocortex are 

longer than the f-IPSPs, reaching a peak in about 
100-200 msec and lasting about 250-1000 msec 
(Connors et al., 1982, 1988; Avoli, 1986; Howe et 
al., 198%; McCormick, 1989). They also tend to 
be smaller in peak conductance, averaging about 
12 nS, and their reversal potentials are around 
-90 to -95 mV, which is presumed to be E, 
(Fig. 3B). Alterations in extracellular [Kf 1 shift 
the reversal potential of the I-IPSP in the manner 
consistent with an increase in Kf conductance 
(Howe et al., 198%). The I-IPSP is probably 
mediated by GABA, receptors, since it is mim- 
icked by baclofen (Connors et al., 1988) and 
suppressed by phaclofen (McCormick, 1989). The 
1-IPSP has not been explicitly described in neo- 
cortical neurons in vivo. The most probable rea- 
son is that it is very difficult to make high quality 
intracellular recordings from cortical neurons in 
situ; the combination of increased shunt conduc- 
tance around the electrode, increased back- 
ground synaptic activity, and the usual need for 
general anesthesia would all decrease the likeli- 
hood of observing the I-IPSP. However some 
published recordings seem to show the presence 
of an I-IPSP (e.g., Fig. 13 of Ezure et al., 1985). 

The effect of 1-IPSPs on neuronal firing pat- 
terns is quite different from that of f-IPSPs, as 
their smaller conductance, longer time-course and 
more negative reversal potential might predict. 
While an f-IPSP can abolish all firing, an 1-IPSP 
has a more subtle effect, slightly increasing action 
potential thresholds and reducing average firing 
rates but not preventing them (Howe et al., 198%; 
Connors et al., 1988; McCormick, 1989). This was 
investigated quantitatively by applying baclofen to 
activate GABA, receptors. As shown in Fig. 5,  
GABA activation simply shifted the relationship 
between current and steady-state firing frequency 
to the right, but had a more complex effect on 
the transient response to current stimuli. In the 
control state, the frequency-current relationship 
for the first 2 spikes was initially very steep (mean 
of 500 Hz/nA), but the slope abruptly fell to less 
than 100 Hz/nA at higher stimulus levels. Ba- 
clofen shifted the steep part of the curve to the 
right (i.e., increased threshold), but surprisingly 
the upper part of the curve was, if anything, 
enhanced (i.e., during strong currents the initial 
response frequency was higher). Thus, activation 
of GABA, receptors modulates tonic firing rates 
by increasing the amount of current necessary to 
reach a given steady-state frequency, but it leaves 
the neuron’s response to strong, brief stimuli 
in tact. 

It is not known which types of inhibitory in- 
terneurons activate the I-IPSP in neocortex. 
Within the hippocampal CA1 area, interneurons 
within stratum lacunosum-moleculare generate 1- 
IPSP-like responses in the dendrites of pyramidal 
cells (Lacaille and Schwartzkroin, 19881, while 
interneurons that make synapses onto the periso- 
matic regions of the CA3 cells have only been 
observed to generate GABA,-mediated f-IPSPs 
(Miles, 1990). By analogy, it may be that only 
dendritic GABAergic synapses generate I-IPSPs 
in neocortical pyramidal cells; if that turns out to 
be true it implicates cells such as the neurogli- 
aform and bitufted cells, and perhaps some bas- 
ket cells, as likely generators (Somogyi, 1990). 
Pyramidal cell dendrites do show responses to 
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Fig. 5.  Effects of GABA, receptor activation on firing prop- 
erties of pyramidal cells. A. Control responses of a layer 
II/III pyramidal neuron of rat newortex to 2 intensities of 
current injection (200 msec pulses). Note the characteristically 
strong adaptation of these cells. B. In the presence of a 
saturating dose of the GABA, agonist baclofen, firing of the 
neuron is strongly curtailed during the lower current intensity 
but only the adapted rate of firing is diminished during the 
stronger current. C. Graphical display of baclofen effects; 
data from the cell shown in A and B. Instantaneous firing 
frequency (calculated from the reciprocal of the interspike 
internal) plotted against injected current amplitude for the 
first 2 spikes (1st ISI) and the last 2 spikes (last ISI). In 
control cells (closed triangles) the initial firing rate changes 
steeply with just-suprathreshold currents, then more slowly 
above about 1 nA. Baclofen strongly affects only the low-cur- 
rent part of the curve. The adapted firing rate (last ISI) is 
shifted to higher currents at all tested levels. Modified from 
Connors et al. (1988). 

baclofen (Connors et al., 19881, although cable 
properties probably reduce their visibility from 
the soma (cf. Koch et al., 1990). 

There is still one major loose end to tie up 
regarding the GABA receptors. As noted above, 
GABA agonists cause profound depression of 
synaptic potentials, apparently via a presynaptic 
effect. Nevertheless, there is no ultrastructural 
evidence in neocortex for specific GABAergic 
synapses onto presynaptic terminals, as there are 
in many subcortical areas (Peters et al., 1976). Is 
this just another example of capricious placement 
of GABA receptors, serving only to incite the 
imaginations of physiologists and autoradiogra- 
phers? Perhaps not. Stimulation faster than about 
0.1 Hz causes depression of the I-IPSP (Connors 

0.1 Hz 1 Hz A 

B 

1204 

0.1 0.2 0.3 0.5 1 2 
OJ 

Frequency of Stimulation ( H z )  

Fig. 6. Frequency sensitivity of neocortical IPSPs. A. f-IPSP 
and I-IPSP were evoked by single shocks at different frequen- 
cies. First and third responses are superimposed at 0.1 Hz and 
1.0 Hz. Resting potential was -68 mV. B. Frequency sensitiv- 
ity of f-IPSP conductance. Peak conductance of f-IPSP was 
measured during tetanic stimulation at various frequencies; 
data from 3 different cells are shown. Modified from Deisz 
and Prince (1989). 
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et al., 1982); after about 20 stimuli at 1 HZ, the 
1-IPSP may be strongly fatigued and require min- 
utes to recover (Howe et al., 1987b). Deisz and 
Prince (1989) showed that both the f-IPSP and 
the I-IPSP, but not the EPSPs, are depressed by 
activation at 0.5 to 2 Hz (Fig. 6),  and they pre- 
sented evidence that the depressions are medi- 
ated by actions of GABA on presynaptic GABA, 
receptors. This implies that GABAergic synapses 
regulate their own transmitter release in a fre- 
quency-sensitive way, with released GABA itself 
feeding back upon presynaptic GABA, recep- 
tors. 

Conclusions 

“It is still early to venture any definite view of the 
intimate nature of ‘central inhibition ’. ” 
(C.S. Sherrington, Nobel Lecture, 1932) 

We are still far from a satisfactory understanding 
of inhibition. One secure conclusion is that 
GABA-mediated function in neocortex is not a 
single phenomenon. Rather, inhibition is diverse 
at all levels: the cells that mediate it, the loca- 
tions and numbers of its synapses, the types of 
GABA receptors it utilizes, the ionic changes it 
induces, the processes that regulate it, and the 
means by which it finally shapes the output of 
each postsynaptic neuron. Figure 7 summarizes 
some of the salient findings described in this 
review. 

As we recognize greater diversity of inhibitory 
mechansimss, we also raise more questions. One 
of the large problems is to identify which type of 
interneuron generates which type of IPSP. It is 
not even clear yet whether f-IPSPs and I-IPSPs 
are necessarily evoked by separate interneurons, 
or whether single interneurons (and perhaps sin- 
gle synapses) can activate both kinds of GABA 
receptors and thus both kinds of IPSP. In other 
words, just how specifically can the different types 
of inhibition be activated? And what of dendritic 
inhibition? What purpose is served by maintain- 
ing an energetically costly gradient of intracellu- 

B I 

Fig. 7. Hypothesized mechanisms of GABA-mediated inhibi- 
tion in neocortex. A. GABA can activate both GABAA and 
GABA receptors (and presumably their various subtypes). 
GABAA receptors are widely distributed along the initial 
segment (IS), soma and dendrites, where they are coupled 
directly to Cl- channels. Opening C1- channels on the soma 
or IS causes relative hyperpolarization, while increased CI - 
conductance in the dendrites causes depolarization. 
GABAA-generated dendritic depolarization may still be very 
inhibitory because of the substantial shunting effects of the 
high conductance, and because of the relatively negative re- 
versal potential of the response. The precise distribution of 
GABAB receptors is not clear, but there are both pre- and 
postsynaptic versions. Activation of postsynaptic GABA, re- 
ceptors opens a Kf conductance; presynaptic GABAB activa- 
tion suppresses the release of neurotransmitter, perhaps be- 
cause of a suppression of CaZf channels. B. As described by 
Somogyi (19901, GABAergic interneurons (solid circles) can 
make synaptic contacts with pyramidal cells (open triangle) 
with spatial specificity; e.g., axoaxonic cells (cell 4) contact 
only initial segments, and basket cells (cell 3) tend to contact 
somata and proximal dendrites. Postsynaptic inhibitory re- 
sponses from dendritic and somatic locations are schematized 
at right. The sum of these IPSPs is a multiphasic response 
(lower right traces) that is frequency sensitive due to feedback 
activation of presynaptic GABAB receptors. 
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lar [Cl-1 between soma and dendrites? Do den- 
drites have both hyperpolarizing, GABA ,-media- 
ted I-IPSPs as well as depolarizing (GABA,-like), 
GABA,-mediated IPSPs? What is the precise 
distribution of GABA, and GABAB receptor 
subtypes; which cells are they on, and which parts 
of each cell, and what is the significance of recep- 
tor subtype diversity? What is the nature of 
GABA-mediated inhibition onto GABAergic 
neurons themselves? How is inhibition modu- 
lated? 

The molecular and cellular peculiarities of in- 
hibition are of great intrinsic interest. However 
the most fundamental question is, what are the 
various functions of inhibition in the visual cor- 
tex? Discussions of this question have been fre- 
quent and stimulating (see Sillito, 1985; Martin, 
1988; other chapters in this book), but most have 
assumed the existence of only unitary, generic 
forms of GABAA-mediated IPSPs. The functions 
of other forms of neocortical inhibition have been 
neglected in vivo, but they now deserve serious 
attention. 
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of the geniculo-striate system 

A.M. Sillito 

Department of Viiual Science, Institute of Ophthalmology, Judd Street, London WClH SQS, England, UK 

Introduction 

Despite the clarity of the insight provided by the 
early models of the synaptic circuitry underlying 
the transformation of receptive field properties 
from retina to cortex, subsequent work has re- 
vealed an increasingly complex and subtle synap- 
tic substrate to the function of the central visual 
system. The primary difficulty at present lies in 
bringing together the many pieces of the jigsaw 
into an intelligible pattern. The object of this 
review is to provide an overview of our knowl- 
edge regarding the way inhibitory mechanisms 
are utilised in the synaptic circuits determining 
the response properties of cells at both geniculate 
and cortical levels in the visual system. The cir- 
cuitry and function at these two levels are strongly 
interlinked by the subcortical and cortical inter- 
connections of layer VI cells in the visual cortex 
and it is no longer logically acceptable to treat 
them as entirely separate processing stages in a 
hierarchical sequence. This account will centre 
around a discussion of the feline visual system, 
but where appropriate reference will be made to 
the primate visual system. A major concern in 
presenting this account has been to place the 
action of the GABAergic interneurons in the 
perspective of that of other elements of the cir- 
cuitry and our knowledge of the system function 
as addressed by analysis of receptive field organi- 
sation. The inhibitory circuitry at both geniculate 
and thalamic levels is strongly influenced by neu- 

romodulatory inputs. These establish the pattern 
of operation linked to the waking state. The 
cholinergic system has potent and rather different 
effects on inhibitory interneurons and circuitry at 
the two levels considered here, and its action and 
pattern of connectivity will be used as an example 
of the way the modulatory systems can influence 
GABAergic mechanisms in the central visual sys- 
tem. 

Basic synaptic circuit in the dLGN 

The main elements of the circuitry in the dorsal 
lateral geniculate nucleus are summarised in Fig. 
1. The retinal afferents make synaptic contact 
with both the proximal dendrites of relay cells 
and the presynaptic dendrites of the intrinsic 
inhibitory interneurons of the dLGN. These in- 
terneurons are GABAergic (Sterling and Davis, 
1980; Sillito and Kemp, 1983; Fitzpatrick et al., 
1984; Montero, 1986; Montero and Singer, 1984, 
1985; Montero and Zempel, 1985; Uhlrich and 
Cucchiaro, Chapter 9) and their presynaptic den- 
drites, referred to as F2 terminals, form triadic 
synaptic arrangements with the retinal afferents 
and the relay cell dendrite. This synaptic struc- 
ture, encapsulated by a glial sheet, is called a 
glomerulus. The essential logic of this arrange- 
ment seems to be that a retinal terminal would 
both directly excite the relay cell and initiate a 
short latency inhibitory input to it via the contact 
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Visual cortex 

PGN 

Retinal input 

Fig. 1. Synopsis of the basic circuit for the dorsal lateral 
geniculate nucleus (dLGN) and its feedback from the visual 
cortex. Open terminals correspond to excitatory synapses and 
closed terminals to inhibitory synapses. The cholinergic input 
is shown by the dashed line and the different pattern of its 
effect signalled by the variation from closed to filled termi- 
nals. The components linked to the triadic synapses in the 
synaptic glomeruli are highlighted by the faint circle. Here the 
dendrite of the relay cell is thickened to indicate a dendritic 
spine and the retinal afferent is presynaptic to both the relay 
cell and the presynaptic dendrite of the inhibitory interneu- 
ron. The cholinergic terminal in this arrangement is shown as 
hatched to indicate the question regarding its pattern of 
action here (see text for further discussion). Conventional 
presynaptic contacts from axons are made by both the intrin- 
sic inhibitory interneuron and the perigeniculate cells (PGN). 
Both these cell groups are GABAergic. The details of the 
circuitry and variations for different cell types are discussed in 
the text. 

on the presynaptic dendrite. The axons of these 
same inhibitory interneurons make extraglomeru- 
lar synaptic contact via “Fl” terminals on the 
dendrites of relay cells (Montero, 1987). A sec- 
ond level of inhibitory input derives from another 
group of GABAergic cells, the perigeniculate 
cells. These provide extraglomerular axonal 
synaptic input via “Fl” terminals to the dendrites 
and cell body of relay cells and intrageniculate 
inhibitory interneurons. They also make contact 

via F1 terminals, with presynaptic dendrites in 
the synaptic glomeruli (Montero, 1987). In addi- 
tion the perigeniculate cells inhibit other peri- 
geniculate cells and it seems that the presynaptic 
dendrites of the intrinsic inhibitory interneurons 
may also make contact with each other. The 
perigeniculate cells receive input from collaterals 
of the relay cells projecting to the visual cortex. 
Layer VI cells in the visual cortex provide a 
corticofugal projection which makes synaptic con- 
tacts on perigeniculate cells, the extraglomerular 
dendrites of relay cells and intrageniculate in- 
hibitory interneurons and to a lesser extent, 
presynaptic dendrites (Weber et al., 1989). 

Further inputs reach the dLGN from the 
cholinergic, noradrenergic and serotinergic brain 
stem modulatory systems. These interact with the 
synaptic circuitry in the dLGN and seem to be 
concerned particularly with shifts in functional 
organisation linked with behavioural state. As 
summarised in Fig. 1, the cholinergic system pro- 
vides synaptic input to perigeniculate cells, relay 
cells, intrinsic inhibitory interneurons and their 
presynaptic dendrites within glomeruli (De Lima 
et al., 1985). 

Variations in the basic circuit 

Whilst the above description provides a broad 
overview of the type of synaptic mechanisms 
within the dLGN it is important to identify the 
way this applies to the relay cells associated with 
the different categories of input. In the cat, three 
groups of retinal ganglion cell project to the 
dLGN, the X, Y and W cells. The basic circuit as 
defined here most closely applies to X cells where 
the triadic synapses are associated with the inputs 
on their dendritic spines. Y cells have far fewer 
spines and few if any glomeruli and this also 
appears to apply to W cells. The primary in- 
hibitory control for Y cells derives from synaptic 
input from F1 terminals of both perigeniculate 
and intrageniculate inhibitory interneurons. The 
density of F1 type synapses on or close to the Y 
cell soma is greater than for X cells and this may 
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enhance their influence (Hamos et al., 1987; So- 
mogyi, 1989). It is to be noted that there is 
anatomical evidence favouring the subdivision of 
the intrinsic interneurons into two groups, a small 
diameter (8-13 p )  beta group constituting the 
majority (86%) and a larger diameter (14-19 p )  
alpha group (14%) (Montero and Singer, 1985; 
Montero and Zempel, 1985). This is matched by 
electrophysiological evidence showing that the 
IPSPs in Y cells seem to be driven by Y type 
axons and those in X cells by X type axons, 
suggesting private inhibitory channels for the two 
groups (Lindstrom and Wrobel, 1990a). An ear- 
lier suggestion indicating that inhibitory interneu- 
rons are only driven by X cell afferents from the 
retina (Sherman and Friedlander, 1988) seems to 
be incorrect. The pattern of retinal input to relay 
cells seems to vary within the X and Y categories. 
The most detailed evidence so far refers to X 
cells (Hamos et al., 1987) and suggests that whilst 
some cells are dominated by input from a single 
retinal ganglion cell, others receive convergent 
input from up to five. Other evidence has led to 
the view that the X cell population can be subdi- 
vided into so called ‘‘lagged’’ and “non-lagged” 
groups following from the presence and absence 
of synaptic glomeruli on their dendrites (Mastro- 
narde, 1987a,b; Humphrey and Weller, 1988a,b). 
A further suggestion is that there are some 
“lagged” Y cells (Saul and Humphrey, 1990). 
These observations are at variance with the broad 
consensus regarding the anatomical characteris- 
tics distinguishing X and Y cells and the issues 
are yet to be fully resolved. Some of the likely 
functional implications are discussed later. 

Functional pharmacology of the dLGN and the 
role of GABAedc inhibitory circuits 

Testing cells in the dLGN with simple visual 
stimuli reveals response properties that are su- 
perficially very similar to those seen in retinal 
ganglion cells. Thus dLGN cells have concentri- 
cally organised “on” or “off’ centre receptive 
fields with centre-surround antagonism (Hubel 

and Wiesel, 1961). Examining the situation more 
closely reveals that the degree of surround antag- 
onism of centre responses is significantly higher 
in dLGN cells than retinal ganglion cells. This 
can be linked to IPSPs generated by stimuli over- 
lying the surround and centre surround border 
(Singer et al., 1972; Singer and Creutzfeldt, 1970). 
It would seem that this inhibitory input must 
follow from inhibitory interneurons with recep- 
tive fields overlying the centre-surround border 
and surround of the recipient cell field. However 
the interneurons are organised, a significant com- 
ponent of their influence on receptive field struc- 
ture seems to follow GABA, receptor mediated 
effects as illustrated in Fig. 2 with data from 
Sillito and Kemp (1983). These data document 
the effect of microiontophoretic application of 
the GABA, antagonist N-methyl bicuculline 
(Nmb) on the response curves of dLGN cells to 
variation in the diameter of a stationary flashing 
stimulus. The records in the middle of Fig. 2 
show an example of the test used to demonstrate 
the effectiveness of Nmb application on the fast 
GABA mediated blockade of a visual response 
produced by an iontophoretic pulse of GABA 
synchronised to overlap one of a pair of two flash 
stimuli delivered to the receptive field centre of a 
dLGN cell. The short 10 nA GABA pulse com- 
pletely suppresses the response to the first of the 
two flashes but leaves the second unaffected, this 
suppression is then eliminated by Nmb applica- 
tion. The PSTHs at the bottom of Fig. 2 illustrate 
the effect of the level of inhibitory blockade shown 
above during Nrnb application, on the surround 
attenuation of the centre response. Under control 
conditions, increasing stimulus diameter so that it 
expands within the centre and then crosses into 
the surround, results in a rise then a sharp fall in 
response magnitude. A component of this fall 
reflects centre-surround interaction at retinal lev- 
els, but there is also a significant contribution 
from intrageniculate mechanisms as indicated by 
the responses during Nmb application. In the 
presence of the GABA blockade responses to the 
larger diameter stimuli are notably increased in 
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cells it is clear that although the absolute degree 
of surround antagonism of centre responses is 
lower in Y cells than X cells, it is still enhanced 
by GABAergic inhibitory mechanisms in the 
dLGN (Sillito and Kemp, 1983). Another way of 
analysing the synaptic processing of the visual 
input at the level of the dLGN is to explore the 
spatial and temporal frequency tuning curves of 
cells. When constructing spatial frequency tuning 
curves from sinusoidal gratings of varying con- 
trast and spatial frequency the results define an 
upper limit for the spatial resolution of the field 
and a lower frequency cut off point. In X cells, 
blockade of GABAergic inhibitory mechanisms 
reduces the lower frequency cut off point. This 
would seem to follow logically from the reduction 
in the effectiveness of the surround driven in- 
hibitory mechanisms (Berardi and Morrone, 
1984). 

Influence of corticofugal feedback on inhibitory 
processes in the dLGN 

We know that anatomically the corticofugal sys- 
tem provides the dominant input to the dLGN 
and that GABAergic inhibitory interneurons are 
apparently its major target (Weber et al., 1989). 
In accord with this recent physiological studies 
have emphasised corticofugal contributions to in- 
hibitory processes (Murphy and Sillito, 1987). 
Surprisingly there is little general reference to its 
functional contribution to visual processing in the 

dLGN. In part this follows from the fact that 
dLGN cells, when tested by methods routinely 
used to examine retinal ganglion cell fields, ex- 
hibit a very similar concentric receptive field 
structure and have thus been seen to reflect an 
intrageniculate elaboration of retinal processing. 
On reflection, given that we know layer VI cells 
in the visual cortex have orientation tuned recep- 
tive fields that are not well activated by small 
stationary flashing stimuli, it is clear that any 
attempt to examine their contribution to dLGN 
function requires the use of stimuli that best 
activate them. In short, we need to consider stim- 
ulus configurations that drive the visual cortex 
and provoke output from the corticofugal system. 
In this way 'we may establish at least some ele- 
ments of the functional influence of the corti- 
cofugal system. 

With respect to the functional organisation of 
the corticofugal projection to the dLGN there are 
several issues that need to be stressed in relation 
to the present account. Firstly, the projection 
which derives primarily from areas 17 and 18 is 
broadly retinotopically organised so that there 
are reciprocal projections between dLGN and 
cortical locations subserving the same region of 
visual space (Hollander, 1970; Kawamura et al., 
1974; Updyke, 1975). Secondly, there is a fairly 
coherent body of evidence favouring the view that 
the projection comprises axons of several conduc- 
tion velocities. Three groups seem likely, with 
respective conduction velocities in the range 13- 

Fig. 2. The effect of inhibitory blockade induced by iontophoretic application of the GABA antagonist N-methylbicuculline (Nmb) 
on centre surround antagonism in the dLGN. The line diagrams summarise the centre-surround receptive field organisation 
classically associated with dLGN cells and the method for inducing inhibitory blockade and recording single cell activity with a 
multibarreled microiontophoretic pipette. GABA exerts a very potent inhibitory effect on dLGN cells. The middle penstimulus 
time histograms (PSTHs) show that a 10 nA pulse of GABA (marked by bar under flash time marker) will completely suppress the 
response to one of a pair of flashed stimuli (1 sec flashes as indicated by two short bars under records). Application of Nmb (50 nA) 
completely blocks this action of GABA. Lower PSTHs document for an on centre Y cell, the variation in response magnitude as 
the diameter of a flashing spot of light (0.5 sec duration), centred over the receptive field, is increased from 0.25 O to 5.0 O .  Under 
control conditions there is marked response attenuation beyond 1.5 O ,  but this is greatly reduced during Nmb application (80 nA). 
This is documented for an on centre X cell by the response curves at the top right of the figure. The response magnitude on these 
curves is expressed as a percentage of the maximum control response and the range of stimulus diameters used extends from 
0.25-4.0 O . For all PSTHs the bin size is 50 msec and vertical calibration indicates range corresponding to 0-100 counts/bin. See 
text for further details. 
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32 m/sec, 3.2-12 m/sec and 0.3-1.6 m/sec 
(Tsumoto et al., 1978; Tsumoto and Suda, 1980; 
Boyapati and Henry, 1987). The larger and 
smaller diameter fibres go to PGN and dLGN 
and some individual axons seem to innervate both 
(Robson, 1983; Boyapati and Henry, 1984). The 
fast and intermediate groups seem to correlate 
with cells with complex and simple receptive field 
properties respectively whilst those with the low- 
est conduction velocity appear to be largely unre- 
sponsive to visual stimuli in the experimental 
situations used for these studies (Tsumoto et al., 
1978; Tsumoto and Suda, 1980). 

The detail of the visual response properties of 
the corticofugally projecting complex and simple 
cells identifies the type of stimuli which will exert 
maximal influence on dLGN mechanisms. The 
complex cells are spontaneously active and are 
strongly binocular, directional, broadly orienta- 
tion tuned and capable of responding at high 
stimulus velocities (Gilbert, 1977; Tsumoto et al., 
1978;. Tsumoto and Suda, 1980; Harvey, 1980). 
The simple cells on the other hand have little or 
no spontaneous activity, are sharply orientation 
tuned and include cells strongly or exclusively 
dominated by one eye. One factor stands out 
from all the available evidence and that is that 
both the simple and complex cells projecting to 
the dLGN tend to be strongly directionally sensi- 
tive. Another issue that is less clear concerns the 
length tuning of the receptive fields (Gilbert, 
1977; Tsumoto et al., 1978; Tsumoto and Suda, 
1980; Harvey, 1980). Following the study of 
Gilbert, who first identified in layer VI cells with 
the longest receptive fields seen in the visual 
cortex, there has been a general assumption that 
the corticofugal projection originates from cells 
with long fields (generally 8" or more). Recent 
work for layer VI in general questions the extent 
to which it is dominated by cells with very long 
receptive fields. Whilst Gilbert's original defini- 
tion of such cells in layer VI is clearly correct, 
there is a substantial population of cells with 
much shorter receptive fields (Grieve and Sillito, 
1989,'1991). This is of importance, because as is 

discussed later, a number of observations require 
at least some layer VI corticofugal cells to have 
short rapidly summating receptive fields. 

In summary, it seems that the major visually 
driven feedback to the dLGN comes from two 
channels of output: a fast conducting binocularly 
driven system with significant background activ- 
ity, broad orientation tuning but high directional- 
ity, and a slower system with little background 
activity, sharp orientation tuning and directional- 
ity but less binocularity. The fast conducting sys- 
tem also appeared to respond to higher stimulus 
velocities than the slower conducting system. The 
functional impact of the fast system may be more 
prominent than that of the slower system. 
Tsumoto et al. (1978) using cross correlation 
techniques to explore links between layer VI cells 
and dLGN cells noted that all the cells exhibiting 
an excitatory or inhibitory interacfion in the cross 
correlogram were complex cells. They also ex- 
plored the influence of retinotopic alignment be- 
tween cortex and dLGN on the type of effect 
elicited from the cortex. Excitatory effects were 
observed when the field centres of the cortical 
and geniculate cells were within 1.7" of each 
other. Inhibitory effects were also seen for cells 
within this domain of retinotopic register, but in 
addition were found for separations up to 3". 
Thus it seems that for a given retinotopic location 
in the dLGN there is a broad overlying field of 
corticofugal inhibitory influence with a more 
closely aligned or focussed corticofugal facilita- 
tory field. 

The effects of the corticofugal inhibitory influ- 
ence do show when geniculate cells are tested 
with stimuli appropriate for activating cortical 
cells. When tested with moving bars of varying 
length dLGN cells exhibit a high degree of length 
tuning (Schiller et al., 1976; Cleland et al., 1983; 
Jones and Sillito, 1987, 1991). Thus cells are best 
activated by a short bar and with increasing length 
the response declines dramatically. This is illus- 
trated in Fig. 3 for an on-centre X cell (see also 
Fig. 4). This response property was first reported 
by Hubel and Wiesel(1965, 1968) for the so-called 
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Bar length ( deg 1 
Fig. 3. Comparison of the length tuning curves of an “on” 
centre dLGN cell tested with moving bars of varying length 
and a cortical hypercomplex cell. Responses expressed as a 
percentage of the maximum response seen for an optimal 
length stimulus. See text for further details. 

“hypercomplex” cells in the visual cortex, a group 
of cells at that time considered to follow from 
complex cells in a hierarchical processing se- 
quence. In the cortex the response reduction has 
been attributed to inhibitory zones, lying to either 
end of the receptive field centre, the so-called 
“inhibitory end-zones”. A response attenuation 
of 50% with increasing stimulus length has been 
considered to be a criterion for placing cortical 
cells in the hypercomplex category (Yamane et 
al., 1985). In the cat dLGN, for X and Y cells 
with clear centre-surround antagonism, the mean 
response reduction with increasing stimulus 
length is 71% (n = 186, Jones and Sillito, 1987, 
1991). For comparison, a highly length tuned 
cortical hypercomplex cell is illustrated together 
with the dLGN X cell in Fig. 3. The presence of 
this apparently cortical response property at the 

level of the dLGN raises a number of issues 
which question some of the background assump- 
tions regarding the mechanisms underlying recep- 
tive field organisation at both cortical and genicu- 
late levels. Considering here the implications for 
the geniculate, the primary issue is whether there 
is a cortical contribution to the processes generat- 
ing length tuning in the dLGN cell field. The 
surround antagonism of centre responses in the 
dLGN cell field discussed above with respect to 
stationary flashing stimuli, implies that a moving 
bar extended in length so that it encroaches on 
cell surround as well as centre will provoke a 
reduction in response. There should be two com- 
ponents to this, one following from centre-sur- 
round interactions at the retinal level and the 
other from interactions at geniculate level. A 
brief consideration of the comparative geometry 
of the stimulus configuration for moving bars, as 
opposed to a flashing circle of light, makes it 
clear that a bar will activate a smaller component 
of the surround and hence a lower degree of 
centre-surround antagonism. However, feedback 
from cortical cells well activated by moving bars, 
to inhibitory interneurons contributing to centre- 
surround antagonism at the level of the dLGN, 
could reinforce the surround inhibition elicited 
by bars. These ideas are summarised by the dia- 
gram in Fig. 4. 

This issue has been explored in experiments 
comparing the length tuning of dLGN cells with 
and without corticofugal feedback (Murphy and 
Sillito, 1987). Removing the corticofugal feedback 
caused a substantial reduction in the length tun- 
ing of both X and Y cells in the dLGN under 
circumstances where centre-surround antagonism 
as tested by flashing spots of varying diameter 
was unaffected. This is illustrated in Fig. 4 which 
compares the length tuning curves of two on- 
centre Y cells recorded in left and right dLGNs 
of a preparation with areas 17 and 18 of the 
visual cortex removed on one side. Although the 
cell lacking corticofugal feedback showed a much 
reduced response attenuation with increasing 
stimulus length the response attenuation caused 
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by increasing the diameter of a stationary flashing 
spot from 1" to 6"  was similar in both cases. 
Taking the population of dLGN cells, subdivided 
into categories on the basis of an index of end-in- 
hibition, there is a very significant difference in 
the distribution of length tuning in groups with 
and without feedback (Fig. 4 Index of end-inhibi- 
tion histograms). The mean response reduction 
shifts from 71 to 43%. The cortical feed back 
does seem to facilitate the drive from GABAergic 
inhibitory interneurons as bar lengths increase 
beyond the dimensions of the dLGN cell recep- 
tive field centre. The effect of surround inhibition 
effectively enhances the resolution of the recep- 
tive field to a discontinuity in contrast between 
field centre and surround. The corticofugal feed- 
back driving the intrageniculate inhibitory mecha- 
nisms, would seem to optimise this effect for thin 
contrast contours, so that the resolution of the 
field for a discontinuity over the field centre is 
retained despite the reduced area of surround 
activated by the stimulus. 

The presence of a corticofugal influence on 
inhibitory mechanisms in the dLGN raises the 
question of orientation bias in their operation. 
Layer VI cells are orientation tuned and hence 
either each location in the dLGN effectively re- 
ceives feedback from a complete subset of corti- 
cal orientation columns or there must be a degree 
of orientation bias to the feedback affecting any 

given cell (Fig. 5). The problem has been exam- 
ined recently (Sillito et al., 1991) by a series of 
experiments utilising a visual stimulus subdivided 
into an inner window located over the receptive 
field centre, and an outer window. The diameter 
of the inner window was chosen to match the 
value for the optimal length assessed from a 
length tuning curve constructed for the cell. The 
motion of the inner and outer stimuli were phase 
locked so that when both were at the same align- 
ment they appeared as a single bar or grating 
moving over the receptive field. The effect of 
varying the orientation alignment of the two com- 
ponents of the stimulus was then documented. 
For dLGN cells the overall circular symmetry of 
the receptive field might be expected to result in 
similar magnitude inhibitory effects from the sur- 
round, irrespective of the orientation alignment 
of the two components of the stimulus. On the 
other hand, layer VI cortical cells with non-end- 
stopped orientation tuned fields respond best to 
the aligned condition (Fig. 5). Thus the corticofu- 
gal influence driving the inhibitory processes en- 
hancing length tuning in dLGN cells should be 
most effective for the aligned condition of this 
stimulus. Furthermore, if such an influence de- 
rives from a complete subset of orientation 
columns, this should apply for the alignment con- 
dition at any absolute orientation of the overall 
stimulus. The data from dLGN cells show that 

Fig. 4. The corticofugal contribution to length tuning in the dLGN. Diagram summarises the logic of the suggestions. The data is 
taken from Murphy and Sillito, 1987. The lower records document the responses of two on-centre Y cells, with fields at the same 
eccentricity in the same preparation, one recorded in the left dLGN with corticofugal feedback and the other in the right dLGN 
without corticofugal feedback (Areas 17 and 18 of the visual cortex removed by aspiration). The length tuning curves showing 
responses expressed as a percentage of the maximum are illustrated to the left and samples of the peristimulus histograms for the 
actual response shown to the right. Immediately above these there are two PSTHs documenting the cells response to a 1" and 6 O 

diameter flashing spot. The cell with corticofugal feedback shows a high level of length tuning to the drifting bar stimuli, and strong 
centre-surround antagonism as revealed by the flashing spots. The cell without corticofugal feedback (*I shows equally strong 
centre-surround antagonism to the flashing spots, but poor length tuning to the moving bars. The histograms in the upper right of 
the figure summarize the distribution of length tuning in the population of cells (59) studied with corticofugal feedback and those 
(56) without (*I. This is expressed as an index of end-inhibition, where cells with the strongest end-inhibition (total suppression of 
resting discharge at longer lengths) are in group 10 (left side of histogram) and those with none in group 1 (right side). The shaded 
portion of the PSTHs identifies those cells that if studied in the cortex, would have been classified as hypercomplex. There is a 
strong shift to the right in the population without feedback. Scale bars under PSTHs show 2 sec period and those to the left range 
for 0-50 impulses per second. All PSTHs averaged for 20 trials. Figures modified from Murphy and Sillito, 1987. See text for 
further details. 
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maximal suppression of the response to the inner 
stimulus is seen for the stimulus alignment condi- 
tion (Fig. 5 )  and that for a given cell this align- 
ment effect obtains at a range of different overall 

Cortical or ientat ion columns 

Layer VI  

dLGN 

Model 1 Model 2 

Stimulus paradigm 

Logic 

orientations for the alignment condition. The 
plots in Fig. 5 for a dLGN cell show the response 
elicited at varying orientations of the inner stimu- 
lus for three different orientations of the outer 
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Fig. 5.  Orientation domain organisation of the corticofugal feedback to the inhibitory interneurons enhancing length tuning in the 
dLGN (see Fig. 4 also). Diagrams to the left summarise two possible models for the way the feedback to the inhibitory interneurons 
might be organised. To test this a bipartite stimulus was used to examine dLGN cell fields as shown in the stimulus paradigm. The 
inner component of the stimulus was located over the receptive field centre, and the orientation of the inner and outer components 
could be varied. The motion of the inner and outer components was phase locked so that when in alignment they appeared as a 
single stimulus moving over the receptive field. Inner and outer stimulus orientation were varied on a randomised interleaved 
sequence. The essential logic of the experiment is that the inhibitory effect elicited from the surround of the dLGN cell receptive 
field should not be sensitive to the relative alignment of the two components of the stimulus, because of the circular concentric 
arrangement. Conversely the fields of the visual cortical cells driving the corticofugal feedback should be optimally activated by the 
orientation aligned condition of the stimulus. This is shown by the tuning curve for a cortical cell at the top right of the figure. The 
arrow above the curve indicates the alignment condition. As the orientation alignment of the stimulus is varied it  is clear that 
maximal responses are obtained as the inner and outer stimuli approach and reach alignment. Thus the corticofugal contribution to 
length tuning should be maximal when the inner and outer components of the stimulus are in alignment. If model 1 applies, this 
should be true for alignment at any given overall orientation. The curves for the dLGN cell in the lower three records on the right 
show the effect of varying the inner stimulus orientation for three different orientations of the outer stimulus as indicated by the 
arrows above the records. Maximum suppression is clearly seen as the stimuli approach and reach the alignment condition. This is 
seen for each of three different alignment conditions illustrated. Thus the effect seems to occur at any given orientation supporting 
model 1. 
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stimulus. The essential point is that there is a 
clear shift in the focus of the smallest response to 
follow the orientation of the outer stimulus. 

The orientation alignment effects demon- 
strated by these procedures might be argued to 
follow from receptive field elongation of the type 
described by several laboratories for retinal gan- 
glion cells and considered to underly the orienta- 
tion bias seen in some cells at retinal and genicu- 
late levels (Hammond, 1974; Levick and Thibos, 
1980, 1982; Vidyasagar, 1984; Shou and Zhou, 
1986; but note Soodak et al., 1987). There are 
several arguments against this, the main being 
that elongation in a particular plane cannot ac- 
count for an alignment effect that follows the 
overall orientation of the alignment condition 
around the “clock”, as suggested by the data in 
Fig. 5. It is also not clear that a simple elongation 
of the field could account for the alignment effect 
even at a single orientation. In essence the data 
requires an inhibitory influence sensitive to the 
orientation alignment of a contour crossing cen- 
tre and surround at any given orientation. Whilst 
a subcortical contribution to such an effect can- 
not be excluded, the simplest explanation is that 
the effect follows from the cortex, and that an 
entire subset of orientation columns from the 
visual cortex generate the feedback effects influ- 
encing any given dLGN cell. This feedback en- 
sures that cells are sensitive to the orientation 
alignment of contours crossing their receptive 
field centre and surround mechanisms. The out- 
come of this would seem to be that the output 
from the dLGN would be sensitive to discontinu- 
ities in the orientation domain for contours mov- 
ing through visual space. A perfectly straight con- 
tour would produce a relatively uniform output 
from the rows of dLGN cell fields it engaged, 
with peaks at either end. Discontinuities in the 
orientation along the length of the contour would 
result in peaks in the output from those cells with 
fields crossed by the discontinuity, because the 
corticofugal feedback driving the inhibition would 
be reduced at these points. 

Binocular inhibition in the dLGN and 
cortkofugal feedback 

Although the retinal input to the dLGN is segre- 
gated into eye specific laminae, dLGN cells fre- 
quently exhibit weak responses to stimulation of 
corresponding receptive field locations in the 
other “non-dominant” eye. For stimulation of the 
non-dominant eye field alone, these responses 
are most commonly inhibitory, but facilitatory 
and mixed responses are also seen (Sandersen et 
al., 1971; Kato et al., 1981; Guido et al., 1989). 
Similarly, in binocular stimulation paradigms 
there is evidence for both inhibitory and facilita- 
tory effects of non-dominant eye field stimulation 
on dominant eye field responses (Schmeilau and 
Singer, 1977; Varela and Singer, 1987; Xue et al., 
1987). Schmeilau and Singer (1977) found that 
cooling the visual cortex eliminated facilitatory 
influences from, the non-dominant eye but left 
some inhibitory effects. The presence of these 
binocular interactions are hardly surprising given 
that many of the corticofugal cells in layer VI 
have strong binocular fields (Gilbert, 1977; 
Tsumoto et al., 1978; Tsumoto and Suda, 1980) 
and hence should provide both direct excitatory 
input to dLGN cells and indirect inhibitory input 
via synapses on GABAergic inhibitory interneu- 
rons. This point is further emphasised by the 
observation that individual corticofugal axons do 
not seem to be restricted in their termination 
pattern to dLGN laminae subserving a given eye 
(Robson, 1983). Accepting the magnitude of the 
corticofugal projection to the dLGN one might 
ask why the binocular responses of dLGN cells 
are not stronger. One possibility is that they are 
organised in a way which is sensitive to the dis- 
parity of the ietinal image, a property normally 
associated with cortical neurons concerned with 
depth perception. This does not seem to be the 
case (Xue et al., 1987) but the inhibitory effects 
do seem to be stronger when the stimuli influenc- 
ing the dominant and non-dominant eye fields 
differ in orientation, direction of motion or con- 
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trast (Varela and Singer, 1987). If the cortex is 
removed these “feature” dependent effects are 
lost. This observation stands in contrast to that 
made by Schmielau and Singer (1977) who found 
facilitatory effects in the dLGN to be dependent 
on the corticofugal influence. 

The non-dominant eye responses of dLGN 
cells to stimuli that will drive layer VI cells should 
in principle provide the most direct access to the 
direct corticofugal excitatory influence on dLGN 
relay cells. In the early studies assessment of this 
would have been complicated by the presence of 
the corticofugal drive to inhibitory interneurons. 
Blockade of the inhibitory input with Nmb offers 
the possibility of dissecting out the corticofugal 
excitatory influence and exploring the stimulus 
conditions that optimize it. In an attempt to 
achieve this Murphy and Sillito (1989) examined 
the responses of X and Y cells in the A laminae 
of the dLGN to bars moving over their non-domi- 
nant eye fields during inhibitory blockade. In the 
absence of any pharmacological manipulation the 
cells studied showed weak inhibitory responses. 
Increasing background discharge by iontophoreti- 
cally applying either an excitatory amino acid or 
acetylcholine (ACh) revealed potent inhibitory 
dips against the elevated discharge of the cells. 
Iontophoretic application of Nmb revealed the 
anticipated excitatory responses to the stimuli. 
These responses, if from the cortificofugal fibres, 
should be eliminated by removal of the corticofu- 
gal drive. This turned out not to be the case; the 
duration and the magnitude of both the in- 
hibitory and the excitatory responses were in- 

creased by removal of areas 17 and 18 of the 
visual cortex. These results are summarised in 
Fig. 6. The upper part of this figure shows the 
response of two dLGN cells to non-dominant eye 
stimulation in preparations where both areas 17 
and 18 had been removed to eliminate the feed- 
back. The control responses of these cells showed 
just detectable excitatory effects. Raising back- 
ground discharge with iontophoretically applied 
ACh revealed a very potent inhibition of the 
induced discharge by the visual stimulus. In- 
hibitory blockade with Nmb conversely unmasked 
strong excitatory responses. The lower part of 
this figure provides a comparison for the popula- 
tion, of the magnitude and duration of the in- 
hibitory and excitatory responses to non-domi- 
nant eye stimulation in the presence and absence 
of feedback. Both duration and magnitude of the 
effects revealed by drug application seem to be 
greater in the absence of feedback. It seems that 
dLGN cells receive subcortically mediated binoc- 
ular inhibitory and facilitatory inputs. Judged 
from this data in the monocular stimulus 
paradigm, the corticofugal system seems to dimin- 
ish the expression of both excitatory and in- 
hibitory responses to the non-dominant eye. Oth- 
ers have also reported what appears to be an 
increase in such binocular inhibition after loss of 
corticofugal feedback (Pape and Eysel, 1986). 

Interaction between inhibitory, excitatory and 
neuromodulatory mechanisms in the dLGN 

In attempting to identify GABA circuitry func- 
tions in the dLGN it is important to consider the 

Fig. 6. Responses of dLGN cells to stimulation of the non-dominant eye (see text) in-the absence of corticofugal feedback. The 
PSTHs document the responses of an off-centre (left records) and on-centre (right records) Y cell to a bar of light drifting over the 
field in the non-dominant eye. In both cases the stimuli seem to elicit very weak excitatory responses. Increasing background 
discharge with iontophoretically applied ACh reveals a potent inhibitory input as the stimulus passes over the field. Conversely 
iontophoretic application of the GABA antagonist Nmb revealed excitatory responses. Vertical calibrations show range correspond- 
ing to 0-20 (off Y cell) and 0-6 (on Y cell) impulses/sec. Records averaged from 50 trials with a bin size of 100 msec. The lower 
diagram summarises the non-dominant eye responses seen with and without corticofugal feedback, under control conditions and 
when background activity was raised (iontophoretic application of ACh or quisqualate) or inhibition blocked (Nmb application). 
Response width and percentage change with respect to background discharge level were calculated for each condition, by averaging 
the data obtained from all the tested cells. These figures were then used to calculate the composite pictures above, with error bars 
showing standard errors of the mean. See text for further details. Data from Murphy and Sillito, 1989. 
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overall pharmacological organisation linked to the 
various neurotransmitter systems operating at this 
level. Both GABAA and GABA, receptor medi- 
ated effects are seen in dLGN cells. In the in 
vitro preparation these appear respectively as 
early, 5 msec or less, and longer latency (35-45 
msec) events following electrical stimulation of 
the optic tract. The GABA, receptor mediated 
effects are linked to a short duration, chloride 
dependent (25-35 msec) IPSP (Hirsch and 
Burnod, 1987; Crunelli et al., 1988) and a marked 
(75%) decrease in input resistance. Effects medi- 
ated by GABAB receptors in dLGN cells are 
much longer in duration (250-300 msec) and 
relate to an influence on a potassium conduc- 
tance (Soltesz et al., 1988) with a smaller (45%) 
overall decrease in input resistance. Recent im- 
munohistochemical evidence regarding the de- 
tailed distribution of the GABAA/benzodi- 
azepine receptor/Cl- channnel complex in the 
dLGN is interesting because it suggests that whilst 
present on the cell bodies and proximal dendrites 
of relay cells, they are not present on intrinisic 
inhibitory interneurons (Somogyi, 1989). If this is 
true, and some doubt must persist regarding the 
global effectiveness of the antibody used for tag- 
ging the receptor complex, it would seem that 
inhibitory interneurons are not themselves regu- 
lated by GABAA receptor mediated IPSPs. This 
is supported by the limited electrophysiological 
evidence available which indicates that in con- 
trast to relay cells, interneurons in the dLGN do 
not show short duration IPSPs in response to 
optic tract stimulation (Bloomfield and Sherman, 
1988). Thus there might not be a short latency 
disinhibition of GABAergic interneurons within 
the dLGN either from the dendro-dendritic (F2) 
or axonal inputs from other GABA cells. These 
connections between GABA cells nonetheless ex- 
ist (Montero, 1987; Somogyi, 1989) and at the 
moment it is tempting to consider the possibility 
that their functional import should be sought in 
the postsynaptic effects wrought by GABAB re- 
ceptor activation. 

Recent advances in our understanding of the 

excitatory mechanisms responsible for the trans- 
lation of the retinal input through the dLGN 
have a bearing on our understanding of the likely 
impact of the GABAergic inhibitory processes 
reviewed here. The excitatory input to the dLGN 
from both retina and cortex seems to involve 
excitatory amino acid receptors (Kemp and Sil- 
lito, 1982; Crunelli et al., 1987; Sillito et al., 
1990a,b). At present, within the central nervous 
system, these are generally subdivided into N-  
methyl-D-aspartate (NMDA), a-amino-3-hydroxy- 
5-methyl-4-isoxazole-propionic acid (AMPA) and 
kainate receptors. The AMPA and kainate recep- 
tors are frequently grouped and referred to as 
non-NMDA receptors. The response of dLGN 
cells to visual stimulation is dependent on both 
NMDA and non-NMDA receptors. Selective 
blockade of either category of excitatory amino 
acid receptor can greatly reduce or eliminate the 
visual response of dLGN cells. The voltage de- 
pendence of effects mediated via the NMDA 
receptor following from the Mg2+ blockade of its 
ionophore (Nowak et al., 1984) suggests the po- 
tential at the retino-geniculate synapse for a rela- 
tively complex pattern of interaction between the 
excitatory, inhibitory and neuromodulatory in- 
puts. When a cell is hyperpolarised the Mg2+ 
blockade of the NMDA ionophore could be re- 
garded as effectively negating its contribution to 
the postsynaptic impact of neurotransmitter re- 
lease from the terminals of retinal ganglion cells. 
As the cell depolarizes the Mg2+ block of the 
NMDA ionophore is progressively disenabled. 
Thus a level of background depolarization is re- 
quired for events mediated via the NMDA recep- 
tor to contribute to the transfer of visual informa- 
tion. This issue is of particular importance to our 
understanding of the dynamics of the visual re- 
sponse to moving and complex visual stimuli 
where there is an interplay between both in- 
hibitory and excitatory inputs to the cell. 

The influence of time linked excitatory and 
inhibitory feedback from the corticofugal system 
into this equation will be a significant factor in 
shaping the transfer of the visual input through 
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dLGN 

the dLGN. The duration of NMDA mediated 
EPSPs allows time for integration with excitatory 
signals from the cortex. It seems likely that the 
corticofugal effects involve NMDA receptors (De 
Curtis et al., 1989; Deschenes and Hu, 1990; 
Scharfman et al., 1990) and presumably non- 
NMDA receptors. The effects of the cholinergic 

Act ion  of ACh in dLNG 

Ach 8 0 n A  

I - - 
flash DLH Ac h 

0.5 sec 5 0 n A  70nA 

modulatory input is very important to these pro- 
cesses underlying the transfer of retinal informa- 
tion. Acetylcholine depolarizes relay cells via a 
nicotinic mechanism (Sillito et al., 1983; Mc- 
Cormick and Prince, 1987, 1990; McCormick and 
Pape, 1988, 1990) and hyperpolarizes perigenicu- 
late cells (Sillito et al., 1983; McCormick and 

Action of ACh in visual c o r t e x  
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Fig. 7. Actions of acetylcholine (ACh) in PGN, dLGN and visual cortex. For the PGN cell the PSTH shows the averaged response 
(10 trials) to a 2 sec 80 nA pulse of iontophoretically applied ACh. The spontaneous activity of the cell is absolutely suppressed by 
the ACh application. Bin size is 200 msec and vertical calibration indicates range corresponding to 0-100 counts/bin. The record 
for the dLGN cell (on-centre Y cell) shows by contrast the powerful excitatory action of ACh (70 nA ejecting current) which is 
similar in impact to the response to an iontophoretic pulse of the excitatory amino acid D,L-homocysteate (50 nA) and a visually 
elicited input (0.5 sec flash located to the receptive field centre). Bin size is 400 msec and number of trials 2, vertical calibration as 
for PGN cell. The records for the visual cortex show the effect of ACh on the visual response of a layer IV simple cell to an 
optimally oriented bar passing forwards and backwards over the receptive field. Under control conditions this cell gave weak 
bidirectional responses to the stimulus. Iontophoretic application of ACh (20 nA) reduced the background activity and greatly 
increased the visual responses, but in particular enhanced the directional selectivity. This is likely to reflect two different 
components of action of ACh. Firstly, a direct excitation of adjacent inhibitory interneurons influencing background discharge and 
directional selectivity, and secondly, an action on the voltage dependent and calcium dependent potassium channels underlying the 
after hyperpolarization of the cell recorded from (see text for further discussion). The records are averaged for trials and plotted 
with 150 msec bins. 
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Prince, 1987, 1990) and intrinsic inhibitory in- 
terneurons via a muscarinic mechanism (Mc- 
Cormick and Pape, 1988). Examples of the effect 
of ACh on a perigeniculate cell and a dLGN 
relay cell are given in Fig. 7. The increased activ- 
ity of the cholinergic input in the waking state 
will thus result in disinhibition and direct excita- 
tion of relay cells, consequently helping to enable 
NMDA receptor mediated effects. There are 
some contradictions in this. Although the cholin- 
ergic input may hyperpolarize inhibitory in- 
terneurons, the inhibitory mechanisms are not 
nullified by ACh or the enhanced cholinergic 
input in the waking state. In particular, short 
range inhibitory interactions appear to be very 
effective in the presence of ACh although long 
range processes are diminished (Sillito et al., 1983; 
Eysel et al., 1986; Murphy and Sillito, 1989). The 
potent non-dominant eye inhibition seen in Fig. 6 
in the presence of continuous ACh application 
exemplifies this point. Clearly it would be surpris- 
ing if the stimulus dependent inhibitory effects 
that shape visual responses were lost in the wak- 
ing state, they are hardly likely to be significant 
during sleep. 

Triadic synapses and hnctional interactions in 
the dLGN 

It is worth questioning our assumptions regarding 
the interactions that may take place at the triadic 
synapses on X cells. Firstly there is a puzzling 
feature regarding the organisation of the in- 
hibitory events mediated by triadic synapses in 
the context of the receptive field properties of 
dLGN cells. A retinally driven feedforward inhi- 
bition at the triadic synapse would have the same 
spatial distribution in the field as the excitatory 
mechanism because it is driven by the excitatory 
mechanism. In short, it could not easily mediate 
the enhanced surround antagonism that seems to 
be one of the main features distinguishing the 
field of dLGN cells from retinal ganglion cells. 
This point is most clearly enunciated for those X 
cells that seem to be dominated by the input from 

one retinal ganglion cell (Hamos et al., 1987). 
One is thus led to the view that surround medi- 
ated inhibition in these cells must come from the 
extraglomerular F1 terminals. The retinal affer- 
ent induced depolarization of the presynaptic 
dendrite might actually constitute a presynaptic 
inhibitory input serving to reduce a tonic in- 
hibitory influence. The retinal drive to a relay cell 
would in this context enable its own disinhibition 
of an inhibitory control that might amongst other 
things, limit responses to descending corticofugal 
etcitation. One consequence of this view would 
be that the short latency IPSP following the reti- 
nally mediated EPSP would have to be linked to 
an F1 terminal mediated input from the intrinsic 
inhibitory interneurons. Following through these 
arguments the interpretation of the hyperpolariz- 
ing influence of the cholinergic terminals on the 
presynaptic dendrites might not be disinhibitory 
in the most simple sense. There are several other 
issues that need to be placed in perspective. One 
concerns the evidence for lagged X cells (Mastro- 
nade, 1987a,b; Humphrey and Weller, 1988a,b). 
The case presented for these is that their visual 
responses to a contrast step (of a polarity that is 
excitatory) over their receptive field centre are 
lagged, so that instead of an early onset transient 
there may even be an inhibitory pause followed 
by a slow rise to a plateau in the response profile. 
This has been linked to the triadic synapses where 
the feedforward inhibition evoked by the high 
frequencies in the initial onset transient of the 
retinal input masks the excitatory response. Logi- 
cally this is attractive because it fits the anatomi- 
cal situation whereby the terminals driving the 
excitation drive the inhibition. As discussed ear- 
lier, it is difficult to equate effects mediated by 
these synapses with the enhanced surround an- 
tagonism seen in dLGN cell fields. The implica- 
tion of this interpretation is that all the triad 
dominated cells have lagged fields, and that the 
dendrites of non-lagged X cells lack triadic 
synapses. This stands much of the earlier work 
linking X cells to triads on' its head. If the triadic 
synapses evoke an inhibitory effect capable of 
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suppressing the onset transient of the excitatory 
input from the retinal afferents, one would antici- 
pate that the feedforward inhibitory input from 
these synapses would be faster or more potent 
than that seen in Y cells. It may turn out that the 
lagged response properties reflect a particular 
functional state of the geniculate circuitry. Taking 
up the issue that there is a cholinergic disin- 
hibitory influence on the dLGN from the pedun- 
culopontine tegmental nucleus, work from Sher- 
man’s laboratory has recently shown that activa- 
tion of this system by electrical stimulation can 
“unlag” cells that seem to have a lagged type 
response profile. Certainly, if the cells were hy- 
perpolarized initially, the NMDA receptor medi- 
ated component of the response might be very 
vulnerable to the feedforward inhibition and this 
could severely diminish the visual response (Sil- 
lito et al., 1990). 

Primary elements of the synaptic circuit in the 
visual cortex 

The main neuronal types in the visual cortex are 
summarised in Fig. 8. The excitatory cells have 
spiny dendrites and are made up of pyramidal 
cells and spiny stellates, with the spiny stellates 
only occurring in layer IV. The inhibitory in- 
terneurons either lack dendritic spines or are 
sparsely spined, they can be broadly subdivided 
into basket cells, chandelier cells, neurogliaform 
cells and bitufted cells. The target distribution of 
inhibitory axon terminals varies with the type of 
inhibitory interneuron. For example, chandelier 
cells make synaptic contacts that appear to be 
restricted to the initial segment of pyramidal cells, 
whilst basket cells make contacts on the cell body 
and proximal dendrites. The neurogliaform and 
bitufted cells make contact only on dendritic 
shafts and spines with a bias to what appears to 
be small diameter distal dendritic processes 
(Somogyi, 1989). This suggests a discrete func- 
tional role for the different groups of inhibitory 
interneuron. Although it once seemed that in- 
hibitory synapses were concentrated in the region 

dLGN 4<j 
Y 

Fig. 8. Summary diagram to illustrate the nature of the 
pattern of connectivity seen in the visual cortex and its inter- 
actions with the dLGN. Pyramidal cells are shown as filled 
pyramids and other excitatory cells as open circles with three 
dendrites, all excitatory connections shown by open terminals. 
Inhibitory interneurons are shown as filled circles only or 
filled circles with two dendrites. All inhibitory contacts are 
shown by filled terminals. Long distance horizontal excitatory 
connections (e.g., between columns of similar orientation se- 
lectivity) are shown by large open terminals. Patterns of 
inhibitory contact include specific axo-axonic input from chan- 
delier cells to pyramidal cells, basket cell type input to proxi- 
mal dendrites and cell body and input from bitufted and 
neurogliaform cells to dendrites only. Note the presence of 
contacts between inhibitory interneurons and the circuit link- 
ing all layers of the cortex and the dLGN. Notional laminar 
locations are indicated to the right of the figure. 

of the cell body, it is now clear (Somogyi, 1989) 
that the majority are directed to dendritic shafts 
(58%) and spines (26%) with smaller numbers on 
the cell body (13%) and initial segment (2.5%). 
Despite the substantial advances in our knowl- 
edge of the morphology of the circuitry and the 
place of inhibitory interneurons in it, the func- 
tional significance of much of the detail still 
eludes us. There is no simple linear sequence in 
the pattern of connections relaying information 
through the visual cortex. This point is made in 
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Fig. 9. Organisation of the hypercomplex cell receptive field and the role of inhibitory mechanisms. Concept diagram to the left of 
the figure summarises Hubel and Wiesel's original suggestions regarding the synaptic connections generating hypercomplex cell 
orientation tuning. The PSTHs to the right of this show a test of the model, by utilising iontophoretic application of bicuculline to 
block the inhibitory inputs to the cell. The hypercomplex cell receptive field is shown schematically above these records, with 
central excitatory region (open rectangle) and inhibitory end-zones (closed rectangles). The visual stimulus used to test this field is 
shown by the open bar and arrow. Bicuculline application (50 nA) reduces the strength of the end-inhibition, particularly to one 
side of the field, but does not block the length tuning. The cell still fails to respond to the bar extended to either side of the field, 
suggesting a length tuned excitatory input. Records averaged for 25 trials. Bin size is 50 msec and vertical calibrations indicate 
range corresponding to 0-25 counts/bin. The lower records attempt to dissect out the organisation of the inhibitory and excitatory 
zones in the hypercomplex cell field with a sequence of different moving stimuli as depicted by the schematic outlines above each 
PSTH. The receptive field is shown as a solid rectangle. Whilst short stimuli elicit excitatory responses from two central locations in 
the field (b,c), stimulation of both these together fails to reveal summation and produces a response smaller than that seen to 
stimulation of either alone (e). A stimulus which extends to cover putative end-zones, but excludes the primary excitatory discharge 
centre of the field (f,g) actually produces an excitatory response, maximum inhibition is only seen when the stimulus actually drives 
the field centre mechanism as well (h). Details as for PSTHs above. Records adapted from Sillito and Versiani. 1977, and Sillito, 
1977a. For further discussion see text. 
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Fig. 8 for the excitatory connections between the 
cortical laminae and between visual cortex and 
dorsal lateral geniculate nucleus (dLGN). The 
representation here is highly simplified but it 
draws attention to the multiple connections be- 
tween laminae and the mixture of feedforward 
and feedback interactions. These broad patterns 
of connectivity involve both excitatory and in- 
hibitory elements. For example the connections 
made by layer VI cell axons are to both inhibitory 
and excitatory cells in layer IV and to both relay 
cells and inhibitory interneurons in the dLGN. 
The possible function of these connections will be 
considered in some detail here. 

The contribution of inhibitory mechanisms and 
connections from layer VI cells in the generation 
of length tuning 

The hypercomplex or endstopped receptive field 
was the first attribute of visual cortical cell re- 
sponse properties to be clearly linked to a model 
involving inhibitory interneurons in the original 
work of Hubel and Wiesel (1965, 1968). In their 
hierarchical scheme these cells were seen as a 
processing step beyond the level of complex cells. 
They suggested two possible synaptic mechanisms 
and these are summarised in Fig. 9. These involve 
a cell with a short excitatory receptive field re- 
ceiving inhibitory input from either a single cell 
with an overlapping but longer receptive field, or 
two cells with receptive fields displaced to either 
side of the excitatory field. In both cases elonga- 
tion of a stimulus beyond the excitatory field 
would increase the magnitude of the inhibitory 
input converging on the hypercomplex cell. The 
first direct test of this hypothesis came from 
iontophoretic experiments examining the effect of 
bicuculline on the responses of hypercomplex cells 
in layers I1 and 111 of area 17 (Sillito and Ver- 
siani, 1977). The data from these experiments was 
interesting because hypercomplex cell length tun- 
ing was reduced by inhibitory blockade, but was 
not eliminated, suggesting the presence of a 
length tuned excitatory input. An example of the 

effects of inhibitory blockade on one of the cells 
examined in this work is given in Fig. 9. Inspec- 
tion of this figure also reveals marked asymme- 
tries in the strength of the two inhibitory end 
zones (Hubel and Wiesel, 1965: Sillito and Ver- 
siani, 1977; Orban et al., 1979a,b). It is clear in 
Fig. 9 that extension of the bar to one side of the 
excitatory zone provokes a much bigger response 
reduction than extension to the other. In many 
cases these data certainly cannot be simply ac- 
counted for by spatially discrete inhibitory fields 
of differing strength. In the majority of superficial 
layer hypercomplex cells the inhibitory and exci- 
tatory mechanisms overlap (Sillito, 1977a). This is 
illustrated in the lower section of Fig. 9 which 
shows the results of an experiment which dissects 
the field of a hypercomplex cell by first mapping 
its responses with short stimuli and then explor- 
ing the responses to longer stimuli. The records 
trace the responses to a short, optimally oriented 
bar through four locations covering the apparent 
extent of the excitatory field. Each produce some 
excitatory response, but the main excitatory re- 
sponses are obtained from the two central loca- 
tions. Stimulating both these central locations 
together however, does not produce response 
summation, in fact there is a reduction in re- 
sponse magnitude. A bar gap stimulus, with the 
gap centred over two successive locations in the 
two central zones, produces excitatory responses 
in both cases. The maximum “end-zone” effect 
only being obtained when the centre as well as 
the end-zones of the field are stimulated with an 
uninterrupted bar. These observations seem best 
explained by an inhibitory field overlying the exci- 
tatory field with a slightly shallower length sum- 
mation curve than the excitatory field. The cell 
generating the inhibitory field would give a maxi- 
mal response only when the centre of its field is 
stimulated, hence the effects shown in records 
f-h. As the inhibitory blockade reduced but did 
not eliminate the length tuning of these cells 
(Sillito and Versiani, 1977) it seems that the field 
must be constructed from a length tuned excita- 
tory input reinforced by an additional inhibitory 
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mechanism in the superficial layers. The effects 
in Fig. 9 would reflect synaptic processes operat- 
ing at two levels. 

The presence of a length tuned excitatory in- 
put to superficial layer hypercomplex cells is in 
accord with the demonstration that many layer 
IV simple family cells also have " hypercomplex 
fields". Although at variance with the Hubel and 
Wiesel's suggested location of hypercomplex cells 
at a stage beyond complex cells in their proposed 
serial processing sequence, simple type cells in 
layers II/III, IV and VI can have strongly length 
tuned fields. In layer IV, which receives the ma- 
jor component of the input from the dLGN, the 
length tuning of simple cells might be considered 
to follow at least in part from the length tuning of 
dLGN cells. Interestingly, recent work has laid 
emphasis on intracortical circuitry involving layer 
VI cells. These cells sit in a critical location 
regulating both the transfer of visual information 
through the dLGN and the access of that infor- 
mation to the cortex (see summary, Fig. 8). Exam- 
ples of their subcortical effects have already been 
discussed. It is known from intracellular electro- 
physiological studies that layer VI cells can exert 
both excitatory and inhibitory effects in layer IV 
cells (Ferster and Lindstrom, 1984a,b). However, 
in terms of a contribution to visual processing, 
considerable emphasis has been given to the ca- 
pacity for layer VI cells to drive inhibitory in- 
terneurons in layer IV. In particular Bolz and 
Gilbert (1986) reported results suggesting that 
layer VI cells may establish the end-inhibition 
generating the length tuning layer IV hypercom- 
plex cells. The logic for this view lay in the 
original surmise of McGuire et al. (1984) that 
layer VI cell collaterals arborising in layer IV 
terminated primarily on the smooth dendritic 
processes of what seemed likely to be inhibitory 
interneurons. This, linked to Gilbert's (1977) 
finding that layer VI cells have the longest recep- 
tive fields found in the striate cortex, led to the 
conclusion that cells with long receptive fields 
provided a predominantly inhibitory influence on 
layer IV. This connection from VI to IV seemed 

to be the realisation of the circuit illustrated in 
Fig. 9. To test this issue, Bolz and Gilbert used 
microinjection of GABA to block the activity of 
layer VI cells whilst studying the response prop- 
erties of length tuned layer IV cells. They ob- 
served that layer IV cells lost their length tuning 
during the blockade of layer VI. This appeared to 
reflect the loss of an inhibitory input generating 
the hypercomplex cell end-zone inhibition be- 
cause the excitatory responses to short bars were 
unchanged. Similar effects were seen for length 
tuned layer 111 cells and they proposed that these 
received their excitatory drive from length tuned 
layer IV cells. This view is in accord with the data 
obtained from inhibitory blockade (Sillito and 
Versiani, 1977). 

Although this link of cortical circuitry to visual 
response properties seems compelling it raises a 
number of questions. One immediate problem is 
whether the 8" or more long receptive fields of 
layer VI cells, proposed by Bolz and Gilbert to 
drive the inhibitory mechanism in the hypercom- 
plex cell receptive field, are in fact appropriate to 
the task. Careful quantitative study of simple type 
hypercomplex cells (Kato et al., 1978; Yamane et 
al., 1985) suggests that the spatial extent of the 
inhibitory end zone region is much more re- 
stricted than that which would derive from an 
input summing to 8" or more. Specifically, the 
central excitatory region is on average 1.5" in 
length (Kato et al., 1978) and the maximum re- 
sponse reduction occurs when the stimulus is 
increased in length by a further 1.3 " (Yamane et 
al., 1985). This implies a very steep slope in the 
curve for the decrement in response with length. 
Thus the inhibitory input would appear to be 
driven by a mechanism exhibiting its primary rise 
in response magnitude for stimulus lengths in the 
range 1.5-2.8 O .  Alternatively, if the end inhibi- 
tion were derived from the summed action of 
separate inhibitory fields, offset to either end of a 
central excitatory zone (Fig. 9), the mechanisms 
driving these two inhibitory fields would need to 
show an even more rapid rise in response magni- 
tude. In this latter case, the major change in 
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response magnitude should occur for lengths up 
to 0.7 O , or slightly more according to the degree 
of overlap of the two zones with the central 
excitatory field. Thus the logical link between 
hypercomplex cell inhibitory fields and layer VI 
cells with long receptive fields is not compelling. 
If layer VI cells do provide a contribution to the 
inhibitory fields of layer IV hypercomplex cells, 
one would expect them to have short receptive 
fields appropriate to the mechanisms identified 
by Yamane et al. (1985). Interestingly, a recent 
quantitative study suggests that many do indeed 
have such short fields (Grieve and Sillito, 1990a, 
1991) with 61% of the population showing sum- 
mation to 4 ”  or less. Thus there is a capacity in 
layer VI to generate the necessary drive for end- 
zone inhibition. 

One of the puzzling features of the layer VI 
blockade data reported by Bolz and Gilbert is 
that it only revealed effects on inhibitory mecha- 
nisms in layer IV. It is clear from anatomical 
(Somogyi, 1989) and electrophysiological studies 
(Ferster and Lindstrom, 1984a,b) that there is the 
potential for significant excitatory drive. The 
anatomical data suggest that only 14% of layer VI 
cell terminals contact GABAergic cells suggesting 
a strong bias towards connections on excitatory 
interneurons. Indeed, in contradistinction to Bolz 
and Gilbert, further work indicates that localised 
blockade of layer VI cells does reveal changes 
commensurate with the loss of an excitatory drive 
to cells in the overlying layer IV (Grieve and 
Sillito, 1990b, 1991). In these experiments, block- 
ade of layer VI was produced by localised ion- 
tophoretic application of either GABA or the 
potent GABA, receptor agonist, rnuscimol. A 
multibarreled iontophoretic electrode and a tung- 
sten in glass recording electrode were carefully 
aligned so that they sampled cells in layers VI 
and IV with receptive fields of the same orienta- 
tion selectivity and location in visual space. Dur- 
ing blockade of layer VI two patterns of effect 
were observed on length tuned cells in the overly- 
ing layers I11 and IV. Either the visual responses 
to all stimuli were reduced in a non-specific man- 

ner, or the responses to the short optimal length 
stimuli were selectively reduced with respect to 
those to the longer non-optimal stimuli. None of 
the cells studied revealed a selective increase in 
the responses to longer length non-optimal stim- 
uli commensurate with a loss of end-zone inhibi- 
tion. This applied even in cases where the block- 
ade of layer VI was continued until there were 
direct effects on layer IV cell excitability. Where 
the responses to the shorter stimuli were selec- 
tively reduced, the length tuning was in turn 
reduced, but this followed from the relative re- 
duction of short as opposed to long bar responses 
(Fig. 10). This suggests the loss of an excitatory 
influence from layer VI cells with short receptive 
fields and the ideas are summarised in the dia- 
gram of Fig. 10. The data would thus seem to be 
explained by a facilitatory input from layer VI 
cells to hypercomplex cells in the immediately 
overlying layer IV with overlapping receptive 
fields. The relative “resistance” of the responses 
to longer length stimuli may well reflect the pres- 
ence of horizontally directed facilitatory inputs 
from more remote regions of layer VI or IV. 
These could be activated by the ends of the 
elongated stimulus driving cells in laterally dis- 
placed columns of similar orientation selectivity. 
It is already known that there are horizontal 
facilitatory connections between columns of simi- 
lar orientation selectivity (Tso et al., 1986; Gilbert 
and Wiesel, 1989; Engel et al., 1990). The cases 
where the responses to both the optimal short 
stimuli and the long stimuli declined together 
could reflect cells that lack longer distance facili- 
tatory inputs. 

Although many of the available findings seem 
to present contradictory views of the inhibitory 
processes underlying the generation of length 
tuned receptive fields, there are many common 
themes which begin to generate a coherent 
overview. A major component of the excitatory 
input from the dLGN to the cortex seems to be 
length tuned (Schiller et al., 1976; Rose, 1979; 
Cleland et al., 1983; Jones and Sillito, 1987,1991), 
thus there is no need to identify a special mecha- 
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Fig. 10. Exploration of the effect of blocking layer VI cells on 
the length tuning of a hypercomplex cell in layer IV. Schematic 
diagram at the top of the figure summarises some of the 
connections that may be involved. PSTHs document the re- 
sponses to a short optimal length bar and a long bar crossing 
the receptive field. Blockade of layer V1 by iontophoretic 
application of the GABA, agonist muscimol (25 nA) for 0.5 
minutes reduces the response to the short bar but has no 
significant effect on the response to the long bar. Continued 
application of muscimol to 5.0 minutes causes a further reduc- 
tion in the short bar response and a slight reduction of the 
long bar response. Schematic receptive fields to the right of 
the circuit diagram summarise some of the influences that 
may underlie these effects. The primary suggestion is that an 
excitatory drive from layer VI cells with receptive fields show- 
ing rapid spatial summation provide the critical stimulus 
locked facilitation to enable the layer IV cell to overcome 
feedfonvard inhibitory influences. See the text and discussion 
of Fig. 11 for further explanation. PSTHs averaged for 5 trials 
and bin size is 150 msec. 

nism to establish length tuning in cortical cells. 
Indeed, the converse really applies, the problem 
is how it may be eliminated. Hypercomplex cells 
outside layer IV seem to receive a length tuned 
excitatory input (Sillito and Versiani, 1977) and 
this could derive either from layer IV hypercom- 
plex cells or a direct input from length tuned 
dLGN cells. There is strong evidence for the view 
that intracortical inhibitory mechanisms con- 
tribute to the inhibitory influences in cortical 
hypercomplex cell receptive fields (Sillito and 
Versiani, 1977; Sillito, 1977; Kato et al., 1978; 
Orban et al., 1979a,b). The length selectivity of 
layer IV cells could be enhanced in the cortex by 
any inhibitory mechanism that decreased the ex- 
citability of layer IV hypercomplex cells, so that 
only the maximal response point in the length 
tuning curve of the geniculate input drove them 
to threshold. The available data suggest that in- 
tracortical excitatory interactions are important 
here (Ferster and Lindstrom, 1984a,b; Grieve and 
Sillito, 1991). The geniculate input would drive 
both layer IV cells and layer VI cells. The stimu- 
lus locked nature of the facilitatory input from 
layer VI to layer IV seems to be a critical factor 
in establishing the level of summation necessary 
for the expression of the full excitatory response 
in layer IV hypercomplex type simple cells. It is 
important to note that the corticofugal projection 
from layer VI to the dLGN seems to enhance the 
length tuning of the input dLGN cells by increas- 
ing the gain of inhibitory mechanisms acting on 
them (Murphy and Sillito, 1987). These same 
layer VI cells provide the recurrent projection to 
layer IV, and their apical dendrites pass up to 
layer IV where they can collect input from both 
geniculate afferents and the terminals of intracor- 
tical cells. They also receive input from genicu- 
late afferents to layer VI. From this viewpoint it 
is apparent that we are looking at the function of 
a circuit with interlinked elements. In this circuit, 
the layer VI cells seem to play a crucial role in 
regulating the access of visual information to the 
cortex by their subcortical influence on the re- 
sponses of dLGN cells and their cortical influ- 
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ence at the primary site of termination of dLGN 
cell axons in layer IV. The stress here on a 
facilitatory influence in layer IV and an inhibitory 
influence in the dLGN is consistent with biases 
suggested by the anatomical evidence and much 
of the recent physiological data. The overall bal- 
ance of the two patterns of effect would seem to 
be complementary and clearly has interesting 
functional consequences. The suggestions dis- 
cussed here are summarised in Fig. 11. 

In the cortex, cells with hypercomplex fields 
are not in reality a sharply defined subgroup, but 
one end of a spectrum of cells extending from 
those with very powerful end-stopped fields to 
those with none (e.g., Rose, 1979; Yamane et al., 
1985). Consideration of the mechanisms underly- 
ing the generation of their response properties is 
possibly better placed in the perspective of those 
processes that may contribute to the fields of 
cells showing little or no end stopping in their 
fields. The end stopping of dLGN cells poses an 
interesting problem for models of the synaptic 
convergence underlying non-length tuned fields. 
Were the input to a simple cell to derive from a 
single geniculate cell or a group of geniculate 
cells with strongly overlapping fields, it is imme- 
diately apparent that it would have an end- 
stopped receptive field. However, the geniculate 
input to layer IV spiny cells forms only a small 
part of their excitatory input, the rest derives 
from intracortical sources. In the orientation do- 
main, the primary long distance excitatory con- 
nections occur between columns of similar orien- 
tation selectivity (Tso et al., 1986; Gilbert and 
Wiesel, 1989; Engel et al., 1990). Thus extending 
the length of a bar along the axis of the optimal 
orientation of a cell will elicit facilitatory effects 
from columns of similar orientation. Clearly this 
type of connection would serve to offset the 
decrement in response from the primary genicu- 
late input. Thus varying the strength of these 
laterally directed excitatory influences gives the 
capability of varying degrees of reduction in the 
length tuning of cortical cells. An alternative view 
is that the input to a layer IV spiny cell derives 

Visual cortex 

dLGN 

Fig. 11. Schematic diagram summarising some of the factors 
that may contribute to length tuning. Centre-surround antago- 
nism in the dLGN cell receptive field following from both the 
retinal input characteristics and intrageniculate GABAergic 
inhibitory mechanisms establishes the first stage of length 
tuning. Feedback from layer VI cells in the visual cortex to 
the GABAergic inhibitory interneurons enhances the in- 
hibitory drive attenuating the response to longer bars. This is 
summarised by the circular (subcortical) and rectangular 
(cortically derived) inhibitory fields in the receptive field 
schematic at the bottom of the figure. The input from dLGN 
to cortex carries these influences forward and provides direct 
excitatory input to layer IV simple cells and a disynaptic 
inhibitory drive via GAEiAergic cells. The collateral excitatory 
input from layer VI to IV reinforces excitatory responses to 
short bar lengths. Thus length tuning is established at the 
level of the dLGN and modulated by an intracortical thresh- 
olding inhibition and selective facilitation at short bar lengths. 
Longer distance excitatory connections from columns of simi- 
lar orientation selectivity may provide either facilitatory or 
inhibitory drive strengthening or weakening the end-zone 
influences to one or the other side of the field. See text for 
further discussion. 

from a group of dLGN cells with receptive fields 
forming a row through visual space along the axis 
of the optimal orientation. This type of arrange- 
ment is frequently considered to account for the 
mechanisms establishing orientation tuned fields 
in layer IV (Hubel and Wiesel, 1962). A short bar 
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moving over the centre of the receptive field of 
the input dLGN cell contributing to the centre of 
the simple cell field, would evoke a maximal 
response from the input cell. Increasing stimulus 
length would cause a decline in the response 
from the central input cell but start to recruit 
input from adjacent input cells, however their 
input in turn would decline as bar length further 
increased. To avoid response decline at longer 
bar lengths it is necessary to increase the number 
of input cells or synaptic weighting for locations 
displaced from the simple cell receptive fiela 
centre. This has the corollary that two short bars 
spatially displaced from the centre and moved 
over the ends of the field would evoke strong 
responses; this does not appear to happen. Map- 
ping the field of a simple cell with small station- 
ary flashing stimuli shows that the primary excita- 
tory effects are elicited from the central region of 
the field and are not balanced by strong inputs 
from the ends (e.g., Creutzfeldt et al., 1974b; 
Jones and Palmer, 1987). Thus from the genicu- 
late data one would predict length tuning in these 
cells because the drive from their input will fall as 
stimulus length increases. Many of such cells do 
not show length tuned fields. The conclusion here 
must be that a long stimulus provokes effects in 
the circuitry that are not revealed by short stim- 
uli. Time locked facilitatory inputs from columns 
of similar orientation selectivity, such that there 
is optimal summation between the events elicited 
from these and those from the reduced drive 
from the receptive field centre, may be the issue 
here (see Fig. 11). 

Orientation specific inhibition 

Possibly the greatest controversy regarding the 
function of GABAergic mechanisms in the visual 
cortex centres around their role in the generation 
of orientation tuned receptive fields. The classical 
model of Hubel and Wiesel (1962) suggested that 
orientation selectivity was established by the 
alignment of the receptive fields of the dLGN 
cells providing the convergent excitatory input to 

individual simple cells in layer IV of the cortex. 
In one way or another this view has held to the 
present day. It was first challenged by the intra- 
cellular and electrophysiological analysis carried 
out by Creutzfeldt's laboratory (Creutzfeldt and 
Ito, 1968; Creutzfeldt et al., 1974a,b). These ex- 
periments emphasised the importance of in- 
hibitory mechanisms to the responses of visual 
cortical cells and provided evidence indicating 
that the receptive fields of some cortical cells 
were virtually circular despite their orientation 
tuning. The latter led to the suggestion that intra- 
cortical inhibition was structuring the response of 
these cells in the orientation domain with the 
logical consequence that the inhibition would be 
maximal at 90" to the cells optimal orientation. 
However, this interpretation, based largely on an 
appraisal of receptive field shape, had to be bal- 
anced by their intracellular observations. They 
noted I ' .  . . .in most cells, inhibition as well as 
excitation appeared to be less marked during 
stimulation in the non-optimal orienta- 
tion.. . . . ." (Creutzfedlt et al., 1974b). A simplis- 
tic interpretation of Hubel and Wiesel's early 
model would predict just this observation. This 
paradox has been central to much of the subse- 
quent debate in the field. The focus of the debate 
was sharpened by experiments using ion- 
tophoretic application of the GABA antagonist 
bicuculline to produce a localised block of GABA 
mediated inhibitory processes acting on visual 
cortical cells (Sillito, 1974, 1975, 1977a,b, 1979, 
1984; Sillito et al., 1980; Tsumoto et al., 1979). As 
in the dLGN this approach allowed the possibility 
of reversibly ascertaining the effect of inhibitory 
blockade on orientation tuning. GABA exerts a 
very potent inhibitory effect on the responses of 
visual cortical cells as the example given on the 
top right section of Fig. 12 illustrates. This action 
is reversed by iontophoretic application of Nmb. 
During such inhibitory blockade the data showed 
that orientation selectivity in virtually all cortical 
cells could be reduced and in some it could be 
eliminated. For complex cells about half the pop- 
ulation showed a broadening of the orientation 
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Fig. 12. Influence of GABAergic mechanisms on orientation tuning. The PSTHs to the top right of the figure document the 
powerful suppressive effect that GABA (15 nA pulse as marked by bar under middle record) has on the excitatory response of 
cortical cells to an optimal stimulus and the effectiveness of iontophoretically applied Nmb in blocking this (70 nA ejecting 
current). PSTHs averaged for 25 trials and plotted with 20 mec bins. Vertical calibration indicates range corresponding to 0-100 
counts/bin. The histogram to the left of the figure shows the distribution of orientation tuning in a population of 106 complex cells 
before (A) and during inhibitory blockade (B). The orientation tuning of the cells is derived from the width of the tuning curve at 
half height. Cells losing orientation tuning during bicuculline application are shown in the “Non or” column to the right of the 
figure (B). Arrows show median orientation tuning for those cells showing selectivity. The lower set of PSTHs show responses of a 
simple cell to a moving bar of varying orientation before and during inhibitory blockade. Vertical calibration indicates range for 
0-200 counts/5O msec bin. See text for discussion of the effect. 
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tuning and half changes that essentially elimi- 
nated the original bias (Sillito, 1979). This is 
summarised by the histograms in the top left 
section of Fig. 12. In the case of simple cells their 
orientation tuning seemed to be more resistant to 
inhibitory blockade and early experiments showed 
only a broadening of the orientation tuning curve 
(Sillito, 1974, 1975). However more potent block- 
ade of their inhibitory inputs (Tsumoto et al., 
1979; Sillito et al., 1980) clearly eliminated orien- 
tation tuning. In many cases the response profiles 
observed during the blockade resembled those df 
a dLGN cell (Sillito et al., 1980). An example of 
the effect of inhibitory blockade on a simple cell 
is given in the lower part of Fig. 12. This data 
supported the view that inhibitory mechanisms 
played a crucial role in establishing the orienta- 
tion tuning of cells in the visual cortex. 

The next major contribution to the debate 
came from the work of Ferster (1986, 1987, see 
also Chapter 20) who extended the original intra- 
cellular techniques of Creutzfeldt’s laboratory and 
showed essentially the same point, stimuli cross- 
ing the receptive field at orientations orthogonal 
to the optimal elicited few EPSPs and IPSPs. If 
intracortical inhibition were shaping orientation 
tuning in the simple manner envisaged, it is logi- 
cal to anticipate both EPSPs and IPSPs in re- 
sponse to this stimulus. One of the paradoxes is 
that various studies (Sillito, 1979; Ramoa et al., 
1986; Morrone et al., 1982, 1986) have demon- 
strated a cross-orientation suppression of ele- 
vated background discharge levels produced ei- 
ther by conditioning visual stimuli or ionto- 
phoretic application of an excitatory amino acid. 
Nonetheless, Ferster’s data in conjunction with 
that of Creutzfeldt underline the inability of any- 
one so far to detect effective cross-orientation 
inhibition from intracellular recordings (see also 
Berman et al., Chapter 21). One possibility is that 
the inhibition is primarily of a shunting type on 
remote dendritic locations and not easily de- 
tectable at the cell body. This does not seem to 
be the case (Douglas et al., 1988). Were cross- 
orientation inhibition to occur it would require 

connections between columns of differing or even 
orthogonal orientation. The bulk of the available 
evidence, from cross correlation studies (Tso et 
al., 1986; Gilbert and Wiesel, 1989; Engel et al., 
1990) and anatomical reconstruction of patterns 
of connectivity, has suggested that the major con- 
nections are made between columns of like orien- 
tation and end on spiny not smooth cells (Martin, 
1988). There are two points here, one concerns 
the dominance of connections between columns 
of like orientation and the other the fact that 
these connections favour excitatory not inhibitory 
interneurons. The only major exception is a paper 
by Matsubara et al. in area 18 (1985) which 
presents evidence consistent with cross-orienta- 
tion connections between columns, but this pat- 
tern has not been seen in area 17, at least for the 
long distance interactions between columns. On 
balance, the anatomical evidence, and that from 
cross correlation studies, would seem superficially 
to support the evidence obtained from the intra- 
cellular investigations in area 17. As always the 
situation is more complex, and in attempting to 
isolate the likely role of inhibitory mechanisms in 
orientation selectivity it is necessary to consider a 
number of other observations including recent 
work from Eysel’s laboratory reported in detail in 
this volume (Eysel et al., 1990; Eysel, Chapter 
19). In one group of these experiments the ion- 
tophoretic application of GABA at a series of 
locations surrounding a cell produces marked 
changes in the orientation tuning of that cell. In 
particular this local inactivation of adjacent 
groups of cortical cells reveals excitatory re- 
sponses in the cell under study to orientations 
that were previously ineffective. It is difficult to 
avoid the conclusion that the GABA application 
is switching off a neural influence on the cell 
studied that is suppressing responses to some 
orientations. A simple interpretation here is that 
it is a cross-orientation inhibitory influence. To 
back up this possibility, anatomical data from the 
same laboratory provides evidence for inhibitory 
connections between cells/columns of differing 
orientation selectivity (see Kisvarday, Chapter 18). 
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Whilst this may seem to contradict the anatomi- 
cal and electrophysiological evidence referred to 
above, it addresses a level of analysis that the 
previous work overlooked. In essence, the major 
documentation available previously from both the 
correllograms (Tso et al., 1986) and the anatomi- 
cal studies (Gilbert and Wiesel, 1989) looked at 
connections that extended beyond the domain of 
the patch of orientation columns concerned with 
a given location in visual space. The new anatom- 
ical data from Eysel’s laboratory addresses the 
local connections that appear to fall within the 
domain of the orientation columns subserving 
one location in visual space. Here it seems there 
may be the morphological basis for cross-orienta- 
tion inhibition. These findings are in many ways 
complementary to those obtained by the use of 
iontophoretically applied GABA. They do not 
seem to match the intracellular observations. 

There are several other issues that need to be 
highlighted. Firstly, emphasis should be given to 
that fact that orientation selectivity does not de- 
pend on mechanisms operating in layer IV of the 
visual cortex. Experiments from Malpeli’s labora- 
tory (Malpeli et al., 1981, 1986; Malpeli, 1983) 
have shown that selective blockade of the genicu- 
late input driving layer IV and VI cells, leaves 
many cells in layers 11,111 and V with apparently 
normal orientation tuned fields. Thus the mecha- 
nism for generating orientation selectivity would 
seem to be expressed independently in several 
laminar locations, a view which matches conclu- 
sions drawn from the earlier data obtained with 
GABA blockade (Sillito, 1979, 1984; Sillito et al., 
1980). Is the conjectured pattern of dLGN cell 
convergence on simple cells, with input fields 
staggered in a row through visual space (Hubel 
and Wiesel, 1962) necessary to the generation of 
orientation tuning? The link between the spatial 
alignment of the convergent geniculate input 
fields and the orientation selectivity of a cortical 
cell is not as clearly defined as is sometimes 
suggested. This issue was first raised by the data 
from Creutzfeldt’s laboratory. Certainly the exci- 
tatory fields of simple cells can be elongated, but 

the excitatory effects elicited from the portions of 
the field extending away from the centre along 
the axis of the optimal orientation are much 
weaker than those from the centre (e.g., Jones 
and Palmer, 1987). This point has been discussed 
above with respect to length tuned and non-length 
tuned cells in the cortex and has implications to 
the mechanisms generating orientation selectivity. 
For example, where there is considerable overlap 
of a number of geniculate input fields driving the 
central zone of a simple cell field, one would 
expect a short orthogonally oriented bar moving 
over the field to evoke a geniculate input of 
similar magnitude to that seen from a longer but 
optimally oriented stimulus. During inhibitory 
blockade causing an elimination of orientation 
tuning, the excitatory discharge profiles of simple 
cell fields revealed by moving bars of differing 
orientation frequently appear similar to that for 
single dLGN cells (Sillito et al., 1980). This con- 
clusion is interesting because a small spot moving 
over the receptive field of simple and complex 
cells can elicit excitatory responses for a direction 
of motion that is orthogonal to that of an opti- 
mally oriented bar, and the magnitude of these 
approaches that of the optimal bar response 
(Worgotter and Eysel, 1989). 

Considering the profile of output from the 
dLGN to cortex, it is apparent that the length 
tuning of dLGN cells will result in a minimal 
output to cortex from those dLGN cells covered 
by the centre of the bar and with the strongest 
output from fields at the ends of the bar where 
only part of the surround mechanism is covered 
by the stimulus. These end inputs should be driv- 
ing the central regions of the fields of cortical 
cells with similar orientation, but a location spa- 
tially shifted along the axis of the optimal orien- 
tation. It is at this point that the intracortical 
connections from columns of like orientation se- 
lectivity may be critical. The time locked facilita- 
tion from the intracortical connections interacting 
with the reduced drive from the dLGN cells at a 
level that enables the cell response. A stimulus 
rotated away from the optimal orientation loses 
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this facilitation and the cell responds little if at 
all. An orthogonally oriented bar, reduced in 
length until it is a spot, will evoke a powerfully 
excitatory input from the input dLGN cells and 
drive the cortical cell (Worgotter and Eysel, 1989). 
Increasing its length will radically reduce the 
magnitude of the dLGN input cell responses be- 
cause of their length tuning, and will not bring in 
any compensatory intracortical facilitation be- 
cause the ends of the bar are not activating the 
correct columns. At this point it is clear that the 

- - 
O u t p u t  from dLGN 

- 

I 

excitatory input from an incorrectly oriented bar 
would be low, much as the intracellular studies 
show. The critical issue is the intracortical facili- 
tation and the threshold for the effectiveness of 
this may be modulated by feedforward inhibitory 
effects driven by dLGN terminals which also con- 
tact non-spiny GABAergic cells. The input from 
these, for the same reasons, could be greater for 
optimal orientations. In this argument the two 
critical issues are the length tuning of dLGN cells 
and the intracortical facilitatory connections be- 
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St i m u I u s  - 
Fig. 13. Schematic diagram summarising some of the connections that might influence orientation tuning, but excluding 
connections underlying cross-orientation inhibition. The primary suggestion that feedforward inhibition depresses the response to 
the input from the dLGN and that full excitatory response to a long bar depend on time locked facilitation and disinhibition from 
columns of similar orientation preference (determined by the pattern of connectivity in the cortical map of visual space). The input 
to the cortex driven by a moving bar will involve a low profile of dLGN cell activity elicited from fields underlying the middle 
portion of the bar (because of the cells length tuning) and a peak from those fields at the end of the bar. Cells in these columns 
activated by the ends of the stimulus interact in a network effect with those receiving the time locked but lower level drive from the 
dLGN fields under the middle of the bar. See text for further discussion. Conventions and details of the figure as for earlier 
schematics in the review. 
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tween columns of like orientation. Although this 
may seem to require orientation selectivity to be 
set up in other columns to achieve the facilita- 
tion, in the first instance one need not regard the 
columns as orientation tuned, but simply strongly 
connected points on a map of visual space in the 
cortex which are simultaneously activated by a 
bar of particular orientation. The orientation fol- 
lows from this pattern of excitatory connection 
across the cortex, the length tuning of the dLGN 
input and local thresholding feedforward inhibi- 
tion. These interactions involve the corticofugal 
feedback to the geniculate inhibitory circuitry en- 
hancing length tuning as well as the intracortical 
connections. They are summarised in Fig. 13. 
Other patterns of influence need to be consid- 
ered in this and, for example, particularly the 
mechanisms influencing directional selectivity. 
The directional selectivity that cortical cells ex- 
hibit for an optimally oriented bar could derive 
either from inhibitory or facilitatory influences 
feeding forward through visual space. There are 
theoretical arguments for both of these (Barlow 
and Levick, 1965) and intracellular and pharma- 
cological evidence to support them (Creutzfeldt 
et al., 1974; Sillito, 1977b; Sato et al., 1990; see 
work from Eysel discussed in this volume). The 
tuning of the directional influences and the orien- 
tation dependent interactions are not necessarily 
matched (Hammond et al., 1975; Hammond and 
Pomfret, 1990) so that the final response profile 
of a cell to a moving bar will reflect several sets 
of mechanisms with an optimum response com- 
promised by both. 

Interaction between inhibitory, excitatory and 
neuromodulatory mechanisms in the visual 
cortex 

As in the dLGN, both GABAA and GABA, 
receptor mediated effects are seen in visual corti- 
cal cells. The GABAA receptor mediates a rapid 
and large increase in chloride conductance (Con- 
nors et al., 1990; Avoli, 1986, see also Connors, 
Chapter 16). This can produce both hyperpolariz- 

ing and depolarizing effects. The balance of the 
evidence favours the view that hyperpolarizing 
effects are elicited from the soma whilst depolar- 
izing effects are associated with the dendritic 
membrane (Scharfman and Sarvey, 1985, 1987, 
1988; Connors et al., 1990). A number of explana- 
tions have been offered for this, but the most 
economical is the suggestion that the intracellular 
chloride concentration is substantially higher in 
the dendrites than in the soma. The GABA, 
receptor is linked to a slow longer lasting hyper- 
polarization thought to reflect a small selective 
increase in potassium conductance (Avoli, 1986; 
Howe et al., 1987; Connors et al., 1990). The 
functional implications of these GABA mediated 
effects are likely to be different. The fast hyper- 
polarizing action can be logically linked to pre- 
cisely timed inhibitory processes controlling cell 
responsiveness to excitatory inputs. This would be 
important in the mechanisms associated with the 
fast ongoing processing of visual information (Sil- 
lito, 1984). By contrast, the slower time course of 
the GABA, receptor mediated hyperpolarization 
would not seem to be compatible with the time 
linked dynamics of sensory processing. However 
it may influence a cell’s transfer properties by 
virtue of its impact on resting membrane poten- 
tial and input conductance (Connors et al., 1990). 
It has been suggested by Connors et al. (1990) 
that for neocortical pyramidal cells it would tend 
to reduce background firing rates and responses 
to weak excitatory stimuli, whilst leaving re- 
sponses to strong transient stimuli unimpaired. 
The GABA, mediated dendritic depolarization 
would exert a localised shunting inhibition at the 
location of the GABA synapses on the dendrites, 
but might facilitate inputs from more remote 
dendritic locations. 

The details of these different actions of GABA 
need to be placed in the perspective of both the 
patterns of axonal termination characterising each 
class of inhibitory interneuron and of potential 
differences in the distribution of GABAA and 
GABA, receptors over the target neurons. The 
chandelier cells contacting initial segments of 
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pyramidal cells might be presumed to evoke the 
strongest clamp over neuronal responses of any 
type of inhibitory interneuron in the visual cortex. 
Interestingly, the evidence so far available sug- 
gests that whilst GABA, receptors are present 
on dendrites, dendritic spines and cell bodies of 
pyramidal cells, they are not found on the initial 
segments (Somogyi, 1989). The same constraints 
apply to this latter point as discussed above for 
the apparent absence of GABA, receptors on 
intrageniculate inhibitory interneurons. Nonethe- 
less, if there is a lack of GABA, receptors on the 
initial segment, the nature of the inhibitory con- 
trol at this location may be more concerned with 
level setting of transfer properties than with a 
fast pre-emptive regulation of neuronal output. 
Following from this it is not clear on theoretical 
grounds, even assuming the existence of GABA, 
receptor mediated effects on the initial segment, 
that the inhibition here would be effective against 
strong excitation (Douglas and Martin, 1990). 
Similar comments apply to GABA, receptor me- 
diated effects on the cell body and proximal den- 
drites. This is interesting because it requires 
GABA mediated inhibitory effects to exert their 
influence via the control of weak excitatory ef- 
fects in the neocortical circuitry, which in the 
absence of such control would develop in an 
interactive sense through the circuit to precipi- 
tate a strong excitatory response (Douglas et al., 
1989). The distribution of GABA, receptors sur- 
prisingly reveals a higher proportion on GABA- 
ergic neurons than pyramidal cells (Somogyi, 
1989). If this is any indication of the functional 
strength of inhibitory influences it would seem to 
imply that GABA mediated disinhibition is a very 
important component of the cortical circuitry. Of 
course the presence of excitatory synapses on the 
soma of GABA cells might in itself necessitate a 
higher density of inhibitory terminals for effective 
control of the cell’s activity. 

The excitatory interactions in the neocortex 
and visual cortex involve NMDA and non-NMDA 
receptors (Tsumoto et al., 1986; Tsumoto, 1990; 
Kisvarday et al., 1988; Jones and Baughman, 1988; 

Shirokawa et al., 1989; Fox et al., 1989, 1990). 
However, it seems likely that in the adult, NMDA 
receptor mediated effects play a small role in the 
visually driven responses of layer IV cells, al- 
though they are an important component of visu- 
ally driven excitatory events outside layer IV. 
Where NMDA receptors do play a role in visual 
responses the duration of the EPSP provides a 
broader window of excitation for the correlation 
of effects from several inputs to a cell. Their 
voltage dependency introduces a further facet to 
our understanding of the potential impact of in- 
hibitory inputs in terms of suppressing the regen- 
erative development of an excitatory response 
that can follow the initiation of effects via NMDA 
receptors. The pattern of influence of the cholin- 
ergic system on the cortical circuitry is somewhat 
different to that seen in the dLGN. There is a 
direct depolarising influence on inhibitory in- 
terneurons which can drive a discharge and will 
contribute to their normal background activity 
(McCormick and Prince, 1985). In addition pyra- 
midal cell responses are modulated via an action 
on the voltage dependent potassium channel un- 
derlying the M current and the calcium depen- 
dent potassium channel (Halliwell and Adams, 
1982; Benardo and Prince, 1982; McCormick and 
Prince, 1985, 1990; McCormick et al., 1985). In 
both cases the effectiveness of these currents is 
diminished by ACh. The impact on pyramidal 
cells will be to facilitate their responses to an 
existing excitatory input, allowing higher fre- 
quency discharge because of the reduction of the 
after hyperpolarization linked to the two potas- 
sium channels. This contrasts with the strong 
excitatory and at least partial disinhibitory effects 
on the geniculate circuitry. The gain of the intra- 
cortical inhibitory mechanisms should be en- 
hanced by activity in the cholinergic system. This 
is exemplified by the action of ACh on the stimu- 
lus specific responses of visual cortical cells. Re- 
sponses to optimal stimuli are enhanced, and 
selectivity in a significant number of cases is 
increased commensurate with facilitatory effects 
on the inhibitory circuitry generating response 



379 

selectivity (Sillito and Kemp, 1983; Sillito and 
Murphy, 1986; Murphy and Sillito, 1991). An 
example of the action of ACh on the responses of 
a visual cortical cell is given in Fig. 6. 

The interpretation of the effects of application 
of the GABA, antagonist bicuculline (Sillito, 
1984) and Eysel’s multi point GABA applications 
needs to be considered in the context of some of 
the issues raised in this section and the argu- 
ments presented in the previous one. Inhibitory 
blockade will release a cell from local feedfor- 
ward inhibition and other inhibitory inputs con- 
verging on all but the far distal dendrites of 
pyramidal cells. Where NMDA receptors are in- 
volved the loss of the hyperpolarizing influence 
may enable their effect at lower levels of excita- 
tory drive to the cell and because of the duration 
of the EPSPs so generated open a wider temporal 
window for the summation of visually driven exci- 
tatory inputs. This alone may generate enough 
facilitation to enable cells to respond to direct 
geniculate input without the permissive influence 
of the iso-orientation intracortical facilitation. 
This effect does not require cross-orientation in- 
hibition. In the case of the data from Eysel’s 
group it could be argued that the high density of 
GABA, receptors on GABA cells makes them 
more susceptible than the pyramidal cells to the 
inwardly diffusing field of GABA. Thus there 
would be a time window where this simply causes 
general disinhibition in the manner of bicu- 
culline. However, their most recent work (Crook 
and Eysel, 1991) has shown that the reduction in 
orientation tuning seems only to occur when the 
inactivation electrodes are located to columns of 
dissimilar orientation. It seems that the argu- 
ments favouring cross-orientation inhibition, at 
least for some cells, cannot be easily discarded. 
The complexity of the circuitry however, argues 
for caution in building our models of the mecha- 
nisms underlying particular effects. For example, 
some visual cortical cells can utilise excitatory 
inputs from a range of different inputs to express 
the same overt receptive field properties. Thus 
layer 111 complex cells seem to respond similarly 

whether driven by inputs originating in the A 
laminae of the dLGN via layer IV, the C laminae 
of the dLGN, area 18 or all of these (Malpeli, 
1983; Malpeli et al., 1986; Schwark et al., 1986). 
This multiple sourcing of inputs poses problems 
for gain control, and it may be that particular 
inputs are regulated by the bitufted and neurogli- 
aform GABAergic cells synapsing at specific loca- 
tions on dendrites. Lifting this type of inhibitory 
control may bring a massive barrage of facilita- 
tory influence to bear on cells and generate sig- 
nificant non-linearities in the way the effects of 
the inputs sum. 

Whilst we are still far from bringing the indi- 
vidual elements of the inhibitory circuitry in the 
visual cortex into a detailed model of the mecha- 
nisms underlying receptive field properties, the 
convergent anatomical, electrophysiological and 
neuropharmacological data should leave no one 
in doubt as to its importance. The issue is not if, 
but how, GABAergic mechanisms underpin the 
functional organization of the visual cortex. For 
example, the absence of detectable cross-orienta- 
tion inhibition in the intracellular studies does 
not negate the contribution of inhibitory mecha- 
nisms to orientation tuning, but merely indicates 
that we have not understood the way inhibitory 
and excitatory influences interact in establishing 
this pattern of response selectivity (see Berman et 
al., Chapter 21). Part of the problem lies with the 
fact that we are looking at the function of multi- 
ple embedded circuits (consider the connections 
of layer V1 cells alone) that would seem to be 
doing much more than generating the narrow 
profile of response properties routinely assessed 
in studies of cortical mechanisms. The apprecia- 
tion of this will be very important to establishing 
the next level of our understanding of the role of 
GABAergic mechanisms in the system. 
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CHAPTER 18 

GABAergic networks of basket cells in the visual cortex 

ZoIt6n F. Kisvgrday 

Department of Neurophysiology, Ruhr-Universitat Bochum, Universitatsstrasse 150, MA 4 / 149, 0-4630 Bochum I ,  FRG 

Introduction 

GABA is the major inhibitory neurotransmitter 
in the cerebral cortex (Kmjevic and Schwartz, 
1966). It has been associated with several neu- 
ronal types (Somogyi, 1986) showing morphologi- 
cal features radically different from those of pyra- 
midal cells which are considered to be excitatory 
in function (Baughman and Gilbert, 1981). Of the 
GABA cell types, the so-called cortical basket 
cells are very characteristic in that their axons, 
when viewed under the light microscope, termi- 
nate on somata and proximal dendrites of other 
cells, mainly pyramidal and spiny stellate cells. 
Such a distribution pattern of basket cell termi- 
nals strongly suggests a very significant influence 
on the output characteristics of their target cells. 
In the following discussion, my purpose is to give 
an updated briefing about the varieties and distri- 
bution pattern of basket cells in the feline visual 
cortex, and to highlight some of their intriguing 
connectivity rules which may be related to their 
particular functional tasks. 

Sackground 

Although cortical basket cells have appeared in a 
number of studies since Ram6n y Cajal (1899) 
discovered them in Golgi preparations of human 
infant motorcortex, it was Szentigothai (1965, 
1973) and Marin-Padilla (1969) who first elabo- 
rated much of their basic structural constraints. A 
major impetus to their work was probably given 

by contemporary electrophysiological findings 
such as those of Andersen and Eccles (1963a,b), 
reporting on the functional significance of so- 
matic inhibition in the cerebellum and the hip- 
pocampus. With the invention of the chronically 
isolated slab method, Szentigothai (1965) was 
able to find that axo-somatic contacts could be 
contributed by local interneurons with axons up 
to 1-2 mm in length. With fortuitous Golgi-stain- 
ing, Marin-Padilla (1969) gave detailed descrip- 
tions about the distribution and spatial character- 
istics of the so-called large basket cells in the 
motor cortex of human infants. In ensuing years a 
large number of Golgi-impregnated basket cells 
were described providing more and more bits of 
information about their anatomy. By the 1980s a 
general picture about cortical basket cells had 
gradually emerged (for review, see Jones and 
Hendry, 19841, that is: (i) they are prevalent in 
many cortical areas of various mammalian species, 
including rabbit, cat, and primate; (ii) they are 
heterogeneous with respect to their axonal distri- 
bution; (iii) a single basket cell can influence 
large cortical regions via its long oriented axons; 
(iv) basket cells can directly influence more than 
one layer; (v) the pericellular baskets around 
pyramidal cells are probably formed by axons of 
more than one basket cell. 

GABA is the transmitter of basket cells 

The strategic location of basket cell axons has 
long suggested that they subserve inhibitory 
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mechanisms on the somata of their target cells. It 
is thus not surprising that ever since GABA was 
proposed to act as depressing cortical neuronal 
activity, the GABAergic nature of basket cells 
had become generally acknowledged well before 
there was clearcut evidence for this. Direct proof 
became available with the employment of im- 
munocytochemical techniques using antisera 
raised against glutamic acid decarboxylase 
(GAD), the rate limiting enzyme of GABA, and 
directly against GABA. A number of subsequent 
studies have shown that the somata and dendrites 
of virtually all pyramidal as well as non-pyramidal 
cells receive dense input from GABAergic axon 
terminals (Ribak, 1978; Freund et al., 1983; 
Hendry et al., 1983). Eventually, with the combi- 
nation of immunoelectron microscopy and intra- 
cellular HRP-labelling (Somogyi and SoltCsz, 
1986; Kisvhrday et al., 1987) it was directly proven 
that basket cells invariably contain GABA as is 
shown in Fig. 1 for the axon terminals of a layer 
V large basket cell. 

Morphological heterogeneity of basket cells 

As mentioned above, former anatomical descrip- 
tions about basket cells relied entirely on Golgi 
impregnation techniques which provide an in- 
complete picture of the impregnated cell. This 
technical pitfall was overcome with the applica- 
tion of numerous extracellular and intracellular 
labelling techniques, allowing, for the first time, 
complete visualization of the axonal and dendritic 
fields of virtually any neuronal type. Conse- 
quently¶ it was possible to give very detailed de- 
scriptions about the types and subtypes of intra- 
cellularly HRP-labelled basket cells, which can be 
summarized as follows. 

The first type is the so-called large basket cell. 
This name refers to the large soma size of this 
type of basket cell, often reaching 30 p m  in 
diameter. Characteristically their axonal fields ex- 
tend laterally at least three times farther than the 
strongly beaded smooth dendrites (Somogyi et al., 
1983). Although large basket cells were originally 

Fig. 1.  GABA-immunostaining demonstrated in HRP-filled basket cell terminals. Soma of a pyramidal cell (PI is contacted by three 
basket cell terminals (asterisks) in A, two of which in the framed area are shown at higher magnification in C, establishing type I1 
synaptic contacts (arrows). The section in B is reacted for GABA with the postembedding gold method. Selective accumulation of 
gold particles over the basket cell terminals indicates that they contain GABA. A nearby terminal (stars in A and B) of unknown 
origin is also labelled for GABA. Modified from Kisvlrday et al., 1987. Bars: A and B, 1 pm; C, 0.2 pm. 
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described in layer I11 of area 17, similar basket 
cells were later found in layers IV (area 18, Fig. 
2) and V (area 17, Kisviirday et al., 1987) as well. 
Large basket cells can thus be subdivided into 
layer specific subtypes as schematically illustrated 
in Fig. 4. 

The second major type is a medium-sized bas- 
ket cell with axonal fields confined predominantly 
to layer IV. Its soma is smaller than that of large 
basket cells, rarely exceeding 20 p m  in diameter. 
Characteristically, the dense axonal field is com- 
posed of thin collaterals studded with bulbous 
boutons which often “clutch” somata of neigh- 
bouring cells (Fig. 3A-C); hence the name, clutch 
cell (Kisviirday et al., 1985). 

The third type is a small basket cell type 
because it has the smallest soma (8-12 p m  in 
diameter) of all basket cell types. It is distinct 
from clutch cells in that its main location is in the 
superficial layers, chiefly in layers I1 and upper 
111. In contrast to the other two basket cell types, 
this type of basket cell has not been encountered 
in any of the intracellular studies, so that infor- 
mation concerning the extent of its axonal ar- 
borization is quite limited. Nonetheless, on the 
basis of Golgi studies (Szentiigothai, 1973, 1975; 
Meyer, 1983) and recent immunocytochemical 
work (Freund et al., 1986; Meyer and Wahle, 
1988), it is well established that they form a 
separate population of basket cells with a later- 
ally restricted axonal field up to about a few 
hundred p m  in the superficial layers. 

Novel information on the complexity of basket 
cells was provided by computer aided reconstruc- 
tions, whereby their axons could be rotated and 
viewed from their most informative planes. For 
example, looking from the surface of the cortex, 
large basket cells have 2-5 major axonal arms, 
each of which can extend up to 1 mm from the 
dendritic field (e.g., Fig. 2). Many of these axonal 
arms run in many directions parallel with the 
cortical surface and, along their course, emit radi- 
ally aligned secondary collaterals at certain inter- 
vals which ultimately give off bouton-laden fine 
axons to contact somata and proximal dendrites 

of neighbouring cells or terminate in the neu- 
ropile. The axonal field of intracellularly HRP- 
labelled clutch cells (Kisviirday et al., 1985) 
showed a different kind of anisotropy, as is shown 
in Fig. 5A. Viewed from the cortical surface, the 
clutch cell axon occupies an area of about 300 x 
500 p m  in ]ay&V just about the size of a single 
ocular dominance colimn or the axonal territory 
of a thalamic afferent. Based on analogous 
anatomical features, clutch cells have been identi- 
fied in the monkey primary visual cortex 
(Kisviirday et al., 1986a). They differ however 
from those of the cat in that their axon termina- 
tion field is considerably smaller, 100-150 pm in 
diameter and restricted to the sublamina of layer 
IVCp (Fig. 5B). 

A prominent and common feature of each 
basket cell type is that, in addition to their main 
axonal field, they give off radially running axon 
bundles which provide inputs to cells in a column 
some few hundred pm in width, as is shown 
schematically in Fig. 4A,C. These axonal columns 
usually lie in register with the column of the 
dendritic field of the parent basket cell and they 
are often, but not always, centered about the 
main axonal field. Another interesting phe- 
nonienon of these interlaminar projections is that 
they can selectively skip over certain layers as 
shown in Fig. 2 fo; the descending axonal tuft of 
a layer IV large basket cell which provides its 
main termination zone in layer VI leaving layer V 
largely unaffected. 

Efferent connections of basket cells 

The very nature of basket cells is that they make 
multiple contacts with somata of pyramidal and 
spiny stellate cells as an example is shown in Fig. 
3D and E. This has long been recognized and has 
constituted the basic structural phenomenon in 
distinguishing basket cells from other smooth or 
sparsely spiny dendritic cell types. Although it 
was noted in a number of Golgi studies that each 
of the so-called “pericellular nest” is probably 
composed of more than one basket cell axon, the 
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Fig. 3. A-C. Light micrographs showing HRP-labelled clutch cell terminals in layer IV. Some of the terminals surround somata 
(long arrows), others are in the neuropile (short arrows). D. Electron micrograph of a pyramidal shaped cell in layer IV receiving 
three axo-somatic contacts (Nos. 1-3) from the axon collateral of a HRP-filled clutch cell. Type I1 or symmetrical synapse 
(asterisks) made by bouton No. 3 is shown ia a serial section in E. Modified from Kisvirday et al., 1985. Bars: A-C, 10 pm; D, 1 
pm; E, 0.1 pm. 

Fig. 2. Computer-assisted reconstructions of the axonal (in red) and dendritic (in black) fields of a large basket cell that was 
labelled with Phasedus uulgarir leucoagglutinin (PHA-L) deposited with extracellular iontophoresis in layer IV of area 18 of cat. A. 
Parasagittal view showing that the soma, and the majority of the dendrites and axons are in layer IV. Note the descending axonal 
tuft which profusely branches in layer VI but ignores layer V. B. Viewed from the cortical surface the basket cell has long axonal 
a m  in many directions in layer IV extending up to 1 mm from the parent soma. PHA-L injection site is indicated by broken lines. 
Reconstruction courtesy of A. Gulyis. A, anterior; D, dorsal; M, medial. 
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real contribution of basket cells in the total in- 
hibitory inputs of their target cells could only be 
revealed by quantitative electron microscopic 
analyses (Somogyi et al., 1983; KisvPrday et al., 
1985, 1986a, 1987; Freund et al., 1986). These 
studies led to the unexpected result that a single 
basket cell can provide only a small proportion of 
type I1 contacts onto its target somata, implying 
strong inhibitory convergence of other basket cells 
(see below). From the same studies an even more 
striking feature emerged, notably, contrary to ear- 
lier assumptions, many of the basket cell termi- 
nals established synaptic contacts on dendritic 
shafts and dendritic spines. Furthermore, the 
quantitative results showed that basket cells make 
no more than 20-40% of their synaptic contacts 
onto somata of other cells (Fig. 4B). Most of their 
targets are dendritic shafts (44-55%) and den- 
dritic spines (10-44%), many of which are lo- 
cated proximal to the soma of the target cell. In 
the perspective of quantitative data for the main 
basket cell types, it is noteworthy that the more 
superficially located basket cells establish a rela- 
tively larger proportion of axo-somatic contacts 
on their target cells (Fig. 4B). Conversely, basket 
cells in the deeper layers contact substantially 
more dendritic shafts and dendritic spines (Fig. 
4B). At present there is no adequate explanation 
for this apparently systematic shift in the propor- 
tion of the postsynaptic targets as a function of 
laminar position. 

Identified targets 
Pyramidal cells and spiny stellate cells are het- 

erogeneous with respect to their afferent and 
efferent connections (Gilbert and Wiesel, 1979; 

Martin and Whitteridge, 1984). Many of them are 
true intrinsic neurons with local axons only, oth- 
ers project to different cortical and/or subcorti- 
cal regions. Since they are the chief targets of 
basket cells it is essential to determine whether 
different basket cell types contact different types 
of pyramidal cells. Due to the difficulty of such 
an analysis, which requires a combination of tech- 
niques, as yet there are only three studies provid- 
ing direct evidence for the character of the target 
pyramidal cells. In one study, a layer IV clutch 
cell was shown to contact the basal dendrite of an 
intracellularly HRP-labelled layer 111 pyramidal 
cell (KisvPrday et al., 1985). The axonal distribu- 
tion of the same pyramidal cell was analyzed in a 
different study and was shown to provide long 
horizontal patchy axons extending over 1 mm in 
layers 111 and V (KisvPrday et al., 1986a). In 
another study, the apical dendrite of a layer V 
pyramidal cell, retrogradely labelled with HRP 
from the superior colliculus, was shown to receive 
synaptic contacts from two axon terminals of an 
intracellularly HRP-labelled clutch cell (Gabbott 
et al., 1988). Finally, the ascending axonal tuft of 
a large layer V basket cell is shown here to 
terminate on somata of transcallosally HRP- 
labelled layer 111 pyramidal cells (Fig. 6). Since 
many of the pyramidal cells in both supra- and 
infragranular layers have axonal fields extending 
up to 5 mm (Gilbert and Wiesel, 1979, 1983; 
Gabbott et al., 1987; KisvPrday and Eysel, 1990), 
the implication of these results is that the in- 
hibitory influence of basket cells can actually be 
conveyed far beyond their axonal field, to regions 
where the receptive fields are, perhaps, no longer 
overlapping with that of the basket cell. 

~ 

Fig. 4. A. Schematic representation of the type of pyramidal cells (in black) targeted by the axons (in red) of small basket cells, 
large basket cells, and clutch cells in cat visual cortex. Note that each basket cell type provide input as well to somata as to apical 
and basal dendrites. B. Summary chart of the quantitative distribution of postsynaptic elements of the main basket cell types. 
Quantitative electron microscopic data for layer IV large basket cells are not available. Type-P and type-S elements represent 
postsynaptic structures characteristic to pyramidal and smooth dendritic cells, respectively. C. Schematic representation of the 
radial and horizontal extent of the axonal fields (hatched in red) for the main basket cell types shown in A. Somata are indicated by 
filled patterns. Data based on several studies: Somogyi et al., 1983; KisvCday et al., 1985, 1987; Freund et al., 1986. 
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Conuergence 
One of the major findings of electron micro- 

scopic studies carried out on intracellularly 
HRP-filled basket cells is that each basket cell 
provides only a fraction of the total inhibitory 
input converging onto a single target neuron. It 
was estimated that a total of 10-25 large basket 
cells would be needed to provide all the type I1 
contacts on the soma of a layer 111 pyramidal cell 
(Somogyi et al., 1983). This is in good agreement 
with the convergence value obtained with cross- 
correlation analysis, suggesting that about 10 cells 
may account for certain inhibitory interactions 
(Toyama et al., 1981). Therefore the early view 
derived largely from Golgi studies of human ma- 
terial that pericellular basket formations around 
pyramidal cells are the product of single basket 
cell axons should be considered with some reser- 
vations (Marin-Padilla, 1969). In the monkey and 
cat, the lack of such a heavy input from a basket 
cell onto its target pyramidal cells may reflect 
inter-species differences. Nonetheless it has to be 
admitted that strong somatic and proximal den- 
dritic inputs of certain pyramidal cells have occa- 
sionally been observed in the latter species. An 
example for this is shown in Fig. 6 demonstrating 
22 terminals of the same basket cell axon embrac- 
ing a pyramidal cell soma in layer 111 that was 
retrogradely labelled from the contralateral visual 
cortex. Further examples were obtained for large 
layer V basket cells, one of which was shown to 
establish 34 contacts onto the soma and apical 
dendrite of a large pyramidal cell in’the same 
layer (neuron P3 in Fig. 3 of Kisvhrday et al., 
1987). Of those axo-somatic and axo-dendritic 
contacts, 15 were subsequently verified by elec- 
tron microscopy. These findings indicate that bas- 
ket cells can, though infrequently, provide heavy 
input to some of their targets. 

Pyramidal and spiny stellate cells are appar- 
ently the main targets of basket cells. Does this 
mean that basket cells can account for all in- 
hibitory synapses on somata or, alternatively, axon 
terminals from other sources share the same soma 
targets with basket cells? Recent electron micro- 

scopic studies on Golgi-impregnated and chole- 
cystokinin-immunoreactive double bouquet cells 
(Somogyi and Cowey, 1981; Freund et a]., 19861, 
and on a Golgi-impregnated fusiform cell with 
axonal arcade in layers 11-111 (DeFelipe and 
Fairen, 1988) showed that up to 9 and 1%, re- 
spectively, of their synaptic contacts are directed 
to somata of pyramidal and non-pyramidal cells. 
Recent immunocytochemical and tract tracing 
studies examining the axon termination sites of 
“non-specific” ascending pathways from subcorti- 
cal structures such as the brain stem nuclei and 
the basal forebrain have led to some surprising 
results. It was observed that serotonergic axons 
most likely originating from the raphe nuclei 
formed pericellular baskets in the superficial lay- 
ers in various cortical areas (Mulligan and Tork, 
1988). Moreover preliminary studies indicate that 
extracortical sources such as those of cholinergic 
and particularly some GABAergic afferents from 
the nuclei of the basal forebrain can establish 
axo-somatic contacts with cortical cells invariably 
with the GABAergic types, containing somato- 
statin and parvalbumin (Freund and Meshkena- 
jte, 1989). 

The above findings suggest that intracortical 
GABAergic cell types other than basket cells and 
GABAergic axons originating from extracortical 
sources can also contribute to axo-somatic con- 
tacts. Notwithstanding, the axo-somatic contacts 
of these “non-basket cells” represent a much 
smaller proportion of their total postsynaptic 
structures than that of any of the genuine basket 
cell types. 

Divergence 
The spatial extent and density of basket cell 

axons suggest that the same basket cell may pro- 
vide axo-somatic input to hundreds of neighbour- 
ing cells. Direct counts of the total number of 
cells contacted by the same basket cell have been 
carried out only for two clutch cells in layer IV 
(cells CC1 and CC2 in KisvLrday et al, 19851, 
showing that their axons contact as many as 454 
and 345 somata, respectively. Considering that 
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clutch cells represent a medium size basket cell 
type with a fairly restricted axonal field of some 
500-300 p m  in layer IV (Kisvhrday et al., 1985), 
it would be interesting to know whether large 
basket cells with axons occupying at least 10-20- 
times larger areas would actually influence a con- 
siderably larger population of neurons. An esti- 
mate * based upon available quantitative data 
shows that the layer 111 large basket cell shown in 
Fig. 8 may contact as many as 222 other cells, a 
minimum value that is unexpectedly smaller than 
those obtained for clutch cells. The reason for 
this may be that the neuronal packing density in 
layer 111 is smaller than in layer IV or that some 
of the axonal collaterals of the large basket cell 
could not be recovered. Nevertheless it is reason- 
able to postulate that basket cells, irrespective of 
the spatial extent of their axons, can ultimately 
target an approximately equal number of cells. 

Another important issue is the extent to which 
basket cells participate in inhibitory connections, 
in other words what proportion of GABAergic 
cells are of the basket cell type? A conservative 
estimate** conducted for cat visual cortex area 
17 indicates that about 17% of all GABAergic 
cells actually belong to the family of basket cells. 
Although this figure seems to be high it leaves no 
doubt that basket cells are likely to be one of the 
most common non-pyramidal cell types, at least 
in cat visual cortex. Considering that in other 
species, for example primates, a much larger vari- 
ety of neuronal types have developed, in those 
species, basket cells may represent a less signifi- 
cant population of GABAergic cells, though per- 

* The estimation for layer 111 large basket cells is as follows. 
They establish an average of 1.13 synapses per bouton, and a 
total of 35.6% of their postsynaptic elements are neuronal 
somata each of which receive, on average, five boutons from 
the same basket cell (Somogyi et al., 1983). Furthermore, in a 
separate study, a total of 2755 boutons were counted for a 
large basket cell in layer I11 (Kisvirday and Eysel, 1991b). 
Taken together, it can be calculated that the above large 
basket cell would establish 1.13X2755 synapses of which 
35.6%, that is 1108 contacts, would be on somata of a total of 
222 other cells. 

haps with even more sophisticated subtypes (see 
Lund et al., 1988). The most important implica- 
tion here is that basket cells, probably due to the 
high physiological impact of somatic inhibition, 
by evolution became one of the most significantly 
represented inhibitory cell types in cat. 

Input to basket cells 

Thalamic input 
The functional role(s) of basket cells cannot be 

conceived without determining their input drive. 
The limited information that is available at pre- 
sent derives from combined electrophysiological 
and anatomical works. So far only five intracellu- 
larly HRP-filled basket cells have been tested for 
a battery of electrophysiological tests (Martin et 
al., 1983; Gabbott et al., 1988). They included 
three large basket cells in layer 111 and two clutch 
cells in layer IV. It was reported that four of 
them could be monosynaptically activated by ei- 
ther X- or Y-type geniculate afferents, the re- 
maining one received polysynaptic visual thalamic 
input (Table 1 in Martin et al., 1983; Gabbott et 
al., 1988). Additionally, two of the basket cells 
could be monosynaptically activated via the cor- 
pus callosum (Martin et al., 1983). 

Subsequent anatomical evidence for the rela- 
tionship between basket cells and specific thala- 
mic afferents was brought about by the study of 
intracellularly HRP-filled X- and Y-type genicu- 
late axons whose axonal termination fields were 

**  Recent electron microscopic data suggest that, of the 
278.5 million synapses per mm3, 16% are the so-called flat 
symmetrical type (Beaulieu and Colonnier, 1985) of which 
97% are GABAergic (Beaulieu and Somogyi, 1990). Of the 
latter 13.1%, that is 5.66 million per mm3, contact somata of 
pyramidal as well as non-pyramidal cells. Since every basket 
cell establishes approximately lo00 axo-somatic contacts it can 
be calculated that about 1900 basket cells are present in every 
mm3 of visual cortex. Taken these values together with the 
notion that there are about 11ooO GABAergic cells in the 
same unit volume of cortex (Gabbott and Somogyi, 1986) it is 
just conceivable that about 17% of all GABAergic cells are 
basket cells. 
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Fig. 5.  Resemblance between the axon termination patterns of GABAergic clutch cells and dLGN afferents in layer IV of cat (A) 
and monkey (B) visual cortex (area 17). A. Computer reconstructions in a plane parallel with the pia, showing that both the clutch 
axon and each of the Y-axonal clumps occupy an area of about 500 X 300 p m  elongated in anterior-posterior direction. Notice the 
small repeat in both axonal types at about 100 p m  intervals (arrowheads). B. Drawings of two Golgi-impregnated clutch cell axons 
(on the left) and two intracellularly HRP-labelled parvocellular-type geniculate afferents (on the right). Note that both axonal types 
are confined to layer IVCP and have similar size and density of fine collaterals. A and B are at the same scale. 
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subjected to quantitative electron microscopic 
analysis (Freund et al., 1985). The results showed 
that, in areas 17 and 18, X- and Y-type geniculate 
axons occasionally terminate on somata of layer 
IV neurons, each of which showed immunoposi- 
tivity for GABA, and their ultrastructure was very 
similar to identified basket cells. Area measure- 
ments of the targeted GABA neurons revealed 
that X-type geniculate axons synapse predomi- 
nantly on smaller somata than do Y-type axons 
(see Fig. 10 in Freund et al., 1985). It was then 
concluded that the smaller GABA-immunoposi- 
tive cells might represent clutch cells while the 
large GABA cells probably represent large basket 
cells. This assumption is supported by previous 
ultrastructural data obtained for the somatic in- 
put of identified large basket cells and clutch 
cells (Somogyi et al., 1983; Kisvirday et al., 1985). 
They were shown to receive dense synaptic input 
from large horseshoe shaped terminals containing 
large, round vesicles and forming type I synapses 
with the soma membrade; all these features are 
characteristic for the terminals of the specific 
thalamic afferents (Freund et al., 1985). 

Another positive indication for an interaction 
between the basket cells and the specific thalamic 
afferents is based upon comparisons between 
their axon termination patterns. In this respect it 
is informative to compare the axon of a layer IV 
clutch cell that was monosynaptically activated 
via Y-type geniculate afferents with a Y-type 
axon terminating in the same layer (Fig. 5A). The 
Y axon established two clumps of terminals each 
about the size of the clutch cell. Furthermore 
both axons composed dense axonal stripes at 
about 100 p m  intervals (Fig. 5A). Similar com- 
parison is made in the monkey striate cortex as 
shown in Fig. 5B. The high level of correspon- 
dence between the clutch axons and the thalamic 
afferents in cat and monkey supports the notion 
that they may have common targets in layer IV, 
presumably leading to feed forward type of inhi- 
bition (see Sillito, Chapter 17). 

Intracortical input 
One of the weakest points in the otherwise 

large body of data on basket cells is the almost 
complete lack of knowledge concerning the intra- 
cortical input to their dendritic shafts. Although 
electron microscopy of basket cells’ dendrites 
showed that they are, in general, abundantly sup- 
plied with type I and I1 contacts (Somogyi et al., 
1983; Kisvirday et al., 1985), hardly any anatomi- 
cal data is available as yet on their precise origin. 
In view of recent observations of the target distri- 
bution of identified pyramidal cells providing 
sparse input to any of their targeted cells, it can 
be argued that basket cells receive strongly con- 
verging input from intracortical excitatory sources, 
including the long-range patchy axonal system of 
certain pyramidal cells (Kisvlrday et al., 1986b; 
Kisvirday and Eysel, 1991). 

As far as the somatic input to basket cells is 
concerned, a clear picture is emerging. Immuno- 
cytochemical studies using antisera against GAD 
and GABA have demonstrated that, in addition 
to pyramidal cells, GABAergic neurons also re- 
ceive dense axo-somatic input from GABAergic 
terminals (Ribak, 1978; Hendry et al., 1983; Fre- 
und et al., 1983). Undoubtedly these observations 
are comparable with the view that basket cells 
contact other inhibitory neurons. Electron micro- 
scopic evidence for the type of GABAergic cells 
postsynaptic to an HRP-filled large basket cell 
showed that they have ultrastructural features of 
identified large basket cells (Fig. 7, Somogyi et 
al., 1983). Further evidence was recently obtained 
using a combination of extracellular labelling with 
biocytin and immunocytochemical detection of 
the calcium binding protein, parvalbumin, in the 
same sections (Kisvirday and Eysel, 1991). The 
neuronal tracer, biocytin, labelled large basket 
cells in their entire morphology in layers 111 and 
V while parvalbumin was used to reveal somata 
of a subpopulation of GABAergic cells including 
basket cells. It was found that the axon of the 
biocytin labelled large basket cells established 
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Fig. 6. A-D. A callosally projecting pyramidal cell receives basket cell input in layer 111. The pyramidal cell was retrogradely 
labelled with HRP (dark intracellular deposit) from contralateral area 18. For comparison an unlabelled soma is marked by asterisk 
in A. At different focal depths the same cell is shown to receive 22 contacts (arrowheads) onto its soma and proximal dendrites 
from an ascending collateral of a large basket cell labelled with extracellularly deposited PHA-L in layer V. Bar: A-D, 20 km. 

multiple contacts, usually 2-5, with the somata of 
many PV-immunopositive neurons (Fig. 8, 
Kisv6rday and Eysel, 1991b). By visual estimation, 
the distribution of the basket recipient PV-im- 
munopositive cells show a quasi-regular distribu- 
tion with an average of 100 pm intervals (Fig. 8). 
Remarkably, most of them had medium-to-large 
soma similar in size to those of identified large 
basket cells (Fig. 9C and D), suggesting that large 
basket cells, apart from their well-known pyrami- 
dal targets, selectively contact each other. This 
hypothesis was confirmed by quantitative soma 
size measurements carried out for the target PV- 
immunopositive neurons and for basket cells that 
were labelled in their entire morphology by extra- 
cellularly deposited Phaseolus vulgaris leucoag- 
glutinin and biocytin (Fig. 9A, B). The direct 
interpretation of the results is that the axons of 
large basket cells contact somata of other large 
basket cells up to 1.5 mm from their parent soma 
(Fig. 8). A straightforward functional conse- 
quence of such a specific wiring would be a kind 

of double duty of large basket cells; inhibiting 
remote inhibitory cells in a cascade-like manner 
whose targets would thus be disinhibited while, 
on the other hand, directly inhibiting cells in a 
simple feed-forward manner (see below). 

Chemical heterogeneity of basket cells 

Basket cells comprise a heterogeneous popula- 
tion with respect to their anatomical features. It 
is therefore entirely logical to assume that their 
diversity seen at the anatomical level may repre- 
sent heterogeneity in their overall chemical con- 
tent other than GABA. Indeed, more recent im- 
munocytochemical experiments have revealed that 
several of the brain-gut peptides co-exist in corti- 
cal GABAergic cells (for review, see Jones and 
Hendry, 1986; Demeulemeester et al., 1988). At 
present at least two neuropeptides, cholecys- 
tokinin (CCK) and neuropeptide-Y (NPY), have 
been shown to co-localize with GABA in certain 
cells showing similar soma size, shape and den- 
dritic morphology to identified basket cells 
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Fig. 7. A. Non-pyramidal cell receiving input from two terminals (b, and b,) of an HRP-filled layer 111 large basket cell. In addition 
to these terminals the non-pyramidal soma receives a large number of type I and type I1 contacts (arrows) of unknown origin. 
Bouton b, is shown in a serial section in B to establish a type I1 contact (arrow) and a punctum adherens (star) with the soma. Note 
the difference in the somatic input, the density of mitochondria and ribosomes between this neuron and the pyramidal shaped cell 
shown in Fig. 3D. With permission from Somogyi et al., 1983. Bars: A, 1 pm; B, 0.2 pm. 
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(Freund et al., 1986; Wahle et al, 1986; Meyer 
and Wahle, 1988). Other immunocytochemical 
findings indicate that large basket cells and clutch 
cells contain intracellular calcium-binding pro- 
teins, e.g., parvalbumin (Celio, 1986; Hendry et 
al., 1989), and on the basis of their medium-to- 
large soma size and predominantly vertically ori- 
ented dendritic field they are likely to express cell 
surface antigens for monoclonal antibodies Cat- 
301, VC.l.l and VC5.1, and for the lectin ex- 
tracted from plant seeds of hairy vetch (viciu 
uillosu, for review see Barnstable and Naegele, 
1989). 

Thus it is just conceivable that subsets of bas- 
ket cell types, such as large basket cells, in addi- 
tion to their main inhibitory transmitter GABA, 
express different “cocktails” of intra- and extra- 
cellular matrix molecules, perhaps in relation to 
their target specificity or some of their functional 
roles that is unknown yet. 

What do basket cells do? 

There is now overwhelming evidence that many 
of the receptive field properties in the visual 
cortex are strongly, if not entirely dependent upon 
inhibitory mechanisms mediated by GABAergic 
interneurons (for review, see Sillito and Murphy, 
1988). It is well established that GABAergic in- 
terneurons constitute a heterogeneous population 
with respect to their anatomical, chemical and 
physiological properties, suggesting that different 
types of GABAergic cells underlie different re- 
ceptive field transformation tasks. Of the many 
GABAergic cell types basket cells are unique in 
that they provide the major source of perisomatic 
inhibitory input to virtually all cortical neurons, 
implying their distinguished functional role(s). In- 
deed there is a large body of theoretical evidence 
suggesting that perisomatic inhibition, as opposed 
to inhibition on the distal dendrites and spines, is 
divisive, that is, very efficient in preventing in- 
coming excitatory signals to bring the cell to its 
firing treshold (Blomfield, 1974; Koch and Pog- 
gio, 1985). Experimental data for orientation tun- 
ing (Rose, 1977; Morrone et al., 19821, direction 

selectivity (Dean et al., 19801, and suppression of 
foreground bar responses by moving noise back- 
ground (Crook, 1990) have been shown to de- 
pend, at least partially, upon divisive inhibition, 
suggesting the involvement of basket cells. Evi- 
dence for the type of basket cells involved in 
these mechanisms derives from experiments using 
iontophoretic application of GABA and simulta- 
neous recordings of single units at remote loca- 
tions. It was found that orientation selectivity can 
be influenced effectively from lateral distances of 
500-600 p m  (Eysel et al., 1990; Crook et al., 
1990, and direction tuning from about 1 mm up 
to an overall distance of 2.5 mm (Eysel et al., 
1988) of the recorded cell. Thus, orientation and 
direction tuning would seem to involve long-range 
lateral inhibition, suggesting that the type of 
GABAergic cells taking part in these mechanisms 
must have extensive axonal collaterals over a 
range of 0.5-2.5 mm from their somata. It has to 
be admitted, however, that while the distance of 
lateral inhibition involved in orientation tuning 
could fit to the axonal extent of a number of 
GABAergic cell types, including basket cells with 
short-range axons, the very large distance ob- 
served in the generation of direction tuning meets 
only with the axonal extent of the type of large 
basket cell. Since much of this issue is extensively 
discussed by Eysel (Chapter 19), I would like to 
highlight only some very recent anatomical find- 
ings concerning the cell-to-cell interactions sup- 
posedly involved in direction tuning. Notably, as 
is shown here, in addition to their well-known 
pyramidal cell targets, large basket cells selec- 
tively contact each other along their elongated 
axonal fields (Fig. 8). The following wiring is 
proposed to account for direction preference (Fig. 
10). Firstly, the local axonal collaterals of the 
large basket cell contact pyramidal cells with like 
direction preference, as opposed to the remote 
collaterals which terminate on pyramidal cells 
with opposite direction preference to that of the 
large basket cell. Secondly, in addition to their 
pyramidal targets, the remote collaterals of the 
large basket cell inhibit other large basket cells 
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Fig. 8. Drawing of the axonal and dendritic (inset) distribution of a layer 111 large basket cell that was labelled with extracellular 
deposit of biocytin into the same layer and reconstructed from 7 consecutive 80 pm thick horizontal sections. The axon established 
contacts with the somata (dots) of 58 cells that showed positive immunoreaction for parvalbumin, presumably representing other 
large basket cells. Arrow indicates the soma location of the basket cell. A, anterior; L, lateral. 
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Fig. 9. Area distribution of the somata of identified layer I11 large basket cells (hatched bars in A, n = 181, the total population of 
pawalbumin-immunopositive cells in layer 111 (filled bars in B, n = 4552), and pawalbumin-immunopositive cells (dotted bars in B, 
n = 58) which are targeted by the layer 111 large basket cell shown in Fig. 8. Arrows indicate mean values for each group. Note that 
values in A were not corrected for soma size increase caused by the strong labelling of the tracer. In C and D, somata of a biocytin 
labelled large basket cell, and a parvalbumin-immunopositive cell targeted by four terminals of the biocytin labelled basket cell 
shown in Fig. 8, respectively, are seen. Note that the soma size of cells in C and D are above the average value shown for the total 
population of parvalbumin positive neurons in B. Bar: C and D, 10 Fm. 
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whose local axons provide input only to those 
pyramidal cells which do not receive input from 
axons of the remote large basket cell. Thus the 
latter pyramidal cells would show like direction 
preference to that of the large basket cell. This 
connectivity pattern implies that pyramidal cells 
receiving direct feed-forward inhibition have op- 
posite direction preference, and pyramidal cells 
receiving feed-forward disinhibition, since their 
large basket cell input is inhibited, have like 
direction preference to that of the large basket 
cell (Fig. 10). Considering that a large basket cell 
can contact a number of other large basket cells, 
a more general picture about an extensive net- 
work underlying direction specificity can be con- 
jectured. That is, when a visual stimulus moves 
across the visual field it would result in 
widespread inhibition as well as disinhibition 
sweeping ahead of the stimulus. Only those cells 
can respond to the stimulus whose inhibitory 
input is sufficiently supressed by feed-forward 
inhibition (disinhibition) mediated by large basket 
cells’ interaction. When the stimulus moves in the 
opposite direction the same cells would receive 
feed-forward and local inhibition from a different 
set of large basket cells. The present anatomical 
findings of specific basket cell-to-basket cell in- 
teractions strongly support such an hypothesis 
although in attempting to resolve many of the 
details it would be particularly important to know 
the exact relationship between the axonal fields 
of interconnected large basket cells, and the com- 
plete pattern of large basket cell mons supplying 
each pyramidal cell. 

Interlaminar inhibition 
A prominent feature of the structural organi- 

zation of the cerebral cortex is that each layer has 
extensive reciprocal connections with virtually any 
other layer in the same column. This organization 
scheme applies for the axonal distribution of bas- 
ket cells with regard to their different morpholog- 
ical types invariably providing descending and 
ascending collaterals to contact cells in layers 
other than that of their parent somata. These 

radially running collaterals usually form narrow 
axonal cylinders of approximately a few hundred 
pm in diameter as illustrated schematically in 
Fig. 4C. Pertinent to this are the findings that the 
basket cell cylinders often lie in precise register 
with the somata and dendritic field of their par- 
ent cells. This precise topographical arrangement 
indicates that their target cells belong to the very 
same functional column. Surprisingly, however, 
contrary to their horizontally running collateral 
systems, no particular functional role has yet been 
associated to the interlaminar connections of bas- 
ket cells. It may be an important clue to deter- 
mine the type of cells on which these interlami- 
nar basket axons terminate. Based on light- and 
electron microscopic observations, it is probably 
fair to say that most of the cells targeted by the 
interlaminar projections of basket cells are pyra- 
midal cells in the three major output laminae, 
layers 111, V and VI. Thus one of the likely roles 
of the radial collateral system of basket cells is to 
influence certain output streams projecting to 
other cortical and/or subcortical structures. In- 
deed, this line of thought is affirmed by the fact 
that the ascending axonal tuft of a large layer V 
basket cell is shown here to contact pyramidal 
neurons in layer I11 projecting to other cortical 
areas via the corpus callosum (see Fig. 6). Be- 
cause callosal connections have been assumed to 
play a special role in mechanisms underlying 
binocularity of visual cortical cells, certain basket 
cells thus may be functionally related to process- 
ing involved in stereopsis (Payne et al., 1984). 

Another set of anatomical data indicates that 
the same interlaminar basket cell projections are 
involved in the control of corticofugal pathways 
originating in layer V. Somata and apical den- 
drites of giant layer V pyramidal cells similar to 
those projecting to the optic tectum (Garey, 1971; 
Gilbert and Kelly, 1975) were demonstrated to 
receive a mixture of dense inhibitory input from 
each of the three main tiers of the cortex, namely, 
from the interlaminar collaterals of large basket 
cells in layers I11 (Somogyi et al., 1983) and of 
clutch cells in layer IV (Kisviirday et al., 1985; 
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Fig. 10. Concept diagram illustrating the asymmetric connectivity pattern of large basket cells which maybe responsible for the 
generation of direction selectivity in cat visual cortex. [B], GABAergic large basket cell; P, excitatory pyramidal cell. Neurons with 
direction preferences towards left and right are indicated by filled and unfilled symbols, respectively. Input from the dLGN (broken 
lines) reaches both inhibitory and excitatory neurons. Connections of each basket cell is shown only to its closest targeted basket 
cell, at about 100 pm. See further details in the text. 

Gabbott et al., 1988) and from the local and 
interlaminar collaterals of large basket cells in 
layer V (Kisvirday et al., 1987). Since layer V 
pyramidal cells have been assumed to convey 
information concerning motion analysis, at pre- 
sent, the most straightforward functional implica- 
tion for their intracolumnar basket inputs is the 
involvement in their control of visual guidance 
processing. 

Layer VI pyramidal cells have been demon- 
strated as the main source of corticogeniculate 
input (Baughman and Gilbert, 1981) and, via 
their recurrent collaterals, intracortical input to 
layer IV (Gilbert and Wiesel, 1979). It was re- 
cently shown by local application of GABA in 
layer VI that silencing layer VI, length tuning of 
overlying layer IV cells is eliminated (Bolz and 
Gilbert, 1986). In a separate experiment, Murphy 
and Sillito (1987, see also Sillito, Chapter 17) 
have shown that removal of striate cortex causes 
marked reduction of length tuning characteristics 
of cells in the dLGN. These studies indicate that 
any inhibitory action on the perisomatic region of 

layer VI neurons can influence the length tuning 
properties of their target cells both at cortical 
and thalamic levels. However, no suggestion for 
the origin of such an inhibitory input has been 
made. At present there are two types of large 
basket cell which, by the distribution pattern of 
their axonal fields, can directly inhibit layer VI 
cells; firstly, large layer V basket cells occasion- 
ally contact the somadendrites of layer VI cells 
(Kisvirday et al., 1987); secondly, and it is pro- 
posed for the first time here, that the descending 
collaterals of large layer IV basket cells impinge 
upon the somadendrites of layer VI pyramidal 
cells (Fig. 2). While the projections of large layer 
V basket cells are mainly concerned with the 
output control of pyramidal cells in layers 111 and 
V, as shown above, the descending axonal tuft of 
large layer IV basket cells is engaged in providing 
dense input to layer VI. Accordingly, the latter 
basket cells can account for a powerful inhibitory 
control of layer VI pyramidal cells, suggesting 
that information concerning the generation of 
length tuning in layer IV is under a supervision 
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by feed-back projections of layer IV inhibitory 
neurons transmitted most likely via large basket 
cells (see Fig. 2). This wiring scheme is further 
complicated if one considers that layer IV basket 
cells are themselves exposed to direct thalamic 
input which is itself probably length tuned (see 
Sillito, Chapter 17). Thus it is conceivable that 
the generation of length tuning is an integrative 
phenomenon of all those feed-forward and feed- 
back interactions, taking place between layers IV 
and VI, and the dLGN rather than the product of 
a single pathway. 
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Lateral inhibitory interactions in areas 17 and 18 
of the cat visual cortex 
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Introduction 

About 20% of visual cortical cells are GABAergic 
(Ribak, 1978; Hendrickson et al., 1981; Gabbott 
and Somogyi, 1986; Fitzpatrick et al., 1987; 
Hendry et al., 1987). This heterogeneous group of 
nonpyramidal cells displays quite distinct mor- 
phological specializations which allow to distin- 
guish seven different types (Somogyi, 1986). Many 
aspects of structure, function and connectivity of 
these cells are dealt with in other chapters of this 
book and the functional significance of GABAer- 
gic inhibition in relation to visual cortical re- 
sponse specialization has been discussed in re- 
cent reviews (Sillito, 1984; Sillito and Murphy, 
1988). This contribution concentrates on the to- 
pographical aspects of horizontal connections and 
the possible functions of GABAergic lateral in- 
hibitory processes in areas 17 and 18 of the feline 
visual cortex. 

Orientation selectivity and direction selectivity 
(Hubel and Wiesel, 1962) as well as length tuning 
(Hubel and Wiesel, 1965; Rose, 1977; Gilbert, 
1977) have been originally described as typical 
properties of visual cortical cells in response to 
moving bar shaped stimuli. Ever since Sillito and 
others demonstrated the loss of all three speci- 
ficities in many cells during blockade of 
GABAergic transmission with the GABA, an- 

tagonist bicuculline (Sillito, 1975, 1977, 1979; Sil- 
lito et al., 1980; Tsumoto et al., 1979; Wolf et al., 
1986), the possible contributions of GABA-medi- 
ated inhibitory interactions to such cortical re- 
sponse specificities have remained a matter of 
continuous and controversial debate. End-inhibi- 
tion (Bishop and Henry, 1972; Rose, 1977) has 
been ascribed to interlaminar connections medi- 
ating inhibition from layer 6 cells predominantly 
to cells in layer 4 (Gilbert, 1977). In a study 
applying local inactivation in layer 6, cells in layer 
4 have been shown to selectively loose end-inhibi- 
tion while the other response properties re- 
mained unaffected (Bolz and Gilbert, 1986). The 
involvement of lateral inhibition as shown by in- 
tracellular recordings (Benevento et al., 1972; In- 
nocenti and Fiore, 1974) in direction selectivity 
has been supported by a number of detailed 
studies of that specific property (Goodwin et al., 
1975; Emerson and Gerstein, 1977; Ganz and 
Felder, 1984). Several models have assumed that 
inhibition generates direction selectivity in the 
visual cortex (Sillito, 1977; Barlow, 19811, how- 
ever, excitatory convergence has also been con- 
sidered to contribute to direction selectivity in 
complex cells (Movshon et al., 1978). Using intra- 
cortical local inactivation we have shown a loss of 
direction selectivity in cells of layers 2-6 when 
laterally remote areas were silenced by GABA 
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microiontophoresis (Eysel et al., 1988). This loss 
of directional selectivity was indeed linked to 
reduction of inhibitory drive in many simple cells 
while the majority of complex cells responded 
with losses of excitation. Orientation specificity 
was originally ascribed to spatially oriented sub- 
cortical inputs (Hubel and Wiesel, 1962) but the 
above mentioned effects of bicuculline led to the 
assumption that intracortical cross-orientation in- 
hibition might be involved (Sillito, 1979; Sillito et 
al., 1980). However, intracellular recordings failed 
to demonstrate the corresponding inhibitory po- 
tentials and disclosed merely iso-orientation exci- 
tation and inhibition (Ferster, 1986, 1987). On 
the other hand, several studies demonstrated in- 
hibition from a broader range of orientations 
with respect to a target cell (Blakemore and 
Tobin, 1972; Morrone et al., 1982; Ramoa et al., 
1986; Matsubara et al., 1987a; Hata et al., 1988). 
Such interactions imply lateral connections be- 
tween columns of different orientation prefer- 
ences. 

The presence of laterally directed axons as 
morphological substratum for lateral signal proc- 
essing in the visual cortex was initially shown by 
degeneration methods in monkey (Fisken et al., 
1975) and cat (Creutzfeldt et al., 1977). Following 
the demonstration of clusters of terminals emit- 
ted at regular intervals by intracellularly labelled 
pyramidal cell axons spanning several mm of hor- 
izontal distance (Gilbert and Wiesel, 1979, 1983; 
Martin and Whitteridge, 1984; Kisviirday et al., 
1986) and the observation of periodic patchy la- 
belling in the visual cortex of monkey (Rockland 
and Lund, 1982; 1983) and cat (Matsubara et al., 
1985; Luhmann et al., 1986; LeVay, 1988; Gilbert 
and Wiesel, 1989) increasing interest was directed 
towards horizontal interactions within areas 17 
and 18. This interest was focussed on the long- 
range axonal systems of pyramidal cells and pre- 
dominantly on excitatory functions (Nelson and 
Frost, 1985) as shown with cross-correlation anal- 
ysis of recordings from pairs of cells with similar 
orientation specificity (T'so et al., 1986). More 
details about the lateral excitatory network were 

disclosed by 2-deoxyglucose labelling combined 
with local injections of rhodamine latex beads 
(Gilbert and Wiesel, 1989) which revealed con- 
nections between iso-orientation domains in area 
17. However, patches of retrogradely transported 
horseradish peroxidase (HRP) were observed in 
area 18 of the cat in regions with cross-orienta- 
tion preferences as seen with microelectrode 
mapping (Matsubara et al., 1985, 1987a). This 
finding was discussed with respect to possible 
inhibitory functions. In fact, inhibitory lateral in- 
teractions have been observed between cells with 
dissimilar orientation preferences in cross-corre- 
lation histograms obtained from pairs of cells in 
the cat visual cortex (Hata et al., 1988). To con- 
nect orientation columns of all different pre- 
ferred orientations, connections have to travel 
laterally over at least 1 mm which is the average 
distance between iso-orientation bands (Lowel et 
al., 1987). Excitatory as well as inhibitory connec- 
tions can bridge this distance although their max- 
imal possible horizontal spread is markedly dif- 
ferent: axons of pyramidal cells span up to about 
3 mm in.the neonatal (Luhmann et al., 1990) and 
5 mm in the adult cat visual cortex (Kisvirday 
and Eysel, 1991) while the axons of GABAergic 
cells give rise to axons over distances of 0.5-2 
mm (Somogyi et al., 1983; Matsubara et al., 
1987b). 

Lateral inhibitory interactions could play a sig- 
nificant role in generating or sharpening specific 
response properties of visual cortical neurons. 
Lateral iso-orientation inhibition can cause direc- 
tion selectivity (Bishop et al., 1971; Creutzfeldt et 
al., 1974; Innocenti and Fiore, 1974). An orienta- 
tion bias might be primarily introduced by aligned 
geniculate inputs (Hubel and Wiesel, 1962), an 
orientational bias already present in retina (Levick 
and Thibos, 1982; Leventhal and Schall, 1983; 
Thibos and Levick, 1985) and LGN (Daniels et 
al., 1977; Vidyasagar and Urbas, 1982; Soodak et 
al., 1987; Shou and Leventhal, 1989), or inhibi- 
tion between non-oriented cells with laterally dis- 
placed receptive fields (Heggelund, 1981). Inhibi- 
tion between cells with different preferred orien- 
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tat ions (“cross-orientation inhibition”) can fur- 
ther refine the orientation tuning (Ferster and 
Koch, 1987). 

Remote local cortical inactivation with GABA 

The bicuculline blockade of GABAergic trans- 
mission (Sillito, 1975, 1977, 1979; Tsumoto et al., 
1979; Wolf et al., 1986) succeeded in ascribing 
various specific cortical functions to GABA- 
mechanisms. However, the method does not al- 
low directly to address questions of topography 
and lateral interaction. To achieve this one has to 
apply simultaneous double recordings (T’so et al., 
1986; Hata et al., 1988) or to record and manipu- 
late cortical cells simultaneously at different loca- 
tions. By the latter method lateral inhibition over 
400 pm was shown by local application of the 
excitatory transmitter L-glutamate lateral to corti- 
cal recording sites (Hess et al., 1975). Later stud- 
ies tried to disclose the origins of length tuning 

(Bolz and Gilbert, 1986) and direction selectivity 
(Eysel and Worgotter, 1986) by first applying 
locally restricted cortical inactivation by GABA 
microiontophoresis, local cooling and small ther- 
molesions (Eysel et al., 1987, 1988). 

The method of local remote inactivation by 
GABA microiontophoresis has been further elab- 
orated in our laboratory over the years as the 
method of choice which combines local restric- 
tion with reversibility (Figs. 1, 5) .  All experiments 
described in this report were performed under 
standard conditions in lightly anaesthetized cats 
(Eysel et al., 1987, 1988, 1990; Crook et al., 1991). 
Single cell recordings were made with glass-coated 
tungsten electrodes (Worgotter and Eysel, 1988) 
or with single or multi-barrel glass pipettes. Dur- 
ing continuous recording of a single cell remote 
cortical cell clusters were locally inactivated by 
GABA microiontophoresis from a multibarrel 
pipette (Fig. 1) or a circular array of such pipettes 
(Fig. 5). The tips of the inactivation pipettes were 

A 
vl8ual 
half-field 

r 

lateral 

Fig. 1. Schematic drawings of the projection of a visual half-field to the visual cortex with recording and local inactivation (A), 
simple connection schemes leading to increased responses during inactivation (B), and diagram showing the key position of the 
inactivated layers 2/3 in vertical and horizontal processing. A. The right visual hemi-field (HM, horizontal meridian, VM, vertical 
meridian) is projected to the contralateral visual cortex in a way that the response wave to a downwards moving stimulus (black 
arrow) travels from posterior to anterior across the cortex (white arrow). The inactivation site (hatched region) is close to the 
projection of the classic receptive field (RF). B. Increased responses ( + I  at the recording site are observed, when inactivation 
(hatched) silences inhibitory cells or chains of connections including an inhibitory cell. C. Inactivation in layers 2/3 (hatched) takes 
place in region with horizontal connections as well as projections to all deeper cortical layers. 
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always placed in the supragranular layers (2/3) of 
area 17 or 18. The supragranular layers occupy a 
key position for horizontal and vertical processing 
(Fig. 1) since they combine extensive horizontal 
connections with a strategic location as switch 
between the upward and downward streams of 
signal flow. Light bars were presented as visual 
stimuli on a computer controlled display moving 
across the receptive field or stationary flashing 
within the receptive field. Responses to visual 
stimulation with different stimulus orientations 
were stored and peri-stimulus-time histograms 
(PSTHs) computed as controls prior to remote 
GABA application and continuously during local 
inactivation and recovery. Polar diagrams with 
the response peaks in impulses per second repre- 
sented as vector length and the direction of stim- 
ulus motion (or the stimulus orientation for sta- 
tionary stimuli) as vector angle were derived from 
the PSTHs, The cells were conventionally classi- 
fied as belonging to the S- or C-family (Henry et 
al., 1979; Orban, 1984). 

Local remote inactivation can disclose hori- 
zontal interactions in the visual cortex, if connec- 
tions are specifically arranged with respect to 
topographical origin and synaptic action at the 
target cell, i.e., when given projections of the 
visual field with certain response specificities in- 
teract with others according to spatio-temporal 
rules. Inactivation of a cluster of cortical cells 
horizontally displaced from a target cell should 
then result in specific losses of functions normally 
dependent on contributions of the silenced corti- 
cal cells. 

A specific advantage of the GABA inactivation 
method is that it silences cells by activation of 
GABA, and/or GABA, receptors but does not 
affect axons of passage. This keeps the inactiva- 
tion locally restricted to the radius of GABA 
diffusion which can be assumed to be propor- 
tional to the ejected amount of GABA, which in 
turn depends on current and time of iontophore- 
sis (see Hicks, 1984). It can further be assumed 
that the GABA effects decline with increasing 
distance and that they are limited by metabolism 

and uptake so that in most cases the affected 
cortical volume remains rather close to the tip of 
the inactivation pipette. Using small ejection cur- 
rents and short application times the effect can 
be kept very local (within a few hundred microns) 
but it can also directly reach cells over distances 
as large as 1.4 mm when high ejection currents 
(160 nA) and long durations (30 minutes) are 
chosen (Eysel and Worgotter, 1991). 

For the interpretation of effects of GABA 
inactivation on responses of remotely recorded 
cells it is important to discriminate between ef- 
fects due to silencing of lateral inputs to a given 
cell on the one hand and direct effects of GABA 
at the cell under study on the other hand (Fig. 1, 
inset). Loss of inhibition as underlying mecha- 
nism is quite likely if the response increases dur- 
ing GABA iontophoresis. Decreased responses, 
however, can be due to a reduced excitatory input 
as well as to a direct inhibitory action of the 
applied transmitter at the investigated cell. Ef- 
fects of inactivation of lateral excitation are dis- 
cussed elsewhere (for reviews, see Bolz et al., 
1989; Eysel and Worgotter, 1991). This chapter 
will be restricted to lateral inhibitory effects as 
revealed by inactivation methods. 

On the basis of single unit recordings com- 
bined with local remote inactivation and anatomi- 
cal tracer techniques we arrive at a tentative 
picture of the functional contributions of medium 
to long range inhibitory horizontal interactions 
(0.5-2 mm) in visual cortical areas 17 and 18. 

Effects of laterally remote local cortical 
inactivation 

Lateral inhibition involved in directional specificity 
It is well established that GABAergic mecha- 

nisms underlie direction selectivity of visual corti- 
cal cells because microiontophoretic blockade of 
GABA A receptors with bicuculline reversibly 
abolishes this response property (Sillito, 1975, 
1977). With remote inactivation of cells some 
700-1000 Frn away we were able to selectively 
disinhibit the response to motion in the non-pre- 
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Fig. 2. Direction selective cell in area 17 with inactivation 
posterior to the recording site. Influence of remote inactiva- 
tion on direction selectivity. A. Control recording with strong 
direction selectivity upwards. B. Loss of direction selectivity 
within 12 minutes of GAE3A application 700 p m  posterior to 
the recording site. The hatched region symbolizes inactivation 
along the course of the cortical response wave during down- 
wards motion of the stimulus. The histograms to the right 
show the specifically increased response to downwards mo- 
tion. The effect was completely reversible after termination of 
GABA microiontophoresis. 

ferred direction without any side effect on orien- 
tation tuning (Fig. 2). In addition to supporting 
the results of the bicuculline experiments with a 

different and independent method our approach 
disclosed new information about the involved cor- 
tical connectivity (Eysel et al., 1988). Thirty-six 
percent of 143 simple and complex cells in area 
17 showed increases of response during local 
remote inactivation (7% remained totally unaf- 
fected and 57% reacted with reduced responses 
in the preferred direction). Increased responses 
during inactivation were only seen when the inac- 
tivation site was placed close to the course of the 
response wave elicited in the visual cortex by 
stimulation of the RF along the preferred axis of 
motion (Fig. 21, i.e., anterior or posterior to cells 
with upwards or downwards preferred directions 
of motion. Furthermore, increased responses 
could only be observed when the elicited cortical 
response wave moved from the inactivation site 
towards the recorded cell. Given these prerequi- 
sites responses could increase to the non-pre- 
ferred as well as the preferred direction of mo- 
tion. Such increased responses during remote 
GABA application were interpreted as release 
from lateral inhibition. This type of lateral inhibi- 
tion was more frequently seen in simple cells 
(61% of 66 cells) than in complex cells (38% of 29 
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76  
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Fig. 3. Orientation selectivity changes during remote cortical inactivation. Complex cell in area 17 with inactivation at a distance of 
700 pm posterior to the recording site. The region of inactivation (hatched circle) is situated away from the track of the preferred 
response across the cortex. Although responses increase to all orientations (hatched polar diagrams and histogram peaks) 
facilitation is stronger in the originally non-optimal orientations and leads to reduced orientation tuning. 
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cells). The remaining cells in each class showed 
reduced responses during remote inactivation. 
Such increases of response leading to reduced or 
increased direction selectivity led us to the con- 
clusion that lateral inhibition is controlling the 
cells in area 17 from both sides along the axis of 
preferred motion and that an imbalance in this 
inhibition might be involved exclusively in direc- 
tion selectivity since orientation tuning could re- 
main completely unaltered. 

Lateral inhibition involved in orientation tuning 
Orientation tuning was reduced or abolished 

in many cells during bicuculline application (Sil- 
lito, 1975, 1979; Sillito et al., 1980) indicating 
participation of cortical GABAergic inhibition. 
With remote GABA-induced inactivation we were 
able to broaden orientation tuning (Fig. 3). Simi- 
lar to bicuculline experiments this could be ac- 
companied by an increase of responses to all 
orientations and directions of motion like in the 
selected complex cell, which showed the strongest 
increase in responses to non-optimal orientations 
and thus lost most of its orientation selectivity. 
The effect was observed independent of the local- 
ization of the inactivation site within or outside 
the projection of the preferred axis of motion. 
Among 145 cells studied with inactivation at a 
single remote site 45% displayed no effect on 
orientation tuning. The majority of the remaining 
cells (36%) displayed broadening of tuning width 
due to increased responses to non-optimal orien- 
tations, while 19% showed reductions of orienta- 
tion tuning due to decreased response to the 
optimal orientation. A broadening of orientation 
tuning width by more than 25% (twice the stand- 
ard deviation of spontaneously occurring changes 
observed in 50 cells; Eysel and Worgotter, 1991) 
was considered to be a significant effect of re- 
mote GABA application. Such significant effects 
were due to a net increase of responses in 63% of 
48 simple cells and 69% of 32 complex cells. Thus 
the majority of both cell types showed changes in 
orientation tuning during remote lateral inactiva- 

tion that might be interpreted as losses of lateral 
inhibition. 

Topography of lateral inhibition 
In addition to the topographical rule derived 

above for direction specificity, distance appears 
to play a crucial role with respect to whether an 
effect is evoked at all and which type of inhibition 
is exerted at a given target cell. We analyzed the 
influence of distance between recorded cell and 
inactivation site on the effects most easily evoked 
by remote GABA iontophoresis (Eysel and 
Worgotter, 1991). The amount of ejected GABA 
is proportional to current and time of ion- 
tophoresis (Hicks, 19841, accordingly we defined 
it in terms of “GABA units” (ejection current 
multiplied by ejecting time, I .  t ) .  For different 
distances between inactivation and recording sites 
we determined the value of GABA units that 
were necessary to elicit broadening of orientation 
tuning by increased responses to non-optimal ori- 
entations or to change directionality by increased 
responses along the axis of preferred motion (Fig. 
4). The latter was most easily possible from a 
distance of 1 mm while increased responses to 
non-optimal orientations leading to a reduction 
in orientation tuning were obtained with similarly 
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Fig. 4. Influence of distance on predominant inactivation 
effects. GABA units (ordinate, I * t )  leading to a given effect 
at a given distance (abscissa) are shown as histogram bars. 
Filled bars indicate number of cells showing loss of orienta- 
tion tuning, hatched bars changes in directionality both due to 
losses of inhibition. Lateral inhibition involved in orientation 
tuning is most effective from 500 pm, direction selectivity is 
most easily affected by inactivation at a distance of 1.0 mm. 
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I 1 VISUAL CORTEX 

Fig. 5. Four inactivation pipettes arranged in a circular array 
with average distance d (500 pm in area 17 and 600 pm in 
area 18) between inactivation and recording sites. While the 
GABA pipettes remained in layers 2/3 the recording elec- 
trode could be freely moved. The right part of the figure 
schematically demonstrates the central recording electrode 
and the inactivation pipettes in regions of similar or different 
orientation selectivity. (Map modified from Swindale et al., 
1987). 

low amounts of GABA from a distance of about 
0.5 mm. The optimum to reduce excitatory inputs 
was again around 1 mm (Eysel and Worgotter, 
1991). 

To further investigate the effects of inhibition 
possibly involved in orientation tuning we there- 
fore constructed an array of 4 GABA pipettes 
surrounding the recording electrode at average 
distances of 0.5 mm for area 17 and 0.6 mm for 
area 18 (Fig. 5, Eysel et al., 1990; Crook et al., 
1991). With this configuration of recording and 
inactivation sites very strong effects on orienta- 
tion tuning could be exerted both in area 17 and 
18 (Eysel et al., 1990; Crook et al., 1991) and with 
comparable effects on responses to moving or 
stationary flash-presented bars (Crook et al., 
1991). A strongly direction and orientation selec- 
tive simple cell (Fig. 6A) lost most of its direction 
and orientation tuning within 5 minutes without 
any change in spontaneous activity (not shown) 
when only 20 nA GABA ejection currents were 
applied at all four pipettes, the effect being maxi- 
mal at 20 minutes when also background activity 
began to rise (Fig. 6B). Some of the inactivation 
induced responses even surpassed in peak rate 
the response to the originally optimal orientation. 

Complete recovery was seen only 10 minutes af- 
ter termination of GABA microiontophoresis 
(Fig. 6C). An important question is whether mo- 
tion is necessary to invoke the type of intracorti- 
cal lateral inhibition described so far. When sta- 
tionary flash-presented bars were used in area 18 
(Crook et al., 1991) we observed equally strong 
effects on orientation tuning (Fig. 6D-F). More- 
over, among the cells with significant effects the 
broadening of orientation tuning, which was on 
the average narrower in the controls when tested 
with the stationary flashing bars as opposed to 
moving bars, was more pronounced during re- 
mote inactivation with GABA. In 3 area 18 cells, 
the significant changes induced by remote GABA 
inactivation have been directly compared. The 
tuning width for the moving bar increased by 
55% during GABA application, while a nearly 
threefold broadening of tuning width (by 147%) 
was observed for the stationary flash-presented 
bar (Crook et al., 1991). 

Comparison of area 17 and area 18 
In normal cells the differences between the 

tuning widths of comparable cell classes in area 
17 and 18 of the cat roughly confirmed the results 
of Crook (1990). However, changes in orientation 
tuning induced by inactivation of remote regions 
of either area were not significantly different 
(Fig. 7; Crook et al., 1991). 

Applying the significance level defined above, 
61% of 74 cells in area 18 showed a significant 
broadening of orientation tuning (half-width at 
half height) due to increased responses in non- 
optimal orientations. In area 17, 66% of 54 cells 
showed a significant broadening of orientation 
tuning due to increased responses in the non-op- 
timal orientations. Among the cells with signifi- 
cant effects, the average increase was slightly 
larger in area 17 than in area 18 (90 and 79%, 
respectively). Area 18 cellp always retained a 
residual orientation bias while about 6% of the 
area 17 cells completely lost their orientation 
tuning. However, the differences between effects 
observed in area 17 and area 18 were not statisti- 
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cally significant. Importantly, in individual cells 
the changes in orientation tuning were in no way 
correlated to changes in spontaneous activity 

B 

I lS 

251 0 

C 

0 5 s' 

0 55 

(Crook et al., 1991) which clearly demonstrated 
that the observed effects were not merely due to 
unspecific disinhibition. 

D control 

' 40 I l s  ' 1 
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E 

GABA 
75 nA 
14 min 

F 
recovery 

Fig. 6. Broadening of orientation tuning in response to a moving bar in area 17 (A-C) and to a stationary flash presented bar in 
area 18 (D-F). A. S-cell in area 17 before remote inactivation. Peri-stimulus time histograms are shown for each orientation and 
both directions of motion, respectively. The cell was sharply tuned for horizontal orientation and downwards movement. B. After 
15 minutes of GABA release from all four surrounding pipettes some previously non-optimal orientations evoked responses larger 
than the original optimum, the cell had lost most of its direction selectivity and spontaneous activity had slightly increased. C. 
Recovery was nearly complete 12 minutes after termination of GABA microiontophoresis. D. On response of an area 18 simple cell 
to a stationary flash presented bar centered to the on subregion of the receptive field. E. Broadening of orientation tuning during 
GABA release from all four surrounding pipettes with minute increase in spontaneous activity (from 0.6 to 1.3 I/sec). F. Recovery 
was complete within 8 minutes after termination of GABA application. 
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Fig. 7. Percentage change in orientation tuning width of cells 
in area 17 (hatched bars) and area 18 (black bars). Very 
similar percentages of cells were found in areas 17 and 18 for 
the different degrees of loss of tuning. (Modified from Crook 
et al., 1991). 

Functional specificity of lateral interactions 
According to the topographical maps of orien- 

tation specificity in the cat visual cortex (Albus, 
1975; Liiwel et al., 1988) and the spatial auto-cor- 
relation function obtained from area 18 (Swin- 
dale et al., 1987) we could estimate the statistical 
probability of similar or dissimilar orientation 
specificity at inactivation sites as a function of 
distance. An important additional improvement 
of the method was recording of clusters of cells 
through the multibarrel pipettes at the different 
inactivation sites (Crook and Eysel, 1990, 
1991a,b). This finally enabled us to show that 
"cross-orientation" inhibition (inhibition from 
clusters of cells with radically different orienta- 
tion preference compared to the target cell) is 
involved in sharpening orientation tuning and 
iso-orientation inhibition is participating in shap- 
ing the (directional) response along the axis of 
preferred motion (Fig. 8). A complex cell in area 
18 showed very effective orientation tuning. Two 
of the inactivation sites (anterior and posterior) 
silenced clusters of cells with orientations similar 
to that of the single cell recorded from the center 
of the array. Inactivation of these cell clusters 
(Fig. 8A) selectively led to increased responses 
along the preferred axis of motion. The two other 
inactivation sites, medially and laterally of the 
cell under study contained cells with orientation 

selectivities approximately orthogonal to that of 
the recorded cell. Inactivation at these sites in- 
duced a tremendous broadening of orientation 
tuning (Fig. 8B) leading to a complete loss of the 
original orientation specificity. This example im- 
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Fig. 8. Influence of orientation specificity of cells at the 
inactivation sites on the effects of remote inactivation. A. 
Inactivation of two sites (hatched) containing clusters of cells 
with iso-orientation tuning relative to the cell at the recording 
site in the center. The empty polar plot in the center repre- 
sents the control recording prior to remote inactivation. The 
hatched polar plot demonstrates the change during remote 
inactivation due to a loss of iso-orientation inhibition. B. 
Inactivation of two sites (hatched) which contain cells with 
orientation tuning perpendicular to that of the cell in the 
center. The circles with broken lines indicate the 600 pm 
distance between inactivation and recording sites. The control 
is shown as empty polar plot in the center; the hatched polar 
plot depicts broadening of orientation tuning specifically by 
loss of cross-orientation inhibition. (Modified from Crook and 
Eysel, 1991b). 
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pressively shows that the increase of responses to 
non-optimal orientations (Fig. 8B) is not due to 
saturation of the response to optimal stimuli, 
since inactivation of other cell clusters induced as 
strong increases of responses to optimally ori- 
ented stimuli (Fig. 8A). On the other hand it is 
also clearly demonstrated that the broadening of 
tuning is not due to an unspecific release of 
inhibition that merely affects null oriented inputs 
more because they operate close to threshold in a 
range of higher non-linearity of responses. Quite 
differently, the effects of inactivation prove to be 
highly specific and completely dependent on the 
orientation specificity at the inactivation sites. 

Horizontal distribution of pyramidal and large 
basket cells 

Localized extracellular injections of horseradish 
peroxidase as a neuronal tracer have been used 
to show horizontal patterns of intracortical con- 
nections (Rockland and Lund, 1982; Matsubara 
et al., 1985; Luhmann et al., 1986; LeVay, 1988; 
Gilbert and Wiesel, 1989). Such injections have 
shown characteristic patterns of patchy labelling 
which were generally ascribed to excitatory con- 
nections but in one study to inhibitory connec- 
tions as well (Matsubara et al., 1985). Specific 
patterns of excitatory and inhibitory connections 
could not be discriminated with this method. The 
new neuronal tracer biocytin (King et al., 1989) 
has the fortunate property to be taken up by 
several classes of excitatory cells including pyra- 
midal cells and selectively by only one type of 
inhibitory cells$ cat visual cortex (Kisvlrday and 
Eysel, 1990a,b). Pr small microiontophoretic de- 
posit of the tracer biocytin restricted to a small 
orientationai domain (diameter < 150 pm) re- 
veals a very detailed picture of excitatory and 
inhibitory connections. Golgi-like staining of 
pyramidal cells with their dendrites and axons 
allows the reconstruction of the patchy network 
of excitatory connections (Kisvlrday and Eysel, 
1990a, 1991). In addition to the excitatory cells 

, 

0 1 mm 2 

Fig. 9. A small volume of the tracer biocytin was microion- 
tophoretically deposited in area 17 (black star). Ten com- 
pletely filled pyramidal cells are shown with their recon- 
structed dendritic fields. The soma and dendritic field posi- 
tion of the strongly labelled basket cells ( n  = 9) is indicated by 
hatched circles. The broken circle has the radius of 500 p m  
which was the typical distance for the inactivation pipettes to 
influence orientation tuning in area 17. 

large basket cells with characteristic smooth den- 
drites and perisomatic axons take up the tracer. 
These cells form an irregular mosaic, only par- 
tially overlapping with the excitatory network 
(Kisvlrday and Eysel, 1990b). All cells, excitatory 
and inhibitory, when strongly labelled by the 
tracer ,are assumed to have in common the up- 
take from the, small injection site (star in Fig. 9). 
Thus one. can jpterpret the reconstructed distri- 
bution as an approximation of the connections 
converging on a target cell in the orientation 
column injected with the tracer. The example 
shows data from the reconstruction of a 6.5 X 3.5 
mm part of area 17 (Kisvlrday and Eysel, 19!30a,b, 
1991). The reconstructed dendritic trees of 10 
completely labelled pyramidal cells in area 17 are 
distributed within 2 mm from the injection site 
and as a rule not much closer than 1 mm to their 
target cells. Conversely, the somata of 9 basket 



417 

cells surround the uptake site at maximum dis- 
tances below 1 mm and the majority is encoun- 
tered within a radius of 500 pm (Fig. 9). About 
half of the basket cells in this case are situated so 
that they partially overlap the dendritic territories 
of the pyramidal cells; the other half were irregu- 
larly spaced but avoided the regions occupied by 
the pyramidal cells and their patchy axonal net- 
work. Pyramidal and basket cells thus seem to 
form two distinctly different connection patterns, 
a periodic horizontal excitatory system of longer 
spatial range, and a more irregularly distributed 
inhibitory system with shorter range and only 
partially overlap the territory of the excitatory 
network. 

A 

PD - 

Conclusions 

At this stage our results seem to show several 
links between anatomy and function of the in- 
hibitory horizontal cortical network and with some 
caution conclusions can now be drawn concerning 
the connections that might underlie the effects 
observed during laterally remote inactivation. 

All observations made so far with remote inac- 
tivation are summarized in a model of intracorti- 
cal inhibitory lateral interactions which is 
schematically drawn in Fig. 10. The central core 
with a radius of about 250 p m  (containing the 
orientation column with the recorded cell) cannot 
be assessed with the inactivation method because 

’ hyprrcolumnar ’ 
wldth 

B 

Fig. 10. Simple diagrams summarize the probability of occurrence of lateral inhibition and excitation (A) and possible horizontal 
connections (B) derived from the experimental results of our studies. A cell with vertical orientation preference and preferred 
direction of motion (PD) to the right is shown in the center in A and B. The close vicinity of the cell (black) cannot be investigated 
with our method (see text). Clusters of cells contributing broadly tuned cross-orientation inhibition (horizontal hatching) surround 
the cell and sharpen orientational tuning. The long-range iso-orientation inhibition shown in sectors of the outer ring (stippled) in 
A and in the upper half of the diagram in B, is stronger from the left leading to a preferred direction of motion from the right. 
Iso-orientation excitation is indicated by vertical hatching (A,B) and broken lines in the lower part of the diagram (B). The 
interrupted pathways and arrows in B indicate the uncertainty concerning the anatomical substrate for the functional mechanisms 
6.e.. direct connections vs. interneuronal chains). 
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once this region is affected during GABA mi- 
croiontophoresis the cell under study is silenced 
concomitan tly. 

Inhibitory connections, directly or indirectly 
acting via interneurons, seem predominantly to 
originate from intermediate distances between 
250-1000 pm. This ring of inhibitory cells within 
a radius of about one half hypercolumn around 
the cell in the center (Fig. 10A) is formed by cells 
with orientation preferences predominantly dif- 
ferent from that of the center cell (Fig. 10B). This 
follows from the spatial organization of the orien- 
tation domain in the cat striate cortex (Albus, 
1975) and can be directly shown by the spatial 
autocorrelation computed from mapping experi- 
ments. Accordingly, the highest statistical proba- 
bility to meet cross-orientation tuning is found at 
a distance of 600 pm in area 18 of the cat 
(Swindale et al., 1987). Inactivation of these cells 
in our experiments leads to significant broaden- 
ing or complete loss of orientation tuning clearly 
indicating that the inhibitory effects from the 
surrounding of a cell do sharpen orientation se- 
lectivity. 

Another type of lateral inhibition from cells 
with orientations predominantly similar to that of 
the center cell and on the average about one 
hypercolumn away was found restricted to a sec- 
tor of cortical tissue close to the axis of preferred 
direction of motion (Figs. 2, 10A). That type of 
lateral inhibition was derived from inactivation 
experiments that showed changes of direction 
selectivity due to loss of inhibition (Fig. 2) only 
when the GABA pipette was placed along the 
projection of the preferred axis of motion in area 
17 of the cat (Eysel et al., 1988). This inhibition 
seems exclusively to contribute to directional 
mechanisms since influences on directionality 
elicited by remote inactivation from those regions 
were not contaminated with effects on orienta- 
tion tuning (Eysel et al., 1988). This seems to 
support the hypothesis that directional and orien- 
tational tuning in the visual cortex might depend 
on different mechanisms (Hammond, 1978). From 
our data it seems that direction specificity is 

probably added to orientation specificity in a 
hierarchical manner. However, a statistical analy- 
sis of the dependence of orientation and direc- 
tion tuning in a large number of cat visual cortical 
cells showed that the two properties are not com- 
pletely independent. A low but significant corre- 
lation was found between direction and orienta- 
tion tuning (Worgotter et al., 1991a). This might 
be explained by a partial overlap of the popula- 
tions of cells subserving the two different func- 
tions. Those cells that are involved in sharpening 
of orientational tuning seem to be predominantly 
situated in the vicinity of their target cells and are 
tuned to dissimilar orientations. In terms of to- 
pography these cells are partially intermingled 
with the population of cells contributing to direc- 
tion specificity which are tuned to orientations 
similar to that of the target cell. It cannot be 
ruled out that a part of both cell groups is in- 
volved in shaping both specificities; this might 
apply to broadly tuned cells and could explain the 
weak correlation of tuning strengths for direction 
and orientation (Worgotter et al., 1991a). This 
view is supported by our finding, that inactivation 
of the inhibitory elements at distances around 
500 pm from the target cell decreased orienta- 
tion tuning and concomitantly eliminated direc- 
tionality in area 17 (Fig. 6A-C, Eysel et al., 
1990). Alternatively, the short range inhibitory 
cells situated close to the column of the target 
cell might represent a common final path for 
inhibition involved in both properties. The inhibi- 
tion observed in direction selectivity could be 
elicited by excitation of a subpopulation of the 
inhibitory cells close to the target cell. Direct 
inactivation of these inhibitory cells would conse- 
quently result in a loss of both properties as 
actually observed with inactivation with the array 
of inactivation pipettes at 500-600 p m  distances. 

Excitatory convergence was predominantly 
found by inactivation at longer horizontal dis- 
tances (Eysel and Worgotter, 19911, mainly from 
about 1 mm and above. The underlying excitatory 
connections seem to be made with cells possess- 
ing iso-orientation properties (Gilbert and Wiesel, 
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1989). The patchy network of excitatory connec- 
tions is more extensively discussed elsewhere 
(LeVay, 1988; Gilbert and Wiesel, 1989; Kisvirday 
and Eysel, 1991). 

In the light of the most recent data summa- 
rized in Fig. 8, the actual orientation specificity of 
the laterally inhibiting cells (Fig. 10) is function- 
ally crucial (Crook and Eysel, 1991a,b) and more 
relevant than the distance which merely reflects 
probability as evident from the autocorrelation 
function of orientation specificities. Similar or 
dissimilar orientation with respect to the target 
cell determines whether orientational or direc- 
tional components of the response are affected. 
From this and the above considerations it follows 
that, although inhibition from non-iso- as well as 
iso-orientation columns can be found at one and 
the same cell (Fig. 81, there is a quantitatively 
greater overall convergence of inhibition from 
cells with different orientations. Activation of 
these cells does sharpen orientation specificity in 
visual cortex. 

Our anatomical data (Fig. 9) are in good 
agreement with the above picture that has 
emerged from the inactivation studies. They sup- 
port a predominance of inhibitory cells with short 
range lateral connections in the direct vicinity of 
a given visual cortical cell and a differently orga- 
nized, longer range excitatory system. Apart from 
showing for the first time the inhibitory and exci- 
tatory connections at the same time in a large 
scale horizontal reconstruction (Kisvirday and 
Eysel, 1990a,b), our results match to the connec- 
tivity pattern and the known axonal lengths of 
excitatory and inhibitory cell types in the visual 
cortex. Extracellular tracer injections have re- 
vealed a periodic, patchy system of connections 
(Gilbert and Wiesel, 1983; Rockland and Lund, 
1982, 1983) with a periodicity around 1 mm. Simi- 
lar experiments in area 18 of the cat, however, 
suggested horizontal connections over shorter 
distances with non-isooriented cells, including 
cross-orientation columns (Matsubara et al., 1985, 
1987a). In fact, the different spatial scale of exci- 
tatory and inhibitory horizontal connections has 

been shown for single identified excitatory and 
inhibitory cell types by intracellular injections 
(Gilbert and Wiesel, 1979, 1983; Somogyi et al., 
1983; Martin and Whitteridge, 1984; Kisvirday et 
al., 1985, 1986, 1987). It has been further demon- 
strated that the horizontally long-ranging connec- 
tions are made by axons of pyramidal cells; (Gil- 
bert and Wiesel, 1983; Martin and Whitteridge, 
1984; Kisvdrday et al., 1986) with a high percent- 
age of synapses at other excitatory and a dompar- 
atively low percentage at inhibitory cells 
(Kimdrday et al., 1986; LeVay, 1988). The longest 
axons of this system reach up to 5 mm (Kisvirday 
and Eysel, 1991) while the far reaching horizontal 
connections of the inhibitory system are made by 
large basket cell axons (Somogyi et al., 1983) and 
are restricted to distances of about 2 mm. The 
involvement of long-range GABAergic connec- 
tions between iso-orientation columns is indi- 
cated by the lower threshold to influence direc- 
tionality by remote inactivation from 1 mm than 
closer to the cell and by the direct evidence 
provided by inactivation of clusters of cells with 
iso-orientation tuning (Fig. 8A). The anatomical 
substrate for this function could be those basket 
cells sharing the patches of the excitatory system 
(Fig. 9). 

Quite recently a model of inhibitory connectiv- 
ity in the visual cortex was independently devel- 
oped that closely relates to our findings 
(Worgotter et al., 1991b). In this model circular 
inhibition with a broad non-iso-orientation tuning 
in a way similar to that derived from our inactiva- 
tion results and tracer injections was shown to 
create directionality and strengthened orienta- 
tional tuning in computer simulations of visual 
cortical circuitry when slightly orientation biased 
subcortical inputs were used. 
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CHAPTER 20 

The synaptic inputs to simple cells of the cat visual cortex 

David Ferster 

Department of Neurobwlogy and Physiology, Northwestern Uniuersiry, Evanston, IL 60208, USA 

Introduction 

The mammalian visual cortex seems an almost 
ideal place to study the contribution of inhibitory 
mechanisms to sensory processing. The receptive 
field properties of cortical neurons though com- 
plex, are not so complex as to be daunting, and 
they have been precisely described in many ele- 
gant receptive field studies. Cortical receptive 
field properties are also of interest in that they 
clearly relate to high-level perceptual processes 
such as form vision, or motion and depth percep- 
tion. That the anatomy of the cortical circuit is so 
well described also makes it an ideal subject for 
physiological study. The precise projections of 
thalamic and cortical inputs, of intracortical col- 
laterals of cortical neurons, and of extracortical 
projections have all been well characterized. But 
what has perhaps drawn the most attention to the 
visual cortex is that the receptive field properties 
there are novel: the neurpns that bring visual 
information to the cortex have very much simpler 
receptive field properties than do cortical neu- 
rons, making it possible to identify down to a 
single set of synapses, the point at which complex 
receptive field properties appear for the first time 
in the visual pathways. As a result, the cortex is a 
favorite subject for models of how complex recep- 
tive field properties, such as orientation and di- 
rection selectivity, are created. The cortical cir- 
cuit provides an approachable system in which to 
address the problem of how complex computa- 

tions are performed by the synaptic hardware 
that is available to the nervous system. 

For testing models of cortical function, and for 
probing the machinery of the cortex in general, 
one of the most direct approaches (and one of 
the oldest) is to record intracellularly from corti- 
cal neurons. The method currently provides the 
only access to the membrane potential of a cell, 
and to the synaptic potentials, both excitatory 
and inhibitory, that a neuron integrates in the 
process of deciding when to fire, which stimuli to 
respond to and which to ignore. Intracellular 
recording has the potential to determine the spe- 
cific contributions of individual synaptic inputs to 
the origins of neuronal stimulus specificity. 

Intracellular recording has been employed in 
two types of experiment, either with electrical 
stimulation of the visual pathways, or with visual 
stimulation. In combination with electrical stimu- 
lation, the technique provides important informa- 
tion about synaptic connections: who is con- 
nected to whom, whether by excitatory or in- 
hibitory pathways, by how powerful a synapse, 
with what degree of convergence. These are ques- 
tions that are not easily answered precisely by 
other physiological or anatomical experiments. 
They are approachable, however, with intracellu- 
lar circuit-tracing techniques that have been re- 
fined, beginning with Eccles and his colleagues, 
in over 30 years of work in the spinal cord and 
elsewhere in the central nervous system. It is in 
combination with visual stimulation, however, that 
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intracellular recording provides a window into 
the normal functioning of the neuron as it proc- 
esses visual signals. 

The focus of this chapter will be on a subset of 
cortical neurons, the simple cells of layer 4 in the 
visual cortex of the cat. Simple cells are the 
primary (though not the sole) recipient of the 
major visual input from the thalamus, the relay 
cells of the lateral geniculate nucleus (LGN). 
Simple cells are highly sensitive to the orienta- 
tion, direction and speed of motion, retinal dis- 
parity (depth) and spatial frequency (size) of a 
visual stimulus, while geniculate relay cells are 
largely insensitive to these stimulus features. The 
synapse between geniculocortical axons and the 
simple cells of layer 4 is therefore the point at 
which many of the interesting features of cortical 
neurons are generated for the first time. As a 
result, simple cells have been the focus of many 
models of cortical organization and function, 
some of which can be tested with intracellular 
methods. 

Classical simple cells were first defined by 
Hubel and Wiesel (Hubel and Wiesel, 1962) as 
those cortical neurons whose receptive fields 
could be divided into 2 or more elongated, adja- 
cent ON and OFF regions. ON regions are those 
parts of the receptive field in which the onset of a 
bright stimulus excites the cell, OFF regions be- 
ing defined as those in which the offset of a 
stimulus excites the cell. In addition, the offset of 
light in an ON region, or the onset of light in an 
OFF region are inhibitory to the cell and antago- 
nize the response to an excitatory stimulus deliv- 
ered simultaneously in any other part of the 
receptive field. Like all neurons in the cat visual 
cortex, simple cells are highly selective for the 
orientation of a stimulus. They respond best to an 
elongated bar or edge of light with an orientation 
within about 30" of the optimal, which for any 
given simple cell lies parallel to the orientation of 
the subregions. 

Since the temporal pattern of a simple cell's 
responses to flashing stimuli in its ON and OFF 
subregions resembles that of ON-and OFF-center 

Hubel and Wiesel. 1962 Cross-Orientation Inhibition 

Fig. 1. Two models for the establishment of orientation selec- 
tivity in cells of the visual cortex. A. The mechanism proposed 
by Hubel and Wiesel (1962) in which geniculate neurons 
whose receptive fields are arranged in parallel rows excite a 
simple cell. Above is the arrangement of the receptive field 
centers of the presynaptic geniculate neurons. Below is a 
circuit diagram showing the geniculate neurons exciting the 
simple cell. B. The cross orientation inhibition model in which 
one cortical neuron inhibits another with a different preferred 
orientation. The receptive field of the inhibitory interneuron 
is shown in dashed lines, the postsynaptic cell in solid lines. A 
circuit diagram is shown below in which both cortical neurons 
receive excitation from relay cells of the LGN. 

geniculate relay cells, Hubel and Wiesel proposed 
that simple cells receive direct monosynaptic exci- 
tation from relay cells. They explained the orien- 
tation selectivity of simple cells by proposing that 
ON-center relay cells, whose receptive field cen- 
ters are aligned in a row, excite the simple cell 
and provide the basis for each ON region (Fig. 1). 
Similarly, a set of OFF-center cells with their 
receptive field centers in a row could generate a 
simple cell's OFF region. Orientation selectivity 
in the simple cell would result from a simple 
threshold process. Only when all the relay cells in 
at least one row were excited simultaneously by a 
moving or flashing stimulus of the appropriate 
orientation could the combined excitation in the 
simple cell reach threshold and cause a discharge 
of action potentials. A stimulus of the inappropri- 
ate orientation would excite only a small subset 
of the presynaptic geniculate neurons, which by 
themselves would fail to muster enough excita- 
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tion in the simple cell to fire it. The essence of 
the model is the elongated rows of geniculate 
receptive fields. Because geniculate neurons are 
largely orientation insensitive, the total number 
of spikes evoked in each presynaptic geniculate 
cell by a bar sweeping across at any orientation is 
always the same. So, then, the total amount of 
excitation delivered to the simple cell must be 
from geniculate inputs. What chapges with orien- 
tation is the relative timing of the excitation from 
the many presynaptic cells, occurring in a massive 
burst in response to a properly oriented stimulus, 
and in a long, low-amplitude sequence in re- 
sponse to a stimulus of the non-preferred orien- 
tation. 

Several more quantitative versions of this gen- 
eral scheme laid out by Hubel and Wiesel have 
been evaluated, each of which indicates that 
strong orientation selectivity could in theory be 
established in this manner (Daugman, 1980; Fer- 
ster, 1987; Rose, 1979; Soodak, 1986). Experi- 
mental tests have also suggested that the organi- 
zation of excitatory input from the LGN is suffi- 
cient to explain the orientation tuning of simple 
cells. Jones and Palmer (Jones and Palmer, 1987; 
Jones et al., 19871, for example, probed the re- 
ceptive field structure of simple cells with small 
flashing spots of light. By using an extremely 
sensitive method of averaging (reverse correla- 
tion) they obtained detailed receptive field maps 
of the excitatory inputs to each cell. In many 
cases, the spatial organization of these inputs 
could be used to predict accurately the orienta- 
tion tuning of the cell’s responses to drifting 
gratings, using only a linear summation of the 
inputs from each part of the receptive field. As- 
suming that the spatial map of the receptive field 
obtained from flashing spots largely reflects the 
input from geniculate relay cells, the experiment 
gives strong evidence that the geniculate input by 
itself can account for much of the orientation 
selectivity of some simple cells. 

The appeal of Hubel and Wiesel’s model lies 
in large part in its simplicity. But while the basic 
plan of a simple cell’s receptive field may be laid 

down by geniculate input in a manner similar to 
that described in the model, some experiments 
suggest that the model is inadequate in itself to 
explain all the behavior of simple cells. They 
indicate that intracortical inhibitory mechanisms 
may also contribute to orientation selectivity. 
Synaptic inhibition is ordinarily difficult to detect 
directly in extracellular experiments, particularly 
since cortical neurons are usually silent in the 
absence of a stimulus. To detect it, the activity of 
the cell must be elevated in some way, either with 
a visual conditioning stimulus (Bishop et al., 1971; 
Morrone et al., 1982) or with excitatory amino 
acids (Ramoa et al., 1986), and the inhibitory 
effects of a stimulus measured as a suppression of 
this background activity. It is not always possible 
to determine whether stimulus-evoked decreases 
in activity result from synaptic inhibition or from 
a withdrawal of excitation. When the background 
activity of a cortical neuron is elevated, however, 
in some cases it has been observed that test 
stimuli oriented away from the optimal orienta- 
tion can suppress the background activity. 

These observations have given rise to a class of 
models (cross orientation inhibition models) in 
which inhibition between cortical neurons with 
different orientations sharpens the orientation 
bias established by the geniculate excitatory in- 
puts, a bias which in the model is rather weak 
compared to the orientation selectivity of cortical 
cells (Fig. 1). This bias may arise either from a 
scheme similar to that proposed by Hubel and 
Wiesel (19621, or from some intrinsic orientation 
bias that some have observed in individual genic- 
ulate relay cells (Vidyasagar and Heide, 1984). 
The inhibition of one cortical cell by another with 
a different preferred orientation would prevent 
the postsynaptic cell from responding to stimuli 
of the nonpreferred orientation. The argument 
for the contribution of inhibitory mechanisms to 
orientation selectivity is supported by pharmaco- 
logical experiments. When GABA,-mediated in- 
hibition is blocked by cortical iontophoresis or 
systemic injection of GABA, antagonists, orien- 
tation selectivity is reduced or even abolished in 
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some simple cells (Sillito et al., 1980; Tsumoto et 
al., 1979; Wolf et al., 1986). 

One way to evaluate these models is to record 
intracellularly the inhibitory and excitatory synap- 
tic potentials evoked in simple cells by visual 
stimuli of different orientations, and to compare 
the potentials found with the predictions of the 
models. Before examining records of this kind, 
however, it is useful to look briefly at the synaptic 
circuitry of simple cells, and the various neuronal 
sources that provide excitation and inhibition. 

Three major synaptic inputs to simple cells 

Electrical stimulation of the visual pathways re- 
veals three major synaptic inputs to simple cells, 
excitation from geniculate relay cells, excitation 
from the corticogeniculate neurons of layer 6, 
and inhibition from cortical interneurons, some 
of which are themselves simple cells in layer 4. 
No doubt there are other inputs, but a diagram of 
the layer 4 circuitry as revealed by the intracellu- 
lar experiments is shown in Fig. 2. 

Monosynaptic geniculate excitation 
Intracellular experiments confirm Hubel and 

Wiesel’s prediction that all simple cells receive 
strong monosynaptic excitation from relay cells of 
the LGN (Ferster and Lindstrom, 1983). Stimula- 
tion of the LGN evokes in simple cells an EPSP 
of approximately 1.4 msec latency (Fig. 3a, upper 
traces). That this potential is actually mediated by 
geniculocortical relay cells is shown by stimula- 
tion of the optic nerves, which gives rise to a 
potential nearly identical to the one evoked from 
the LGN, but with a longer latency accounted for 
by the conduction time of the optic nerve axons 
and the synaptic delay in the LGN (Fig. 3c, upper 
traces). 

That the EPSP evoked by stimulation of the 
LGN is actually mediated by a monosynaptic 
connection can be shown by an extrapolation 
procedure (Ferster and Lindstrom, 1983). The 
total latency from the LGN is the sum of the 
spike initiation time at the site of stimulation (0.2 
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Fig. 2. A schematic diagram of the major synaptic inputs to 
simple cells identifiable with current physiological and 
anatomical methods. Included are (1) excitation from genicu- 
late relay cells, (2) inhibition from cortical interneurons which 
themselves receive geniculate excitation and (3) excitation 
from corticogeniculate neurons of layer 6. 

msec), the axon conduction time, and the synaptic 
delay within the cortex. The conduction time is 
estimated by stimulating the geniculate axons at a 
point nearer the cortex, in the optic radiations 
about 2/3 of the way to the cortex from the 
LGN. The EPSP latency in response to optic 
radiation stimulation is approximately 0.5 msec 
shorter than the EPSP evoked by LGN stimula- 
tion. Assuming a constant conduction velocity 
along the axons, the total conduction time is 
approximately 0.7 msec. Subtract the spike initia- 
tion time, and the 0.5 msec remaining of the total 
latency is the synaptic delay, and as short as it is, 
it can only be monosynaptic. 

In every identified simple cell in layer 4, elec- 
trical stimulation of the optic tract, LGN and 
optic radiations revealed an EPSP of similar la- 
tency. While a significant monosynaptic input to 
layer 4 was expected from anatomical studies 
showing the termination of geniculocortical fibers 
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Fig. 3. Intracellular potentials recorded from a cortical neu- 
ron (area 17) with exclusive input from X cells of the LGN. A. 
Monosynaptic EPSPs (upper records) and disynaptic IPSPs 
(lower records) evoked by electrical stimulation of the LGN. 
EPSPs and IPSPs were recorded separately by polarizing the 
neuron with the injected DC currents indicated by each set of 
traces. B. Potentials from the same neuron evoked by stimula- 
tion of Y axons of the ipsilateral optic nerve. EPSPs and 
IPSPs (upper and middle records) were recorded with the 
same injected current indicated for the corresponding records 
in A. The bottom record (OT) is an average of the optic tract 
traces recorded simultaneously with the individual cortical 
records above. The field potential contains only a single 
positive component which represents activity in fast-conduct- 
ing Y-axons. C. EPSPs and IPSPs from the same neuron 
evoked by stimulation of the optic nerve at 4.0 times the 
threshold for the X component in the optic tract. A second 
component is now visible in the field potential recorded in the 
optic tract, which represents activity in slowly-conducting X 
axons. D and E. Comparable records for the contralateral eye. 
Stimulus strengths in B-E are expressed as a multiples of the 
threshold of the X-component in optic tract potentials. 

on many layer 4 cells (Davis and Sterling, 1979; 
Hornung and Garey, 1981; LeVay and Gilbert, 
19761, the intracellular results indicate that every 
layer 4 cell receives a large direct input from 
these terminals. 

There is a large degree of convergence in the 
geniculocortical pathway, as would be required by 
Hubel and Wiesel’s model. This was shown in an 
experiment in which the electrical stimulus to the 
LGN was increased gradually in amplitude from 
0 while the response of a simple cell was being 
recorded intracellularly (Ferster, 1987). As the 
stimulus amplitude increased, the stimulus be- 

came suprathreshold for each of the presynaptic 
axons in turn. As each successive axon was re- 
cruited, the EPSP evoked in the simple cell in- 
creased slightly in amplitude. The number of 
such increases provides an indication of the num- 
ber of presynaptic axons, and where tested, the 
increases in amplitude were small compared to 
the noise in the response and therefore difficult 
to measure accurately. But it was clear that the 
number of presynaptic axons was greater than 10 
or 20. Anatomical experiments also indicate a 
high degree of convergence (Freund et al., 1985). 

In area 17, intracellular experiments show that 
the monosynaptic geniculocortical EPSP is medi- 
ated largely by relay cells of the X type (Ferster, 
1990a). The indicator of whether potentials are 
mediated by X or Y cells used in intracellular 
experiments was the threshold of the potentials 
evoked by stimulation of the optic nerves. Y 
axons of the optic nerve, having larger diameters 
than X axons, have uniformly lower thresholds to 
electrical stimulation (Bishop and McLeod, 1954; 
Lindstrom and Wrobel, 1984). It is possible, 
therefore, to stimulate nearly all of the Y axons 
and none of the X axons of the optic nerve by 
carefully adjusting the intensity of an electrical 
stimulus. Any synaptic potentials evoked in the 
LGN or in the cortex by such a stimulus must 
therefore be mediated exclusively by Y retinal 
ganglion cells. Synaptic potentials with higher 
thresholds are X-mediated. 

Examples of X- and Y-mediated monosynaptic 
input from geniculate relay cells are shown in 
Figs. 3 and 4. Simple cells with X-mediated input 
were confined to area 17. Those with Y-mediated 
input were largely confined to area 18, with some 
mixing of inputs near the 17/18 border (Ferster, 
1990a). Current source density analysis of field 
potentials, which reflects the synaptic activity of 
all the neurons in a small region of cortex, shows 
the same picture: Stimulation of the Y axons in 
the nerve evoked no obvious synaptic activity in 
area 17 and ample activity in area 18. Only when 
the stimulus amplitude is adjusted to activate X 
and Y cells together do synaptic currents appear 
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in area 17 (Ferster, 1990b). These results have yet 
to be reconciled with previous evidence for a 
projection of Y axons to area 17 (Ferster and 
LeVay, 1978; Freund et al., 1985a,b; Gilbert and 
Wiesel, 1979; Humphrey et al., 1985; Martin and 
Whitteridge, 1984; Singer et al., 1975; Tanaka, 
1983). 

The monosynaptic geniculate input is partly 
responsible for the binocularity of simple cells. 
Figure 3 shows that the latency of the EPSPs 
evoked from the two optic nerves in each of the 
two neurons are nearly equal. This means that 
the synaptic pathway from each eye is identical. 
In other words, if a neuron receives monosynap- 
tic geniculate excitation from the left eye, it also 
receives it from the right, rather than from other 
simple cells dominated by the right eye. The 
mechanisms by which the receptive field is con- 
structed from geniculate input are duplicated for 
each eye (Ferster, 1990~). 

Intracortical excitation 
In addition to the monosynaptic geniculocorti- 

cal EPSP, stimulation of the LGN gives rise in 
A LGN B ION 1.0 C ION 4.0 
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Fig. 4. Records from a cortical neuron (area 18) with exclusive 
input from Y cells of the LGN. The organization of the figure 
is identical to that of Fig. 3. The major difference to note is 
that in this cell, large potentials were evoked from both nerves 
when only Y axons were stimulated (B and D). These poten- 
tials were little altered when the stimulus strength was in- 
creased to activate X cells (C and El. Note also that the 
EPSPs and IPSPs evoked from the LGN and optic nerves 
have much shorter latencies than those in Fig. 3. 

A IOOpA B 500pA C 500 pA 
2 Hz 2 Hz I5 Hz 

Fig. 5.  Synaptic potentials arising from the excitation of a 
layer 4 simple cell by axon collaterals of cortico-geniculate 
neurons. A. EPSPs evoked by 100 p A  stimulation of the LGN 
at 2 Hz. This early EPSP (1.5 msec latency) reflects the 
monosynaptic input from geniculate relay cells. B. When the 
stimulus strength is increased to 500 PA, the early EPSP is 
unaffected, but a second EPSP appears rising from the peak 
of the first with a latency of approximately 3 msec. C. When 
t i e  stimulus frequency is increased to 15 Hz, the late EPSP is 
enhanced and is longer lasting. This late EPSP reflects the 
antidromic activation of corticogeniculate neurons. 

layer 4 simple cells to an EPSP with very differ- 
ent properties (Fig. 5).  The figure shows that this 
second input has a much longer latency than the 
geniculate input (3.5-4 msec). It has a higher 
threshold (compare Fig. 5a and b). And it shows 
strong temporal facilitation or augmentation. In 
Fig. 5c, the stimulation frequency was raised to 
16 Hz, and the late EPSP can be seen to grow 
with each successive stimulus, while the genicu- 
late EPSP is virtually unchanged in amplitude. 

Like the geniculocortical EPSP, this late aug- 
menting potential reflects a monosynaptic input, 
but it arises from the antidromic activation of 
geniculocortical neurons in layer 6 (Fig. 2). These 
neurons send rich axon collaterals to layer 4 
(Gilbert and Wiesel, 19791, where they make con- 
tact with every cell in the layer. The augmenting 
potential (or more precisely, the extracellular field 
potential associated with the intracellular synap- 
tic potential) can be evoked from the LGN even 
after the relay cells of the LGN have been com- 
pletely destroyed by injections of kainic acid (Fer- 
ster and Lindstrom, 1985a,b). The long latency of 
the augmenting potential derives from the slowly 
conducting axons of the corticogeniculate neu- 
rons, whose antidromic latencies after stimulation 
of the LGN range from 3 to 40 msec. 

Bolz and Gilbert (1986) have suggested a role 
for the layer 6-layer 4 connections in end-stop- 
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ping. They found that when a small region of 
layer 6 is inactivated by injections of GABA, 
simple cells in layer 4 above the injection site lose 
their end-stopping. Many of the cells in layer 6 
have very long narrow receptive fields, and were 
they inhibitory to layer 4 cells might produce 
end-inhibition. The projection from layer 6 to 
layer 4 appears in intracellular records to be 
exclusively excitatory, however: Every layer 4 cell 
tested shows strong augmenting EPSPs when the 
LGN is stimulated at 10-15 Hz. For layer 6 cells 
to mediate end-inhibition, they would have to do 
so through an interneuron, perhaps those located 
within layer 4 itself. The purpose of the direct 
excitation from layer 6 to layer 4 cells is still 
unclear. 

Intracortical inhibition 
When an intracellularly penetrated neuron is 

depolarized by current injected through the 
recording electrode, the driving force on excita- 
tory synaptic currents is decreased while the driv- 
ing force on inhibitory synaptic currents is in- 
creased. With sufficient depolarization, EPSP 
amplitudes are reduced almost to zero, and IPSP 
amplitudes are increased. Under these condi- 
tions, stimulation of the LGN invariably evokes 
large IPSPs in simple cells. Compare, for exam- 
ple, the response of the simple cell in Fig. 3a to 
electrical stimulation of the LGN during the in- 
jection of 1.0 nA of depolarizing current (lower 
traces), with the response recorded during the 
injection of 1.5 nA of hyperpolarizing current 
(upper traces). As previously discussed, the upper 
traces contain a monosynaptic EPSP. The depo- 
larizing current, however, suppresses the EPSP 
and reveals an IPSP with a latency of approxi- 
mately 0.7- 1.0 msec longer than the monosynap- 
tic EPSP. IPSPs with correspondingly longer la- 
tencies are evoked from the optic nerves (Fig. 3c, 
middle traces), indicating that the IPSP is medi- 
ated by axons of geniculate relay cells and not, 
for example, the antidromic activation of cortico- 
geniculate neurons. 

The IPSP might have a longer latency than the 
EPSP for one of two reasons. The first is that 
some geniculate relay cells directly inhibit simple 
cells, but that the axons mediating the inhibition 
have longer conduction times than those mediat- 
ing the EPSP. The second is that the same type 
of axon mediates both potentials, but that the 
IPSP is disynaptic (Fig. 2). If an intracortical 
interneuron, which in turn receives monosynaptic 
excitation from geniculate axons, is the source of 
the inhibition, then the longer latency will arise 
from the extra synaptic delay. An extrapolation 
procedure, similar to the one described above to 
show that the EPSP was monosynaptic, also shows 
that the IPSP's longer latency arises from intra- 
cortical synaptic delays and not from longer ax- 
onal conduction delays (Ferster and Lindstrom, 
1983). Therefore, the IPSP is disynaptic (Fig. 2). 
Evidence will be presented below that at least 
some of the inhibitory interneurons are likely to 
be other simple cells. 

In vivo, the electrically-evoked IPSP can last as 
long as 200 msec (Fig. 6). These IPSPs were 
obtained in vivo with the whole cell patch record- 
ing technique (Blanton et al., 1989). The long 
duration of the IPSP could in part be due to the 
high input resistance and long time-constants of 
cells recorded with this technique. The non-ex- 
ponential decay of the IPSP, however, suggests 
that it does not depend solely on the time con- 
stant of the cell. Pharmacological experiments in 
neocortical and hippocampal pyramidal cells in 
the neuronal slice preparation indicate that the 
electrically-evoked IPSP is made up of at least 
two components, a fast component arising from 
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Fig. 6. Long-duration IPSPs recorded from a cortical cell in 
vivo using the whole-cell patch technique. 
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the action of GABAA receptors, and a slower 
component arising from the action of GABAB 
receptors. The GABA, receptors open a chlo- 
ride channel and the GABAB receptors a potas- 
sium channel (Dutar and Nicoll, 1988). The 
GABAA receptors are widely distributed in the 
neuron, while the GABAB receptors are concen- 
trated in the distal dendrites (Connors et al., 
1988; Newberry and Nicoll, 1985). 

The receptive field properties of synaptic inputs 
to layer 4 simple cells 

To determine how these identified synaptic in- 
puts, and perhaps other unknown inputs, drive a 
simple cell during visual stimulation, it is possible 
to record the synaptic potentials that are evoked 
by visual stimuli. One of the aims of such an 
experiment is to evaluate the separate contribu- 
tion of EPSPs and IPSPs to stimulus specificity in 
a neuron’s responses. It is therefore necessary to 
distinguish inhibitory and excitatory inputs in the 
records of visually evoked changes in membrane 
potential. This is not as simple, however, as look- 
ing for depolarizations and hyperpolarizations 
since, for example, a withdrawal of excitation and 
an increase in inhibition could each produce a 
hyperpolarization. The solution to the problem is 
to record responses to each visual stimulus twice, 
with the membrane held at two different base 
potentials by the injection of polarizing DC cur- 
rent through the recording electrode. 

As shown in Fig. 3, current injection easily 
distinguishes between EPSPs and IPSPs evoked 
by electrical stimulation of the LGN and optic 
tract. By virtue of the different reversal potentials 
for EPSPs (near 0 mV) and for IPSPs (near rest), 
the injection of depolarizing current decreases 
the amplitude of the former and increases the 
amplitude of the latter. Hyperpolarizing current 
does just the opposite. The same principle may 
be applied to visually-evoked responses. Depolar- 
izing current will enhance the components of the 
response that are generated by synaptic inhibi- 
tion. Hyperpolarization will enhance the effects 
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Fig. 7. lntracellular records from a simple cell in layer 4 of 
area 17 showing the response of the cell’s excitatoly inputs to 
a bar of light swept across its receptive field at two different 
orientations. a. Null orientation for the EPSPs. b. Preferred 
orientation. The top four traces of each panel show responses 
to four different stimulus sweeps (calibration bar = 10 mV); 
the bottom trace (A) shows an average of eight individual 
responses, including the four shown above. The averaged 
traces are shown at twice the gain of the individual traces 
(calibration bar = 5 mV). The resting potential of the cell was 
60 mV. The velocity of motion of the bar was 2 /sec. 

of excitatory inputs. By comparing two sets of 
records evoked by the same stimuli but with 
different injected currents, it is possible to distin- 
guish excitatory from inhibitory components of 
the response. Note that the visual stimuli in each 
case activate the same synapses, and the same 
synaptic ion channels are opened or closed. In 
one case, however, few ions flow through the 
inhibitory channels since the membrane potential 
is near their equilibrium potential. In the other 
case, little current flows through the excitatory 
channels. 

Visually-evoked excitatory postsynaptic potentials 
EPSPs evoked in a simple cell by visual stimu- 

lation, that is responses to a bar swept through 
the receptive field of a simple cell, are shown in 
Fig. 7. The responses to four repeated sweeps of 
the stimulus bar at two different orientations are 
shown above averages of 10 similar records. These 
changes in membrane potential visible in the 
records arise largely from excitatory inputs, and 
little from inhibitory inputs. As shown in Fig. 8a, 
without any current injected into the cell, re- 
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Fig. 8. Responses to electrical stimulation of the LGN in the 
neuron illustrated in Figs. 7 and 11 showing the presence of 
EPSPs when no current is injected through the electrode 
(left), and the presence of IPSPs when the cell is depolarized 
with 0.7 nA (right). 

sponses to electrical stimulation of the LGN are 
dominated by EPSPs. IPSPs are barely visible; 
the membrane potential is presumably near the 
reversal potential for inhibitory synapses. The 
same is presumably true for the visually-evoked 
records, assuming that visually and electrically- 
evoked responses arise from the same or similar 
synapses. Only when the membrane is depolar- 
ized with injected DC current do IPSPs appear in 
the electrically-evoked records (Fig. 8b). 

Note that individual or unitary EPSPs evoked 
by single action potentials in presynaptic neurons 
are not visible in these records. The relatively 
slow waves of depolarization and hyperpolariza- 
tion reflect the increase and decrease in the 
activity of many excitatory inputs, the effects of 
each of which are too small to resolve. This is 
another indication of the high degree of conver- 
gence of excitatory inputs onto simple cells. 

From the records of Fig. 7b, it appears that the 
receptive field of the excitatory input to this cell 
is made up of three subfields, two flanking OFF 
regions and a central ON region. The response to 
the optimally oriented bar is made up of four 
components: four different waves of alternating 
hyperpolarization and depolarization. The first 
wave of hyperpolarization likely represents the 
withdrawal of excitation evoked by the bar enter- 
ing the centers of the geniculate OFF-center re- 
ceptive fields that underlie the first OFF region 
of the simple cell. The following depolarization 
reflects an excitation caused by the bar entering 
the receptive field centers of the ON-center 
geniculate cells that underlie the central ON re- 

gion, while at the same time the bar is leaving the 
receptive field centers of the OFF-center genicu- 
late neurons making up the first OFF region. The 
third phase, another wave of hyperpolarization, 
represents the second OFF region (and the sec- 
ond underlying row of OFF center geniculate 
neurons). Finally, weak depolarization occurs as 
the bar leaves the second OFF region. In each of 
the four phases of the response, the changes in 
excitation are interpreted as coming from relay 
cells since relay cells constitute a major excitatory 
input to simple cells evoked by electrical stimula- 
tion of the LGN. In addition, the excitatory drive 
is modulated both above and slightly below the 
baseline indicating that there is both an increase 
and a withdrawal of ongoing excitatory activity. 
Since cortical neurons have little spontaneous 
spike activity, they are not likely responsible for 
such a pattern of synaptic excitation. 

When the bar is turned 90 O ,  it encounters all 
three subfields end-on simultaneously. The simul- 
taneous increase in activity from the ON-center 
geniculate cells will be partially offset by the 
decrease in activity from the OFF-center genicu- 
late cells. In addition, as outlined above the bar 
passes over the receptive fields of each row in 
sequence instead of simultaneously. As can be 
seen in the responses of Fig. 7a, the result is a 
long, low-amplitude, single wave of depolariza- 
tion, rather than the larger, short duration multi- 
phased response to the optimally oriented bar. 

Figure 9 represents an attempt to model the 
excitatory input observed in the neuron of Fig. 7 
(Ferster, 1987). In the model it was assumed that 
each of the three subfields arises from the excita- 
tory input from six geniculate neurons in a row, 
one row for each subfield. The response of each 
geniculate ON-center cell is taken from the ac- 
tual response of the geniculate relay cell (Fig. 
9a,b). These are post-stimulus time histograms 
generated by moving and flashing bars, and it is 
assumed that the response of each individual 
relay cell is independent of the stimulus orienta- 
tion. Similarly the response of each modeled 
OFF-center cell is taken from the response of an 
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Fig. 9. A model of the excitatory connections between neu- 
rons in the lateral geniculate nucleus and a simple cell in the 
visual cortex. a. The responses of two geniculate neurons to a 
bar of light flashed in their receptive field centers. An ON- 
center cell is above, an OFF-center cell below. Each his- 
togram is the averaged response to 100 stimulus presenta- 
tions. The two neurons were recorded close together within 
lamina A. b. The responses of the same two cells to a bar 
swept across their receptive fields at 5 O /sec. c. The postu- 
lated arrangement of eighteen neurons in the LGN, all of 
which monosynaptically excite the simple cell whose responses 
are to be calculated. A-F and M-N are OFF-center cells; 
G-L are ON-center cells. d. The synaptic input to the mod- 
eled simple cell from each of the eighteen geniculate neurons, 
evoked when a vertical slit is swept across the receptive field. 
The letters labelling the curves correspond to the letters 
labelling the geniculate receptive fields in c. The input from 
each ON-center cell is proportional to the upper curve in a; 
the input from each OFF-center cell is proportional to the 
lower curve. The relative displacement of the curves was 
calculated from the relative position of the receptive fields in 
c and from the initial position and orientation of the stimulus. 
e. Same as d, but for a horizontal stimulus. f and g. The 
point-by-point sums of the curves in d and e. These sums are 
taken to be the total excitation from the LGN to the simple 
cell for the vertical and horizontal stimuli. A high degree of 
orientation selectivity for the total geniculate excitation is 
predicted. 

actual geniculate OFF-center cell. As the bar 
sweeps across the receptive fields of each of the 
18 relay cells, they will respond in a sequence 

dependent upon the speed and direction of mo- 
tion of the bar and upon the relative placement 
of the 18 receptive fields. The relative timing of 
each of the responses is shown in d and e for two 
orientations of the bar. Assuming for simplicity's 
sake, that the excitation to the modeled simple 
cell is proportional to the rate of firing of the 
presynaptic inputs (and that the connection from 
each input has equal strength), the excitatory 
drive to the simple cell will be proportional to the 
sum of the activity in the 18 presynaptic genicu- 
late cells. These sums for the two stimulus orien- 
tations are shown in Fig. 7f and g. 

The model is based on as few assumptions as 
possible: each connection has the same strength; 
all inputs combine linearly; the responses of indi- 
vidual inputs are independent of stimulus orien- 
tation and are taken from real geniculate cells. 
Yet the accuracy with which the inputs to the 
modeled simple cell mimic the synaptic potentials 
recorded in the simple cell of Fig. 7 is striking. 
Many of the features of the records fall out of the 
model, including the four phases of the optimal 
response, the single phase of the null response, 
and the relative durations and amplitudes of the 
optimal and null responses. 

Figure 10 shows an orientation tuning curve 
for the modeled simple cell, the maximum ampli- 
tude of the calculated input plotted at 1" incre- 
ments in stimulus orientation. Here again the 
model accounts well for the properties of real 
simple cells. By applying a simple threshold to 
the modeled cell, it can be seen that spikes would 
be evoked only by stimuli in a narrow range of 
orientations. 

Vkually-evoked inhibitory postsynaptic potentials 
The visually-evoked EPSPs of Fig. 7 indicate 

that a large measure of orientation selectivity can 
be established as early in the visual pathway as 
the excitatory synapse between LGN relay cells 
and layer 4 simple cells. As outlined above, how- 
ever, several experiments suggest indirectly that 
intracortical inhibitory mechanisms may also con- 
tribute to orientation selectivity. Whether cross- 
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Fig. 10. a. Excitation from the LGN to the model simple cell 
of Fig. 9, evoked by stimuli of seven different orientations. 
Each curve was calculated in the same way as those in Fig. 8f 
and g. The stimulus orientation is indicated to the right of 
each curve. 0 O ,  vertical; 90 ', horizontal. b. The peak ampli- 
tude of the geniculate excitation as a function of stimulus 
orientation. The horizontal line (BACKGROUND) marks the 
sum of the spontaneous activity of the eighteen individual 
inputs. 

oriented IPSPs are present in simple cells can be 
tested in the same way that the orientation selec- 
tivity of excitatory inputs was tested. To see IP- 
SPs rather than EPSPs, the neuron is depolarized 
to near the equilibrium potential for EPSPs, as 
judged by the response to electrical stimulation of 
the LGN. Visually-evoked responses are then 
recorded, with the assumption that they, like the 
electrically-evoked records, will consist largely of 
IPSPs. 

For the cell illustrated in Fig. 7, 0.7 nA of 
current was sufficient to completely suppress EP- 
SPs evoked electrically from the LGN and to 
make visible instead a large IPSP (Fig. 8). This 
same depolarizing current also suppressed the 
EPSPs evoked by visual stimuli. Figure 11, which 

Fig. 11. Visually-evoked IPSPs recorded from the cell illus- 
trated in Figs. 7 and 8. The same visual stimuli were used to 
obtain these records are was used in Fig. 7, but here the 
membrane was depolarized with 0.7 nA of injected current. 
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Fig. 12. A comparison of the preferred orientations of EPSPs 
and IPSPs evoked in a simple cell. Responses to a bar of 
optimal orientation for the EPSPs are shown to the left, 
EPSPs (recorded with 0 current injected through the record- 
ing electrode) above and IPSPs (recorded with 0.7 nA of 
depolarizing current injected through the recording electrode) 
below. To the right are responses to the bar swept at 90" to 
the optimal. Neither EPSPs nor IPSPs are evoked by such a 
stimulus. 

1s-2" 

was obtained using the same visual stimuli as 
those used in Fig. 7, shows that visually evoked 
depolarizations have disappeared. The hyperpo- 
larizations evoked as the bar entered the OFF 
regions of the receptive field have been enhanced 
and broadened, however, indicating that they are 
in part the result of synaptic inhibition. The only 
IPSPs present, however, are those evoked by 
stimuli of the preferred orientation. Stimuli of 
the null orientation do not appear to evoke the 
IPSPs predicted by the cross-orientation inhibi- 
tion models. Visually-evoked IPSPs and EPSPs 
have the same preferred orientation, rather than 
orthogonal orientations. 

The orientation preference of EPSPs and IP- 
SPs in a second simple cell is shown in Fig. 12. 
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This cell's receptive field is made up of three 
subregions, a central OFF region flanked by two 
ON regions, An optimally-oriented bright bar 
swept across the receptive field evokes EPSPs 
from the ON regions, and IPSPs from the OFF 
regions (left-hand records). A null-oriented bar 
evokes neither EPSPs nor IPSPs (right-hand 
records). 

While visual stimuli of the preferred orienta- 
tion evoke both excitation and inhibition, these 
synaptic inputs do not directly antagonize one 
another. The EPSPs and IPSPs are separated in 
time and space within the receptive field so that 
the two inputs are never simultaneously active 
(Ferster, 1988). When Figs. 7 and 11 are com- 
pared, excitation and inhibition can be seen to 
alternate as the bar is swept across the receptive 
field. The same is true for the upper and lower 
records of Fig. 12. Whenever the bright bar en- 
tered an ON region or left an OFF region, it 
evoked EPSPs in the simple cell, which were 
interpreted as the activation of geniculate relay 
cells of the corresponding center type. Whenever 
the bar entered an OFF region or left an ON 
region, excitation was withdrawn, as indicated by 
the hyperpolarization in the EPSP-dominated 
records. But the IPSP-dominated records show 
hyperpolarization in the corresponding phases of 
the response; the withdrawal of excitation is ac- 
companied by an increase in inhibition. 

This is illustrated more clearly in Fig. 13, which 
contains the EPSPs and IPSPs evoked by flashing 
stimuli in the simple cell of Fig. 7. A bar was 
flashed within the ON region first with the cell 
hyperpolarized to show the EPSPs evoked by the 
stimulus. Depolarization occurs at light on, and 
hyperpolarization at light off, reflecting increases 
and decreases in excitation in these EPSP- 
dominated records. With the cell depolarized to 
reveal IPSPs, the only response to the stimulus is 
a hyperpolarization at light OFF, which in these 
records must represent an increase in inhibition. 
An analogous ON inhibition is present in the 
OFF region (not shown). The presence of this 
type of inhibition was first suggested by Hubel 

EPSPs IPSPs 

0.7nA - OnA 
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Fig. 13. Reciprocal OFF inhibition in the ON region of the 
simple cell illustrated in Fig. 7. Response to an optimally 
oriented bar flashed in the central ON region. The line 
beneath the traces indicates the duration of the flash. The 
bottom trace of each set (A) is an average of 10 individual 
records. The current injected through the electrode during 
the collection of each set of traces is indicated to the lower 
right. The bar evoked excitation at light on, and withdrawal of 
excitation at light off (a), accompanied by inhibition at light 
off (b). 

and Wiesel (1962). Evidence for it in extracellular 
records has been presented by Palmer and Davis 
(1981) and Heggelund (1986). 

The source of this inhibition is suggested by its 
properties. (1) The inhibitory interneurons must 
possess regions with pure ON or OFF responses. 
(2) The preferred orientation of the inhibitory 
interneurons must match the postsynaptic neu- 
ron. (3) The interneurons are likely to have little 
spontaneous activity, since visual stimuli evoke 
only increases in inhibition, no withdrawal of 
inhibition (for example at light-off in an OFF 
region). (4) The inhibitory interneurons are likely 
to receive direct excitation from the LGN, since 
the largest IPSPs evoked in simple cells by elec- 
trical stimulation are disynaptic. These properties 
best describe simple cells. Perhaps small spine- 
free stellate cells of layer 4 with simple receptive 
fields provide this push-pull inhibition to the sub- 
fields of their neighbors (Ferster, 1988). Neigh- 
boring simple cells have been described in which 
overlapping subregions of their receptive fields 
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were of opposite response type (Palmer and Davis, 
1981). Were one of the pair inhibitory to the 
other, it would produce IPSPs exactly like those 
seen in Figs. 11 and 13. 

The function of this inhibition in building the 
receptive field of simple cells is unclear. One 
possible role, however, is to enhance disparity 
sensitivity. If a stimulus of appropriate non-zero 
disparity is presented to a binocular simple cell, 
its image will fall in the ON region of the recep- 
tive field of one eye and the OFF region of the 
receptive field in the other eye. At the onset of 
the stimulus, the ON inhibition from the OFF 
region will antagonize the ON excitation from the 
ON region, and prevent the neuron from re- 
sponding. At zero disparity, when the stimulus 
falls within one ON region from each eye, the 
excitation it evokes from one region will reinforce 
the other. 

The arithmetic of EPSP-IPSP interactions 

The activation of inhibitory synapses potentially 
could have two different means with which to 
decrease the activity of a postsynaptic neuron. 
Inhibitory synapses may either hyperpolarize the 
neuronal membrane, or they may directly shunt 
excitatory currents. Hyperpolarization occurs 
when the inhibitory channels open and negative 
current flows into the cell because of the electro- 
chemical gradient on the ions to which the chan- 
nels are permeable. This mechanism underlies all 
of the IPSPs visible in the records shown here. 
Shunting will occur if the conductance opened by 
the synapses is sufficient to reduce the input 
resistance of the soma or dendrites. By Ohm’s 
law, such a reduction will reduce the depolariza- 
tion that results from the injection of current by 
excitatory synapses (Blomfield, 1974; Fatt and 
Katz, 1953). Unlike hyperpolarization, however, 
shunting synapses could in theory decrease the 
excitability of a neuron without any visible change 
in membrane potential. If the reversal potential 
of an inhibitory synapse were near the resting 
membrane potential, that is, if the electrochemi- 
cal gradient on the permeant ions were nearly 

zero, then activating the synapse would not result 
in current flow or membrane hyperpolarization. 
By itself, the activation of the synapse would be 
undetectable in intracellular records, but the EP- 
SPs generated distally to the site of the inhibition 
would reach the cell body with reduced ampli- 
tude because of the reduction in input resistance 
near the shunt. 

Shunting has been proposed to provide neu- 
rons with a means of implementing AND-NOT 
logical operations between inhibitory and excita- 
tory inputs. The nonlinear, multiplicative nature 
of shunting inhibition (all affected EPSPs are 
reduced in size by a constant proportion) could 
allow it to veto any incoming excitatory signal 
(Koch et al., 1983; Torre and Poggio, 1978). In 
addition, the veto mechanism could be performed 
selectively on a subset of excitatory inputs. Shunt- 
ing synapses on a spine or a dendrite would 
antagonize any excitatory synapse located more 
distally in the dendritic tre’e, but would have little 
effect on synapses located nearer the soma or on 
other dendrites. These properties have been used 
to great advantage in models of cortical computa- 
tion. Hyperpolarizing inhibition, in contrast, in- 
teracts with EPSPs in a linear fashion, the synap- 
tic currents of the two inputs simply adding on 
the cell membrane. 

Shunting inhibition has also been proposed as 
a possible mechanism for cross-orientation inhibi- 
tion that might remain undetectable in intracellu- 
lar records such as the ones shown in Fig. 11 
(Koch and Poggio, 1985). Shunting inhibition 
would produce no changes in membrane poten- 
tial detectable from a recording electrode in the 
soma, yet might substantially reduce the effec- 
tiveness of orientation-insensitive excitation aris- 
ing from geniculate relay cells. Shunting inhibi- 
tion located in the cell soma or proximal den- 
drites is ruled out by experiments like those in 
Fig. 11, however. Depolarizing the neuron by 
current injection should introduce a driving force 
on shunting ion channels so that activating them 
would produce a hyperpolarizing response. In 
addition, the increase in membrane conductance 
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associated with the shunt would be detectable, 
yet it has not been observed (Douglas et al., 
1988). What these experiments do not rule out, 
however, is the possibility that the shunting 
synapses might be located in regions of the den- 
drites that are electrically remote from the 
recording electrode. In that case, current reach- 
ing the synapses from the recording electrode 
would be greatly diminished, and only a fraction 
of the potentials generated at the synapses would 
reach the soma. While theoretical calculations of 
neuronal electrical properties suggest that den- 
drites are not electrically isolated from the soma 
(Koch et al., 19901, it is possible to test for the 
presence of remote shunting inhibition experi- 
mentally with a method that does not rely on 
current injection to shift the reversal potential or 
to reveal changes in input resistance. 

We tested for the presence or absence of 
shunting inhibition by looking directly for their 
effect on EPSP amplitude (Ferster and Ja- 
gadeesh, 1991). A test EPSP was generated in a 
neuron of the cat visual cortex by electrical stimu- 

a b + 

lation of the LGN at a frequency of approxi- 
mately 1 Hz. Simultaneously, visual stimuli were 
applied to the receptive field in order to activate 
inhibitory synapses. A bar of light was swept 
repeatedly across the receptive field at a slightly 
different frequency from that of the electrical 
stimulus. The asynchronous presentation of elec- 
trical and visual stimuli insured that each electri- 
cal stimulus occurred with the bar in a different 
position within the receptive field. If the bar 
evoked inhibition of the shunting type, the ampli- 
tude of the test EPSP would be decreased. 

Before the electrical test stimulus was applied, 
visual stimuli alone were used to determine the 
receptive field structure. The intracellular records 
of Fig. 14 illustrate a simple cell whose receptive 
field was divided into four subregions, two ON 
regions and two OFF regions. A bar of the pre- 
ferred orientation flashed in either ON region 
(Fig. 14a, 2 and 4) evoked depolarization at light 
on and hyperpolarization at light off. Flashing the 
bar in either OFF region (Fig. 14a, 1 and 3) 
evoked depolarization at light off and hyperpolar- 

1 sec 

Fig. 14. a. A schematic diagram of the receptive field of a simple cell in area 17 of cat visual cortex. To the right of the diagram are 
shown intracellular responses of the cell to a stationary bright bar flashed in each of the four subregions (bottom four traces), 
together with the response to the bar flashed outside of the receptive field (top trace). The horizontal bar at the top of the traces 
indicate the time during which the stimulus bar was on. Each trace represents the average of the response to four separate 
presentations of the stimulus. b. The response of the cell to the bar being swept across the receptive field in four different 
directions, indicated by the inset above each set of traces. The responses to three consecutive stimulus presentations are shown for 
each direction of motion. Resting potential was -60 mV. These records and those of Figs. 15 and 16 were obtained with an in vivo 
modification of the whole-cell patch technique of Blanton et al. (Blanton et  al., 1989). 
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ization at light on. When the bar was swept 
across the receptive field (Fig. 14b, top left traces), 
a series of depolarizations and hyperpolarizations 
occurred as the bar encountered each of the 
subfields, exactly analogous to the sequence of 
potentials visible in the records of Fig. 7. The 
four phases of the response to downward motion 
represent: (1) hyperpolarization as the bar enters 

receptive fields whose centers underlie regions 2 
and 3.) Sweeping the bar across the receptive 
field in the non-preferred orientation evokes only 
a small depolarization, which is barely visible in 
the individual traces (Fig. 14b, bottom). 

Once the cell's receptive field structure was 
known, the LGN was stimulated electrically in 
order to evoke test EPSPs at the same time that 

OFF region 1; (2) depolarization as the bar enters 
ON region 2 and simultaneously leaves OFF re- 
gion 1; (3) hyperpolarization as the bar enters 
OFF region 3 and leaves ON region 2; and (4) 
depolarization as the bar enters ON region 4 and 
leaves OFF region 3. This sequence is repeated 

the visual stimulus was moved through the recep- 
tive field. Examples of the responses of the sim- 
ple cell to the electrical stimulus are shown in 
Fig. 15a. Both the early and late EPSP compo- 
nents of the response are mediated by monosy- 
naptic connections: Component 1 is the monosy- 

in reverse order as the bar moves across the 
receptive field in the opposite direction (Fig. 14b, 
top right). (Although the receptive field consists 
of 4 distinct subfields, in extracellular records 
only 2 subfields would be visible. Visual stimuli in 
regions 1 and 4 evoked only small EPSPs which 
never triggered spikes. It is likely that regions 1 
and 4 represent the surrounds of the geniculate 

naptic input from geniculate relay cells, while 
component 2 is the monosynaptic input from 
antidromically-activated corticogeniculate cells in 
layer 6 (see above). That the test EPSP is gener- 
ated by monosynaptic inputs is an important as- 
pect of the method. A disynaptic test EPSP might 
vary in amplitude if the visual stimulus changed 
the excitability of the interneuron mediating the 

0'7 
I 
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Fig. 15. a. Test EPSPs generated in the simple cell of Fig. 14 by electrical stimulation of the LGN. The three components of the 
response labelled 1-3 correspond to (1) a monosynaptic EPSP from the LGN, (2) a monosynaptic EPSP following antidromic 
activation of corticogeniculate neurons and their intracortical collaterals (Ferster and Lindstrom, 1985a,b) and (3) the beginning of 
a disynaptic IPSP, which lasted for 200 msec and reached an amplitude of 15 mV. Records were obtained while the visual stimulus 
was moving back and forth across the receptive field. The baselines of each trace have been matched, though during recording, the 
test-EPSPs were superimposed on the slow, visually-evoked fluctuations in membrane potential. b. Four graphs of test EPSP 
amplitude (measured at point 2 in a) against the position of the visual stimulus. The four different graphs correspond to four 
different directions of stimulus motion. Above each plot is shown the membrane potential changes evoked by the visual stimulus 
alone. The graph and the continuous cuxve are plotted in register: for a given bar position, the instantaneous membrane potential 
in the absence of electrical stimulation is located directly above the corresponding test EPSP amplitude. During the recording of all 
traces in the figure, the cell was held hyperpolarized with - 120 pA of current injected through the recording electrode. The 
amplitudes of both components of the test EPSP are similarly affected by bar position. Graphs of test EPSP amplitude vs. bar 
position based on measurements of EPSP amplitudes at point 1 part a of the figure are nearly identical to those shown. 
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input. These changes in excitability could be mis- 
interpreted as shunting effects. 

While the shape of the test EPSP varies little 
from trial to trial, the amplitudes of both EPSP 
components vary considerably. The graphs of Fig. 
15b show that a large part of the variation is 
related to the position and orientation of the 
visual stimulus within the receptive field. In each 
graph, the amplitude of each test EPSP is plotted 
against the position of the bar at the time the 
electrical stimulus was delivered. Four separate 
graphs are shown for four different directions of 
bar motion. The continuous cuwe above is the 
response of the cell to the visual stimulus alone. 
These are averages of records similar to the ones 
shown in Fig. 14. Each graph is plotted in register 
with the intracellular record above it so that the 
membrane potential recorded in the absence of 
electrical stimulation is located directly above the 
test EPSP amplitude measured with the bar in 
the same ‘position within the receptive field. All 
of the records in the figure were recorded with a 
small amount of negative current injected through 
the recording electrode. The current prevented 
the visual and electrical stimuli from triggering 
action potentials which would have confounded 
the amplitude measurements. 

If the visual stimulus evoked shunting inhibi- 
tion at any position or orientation within the 
receptive field, then the amplitude of the test 
EPSP would have been decreased significantly 
when the bar was in that position. A large de- 
crease in amplitude, more than 80%’ is visible 
when the bar passed through subregions 2 and 4 
of the receptive field (Fig. 15b, top), but this 
decrease was almost certainly not caused by 
shunting inhibition. Regions 2 and 4 are the ON 
regions, ones in which a bright bar evokes maxi- 
mal excitation. The decrease in test EPSP ampli- 
tude probably reflects simple saturation of the 
excitatory mechanism. As the cell becomes more 
and more depolarized towards the EPSP reversal 
potential, the driving force on EPSCs (excitatory 
postsynaptic currents) is greatly reduced. As a 
result, activating further excitatory synapses by 

electrical stimulation results in a much smaller 
synaptic potential. In fact, the 80% reduction of 
EPSP size implies that the visually-evoked depo- 
larization at the site of the excitatory synapses is 
80% of the difference between the resting mem- 
brane potential and the EPSP reversal potential. 
Assuming a reversal potential near 0 mV, the 
visually-evoked depolarization may be as large as 
40 mV, which is much larger than the 10 mV 
observed in the soma. 

The visually-evoked depolarization might also 
affect EPSP amplitudes by opening voltage-sensi- 
tive channels in the cell membrane. These would 
reduce the cell’s input resistance, and thereby 
reduce EPSP amplitude. No evidence for such a 
decrease in input resistance has been found, how- 
ever (Douglas et al., 1988). A third possible 
mechanism for the decrease in test-EPSP ampli- 
tude is fatigue of the excitatory synapses by their 
visually-evoked activity. This is unlikely to be the 
cause of the decrease in EPSP amplitude, how- 
ever. Geniculocortical synapses (which underlie 
component 1 of the test EPSP in Fig. 15a) are 
resistant to fatigue during repetitive electrical 
stimulation of the LGN at frequencies of greater 
than 100 Hz (not shown). The input from cortico- 
geniculate neurons (component 2 of the test 
EPSP, Fig. 15a) is actually augmented by high- 
frequency stimulation. 

The decrease in test-EPSP amplitude accom- 
panying the visually-evoked depolarizations of re- 
gions 2 and 4 are matched by a slight increase in 
amplitude accompanying the visually-evoked hy- 
perpolarizations of regions 1 and 3 (Fig. 15b, 
top). Here, the driving force on the synaptic 
currents of the excitatory synapses are increased 
by the hyperpolarization. 

Finally, the bottom traces in Fig. 15b show the 
test-EPSP amplitudes recorded with the bar of 
the null orientation sweeping across the receptive 
field in a test for cross-oriented shunting inhibi- 
tion. The lack of systematic variation of ampli- 
tude with bar position rules out the presence of 
such a shunt. 

While the visual stimulus of the preferred ori- 
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Fig. 16. Intracellular responses (of the same neuron as illus- 
trated in Fig. 14) to the moving-bar stimulus. For each of two 
directions of motion, the two superimposed traces were 
recorded with and without a steady hyperpolarizing current 
(- 120 pA) injected through the electrode. The injected cur- 
rent increased the resting potential significantly (approxi- 
mately 10 mV), but the traces with and without current are 
superimposed in order to compare the amplitude of the 
stimulus-evoked changes in membrane potential. The hyper- 
polarizing components of the responses are smaller in the 
presence of hyperpolarizing current, indicating that these 
hyperpolarizations are in part generated by the activation of 
inhibitory synapses with a reversal potential below rest. Each 
trace is a smoothed average of four individual responses. 

entation does not activate synaptic shunts of exci- 
tatory currents, it does evoke significant inhibi- 
tion of the conventional hyperpolarizing type. As 
in the cell of Fig. 7, IPSPs contribute to the 
hyperpolarizations evoked when the bright bar 
enters an OFF region or leaves an ON region. 
This can be seen by comparing the response to 
visual stimulation with and without current in- 
jected through the recording electrode (Fig. 16). 
In this case, hyperpolarizing current was used to 
suppress the IPSPs (whereas in Fig. 11, depolariz- 
ing current was used to enhance them). The 
injection of current caused a decrease in size of 
the visually-evoked hyperpolarization by reducing 
the driving force on inhibitory postsynaptic cur- 
rents (IPSCs). If these hyperpolarizations had 
been caused solely by a withdrawal of tonic exci- 
tation, rather than by hyperpolarizing inhibition, 
their amplitude would have been increased by the 
injected current, rather than decreased. 

This experiment demonstrates directly that IP- 
SPs evoked by the visual stimuli used here do not 
significantly shunt EPSPs anywhere within the 
dendritic tree. The synapses activated by the elec- 
trical stimulus, those of geniculate relay cells and 

corticogeniculate neurons, are located through- 
out the dendritic trees of cortical cells, both near 
the soma and in the distal dendrites (Einstein et 
al., 1987; Freund et al., 1985; McGuire et al., 
1984). Shunting inhibition anywhere within the 
dendritic tree would therefore have caused a 
decrease in the amplitude of the test EPSP. The 
absence of decreases (other than those at- 
tributable to visually-evoked depolarization) rules 
out the presence of a shunt. The primary mecha- 
nism by which cortical IPSPs reduce the excitabil- 
ity of cortical neurons appears to be by hyperpo- 
larizing the membrane away from threshold. We 
have obtained results similar to those of Fig. 15 
from a total of four simple cells (including the 
one illustrated in Figs. 14-16), each with resting 
potentials below -50 mV. In each, a decrease in 
test-EPSP amplitude of over 50% was observed 
during visual stimulation, but only during depo- 
larizing phases of the visual response. 

What the measurement of test-EPSP ampli- 
tudes does not rule out is the possibility that a 
shunt might occur between the soma and the 
axon hillock. The axon hillock of some neurons is 
encased in a synaptic cartridge that derives from 
cortical chandelier cells. These synapses could in 
theory shunt excitatory synaptic currents as they 
were conducted from the soma to the axon hillock 
where action potentials are initiated. In essence, 
these synapses could selectively raise the effective 
threshold of a neuron without producing a visible 
change in soma potential or input resistance. 

Conclusions 

In some ways, the results described here are as 
noteworthy for what they show inhibition not to 
be doing, as much as for what they show what 
inhibition does contribute to cortical processing 
of visual input. While strong evidence from extra- 
cellular results and from models pointed to a 
significant contribution to orientation selectivity 
from cross-oriented inhibition, intracellular ex- 
periments reveal little trace of that contribution. 
So far, the role that intracellular experiments 
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have unequivocally identified for inhibition in 
shaping the visual responses of cortical cells is in 
generating the mutual antagonism between sub- 
fields of simple cells. 

Much remains to be done. Extracellular exper- 
iments have given very strong indications that 
inhibition is involved in end-stopping (Bolz and 
Gilbert, 1986) and direction selectivity (Emerson 
and Gerstein, 1977; Ganz and Felder, 1984). 
Though casual inspection of our intracellular 
records has so far not revealed strongly direction 
selective or length-dependent inhibition, rigorous 
experiments directed at understanding the origin 
of these receptive field properties may yet do so. 
Intracellular techniques are steadily improving. 
In vivo whole-cell patch recording, for example, 
provides stable and long-lasting penetrations of 
cortical cells more reliably than was previously 
possible with conventional sharp electrodes. The 
technique will make possible entirely new experi- 
ments, such as in vivo voltage clamp, intracellular 
studies with much more complex visual stimuli 
than are currently used, or intracellular applica- 
tion of pharmacological agents. Together these 
techniques have the potential to make intracellu- 
lar studies of receptive field properties one of the 
most powerful methods of studying cortical inte- 
gration. 
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GABA-mediated inhibition in the neural networks 
of visual cortex 

Neil J. Berman, Rodney J. Douglas and Kevan A.C. Martin 

MRC Anatomical Neuropharmacology Unit, Mansfield Road, Oxford OX1 3TH, England, UK 

Intmiuction 

The selective responses that are such a familiar 
feature of cortical neurons, have spurred many 
imaginative efforts to understand the machinery 
of neocortex. This program of research has, by 
any standards, been inordinately successful, par- 
ticularly for the visual cortex (Hubel and Wiesel, 
1977). Certainly more is known about the func- 
tional architecture of primary visual cortex, than 
for any other cortical area. In addition its exten- 
sive interconnections have been mapped (see re- 
views by Orban, 1984; Van Essen, 1985; Zeki and 
Shipp, 1988) and the component neurons have 
been studied in great anatomical detail (Lund, 
1973; Szentiigothai, 1973; Martin, 1984; Peters, 
1987; Somogyi, 1989). Nevertheless, many issues 
remain unresolved. 

Of all the components that make up the corti- 
cal machinery, the most difficult to place has 
been the GABA-mediated inhibitory system. That 
is not to say that inhibition is generally thought to 
be unimportant. On the contrary, inhibition has 
been used like leaven in bread for every model 
that requires selective responses from single neu- 
rons. In the visual cortex, for example, direction- 
aiity is achieved by an inhibitory “veto” operation 
(Koch and Poggio, 19851, orientation selectivity 
by “cross-orientation” inhibition (Bishop et al., 
19731, hypercomplexity or “end-stopping” by in- 
hibitory end-zones (Hubel and Wiesel, 1965; Or- 
ban et al., 1979). The problem is that there is not 

a coherent or consistent view of the role of inhi- 
bition in producing this selectivity. Indeed, there 
are now so many anomalous findings concerning 
cortical inhibition, that it seems inevitable that 
the biologists working in this area should find 
themselves suffering from a bad case of cognitive 
dissonance. 

Dissonant images of inhibition in visual cortex. 

In the visual cortex, dissonance has surfaced re- 
peatedly, most notably about the issue of whether 
inhibition is involved in generating the property 
of orientation selectivity. Opposing positions have 
been succinctly and clearly stated. Sillito (1984) 
declared that “the inhibitory system is seen to be 
the architect of the orientation selectivity.” Con- 
trariwise, Ferster (1987) claimed “that orienta- 
tion of cortical receptive fields is neither created 
nor sharpened by inhibition between neurons with 
different orientation preference.” For the issues 
to be put so clearly, correctly implies that both 
have data to substantiate their own positions and 
explanations to account for the other’s apparent 
misperceptions. Such dialectics are, of course, the 
stuff of science, but what they reveal in this 
instance, is not that the experimental designs are 
fatally flawed, nor that the results are incorrectly 
interpreted, nor that the critical experiments have 
yet to be carried out. Such fundamental disagree- 
ments about cortical inhibition occur, we believe, 
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because there has been a frank disconnection 
between the high-level explanations of the phe- 
nomena of selectivity, and considerations of the 
cellular mechanisms that are required to generate 
this selectivity. 

In this chapter we set the issue of cortical 
inhibition in a different context, that of intra- and 
intercellular interactions. By doing so, we hoped 
to reconnect the phenomenology of the selective 
responses of single units to the rich database of 
structure and function of cortical neurons and 
microcircuits, thereby achieving some resolution 
of the incompatibilities in the experimental litera- 
ture. At the outset it is worth re-stating three key 
sets of experimental observations, which are the 
prerequisites of our thesis. Firstly, cortical inhibi- 
tion exists. It was found in the earliest single cell 
recordings from neocortex using intracellular 
(Phillips, 1959) and extracellular recording (Hubel 
and Wiesel, 1959). The pioneering pharmacologi- 
cal experiments of Sillito (1975) then established 
its importance in generating selective responses 
by demonstrating the deleterious effects of block- 
ing GABA, receptors. Finally, the structural 
studies of neocortex, beginning with the Golgi 
studies of Ram6n y Cajal (1911) and continuing 
with the contemporary technical wizardry of com- 
bining light and electron microscopy and im- 
munocytochemistry (Jones, 1984; Somogyi and 
Freund, 1989; White, 1989), has revealed the rich 
diversity of the GABAergic components of the 
cortical circuits. Even taken individually, it is 
clear that from each of these key observations 
that there is something important to be under- 
stood about the nature and role of the inhibitory 
system in the neocortex. 

GABA-mediated synaptic inhibition: mechanisms 

In the neocortex there is no structural evidence 
for the pre-synaptic inhibitory mechanisms that 
were described by Eccles (1964) in the spinal 
cord. Therefore, we assume that cortical inhibi- 
tion acts primarily through postsynaptic mecha- 
nisms (but see Nelson, 1991). The action of the 
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Fig. 1. Intracellular response of layer 3 pyramidal cell with a 
standard complex receptive field. Control period (- 2 sec to 0 
sec) is followed by 2 sec test period during which a dark bar 
appears and moves across the receptive field. (Douglas, Mar- 
tin and Whitteridge, unpublished.) 

inhibitory synapses is to produce an outward cur- 
rent that opposes the inward current produced by 
the excitatory synapses. In theoretical analyses of 
postsynaptic inhibition it has been convenient to 
divide the postynaptic effects into two types: hy- 
perpolarizing inhibition and shunting inhibition. 
Both act by increasing the permeability or con- 
ductance of the membrane to ions whose reversal 
potentials are near (shunting), or more negative 
(hyperpolarizing) than the resting membrane po- 
tential. This distinction between shunting and 
hyperpolarizing inhibition is to some extent artifi- 
cial, particularly in whole animal recordings where 
the concept of a “resting” membrane potential 
has to be considerably stretched to be an accu- 
rate description of the data (Fig. 1). 

Hyperpolarizing inhibition drives an outward 
current across the membrane by inducing a small 
increase in conductance to potassium. The mag- 
nitude of the current produced depends on the 
voltage difference between the membrane poten- 
tial (about -50 to -70 mV, at “rest”) and the 
potassium reversal potential ( - 90 mV). Shunting 
inhibition also acts by producing an outward cur- 
rent. In this case the reversal potential of chlo- 
ride (-70 mV) is closer to the “resting” mem- 
brane potential and so the outward current is 
driven by a relatively small potential difference. 
The magnitude of the outward current now de- 
pends largely on the size of the conductance 
increase for chloride. 

During simultaneous activation of both excita- 
tory and inhibitory synapses, the net inward cur- 
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rent arriving at the axon hillock will determine 
whether the membrane reaches threshold. If the 
net current is sufficient to produce a suprathresh- 
old depolarization, the magnitude of the excita- 
tory current will determine the instantaneous rate 
at which the neuron will discharge. Theoretical 
analyses of cortical inhibition usually consider 
only the inhibitory effects on the sub-threshold 
membrane potential (Rall, 1964; Blomfield, 1974; 
Jack et al., 1975; Koch and Poggio, 1985). While 
it is mathematically convenient to consider only 
the subthreshold membrane potential, experi- 
mentally the effects of inhibition during natural 
visual stimulation have been assessed by measur- 
ing the changes in action potential discharge. The 
key is then to understand the effects of inhibition 
on the discharging neuron. 

a 

L2 Pyromld 

Inhibitory control of cortical pyramidal neurons 

We have approached this problem by a combina- 
tion of computer simulation and experimental 
data. We developed a general program for simu- 
lating neuronal networks (CANON) that permits 
neurons to be specified as sets of interconnected 
compartments (Douglas and Martin, 1991a,b). 
The pyramidal cell, which is really the workhorse 
of the cortex, was the obvious focus for our 
analysis. The pyramidal cells used in the simula- 
tions were also chosen to straddle the limits of 
the morphological types seen in the visual cortex. 
From our catalogue of neurons, recorded intra- 
cellularly in vivo and injected with horseradish 
peroxidase, we selected two. One neuron was 
from layer 2, because these are the smallest pyra- 
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Fig. 2. Simplified compartmental models of cortical neurons. A. Reconstructed cortical pyramidal neurons (dendrites only) from 
layers 2 and 5. Idealized equivalent cylinder model cells used for simulations are superimposed. Scale bars: 100 pm, reconstructed 
neurons and vertical axis of model neurons; 50 pm, horizontal axis of model neurons only. B. Schematic of inhibitoly inputs from 
basket and chandelier (axoaconic) cells to a typical pyramidal cell (filled shape). C. Current-discharge curves for the first interspike 
interval of the model cells shown in B. (See Douglas and Martin, 1990b.l 
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midal cells found in the cortex, the other neuron 
was from layer 5, which contains the largest pyra- 
midal cells. The detailed structure of the den- 
dritic arbour and soma was reconstructed in 3-D 
and then transformed into a simplified compart- 
mental neuron (Fig. 2), which had the same input 
resistance and time constant as the original neu- 
ron recorded in vivo. The method for the simplifi- 
cation is described elsewhere (Douglas and Mar- 
tin, 1990b; 1991a,b). 

The pyramidal cells receive their inhibitory 
input from a number of sources (see Somogyi, 
19891, but for our simulations we considered just 
two types of inhibitory neurons. One type, the 
chandelier, or axo-axonic cell, is a specialized 
GABAergic neuron that forms synapses exclu- 
sively on the axon initial segment of the pyrami- 
dal cell (Somogyi et al., 1982). Superficial layer 
pyramidal cells receive about 20-40 synapses from 
about 5 chandelier cells; deep layer pyramidal 
cells receive many fewer synapses (Freund et al. 
1983; Fariiias and DeFelipe, 1990a,b). The axon 
initial-segment is a particularly sensitive site, since 
it is the region where the action potential is 
initiated, and thus the chandelier cell seems to 
offer a potent means of inhibiting the pyramidal 
cell output (for review, see Peters, 1984). 

The other type we considered was the basket 
cell, which is the GABAergic cell most frequently 
encountered in both Golgi preparations (Rambn 
y Cajal, 1911) and in our intracellular recording 
from identified cells (Martin et al., 1983; see 
Martin, 1988). The basket cells form 85% of their 
synapses on the soma and dendrites of pramidal 
cells (Somogyi et al., 1983). Each pyramidal cell 
seems to receive a convergent input from 10 to 20 
basket cells, each contributing about 5-10 
synapses to each pyramid. These numbers are 
estimates based on small samples and there are 
certainly single instances where a single basket 
cell may provide many more synapses to an indi- 
vidual pyramidal cell (Kisvhrday et al., 1987). 
However, they provide some limits for the param- 
eters for the simulations. 

Unitary synaptic conductances have not been 

measured for the synapses of identified chande- 
lier or basket cells, so for the simulations we used 
a range of conductance values. For the soma and 
proximal dendrites the inhibitory conductances 
ranged between 0.1 and 1.0 mS.cm-2. For the 
axon initial segment they ranged between 1-10 
mS.cm-2, because the initial segment has a 
higher density of GABAergic synapses. In the 
limiting case, each synapse produced a maximum 
conductance of about 0.3 nS, which is in excess of 
that suggested by recent patch-clamp studies 
(Kriegstein and LoTurco, 1990; Verdoorn et al., 
1990). In the simulations, the average inhibitory 
conductance was held constant over the period of 
the excitatory current injection. This was done to 
approximate the sustained inhibition that would 
be required to prevent a response to non-optimal 
visual stimulation in vivo (Douglas et al., 1988). 

The response of the model neurons to a step 
of excitatory current injected into the soma is 
shown in Fig. 3. These responses were essentially 
indistinguishable from those of pyramidal cells 
recorded in vivo or in vitro. In this study we were 
only concerned with the peak frequency of the 
action potential discharge, before the conduc- 
tances associated with spike adaptation took ef- 
fect and slowed the discharge rate (Berman et al., 
1989a; Douglas and Martin, 1991b). If the first 
interspike interval was plotted as a function of 
excitatory current, then the data points were well- 
fit with a power function (Fig. 2C). The differ- 
ence between the superficial and the deep layer 
pyramid is explained by the decreased current 
load offered by the smaller dendritic arbour of 
the layer 2 pyramidal cell. 

It seems obvious that an excitatory current just 
sufficient to produce a suprathreshold depolar- 
ization of the membrane could be offset by an 
inhibitory current, which would then keep the 
membrane potential below threshold and prevent 
action potentials from being produced. A large 
excitatory current, however, would overcome the 
inhibition and produce an action potential dis- 
charge. But the frequency of discharge would be 
reduced in the face of inhibition, because part of 
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the excitatory current would be used to offset the 
inhibitory current. Inhibition would seem to have 
two effects. One is to raise the current threshold 
for action potential discharge. The second is to 
reduce the peak discharge rate. Both effects have 
been predicted in a formal model using idealized 
neurons (Blomfield, 1974) and apparently con- 
firmed experimentally (Rose, 1977; Burr et al., 
1981). 

Our simulations confirmed that the principal 
effect of both types of inhibition, hyperpolarizing 
and shunting, was to increase the current thresh- 
old before action potentials were produced. Once 
threshold was reached, however, the increase in 
the frequency of firing for a given increase in 
excitatory current was greater for the inhibited 
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Fig. 3. Model pyramidal cell and its simulated response to 
excitatow current steps. A. Compartmental model of HRP- 
filled layer 5 neuron shown in Fig. 13A. Each compartment is 
allocated appropriate profiles of passive and active conduc- 
tances based on biophysical data from the recorded cell itself 
and the literature. B. Response of model cell to simulated 
depolarizing current step injection. (Details in Douglas and 
Martin, 19!31a,b.) 
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Fig. 4. Simulated effect of axoaxonic cell inhibition on cur- 
rent-discharge relationship of model layer 5 pyramidal neuron 
(see Fig. 2.). Fitted power curves of current-discharge shown 
before (continuous line, control) and after (dashed line) initial 
segment inhibition (5  mS.cm-2; Ere, -80 mV). Difference 
between the control and inhibited expressed as percent inhibi- 
tion (dotted line). (See Douglas and Martin, 1990b.l 

than for the non-inhibited case (Fig. 4). This 
effect was related to the magnitude of the con- 
ductance change, and was more marked for 
shunting than for hyperpolarizing inhibition. For 
large excitatory currents there was little differ- 
ence in the discharge rates for the inhibited and 
non-inhibited case. If the effect of inhibition is 
expressed as the percentage of the difference 
between firing rate of the control and the inhib- 
ited case C‘% inhib” curve in Fig. 4), then it is 
immediately evident that the effectiveness of the 
inhibition decreases with increasing excitatory 
current. Experimentally, sometimes the peak fir- 
ing rate during inhibition was higher than control, 
sometimes a little lower, as illustrated in Figs. 5 
and 7. 

The pattern was not dependent on the site of 
the inhibition. The same result was obtained re- 
gardless of whether the inhibition was applied by 
chandelier cells (to the axon initial segment), or 
basket cells (to the soma), or both together. On a 
synapse for synapse basis, chandelier inhibition 
was more efficient than the inhibition applied to 
the soma by basket cells, simply because the 
density of inhibitory synapses was so much higher 
on the initial segment than on the soma (Fariiias 
and DeFelipe, 1990a,b). The lack of obvious func- 
tional differences between the chandelier and the 
basket cells in the simulation, despite the differ- 
ences in their postsynaptic targeting, raises the 
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Fig. 5. Inhibition of discharge in a layer 2/3 neuron in rat visual cortex in vitro. Current-discharge curves (right ordinate) for the 
1st interspike interval were obtained from current step injections before (closed circles) and during (closed triangles) iontophoretic 
applications of GABA (19 nA, left graph) and baclofen (20 nA, right graph) to the same neuron. Both GABA and baclofen 
increased the conductance of the cell by 21% (5  nS) and 74% (18 nS), respectively. The effectiveness of the inhibition is expressed 
as percentage inhibition (open squares, left ordinate). (Berman, N.J., Douglas, R.J. and Martin, K.A.C., unpublished.) 

possibility that the synapses on the initial seg- 
ment do not act by the conventional mechanisms 
we modelled. 

The simulations showed that there was little 
difference between inhibition applied by hyperpe 
larizing or shunting mechanisms. Both increased 
the current threshold and both had little effect on 
the instantaneous frequency of firing for large 
excitatory currents, if only the first action poten- 
tials were considered. This result was to us unex- 
pected, but in retrospect the explanation was 
blindingly simple. The maximum sodium and 
potassium spike conductances are about 10 times 
larger than the synaptic and adaptation conduc- 
tances. Thus, while inhibition tends to prevent 
the activation of the action-potential current, it 
does not have much effect on the trajectory of the 
action potential once it has been initiated, be- 
cause this phase is dominated by the spike con- 
ductances. During the interspike interval the 
membrane is once more strongly influenced by 
the synaptic and adaptive conductances. When 
the discharge rate increases in response to 
stronger excitatory currents, the spike conduc- 
tances (particularly the delayed rectifying potas- 
sium conductance) do not relax completely. Thus, 
for strong excitatory currents, the spike conduc- 
tances dominate at all phases, including the inter- 
spike interval, and drive the current-discharge 
relation into saturation. The theoretical analysis 

by Blomfield (1974) did not take into account the 
active action potential conductances and thus he 
did not predict the reduced effectiveness of inhi- 
bition for strong excitatory currents. In the light 
of our analysis, the apparent experimental sup- 
port (Rose, 1977; Burr et al., 1981) for the Blom- 
field theory will need to be reinterpreted. 

Our simulation showed that if sufficient excita- 
tory current can be delivered to the axon hillock, 
the neuron will always be able to fire at near 
peak discharge rates. The “sufficient current” 
depends on the input resistance and the mem- 
brane time-constant of the neuron. The activity of 
the GABA synapses reduces the membrane 
time-constant by increasing the membrane con- 
ductance. The shorter time-constant permits the 
membrane to recharge more rapidly after each 
action potential, so the neuron fires at a higher 
rate for a given current. This explains the in- 
creased slope of the current-discharge curve once 
the excitatory current is suprathreshold. Theoret- 
ically, the peak discharge rate could be marginally 
higher in the presence of GABA than in the 
non-inhibited case, but at high input currents the 
spike discharge saturates. 

If the chandelier and basket cells were re- 
quired to inhibit the neuron completely via the 
mechanisms we have modelled, they could ap- 
proximate complete blockade only by forcing the 
threshold to the upper end of the operational 
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range of excitatory current (approx. 1.5-2.0 nA). 
The conductance required to produce such an 
enormous increase in threshold would have to be 
of the same size as the spike conductances. Even 
so, if the excitatory current did exceed threshold 
during the period of inhibition, there would be a 
catastrophic failure of inhibition: the neuron 
would respond immediately at a high discharge 
rate. Most models of cortical selectivity unsus- 
pectingly run the gauntlet between complete sup- 
pression of maximal excitation and a catastrophic 
break-through discharge. In these models, the 
absence of response to a stimulus arises through 
inhibition of a strong excitatory discharge. Our 
theoretical work shows that strong excitatory 
transients are very difficult to suppress, unless 
the magnitude of the inhibition is very large in- 
deed. We have tested our hypothesis experimen- 
tally, and the results will be discussed below. 

GABA-mediated post-synaptic inhibition: in the 
dish 

The simulations emphasised that the difficulty of 
GABA-mediated postsynaptic inhibition to con- 
tain strong excitation was not dependent on the 
location of the inhibitory synapses. This allowed 
us to test our theory by iontophoresing GABA 
directly onto the postsynaptic membrane of corti- 
cal neurons to assess its effect on the current-dis- 
charge relationship. The experiments were per- 
formed on slices of rat visual cortex, maintained 
in vitro (Berman, N.J., Douglas, R.J. and Martin, 
K.A.C., unpublished). Neurons in various layers 
were impaled and excited by injections of current 
through the recording pipette. Most of the neu- 
rons responded to a step of constant current by 
discharging initially at a high rate and then rapidly 
adapting. This pattern is typical of pyramidal 
neurons (Connors et al., 1982; McCormick, 1990). 
When GABA was then iontophoresed onto the 
neurons, the input conductance of the neuron 
increased and the membrane potential showed a 
complex sequence of hyperpolarization and depo- 
larization before settling to a constant value. The 

change in the current-discharge curve was as our 
theory predicted (Fig. 5).  The current threshold 
was raised, but once the threshold was crossed, 
the neurons rapidly reached near-control rates of 
firing. This effect is reflected in the rapid de- 
crease of the percent inhibition curve. Very simi- 
lar results were obtained if the GABA, receptor 
agonist, baclofen, was iontophoresed onto the 
same neurons (Fig. 5). 

Our results using baclofen agree well with a 
similar study by Connors et  al. (1988). They also 
found that iontophoresis of baclofen increased 
the current threshold, steepened the initial slope 
of the current-discharge curve, but had little ef- 
fect on the discharge rates produced by large 
currents. The increased threshold is explained by 
the additional outward currents, which result from 
activation of the GABA, conductances, and 
which offset the inward excitatory currents. The 
steepened slope of the current-discharge curve is 
due to the reduction in the membrane time-con- 
stant induced by the GABAB agonist. 

Our results using GABA, which of course acts 
on both the GABA, and the GABAB receptors, 
appear to contradict those of Connors et al. 
(1988), who were unable to elicit two sequential 
spikes during GABA iontophoresis. The differ- 
ence between their results and ours is simply that 
we carefully titrated the GABA iontophoresis so 
that the increase in the current threshold and 
input conductance remained within physiological 
ranges. With larger iontophoretic currents it was 
possible to prevent the membrane from reaching 
threshold with the maximum excitatory currents 
used here (3 nA). Similar results have been ob- 
served in extracellular recordings that have used 
iontophoretically-applied GABA to inhibit visual 
responses (Rose, 1977; Hess and Murata, 1974). 
However, the membrane conductance was not 
measured in those studies. In our in vitro study, 
blocking discharge was only achieved by applying 
amounts of GABA that drove the membrane 
conductance to levels far in excess of anything 
seen during the peak of an electrically-evoked 
IPSP, or during visually-evoked inhibition (Ber- 



450 

man et al., 1989b, 1991). The fact that conduc- 
tance changes outside the normal physiological 
range can be obtained by iontophoresis, does 
raise the further important issue of what recep- 
tors are actually being activated during the extra- 
cellular GABA application. 

With the development of specific antibodies to 
subunits of the GABA receptor, it has now be- 
come possible to map out the distribution of the 
GABA receptor at the subcellular level. This has 
been done for the cortical pyramidal cells using 
antibodies directed against the alpha-subunit of 
the benzodiazepine/ GABA,/ chloride channel 
complex (Somogyi, 1989). The results were clear- 
cut, but rather disturbing for physiologists, be- 
cause they showed that there were a large num- 
ber of extrasynaptic sites that were immunoreac- 
tive. If the immunoreactivity does indeed indicate 
the sites of active receptors, the observation raises 
the possibility that many of the receptors acti- 
vated during iontophoretic application of GABA 
are not those involved in normal synaptic trans- 
mission (but see Somogyi, 1989). In fact it seems 
conceivable that the receptors lying beneath the 
synaptic boutons may be relatively protected from 
the GABA delivered by extracellular application. 
Thus, the results of iontophoretic experiments, 
including our own, should be interpreted with a 
degree of caution. They may not give much in- 
sight into the mechanisms that operate during 
normal function. 

In view of the ambiguity in the interpretation 
of these results, we took the analysis one step 
further and studied the effects of synaptically-ap- 
plied neurotransmitter. We stimulated the white 
matter underlying the cortex to produce IPSPs in 
the recorded neurons. We could then show that 
excitatory currents delivered through the record- 
ing pipette could break through a synaptically- 
evoked IPSP to produce a discharge (Fig. 6). 
Using this protocol we were not able to construct 
a current-discharge curve because the inhibition 
was not in steady state, but varied both in the 
magnitude of the conductance and in the mem- 
brane potential over the duration of the IPSP. 
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Fig. 6. Breakthrough discharge during synaptically evoked 
IPSP. A. Typical response of layer 5 neuron in rat visual 
cortex in vitro to electrical stimulation of white matter (verti- 
cal dashed line). Short duration EPSPs are followed by short 
GABA, (a) and long GABA, (b) IPSPs. B. Region domi- 
nated by GABAA IPSP in A shown on expanded timebase in 
first trace. Subsequent traces show the response to injection 
of current steps (Ii,) timed to coincide with the GABAA 
IPSP (8-50 msec) following white matter stimulation (bolt). C. 
Control responses to identical current injections without white 
matter stimulation. (Berman, N.J., Douglas, R.J. and Martin, 
K.A.C., unpublished.) 

Nevertheless, in the face of strong transient exci- 
tation, the inhibitory synaptic mechanisms failed 
to prevent the excitatory current from reaching 
threshold and producing action potentials. This 
observation clearly raises problems for any model 
that requires inhibition to quench strong excita- 
tion. 

We should emphasize that these experiments, 
like most laboratory models, are concerned with 
the limits of the behaviour of the system, not the 
normal dynamics. Although we have kept the 
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discharge rates within physiological ranges, it is 
clear that simply looking at the first interspike 
interval of a current-discharge curve gives only 
one part of the picture. The same neurons in vivo 
are required to respond to a stimulus for dura- 
tions of hundreds of milliseconds, even seconds. 
While inhibitory control of the transient excita- 
tory response is clearly necessary, inhibition is 
also required to act on sustained discharges. We 
have thus examined in some detail the action of 
GABA on neurons in the adapted state. 

Adaptation of discharge is achieved by turning 
on intrinsic potassium conductances, which pro- 
duce outward currents (Connors et al., 1982; 
Rudy, 1988; Schwindt et al., 1988a,b; Berman et 
al., 1989a; Douglas and Martin, 1990a; Mc- 
Cormick, 1990). These intrinsic adaptive currents 
act in concert with the synaptically-induced in- 
hibitory currents to oppose the excitatory inward 
currents, which themselves arise both from intrin- 
sic membrane currents and synaptic currents. In 
the adapted phase of the current-discharge curve, 
the response is dominated by the intrinsic adap- 
tive potassium conductances (Schwindt et al., 

. . . . . . . . . . 1 

1988a,b; McCormick, 1990). Under these condi- 
tions the effect of GABA is simply to shunt some 
excitatory current. This will displace the adapted 
current-discharge curve to the right on the cur- 
rent axis. The magnitude of this displacement will 
depend on the relative state of adaptation and 
the magnitude of GABA-mediated conductances. 
We have found in vitro that the iontopheretic 
GABA-mediated inhibition is still unable to pre- 
vent strong excitatory currents from reaching 
threshold and producing a discharge, despite the 
assistance of the adaptive conductances (Fig. 7). 
This is a remarkable finding that forces us to 
re-examine the whole basis of response selectivity 
meditated by GABA in the visual cortex. 

Can GABAergic neurons inhibit visual 
responses? 

Generations of physiologists have recorded the 
extracellular responses of single neurons in the 
visual cortex. These recordings have indicated 
that the firing frequency of cortical neurons in 
response to optimal stimuli can be in excess of 
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Fig. 7. Adaptation and inhibition of discharge in a layer 2/3 neuron in rat visual cortex in vitro. Current-discharge curves and 
percent inhibition plotted as for Fig. 5. Each graph shows the current-discharge curve before (closed circles) and during GABA 
application (open circles), and net inhibitory effect (open circles) for the interspike interval (IS11 indicated. GABA was 
iontophoresed in the vicinity of the soma. Full adaptation is reached by IS1 10. Control current threshold was 0.6 nA (note abscissa 
begins at 0.5 nA). Data was obtained after the GABA-induced conductance increase (38%, 9 nS) had stabilized (Scharfman and 
Sawey, 1987). (Berman, N.J., Douglas, R.J. and Martin, K.A.C., unpublished.) 
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100 spikes/sec (Orban, 1984). Comparison of 
these responses with the current-discharge curves 
from similar neurons in vitro, gives some estimate 
of the magnitude of the excitatory current in- 
volved. Assuming the in vitro data is directly 
applicable to the in vivo situation, it .seems un- 
avoidable that at least 1-2 nA of excitatory cur- 
rent would be required to produce a reasonable 
discharge rate if the neuron was in the adapted 
state. Many of the proposed models for cortical 
selectivity require the inhibitory mechanisms to 
oppose this amount of excitatory current. For 
example, there are a number of models for selec- 
tivity of simple cells in layer 4 of visual cortex 
(Heggelund, 1981a; Wiesel and Gilbert, 1983) 
that use the same basic principles to achieve their 
effect: excitation is provided by thalamic afferents 
and inhibition via inhibitory interneurons, which 
themselves are excited by thalamic afferents or 
intracortical excitatory pathways. 

The most transparent realization of these prin- 
ciples is Heggelund’s circuit for the simple cell, 
illustrated in Fig. 8. We have pointed out previ- 
ously that this circuit bears close resemblances to 
the circuit suggested by Barlow and Levick (1965) 
to account for directional selectivity in rabbit 
retinal ganglion cells, and later transplanted to 
the visual cortex by Barlow (1981). Here, as in 
most models of cortical selectivity, inhibition op- 
erates as negative excitation. That is, the purpose 
of the inhibition is to cancel out inappropriate 
excitatory responses. Using this inhibition, the 
concentric centre-surround fields of the thalamic 
afferents can thus be chiselled, filed, and 
smoothed into receptive fields of any desired size, 
shape, or texture (see Martin, 1988). 

For the Barlow-Levick model, the spatial off- 
set of the sets of excitatory afferents to the in- 
hibitory neuron and the delay inserted by the 
additional synapses in the inhibitory circuit en- 
sures that inhibition arrives after the direct exci- 
tation in the optimal direction of motion. In the 
non-preferred direction, excitation and inhibition 
arrive simultaneously and cancel. There is con- 
vincing evidence from a number of single unit 
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Fig. 8. Barlow and Levick (1965) model of direction selectivity. 
A. Two non-directional receptors (e.g., thalamic relay cells) 
are connected to a logical AND-NOT gate, one via a delay, 
A t .  B. Barlow and Levick (1965) model used to explain how 
the direction selectivity of cortical cells is derived from the 
non-directional thalamic input. The spatially displaced, circu- 
lar symmetric receptive fields of thalamic neurons are shown 
on the left (shaded cell responds to shaded field). Pyramidal 
neurons receive direct excitation from thalamic neurons, and 
a synaptically delayed input from inhibitory cells (filled) in 
cortex. 

studies that such a sequence of excitation and 
inhibition occurs (Bishop et al., 1971; Emerson 
and Gerstein, 1977; Palmer and Davis, 1981; Bul- 
lier et al., 1982; Ganz and Felder, 1984). Strong 
support for the circuit also arises from pharmaco- 
logical studies in which directionality is lost when 
the action of inhibitory interneurons are impaired 
by blocking the GABA, receptors using bicu- 
culline (Sillito, 1975). Further support arrives in 
the form of intracellular recordings, in which a 
sequence of depolarization followed by hyperpo- 
larization was elicited when the stimulus moved 
in the optimal direction (Douglas et al., 1991). 

Missing from these analyses of the directional 
response is a quantitative estimate of the relative 
magnitude of excitation and inhibition. Implicit in 
the Barlow-Levick model is that the inhibition is 
strong enough to cancel the excitation in the 
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non-preferred direction, but this calculation has 
not been made from experimental data. However, 
the separation of excitation and inhibition in sim- 
ple receptive fields permits a relatively straight- 
forward calculation to be made of the relative 
magnitudes of inhibition and excitation. This esti- 
mate can even be made from extracellular record- 
ings in which the depth of the inhibition can be 
judged by the degree to which it can suppress the 
spontaneous discharge of the neuron. The esti- 
mate can also be made using intracellular record- 
ings where the actual degree of hyperpolarization 
of the membrane can be assessed. Both these 
measures are illustrated for the same simple cell 
(Fig. 9). The neuron was located in layer 4 and 
was shown by electrical stimulation to be excited 
monosynaptically by thalamic afferents. In this 
example (Fig. 9A) it is clear that the inhibition 
following the excitation for the optimal direction 
of motion was not sufficiently strong to reduce 
the spontaneous activity to zero. The excitatory 
response was at least twice the baseline sponta- 
neous activity, i.e., excitation in this neuron pro- 
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duced more action potentials than the inhibition 
suppressed. 

This difference in the magnitude of excitation 
vs inhibition is also evident in the intracellular 
records (Fig. 9B). The magnitude of the hyperpo- 
larization, which results in inhibition of the action 
potential discharge, is small. The amount of out- 
ward current required to produce a 5 mV hyper- 
polarization is about 0.2 nA for a neuron with an 
input resistance of 25 M a .  The excitatory current 
required to drive the neuron to threshold is at 
least this value. Thus additional excitatory cur- 
rent is required to produce the frequency of 
action potential discharge seen here. It seems 
that for this simple cell at least, the directional 
response cannot be explained by the cancelling of 
inhibition and excitation: the apparent magnitude 
of the inhibition is insufficient. This simple obser- 
vation and calculation, which could have been 
made at any time over the past 30 years, clearly 
raises a host of interrelated questions concerning 
the nature and mechanisms of action of GABA in 
generating response selectivity. 
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Fig. 9. Response of directional simple cell to a moving bar. Layer 4 neuron monosynaptically activated from LGN. A. Extracellular 
response to the moving bar in the preferred (left) and non-preferred direction (right). B. lntracellular record of membrane 
potential changes underlying the extracellular response in A. In the preferred direction the strong ON response (large arrow) is 
followed by a hyperpolarization and then a smaller excitatory response (small arrow). (From Douglas et al., 1991.) 
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The story inside 

The case for the simple cell described above is 
clear enough from the extracellular records. The 
intracellular recording serves only to confirm the 
conclusion that the inhibition does not seem 
strong enough to explain the direction selectivity. 
But, one swallow does not make a summer. In 
other neurons, for example, the spontaneous ac- 
tivity recorded by the extracellular electrode is 
reduced to zero by the inhibition. In such cases 
the magnitude of the inhibition can only be 
guessed at (Palmer and Davis, 1981). Only intra- 
cellular recording can resolve the issue. We have 
recorded intracellularly from neurons in the vi- 
sual cortex, stimulating them with conventional 
visual stimuli. The general pattern of inhibition 
as it relates to the membrane potential can be 
summarized quite briefly. The magnitude of the 
hyperpolarizations was greatest when the neuron 
was stimulated with the optimal stimulus. Stimuli 
that are not optimally oriented, or which move in 
non-optimal directions, do not elicit strong hyper- 
polarizations. The intracellular records from the 
simple cell illustrated in Fig. 9 are then typical. 

Hubel and Wiesel(1962) envisaged orientation 
selectivity as being set up once and for all in layer 
4 and then relayed by excitatory connections to 
other layers. The spectre of their schema has 
haunted considerations of inhibition in the visual 
cortex. If the selectivity of the neurons has been 
generated at a prior stage of processing, then 
what appears to be inhibition would not be post- 
synaptic inhibition at all, but removal of excita- 
tion. Indeed, all the data presented above could 
potentially be explained in terms of removal of 
excitation. A variant of this has been provided by 
Nelson (1991), who has proposed, on the basis of 
extracellular recordings, that the inhibition pre- 
sent in the visual cortex acts by a presynaptic 
mechanism directed only at the thalamocortical 
synapse in layer 4. In other words, there is no 
postsynaptic inhibition, only a mechanism that 
removes the initial thalamocortical excitation. 
Against this, there are several lines of evidence 

that point to the existence and effectiveness of 
postsynaptic inhibitory mechanisms. One line is 
the accumulation of structural and physiological 
evidence, which shows that every neuron in the 
cortex receives a rich GABAergic input (see Som- 
ogyi, 1989). Add to this the extensive studies of 
the physiology of the GABAergic neurons, which 
have shown that they have quite normal receptive 
fields (Gilbert and Wiesel, 1979; Martin et al., 
1983; Martin, 1988). In sum, there is no reason to 
suppose that the GABA neurons are not acti- 
vated by the conventional stimuli that are used. 
On these grounds alone, it seems likely that post- 
synaptic inhibition would be evident under most 
stimulus conditions. 

The presence of postsynaptic inhibition can be 
demonstrated using conventional biophysical 
techniques (see Ferster, 1986). The strategy is to 
current clamp the membrane potential at differ- 
ent values and show that the amplitude of the 
“inhibitory” potential changes in the direction 
expected for a postsynaptic mechanism. This is 
shown for a layer 5 pyramidal neuron (Fig. 10). A 
hyperpolarizing potential was evoked by flashing 
a dark bar on its “ON” subfield. If the “hyper- 
polarization” is due to a reduction in excitatory 
depolarization then the amplitude of the hyper- 
polarization should hardly be affected by a sus- 
tained polarizing current. When depolarizing cur- 
rent was injected into the neuron, we found that 
the amplitude of the inhibitory hyperpolarization 
increased in magnitude. This indicates that the 
inhibition is not presynaptic. The depolarization 
increases the difference between the membrane 
potential and the reversal potential of the in- 
hibitory synapses, so. providing a larger driving 
potential for the inhibitory current. 

The central difficulty is that inhibition mea- 
sured by these biophysical techniques does not 
appear to be powerful. Yet strong inhibition is 
required, it seems, if strong excitatory responses 
are to be quenched. However, there remain sev- 
eral escape routes for those wedded to the neces- 
sity of omnipotent inhibition. One is the possibil- 
ity that the hyperpolarization does not accurately 
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Fig. 10. Response of a layer 5 pyramidal cell with a simple 
receptive field (S1) to flashed bar. Excitatory current was 
injected to raise firing rate (IiN, t = - 0.2 sec, + 0.2 nA), while 
a dark bar appeared (Contrast, t = 0 sec) which remained for 
the test duration. A. Intracellular response to the current step 
and flash onset (vertical dashed line). B. Histogram showing 
effect on spike rate averaged over 7 trials. Flash initially 
suppressed firing (latency 40 msec), but the effect diminished 
from 250 msec onwards. C. Average membrane polarizations, 
(7 trials) associated with flash-induced inhibition of firing, 
with (solid line) and without (dotted line) conditioning current 
step (IiN). (From Berman et al., 1991.) 

reflect the magnitude of the inhibition. If inhibi- 
tion acts by shunting the excitatory current it 
would not induce much change in membrane 
potential. Shunting inhibition would at least ac- 
count for directional and orientation selectivity in 
cases where the magnitude of the hyperpolariza- 
tion appears too small to account for the elimina- 
tion or reduction of response seen with non-opti- 
ma1 stimuli. Experimentally, the signature of 
shunting inhibition is a large increase in the input 
conductance of the neuron. For shunting inhibi- 
tion to be effective against visually-driven excita- 
tion, it must be sustained for the duration of flow 
of the excitatory current. We could examine this 
in vivo using the standard technique of injecting a 

series of constant-current pulses to measure the 
conductance, while stimulating the neuron visu- 
ally. If the inhibition was associated with large 
increases in conductance, then the amplitude of 
the voltage deflections produced by the constant 
current pulses should fall dramatically during in- 
hibi tion. 

We tested a range of neurons using this method 
(Douglas et al., 1988). The results were clear-cut. 
Large sustained conductance changes were not 
found, although a wide range of conditions were 
tested. Regardless of the contrast of the stimulus, 
the receptive field of the neuron (simple or com- 
plex), the receptive field property being examined 
(subfield antagonism of simple cells, orientation, 
or directionality), or whether the neuron was 
driven directly or indirectly by thalamic afferents, 
the input conductance of the neuron did not 
increase more than about 10-40% of the initial 
conductance. This was insufficiently large to ac- 
count for the inhibition of the excitatory re- 
sponse. 

To illustrate this point we give two examples: 
one using a stationary flashed stimulus, the other 
using a moving stimulus. We used a stationary 
stimulus to activate the inhibitory mechanisms 
that underlie the subfield antagonism of simple 
cells originally reported by Hubel and Wiesel 
(1959, 1962). A dark bar was placed over the 
“ON’ field of a layer 5 neuron. With the onset of 
the stimulus, the membrane hyperpolarized and 
remained hyperpolarized for the entire duration 
of the stimulus (Fig. 11). Constant current pulses 
were then injected into the neuron through the 
recording pipette during a control and test pe- 
riod. The derived input conductance was plotted 
as a percent of the conductance of the neuron 
measured during the control period. The onset of 
the stimulus induced a clear increase in the con- 
ductance of the neuron, which endured €or the 
duration of the stimulus. Thus the inhibition and 
hyperpolarization was associated with an increase 
in input conductance of about 20%. 

We could further demonstrate that the degree 
of hyperpolarization seen with visual stimulation 
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does not reflect the limit of postsynaptic inhibi- 
tion available to the neuron. Electrical stimula- 
tion is the most effective means we know of for 
inducing an IPSP, presumably because the pulse 
stimulus provides a volley of excitation to the 
cortex that is not matched even by the flashed 
stimulus. During electrical stimulation a large 
fraction of the cortical neurons are activated si- 
multaneously and summate their effect. Compari- 
son of the visual and the electrical response for 
the same neuron (Fig. 11) indicates that the mag- 
nitude of the hyperpolarization elicited by the 
electrical pulse is greater than that of the flash 
stimulus. The single pulse activation of the in- 
hibitory synapses endures for several hundred 
msec. This is not due to repetitive excitation of 
the inhibitory population, since every neuron we 
have tested in this way shows the same pattern of 
a brief EPSP followed by an extended IPSP. Thus 
the whole visual cortex becomes silent during the 
period of an electrically-evoked IPSP. 
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The second example is that of a simple cell 
from layer 6, which we stimulated with a moving 
bar (Douglas et al., 1988). This neuron showed a 
sequence of excitation followed by inhibition in 
the preferred direction of motion (Fig. 12). In the 
reverse direction, inhibition was also evoked, but 
now superimposed on the excitatory response, as 
might be predicted from the Barlow and Levick 
(1965) model. Constant current pulses were in- 
jected to measure the conductance. The start of 
the regular pulse train was staggered from trial to 
trial. This reduced the sensitivity of the method, 
because we could not average several trials, but 
ensured that the entire period of recording was 
sampled. We estimated that conductance changes 
smaller than 15% of control would not be de- 
tected by our method. 

These measurements showed that in neither 
the preferred direction, nor the reverse direction, 
was there any evidence of a marked increase in 
conductance, except during the period of maxi- 
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Fig. 11. Responses of layer 6 pyramidal neuron with simple 61)  receptive field to dark bar flash (left column) and electrical 
stimulation (bolt) of afferents from OR2 (right column). A. Intracellular membrane potential responses to flash (6 trials) and OR2 
stimulation (single sweep). B. Averaged responses with hyperpolarizing constant current pulses (solid lines) to flash (6 trials) and 
OR2 (5 trials) stimulation. Dotted trace shows average responses without current pulses, for comparison. C. Mean percentage 
change in input conductance (normalized against control mean) derived from the average responses above for flash ( n  = 7) and 
OR2 response (+S.E.M., n = 5).  (From Berman et al., 1991.) 
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ma1 excitation. The regions of distinct hyperpolar- 
ization were not associated with increase in the 
conductance of more than 20%. The results of 
the moving stimulus are compatible with those of 
the flashed stimulus. The flashed stimulus might 
be expected to produce a larger change in con- 
ductance because there is a more coherent volley 
of excitation arriving at the cortex, and because 
the response evoked is more "pure". The moving 

-2  sec i, +25ec 

bar inevitably evokes both excitation and inhibi- 
tion through its leading and trailing edges. 

The evidence that visually-evoked inhibition is 
not associated with large changes in membrane 
potential or input conductance, added to the case 
against selectivity being produced by strong inhi- 
bition. We remained concerned that we were 
underestimating the magnitude of the inhibition. 
Perhaps the intracellular recording pipette lo- 

Control Test 

Fig. 12. Responses of layer 6 pyramidal neuron with S2 receptive field to moving bars. Neuron received monosynaptic activation 
from LGN. Same protocol as Fig. 1. A and B. Extracellularly recorded action potential discharge evoked by light and dark bars in 
most preferred direction and orientation. C. Intracellular recording of membrane potential response underlying extracellular 
response in B. Rapid discharge is followed by a hyperpolarization (arrow). D. Membrane potential response to visual stimulus with 
injection of current pulses (-0.1 nA, 30 ms, 10 Hz). E. Input conductances (normalised against control mean) derived from 3 trials 
similar to D. There is no large and sustained change in the conductance of the neuron anywhere in the response. (Bar width, 0.3"; 
length, 13.1"; velocity, 3.3"/sec). (See Douglas et al., 1988; Berman et al., 1991.) 
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cated in the soma was unable to detect conduc- 
tance changes occurring out on the dendrites. We 
needed to secure quantitative estimates of two 
central issues: firstly, how visible are inhibitory 
conductances and, secondly, how large do they 
need to be to sink the excitatory currents? The 
quickest way of answering these questions seemed 
to be to do the calculations. 

Visibility of synaptic conductances 

We derived theoretical expressions for the change 
in input conductance produced by synapses, which 
could be positioned at any location on a passive 
dendritic tree (Koch et al., 1990). For the case of 
an idealized neuron with an infinite dendritic 
cylinder, the analysis demonstrated that the 
change in conductance produced by a single 
synapse decays exponentially with the distance of 
the synapse from the recording site. As we might 
expect, the visibility of a conductance change was 
highly dependent on the relative location of the 
active synapses and the recording pipette. The 
visibility of the conductance change decayed more 
rapidly with distance in neurons with long thin 
dendrites (e.g., beta-type retinal ganglion cells) 
than in those with shorter thicker dendrites (e.g., 
pyramidal neurons). Fortunately, the visibility did 
not depend on the synaptic reversal potential, so 
that conductance changes that were hyperpolariz- 
ing, depolarizing or shunting, were all equally 
visible. The changes in the somatic input conduc- 
tance produced by multiple synaptic activation 
were always less than the sum of the conductance 
changes produced by individual synapses acting 
on their own. This was a case of more giving less 
due to the non-linear interactions between the 
multiple conductance inputs. Finally, we found 
that the absolute change in the somatic input 
conductance was independent of the leak pro- 
duced by damage to the somatic membrane by 
the recording pipette. 

We then used our anatomical data to simulate 
the effects of activating basket cell synapses made 
at known locations on the dendritic trees of ac- 
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Fig. 13. Location of inhibitory inputs on pyramidal cells used 
in simulations of conductance visibility. A. Computer plot of a 
reconstructed layer 5 pyramidal cell (left) showing siting of 
inhibitory inputs (filled circles) and excitatory inputs on spines 
(numbers 15-20). Locations of inhibitory sites were based on 
the synaptic contacts (arrows, right) formed by an HRP-filled 
GABAergic basket cell axon on a layer 5 pyramidal cell. B. 
Reconstruction of an HRP-filled layer 2 pyramidal cell (left) 
and siting of inhibitory (circles) and excitatory (numbers 6-10) 
inputs. Inhibitory site location based on identified basket cell 
input to a, similar cell (right, arrows) in layer 2/3. Scale bars: 
100 p m  in A; 50 p m  in B. (See Koch et al., 1990.) 

tual pyramidal cells (Fig. 13). We selected exam- 
ples of the largest (from layer 5 )  and smallest 
(from layer 2) pyramidal cells from our catalogue 
of physiologically-characterized and morphologi- 
cally-identified neurons. For these simulations we 
did not reduce the detailed 3-dimensional recon- 
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struction of the dendritic tree to the simplified 
compartmental model (see Fig. 2). The specific 
locations of basket cell synapses made on such 
pyramidal cells were obtained from our catalogue 
of neurons (Somogyi et al., 1983; Kisvirday et al., 
1987). The basket cell synapses were assumed to 
act by either GABAA (chloride-mediated, shunt- 
ing) or both GABA, and GABA, (potassium- 
mediated, hyperpolarizing) synapses. 

Various combinations of excitatory and in- 
hibitory interactions were simulated. In all the 
various conditions, the inhibitory synapses had to 
increase the input conductance of the neuron by 

at least 100% to reduce the excitatory current by 
50%. To achieve complete inhibition of moderate 
excitation required very much larger increases in 
conductance: up to 1600% in one example. In 
most cases, over 80% of the total inhibitory con- 
ductance would be visible to a recording pipette 
located in the soma. This is perhaps not surpris- 
ing, given that the basket cell synapses are lo- 
cated on the proximal dendrites and soma. Of the 
reduction in visibility that occurs, most is due to 
proximal GABA, conductances shunting the in- 
hibitory synapses that are located more distally 
on the dendritic tree. 

Fig. 14. GABA-immunoreactive input to a spine. A and B. Serial EM micrographs of an HRP-filled bouton (*) from a clutch cell 
that formed a type 2 synapse (inhibitory) on a spine (sp). The same spine also receives a type 1 synapse (presumably excitatory) 
from another bouton. The HRP-filled bouton (*) was shown to be GABA-positive in the adjacent section in A, by GABA-im- 
munoreactive labelling. Scale bar: 0.5 prn. (modified from Somogyi and Solttsz, 1986.) 
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Synaptic “veto” on dendritic spines 
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One further issue needs consideration, and that is 
whether significant inhibition occurs at the level 
of the spine. The notion of an inhibitory veto 
operating on the dendritic spines has been mooted 
repeatedly (Diamond et al., 1970; Jack et al., 
1975; Torre and Poggio, 1978; Koch and Poggio, 
1985). Spines are the site of most of the excita- 
tory input to cortical spiny neurons (Garey and 
Powell, 1971; Szentiigothai, 19731, and thus a 
shunting inhibitory synapse located on a particu- 
lar spine would provide a means of selectively 
inhibiting the excitatory input to that spine. Spines 
are distanced electrotonically from the soma by 
the intervening impedance properties of the den- 
dritic shaft, and the spine neck, which is thought 
to have a high axial resistance. Thus, the conduc- 
tance changes wrought by the action of synapses 
on the spine head would be masked from our 
recording pipette, whose tip is generally impaled 
in the soma or proximal dendrites. 

It is impossible to test the hypothesis that a 
selective inhibitory veto acts at the level of a 
spine using contemporary electrophysiological 
techniques. However, we could do the next-best 
thing, which was to see whether the necessary 
circuitry exists (Dehay et al., 1991). There is clear 
evidence that spines do receive synapses from 
GABAergic boutons (see Fig. 14) (e.g., Somogyi 
and SoltCsz, 1986). We also know the source of 
many of these GABAergic synapses: the large 
and small (clutch) basket cells both provide be- 

Fig. 15. Dual input to a thalamorecipient dendritic spine. A. 
EM micrograph showing a spine head (spl) receiving asym- 
metric (type 1) input from an identified HRP-filled thalamic 
X-axon, and symmetric (type 2) from an unidentified axon 
(AX 1). B. Computer plot of profiles show in A. A nearby 
spine head (SP 2) also receives both type 1 and type 2 input. 
C. Wire frame montage of several sections through the struc- 
tures contacting spine 1 in A, showing the extent of the dual 
inputs. Scale bar 0.5 mm. (See Dehay et al., 1991.) 
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tween 20-40% of their output to spines (Somogyi 
et al, 1983; Kisvlrday et al., 1986; Somogyi and 
SoltBsz, 1986). The double bouquet cell also pro- 
vides input to spines (Somogyi and Cowey, 1981). 
Only about 7% of spines receive a synapse from a 
GABAergic bouton in addition to the excitatory 
synapse (Beaulieu and Colonnier, 1985; Dehay et 
al., 1991). In layer 4 it seems most likely that the 
excitatory input needs to inhibited at the earliest 
stage possible. This means that the excitation 
provided by the thalamic afferents themselves has 
to be inhibited, because it is out of their non-ori- 
ented, non-directional receptive fields that the 
selective cortical fields are built. It seems possible 
that the inhibitory synapses were targeting the 
spines that received an excitatory synapse from a 
thalamocortical bouton. We examined this possi- 
bility using a combined physiological and anatom- 
ical method (Dehay et al., 1991). 

We recorded from single axons as they coursed 
through the optic radiations, and identified them 
physiologically as arising from either X- or Y-type 
relay cells in the lateral geniculate nucleus of the 
thalamus. The axons were then injected intra- 
axonally with horseradish peroxidase, which fills 
the entire axonal arbour. Using the electron mi- 
croscope we were then able to identify spines that 
received excitatory synapses from the horseradish 
peroxidase labelled boutons (Fig. 15A). Most 
spines received only a single synaptic input. Occa- 
sionally the spine received a second synapse, 
whose morphology identified it as originating from 
a smooth GABAergic interneuron (Fig. 15). When 
the results were totted-up from a total of 76 
boutons examined from 4 axons, we found that 
less than 7% of the spines that made synapses 
with thalamic afferent boutons received a second 
synapse (Dehay et al., 1991). For the vast majority 
of thalamocortical synapses on spines, the excita- 
tory current they provide flows unscathed by 
shunting inhibition to the parent dendritic shaft. 
Even for spines that receive a GABAergic synap- 
tic input, there is some doubt as to the selectivity 
of the inhibition. In some instances we were able 
to trace the axon making the synapse on the spine 

and show that it made an additional synapse on 
the parent dendritic shaft. These observations 
provide a clear and quantitative answer to the 
issue of whether a synaptic veto mechanism was 
located at the level of the dendritic spine and 
could be used to gate effectively the primary 
source of excitation to visual cortex. We cannot 
explain away our experimental failure to find 
large inhibitory conductances by supposing they 
are located on electrotonically distant spine 
heads. Nelson (1991) has suggested that the tha- 
lamocortical synapse may be subject to presynap- 
tic inhibition. This convenient explanation of our 
physiological result is ruled out by our morpho- 
logical observation that none of the thalamic af- 
ferent boutons received a synaptic input, as would 
be required for presynaptic inhibition. 

We seem to have returned to the place where 
we first began: faced with the problem of under- 
standing what GABAergic inhibition is doing in 
the cortex. However, we are wiser for the exercise 
we have summarised above. Through experiment 
and simulation we have been able to define some 
of the limits of the behaviour when excitatory and 
inhibitory synapses interact. Our failure to find 
significant increases in conductance during non- 
optimal stimulation cannot be explained by an 
inherent inability of our technique to detect such 
conductance changes if they are occurring: it 
would be impossible, even for physiologists of 
limited competence, to miss conductance changes 
of the magnitude required (Koch et al., 1990). 
The anatomical investigation confirmed that there 
is no special synaptic organization that might 
prevent inhibition being visible to normal record- 
ing methods. Taken together, the theory and ex- 
periment imply that synaptically-mediated inhibi- 
tion cannot play the dominant role that has tradi- 
tionally been assigned to it. Instead, the excita- 
tory gain of the cortex appears to be controlled 
by a relatively weak inhibition. To make further 
progress on this problem we scrambled out of the 
thickets of synaptic interactions and headed for 
higher ground. What we needed was a wider view 
of the operation of local circuits in the cortex. 
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Solutions through cortical microcircuits 

From time to time, neurophysiologists and neu- 
roanatomists have suggested that the circuitry of 
the neocortex is highly conserved, with the same 
basic “bauplan” being used in all cortical areas 
(Szentigothai, 1975; Creutzfeldt, 1977; Powell, 
1981). Amongst physiologists, Hubel and Wiesel 
(1977) found evidence for repeated functional 
units in the primary visual cortex, which they 
named “hypercolumns”. They introduced the no- 
tion of the functional uniformity of striate cortex 
and suggested that the reason for this might be 
that cortical area 17 consists of a series of stereo- 
typed machines, repeated over and over (Hubel 
and Wiesel, 1974). Their idea that area 17 has a 
crystal-like structure has not been explored in 
depth by physiologists or neuroanatomists, and 
certainly no-one has gone much beyond speculat- 
ing that the concept might be extended to include 
the entire neocortex. 

Neuroanatomists, to be sure, have provided a 
great deal of information about the types of neu- 
rons that are found in neocortex, and their rela- 
tive numbers (Lorente de N6, 1949; Scholl, 1956; 
Rockel et al., 1980; Jones, 1984; Gabbott and 
Somogyi, 1986; Peters, 1987). It has largely been 
left to physiologists to assemble these compo- 
nents into functional circuits. But, their circuits 
have been configured for particular functions. 
For example, the layer 6 pyramidal neurons send 
a local collateral projection to the middle layers 
of the cortex. Wiesel and Gilbert (1983) and Bolz 
and Gilbert (1986) used this anatomical informa- 
tion to show how the specific property of end-in- 
hibition might be achieved by this circuit. How- 
ever effective their explanation is for the visual 
cortex, and it is controversial (Murphy and Sillito, 
1987; see Martin, 1988, Somogyi, 1989), it sheds 
no light on what the equivalent projection might 
be doing in all the other cortical areas. 

The natural question arises as to why we should 
not be content with explaining the role of a 
stereotyped connection in terms of a specific 
function. It is self-evidently difficult enough to 

tease out a single function for any of the intracor- 
tical circuits even in well-worked areas like the 
visual cortex. Our saga with GABA-mediated in- 
hibition showed that we might be in danger of 
becoming too focused on GABA-mediated inhibi- 
tion alone. Unless we deliberately took a wider 
look, with GABA-mediated inhibition forming a 
part rather than the whole of the picture, we 
might miss out on understanding basic principles 
of cortical operation. Hence our present endeav- 
our to find a more general solution to the prob- 
lem of cortical function, rather than simply to 
explain the orientation or direction selectivity of 
neurons in the visual cortex. The task we set 
ourselves was to develop a “canonical” microcir- 
cuit for neocortex (Douglas et al., 1989; Douglas 
and Martin, 1991a,b). “Canonical” is meant in 
the mathematical sense of simplest, or clearest 
form of microcircuit. The general properties that 
emerge from the abstract circuit we have devel- 
oped, have provided novel insights into the possi- 
ble mechanisms underlying the response selectiv- 
ity of neurons in the visual cortex and the role of 
GABA-mediated inhibition in particular. 

Ten years ago it was not possible to envisage 
such a project. There were still too many un- 
knowns. Now the situation is very different. A 
compendium of new techniques has produced a 
veritable flood of information about the nuts and 
bolts of neocortex. In particular, methods that 
enabled the anatomical identification of neurons 
that had been studied physiologically meant that, 
for the first time ever, a direct bridge could be 
built between the microstructural studies and the 
physiological studies of single neurons. Another 
major tool is the computer, whose value we have 
demonstrated here for the analysis of interneu- 
ronal interactions. In the development of the 
canonical microcircuit the computer simulations 
were especially invaluable for exploring facets of 
the function of the circuitry that could not be 
studied experimentally. 

The starting point for the microcircuit was the 
biology. The first step was to decide on the com- 
ponents to be included in our preliminary sketch 



463 

of the cortical circuits. For this, we could draw on 
an extensive database of neurons whose receptive 
fields were mapped, whose afferent connections 
were studied using electrical stimulation, and 
whose morphology was identified by intracellular 
filling with horseradish peroxidase (Martin and 
Whitteridge, 1984). The major additional advan- 
tage of filling the neuron with horseradish peroxi- 
dase is that the intracortical collaterals of the 
axon can be completely labelled. This is not true 

with any other method, including the invaluable 
Golgi-staining technique. Thus the three-dimen- 
sional reconstructions of the dendritic arbours 
allowed us to derive the “simplified” neurons 
that were used here and in the theoretical analy- 
sis of inhibition described above. The detailed 
reconstructions of the axonal arbours of these 
neurons allowed us to produce an accurate pic- 
ture of the stereotyped interlaminar connections 
of the various types of neurons in the different 

I 

Thalamus 

Fig. 16. Cortical circuitry and the canonical microcircuit. Top diagram shows the basic neuronal types in cortex, their typical axonal 
arborizations and the laminar boundaries. The cell types grouped in the 3 boxes are represented below in their respective positions 
in the canonical circuit. Superficial (P2 + 3(4)) and deep (P5 + 6) pyramidal cells are interconnected with a single pool of GABA 
cells. Heavy solid line indicates stronger inhibitory input, and dashed line indicates weaker thalamic input, to deep cells. (See 
Douglas et al., 1989; Douglas and Martin, 1991a,b.) 
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cortical layers (Martin and Whitteridge, 1984). 
These connections, and their reduction to the 
canonical form, are shown in Fig. 16. We are 
obviously aware that there are many varieties of 
smooth, GABAergic neurons, but in the light of 
our theoretical analysis of axoaxonic and basket 
cell inhibition, we are as yet unable to offer any 
compelling argument for differentiating them into 
functional subgroups. To avoid unnecessary over- 
complication we have used a basket cell that 
makes connections to superficial and deep corti- 
cal layers as the generic functional representative 
of the population of GABAergic neurons. 

Ultrastructural studies of the synaptic connec- 
tions made by identified neurons provide the 
statistics of the basic connections between the 
different components of the neocortex (see Mar- 
tin, 1984, 1988). These studies show that spiny 
cells receive about 85% of the synapses made by 
any cell type in the cortex. Since 70% of the 
cortical neurons are pyramidal, this means that 
pyramidal neurons are the focus of connectivity. 
Even in layer 4, the main thalamorecipient zone, 
we found a surprising number of “star” pyrami- 
dal neurons (Martin and Whitteridge, 1984). The 
spiny stellate neurons, which are found only in 
layer 4, probably form less than 10% of neurons 
even in the granular cortical areas, such as visual 
cortex. Their percentage falls even lower in the 
agranular areas such as somatomotor cortex, 
where layer 4 is virtually absent and layer 3 
becomes the main thalamorecipient zone (see 
Jones, 1984). The traditional view of layer 4, and 
the spiny stellate cells in particular, as unique 
recipients of thalamic input is quite incorrect. 
Both physiological studies (Hoffman and Stone, 
1971; Bullier and Henry, 1979; Ferster and Lind- 
strom, 1983; Martin and Whitteridge, 1984) as 
well as detailed anatomical studies (Freund et al., 
1985a,b; see White, 1989) show that neurons in 
every lamina receive direct thalamocortical input. 

Our electrophysiological studies (Martin and 
Whitteridge, 1984; Douglas et al., 1989) provided 
estimates of the conduction times and synaptic 
delays, which were incorporated into the simula- 

tions. What we have not yet been able to estab- 
lish is how the weighting of the thalamic input 
varies for the different target neurons. Layer 5 
pyramidal cells, whose apical dendrite pass un- 
branched through layer 4, probably receive fewer 
thalamocortical synapses than neurons that have 
a large fraction of their dendritic arbour in layer 
4 (see White, 1989). It should be noted that even 
in layer 4 of visual cortex, the thalamic afferents 
contribute only 5-30% of the synapses (Garey 
and Powell, 1971; LeVay and Gilbert, 1976). The 
majority of excitatory synapses, even in layer 4, 
come mainly from the intracortical collaterals of 
spiny cells. 

In the absence of sufficient information con- 
cerning the distribution and conductances of the 
NMDA receptor in the visual cortex, we assumed 
only an AMPA-like receptor for the excitatory 
synapses. In our simulations the thalamocortical 
afferents provided 10-20% of the total excitatory 
conductance of spiny cells of the superficial lay- 
ers (including layer 4), and 1-10% for the deep 
layer pyramids. As for the superficial layer spiny 
cells, the thalamocortical afferents supplied 10- 
20% of their total excitatory conductance. The 
remainder of the excitatory conductance comes 
from the intracortical collaterals of the spiny neu- 
rons. We arranged that spiny cells in layer 2 + 3 
+ 4 received half their intracortical excitation 
from spiny neurons in layer 2 + 3 and half from 
neurons in layer 5 + 6. A similar arrangement 
applied to the pyramids of layers 5 + 6. We did 
not assume that all neurons receive the same 
pattern of inputs. If we open up the boxes (Fig. 
17) we find various patterns of connectivity of the 
components, e.g., some receive direct thalamo- 
cortical input, some none. For the purposes of 
the simulation it was convenient to consider the 
activity of the “average” neuron, which had the 
“average” connectivity. In the comparisons given 
below we compare the response of individual 
neurons recorded in vivo, and the average simu- 
lated response of the superficial or deep layer 
pyramidal cell populations. 

All the pyramidal neurons appear to have both 
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Thalamus Cortex 
Fig. 17. Principles of connectivity between the different neu- 
rons in the microcircuit. Excitatory (open triangles) input 
from thalamus innervates some of the pyramidal cells (P) and 
smooth cells (S) in cortex. They in turn are interconnected 
with excitatory (open triangles) and inhibitory (shaded trian- 
gles) synapses. The performance of the circuit is monitored by 
“recording” the averaged response of one group of neurons. 

GABAA and GABA, receptors (Connors et al., 
1988; Douglas et al., 19891, and these were incor- 
porated into the canonical microcircuit. In terms 
of the function of the GABA conductances, the 
microcircuit we constructed required one impor- 
tant assumption for which we have only a physio- 
logical justification. When we recorded from 
identified pyramidal neurons in the superficial 
and deep layers we found what so many before us 
had found, the standard receptive field types 
described originally by Hubel and Wiesel (1962). 
However, there was one clear and robust differ- 
ence between superficial and deep layer pyrami- 
dal neurons that was independent of receptive 
field type (Douglas et al., 1989; Douglas and 
Martin, 1991a,b). When the cortex is activated by 
a brief electrical pulse stimulus to the white mat- 
ter, an action potential is generated simultane- 
ously in a large number of thalamocortical affer- 
ents. The arrival of this synchronous volley of 
action potentials in the cortical grey matter evokes 

an EPSP followed by an IPSP (Fig. 18A). The 
difference we found was that in the deep layer 
pyramidal cells, the latency from stimulus onset 
to maximum hyperpolarization was consistently 
much shorter than for the superficial layer cells 
(Fig. 18B). It appeared functionally as if the 
GABAA-mediated inhibition was stronger for 
pyramidal cells in the deep layers. This aspect 
was incorporated in our simulation by making the 
GABA, inhibition twice as strong for the deep 
layer compared to the superficial layer pyramidal 
neurons. A structural explanation for this differ- 
ence has yet to be found. 

> 
1E 

0 

B 

300ms 

I I I I t k I I I  

0 40 80 120 160 
Latency to max. hyperpol. (ms) 

Fig. 18. Response of cortical neurons to stimulation of the 
optic radiation. A. Averaged intracellular response of typical 
superficial (top trace, layer 2/3) and deep (bottom trace, layer 
5 / 6 )  neurons. Arrows indicate the position of maximum hy- 
perpolarization. B. Relationship between cortical depth (layer 
on right) and latency to maximum hyperpolarization for 26 
identified Dwamidal (filled circles) and one sDinv stellate cell 
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Validation of the canonical microcircuit 

The simplest way of comparing the performance 
of the microcircuit to that of the visual cortex was 
to simulate the electrical pulse stimulus applied 
to the thalamic afferents. This avoided all the 
complications and computational overload of sim- 
ulating a visual stimulus. The pulse stimulus could 
also be used in combination with the pharmaco- 
logical tools that now exist for manipulating the 
GABA receptors. By blocking or activating com- 
ponents of the GABA receptors in actual cortical 
neurons in vivo, and stimulating the afferents 
with an electrical pulse, we could see whether the 
canonical microcircuit would predict similar be- 
haviour. In the event the microcircuit predicted 
the in vivo results with remarkable accuracy. For 
example, iontophoresing the GABA, antagonist 
N-m-bicuculline onto the neuron appeared to 
eliminate the early portion of the IPSP, allowing 
more excitation to predominate (Fig. 19A). In the 
deep layer pyramidal cell population, this had the 
effect of producing a response that resembled 
that of the superficial layer pyramidal cells. The 
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latter part of the IPSP appeared to be insensitive 
to bicuculline application, even after 5-10 min of 
iontophoresis. The rapidly developing and short- 
duration component of the IPSP is probably due 
to the bicuculline-sensitive GABA, receptors, 
while the slower-developing and longer-lasting 
component is probably due to the bicuculline-in- 
sensitive GABA, receptors, as has been found in 
vitro (Connors et al., 1988). Clearly, in our in vivo 
recording, both the GABAA and the GABAB 
responses are hyperpolarizing. In in vitro record- 
ing the reversal potential of the GABAA synapse 
is nearer the resting membrane potential. 

In our experiments, the tip of the multibarrel 
pipette containing the drugs was only 20-30 pm 
from the tip of the intracellular pipette. The 
localized effect of N-m-bicuculline iontophoresis 
was simulated by modifying the effect of the 
GABAA conductances in a subset of pyramidal 
and smooth neurons in the appropriate layers. In 
this subset the GABAA component of the in- 
hibitory conductance was reduced to 20% of its 
original value. The simulations show that the 
modelled 
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responses reflect quite accurately the 
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Fig. 19. Comparison of neuron and canonical model response to afferent stimulation and the effect of bicuculline. A. Normal 
response of a deep layer neuron (top trace) to afferent stimulation (vertical dashed line in all figures) and during iontophoresis of 
bicuculline (BICLJC, bottom trace). B. Response of a deep neuron in the model representing the average response to afferent 
stimulation (top). Simulation of blockade of GABA,., “receptors” (“BICUC”) (bottom). (See Douglas and Martin, 1991a) 
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response obtained in the actual neurons (Fig. 
19B). The effect of GABA, or GABA in combi- 
nation with N-m-bicuculline was also examined 
(Fig. 20). In the in vivo recordings, application of 
GABA produced a hyperpolarization of the 
membrane. The absolute size of the IPSPs de- 
creased, presumably because the resting potential 
had moved closer to the GABA reversal potential 
(Fig. 20A). When N-m-bicuculline was added to 
the GABA iontophoresis, the membrane hyper- 
polarized further and the amplitude and duration 
of the EPSP increased. We interpret the latter as 
the release from GABA, inhibition, and the 
former as evidence for different reversal poten- 
tials of the GABA, and the GABAB receptor 
(Connors et al., 1988; Douglas and Martin, 1990a). 
The GABA, response is thought to be mediated 

A 

by potassium, which has a reversal potential of 
about -90 mV, whereas the GABAA response is 
thought to be mediated by chloride, which has a 
membrane reversal potential of about - 70 mV 
(for review, see Douglas and Martin, 1990a). Thus, 
when the chloride-mediated response is blocked 
by bicuculline, the membrane moves towards the 
still-active GABA reversal potential. The re- 
sponses to GABA in the microcircuit were simu- 
lated by activating 50% of the GABAA and the 
GABA conductances (Fig 20B). N-m-Bicucul- 
line effects were modelled as described above. 
The simulated responses provided as remarkable 
agreement with the experimental data. 

A final test was to use baclofen to activate the 
GABAB receptors (Fig. 21). When baclofen was 
iontophoresed onto neurons, the membrane hy- 
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Fig. 20. Comparison of the effects of GABA and bicuculline application on a deep cortical neuron and the canonical model. A. 
Normal response of deep layer neuron (top), response during GABA iontophoresis (middle) and with additional iontophoresis of 
bicuculline (bottom). B. Response of a deep layer neuron in the canonical model (top). Simulation of GABA application (middle) 
and additional bicuculline application (bottom). (See Douglas and Martin, 1991a.l 
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Fig. 21. Comparison of the effects of baclofen application on a 
cortical neuron and the canonical model. A. Typical response 
of layer 2 neuron to afferent stimulation (top) and during 
iontophoresis of baclofen (bottom). B. Response of a superfi- 
cial neuron in the canonical model (top) and response during 
simulation of baclofen application (bottom). (see Douglas and 
Martin, 1991a.) 

perpolarized and the late component of the IPSP 
flattened. This effect was simulated by activating 
50% of the GABAB conductances in the test 
neurons of the microcircuit. The response of the 
model neuron differed from the actual neurons 
only in that activation of the GABA, receptors 
appeared to be more effective in the simulation. 
In other respects the response of the microcircuit 
to the simulated action of baclofen agreed well 
with that of the experimental data. 

These results show, inter alia, that the dynam- 
ics of the GA13AB inhibition are quite different 
from that of GABAA. The GABA,, acting as it 
does through a second messenger system, has a 
response that is governed by time-constants that 
are an order of magnitude greater than those of 

the GABAA response. Consequently, the GABA 
mechanism behaves like a leaky integrator. With 
continued inhibitory stimulation, the inhibitory 
effect accumulates, gradually hyperpolarizing the 
membrane over hundreds of milliseconds, so in- 
creasing the current threshold for action poten- 
tial generation. In this context, GABAB inhibi- 
tion can be viewed as an adaptive process that 
acts via an inhibitory interneuron. The adaptive 
modification of the threshold depends both on 
the activity of the neuron being inhibited, and on 
the averaged activity within the population of 
neurons in which it is embedded. This latter 
aspect means that the response of a particular 
neuron can be referenced against the average 
activity of the population. The GABAB system 
might therefore be involved in adaptive pro- 
cesses, such as contrast gain control (Ohzawa et 
al., 1986). Indeed, the work of DeBruyn and 
Bonds (1986) suggests that the GABA, receptors 
are not involved in contrast gain control. The 
selective responses of neurons are generally 
thought to be exclusively mediated by the GABAA 
system (Baumfalk and Albus, 1987, 19881, but in 
the canonical microcircuit the GABA, system is 
inextricably involved in the structuring of recep- 
tive fields. This may explain why blocking GABA, 
does not always eliminate the selectivity of the 
neuron for the orientation or direction of the 
stimulus (e.g., Sillito, 1977; Nelson, 1991). 

Canonical criticisms 

The similarity of the model responses to the 
experimental data gave further confidence in the 
values of the parameters we had used for the 
model. Sceptics might put forward the proposi- 
tion that with so many parameters to tweak it 
would be inept indeed not to have achieved such 
a close correspondence between experiment and 
theory. It is the nature of complex systems that 
they are under-determined by data. We have 
attempted to constrain as many parameters as 
possible by reference to biological data. Another 
line of criticism would say that the microcircuit is 
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obviously too simple, it lacks NMDA receptors, it 
does not differentiate between the different 
GABAergic neurons, it takes no account of the 
corticothalamic projection, or any of the many 
other projections to cortex that are known to 
exist. Of these deficiencies we are well aware, 
since these aspects were deliberately not in- 
cluded. Nevertheless, it is difficult for us to see 
the microcircuit as an oversimplification. Instead 
we view it as an example of our “minimalist” 
approach, a necessary use of Occam’s razor to 
shave the number of variables to a minimum. 

Our “minimalist” approach is an alternative to 
the “rococo” approach used by others to explain 
the selectivity of cortical neurons. Adherents of 
the rococo approach include everything (kitchen 
sink excepted) in their models (e.g., Wehmeier et 
al., 1989; Worgotter and Koch, 1991). In contrast, 
we are not offering a comprehensive description 
of the cortical microcircuits. Rather, the canoni- 
cal microcircuit is the minimum set of necessary 
connections from which more complex patterns 
of interconnections can be elaborated. In deriving 
the microcircuit we have made the fewest possi- 
ble assumptions about the circuitry and the 
synaptic functions, while keeping our hypotheti- 
cal circuit closely matched to the quality of the 
actual anatomical and physiological data from 
which it was derived. 

In support of our approach there are several 
further points worth considering. One is that over 
100 years of study of the cortical machinery has 
not produced a consensus as to what the cortical 
microcircuits are, or even how many of them 
there are. We offer a microcircuit that seems to 
represent the average connectivity and physiology 
of a patch of cortex. We do not claim that the 
connectivity of cortex is homogeneous. Indeed 
our own results from reconstructed neurons (see 
Martin and Whitteridge, 1984; Martin, 1988) show 
that it is not. The claim is simply that over the 
temporal scale of the electrical pulse response, 
the cortex behaves as if it had a rather simple 
connectivity. We anticipate that such canonical 
microcircuits are elaborated to perform many dif- 

ferent functions in the different cortical areas. 
Our view contrasts with the view of neocortex as 
a collection of ad hoc specialist circuits, with 
different circuit designs for the different cortical 
areas, each surviving by evolutionary opportunism 
and designed to perform a special function like 
form or motion analysis. By suggesting the form 
of a canonical microcircuit we have at least pro- 
vided a clear target by which alternatives can be 
judged, so that through this process we may ar- 
rive at some consensus as to what the form of the 
cortical microcircuits actually are. 

Demonstration of the competence of the 
microcircuit 

In describing the testing of the canonical micro- 
circuit we concentrated on the effects the GABA 
agonists and antagonists had on the IPSP. In- 
deed, the pulse response is so dominated by the 
substantial and long-lasting hyperpolarizing IPSP, 
that it is not difficult to miss the brief and rela- 
tively small EPSP that precedes the IPSP. How- 
ever, in many ways, it is the excitatory response 
that is most critical. The most notable facet of the 
circuit is that the thalamic neurons only provide a 
small (10-20%) component of the cortical excita- 
tion (Douglas et al., 1989; Douglas and Martin, 
1991a,b). The major drive to cortical neurons is 
from other cortical neurons. What we need most 
to understand is how this excitation is controlled 
by the GAJ3A-mediated inhibition. 

We have approached this problem in several 
ways, using both experimental and theoretical 
approaches. The clearest understanding is per- 
haps provided by returning to the example of 
direction selectivity. In our consideration of the 
conventional models for directionality, we pro- 
vided evidence from both experiments and theory 
that these models could not account for the re- 
sponse seen. In particular, the magnitude of the 
inhibition was not large enough to quench the 
strong excitatory response evoked by stimuli mov- 
ing in the optimal direction. This problem is 
pointed up by a glance at the schematic circuit 
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(Fig. 161, which shows that positive, excitatory 
feedback is everywhere in evidence. But, it is the 
rich interconnections between the excitatory pop- 
ulations that are at the heart of our solution to 
the problems of deriving the selective responses 
of cortical neurons. 

The paradoxical absence of strong inhibition in 
our in vivo data may be explained if we recon- 
sider the traditional role of the thalamic afferent 
excitation. In all other models, the thalamic affer- 
ents provide the major drive to simple cells, and 
perhaps some complex cells as well (Hubel and 
Wiesel, 1962; Heggelund, 1981b). In the canoni- 
cal microcircuit, the thalamic afferents serve only 
to provide a primary source signal that is strongly 
amplified by the recurrent collaterals of the pyra- 
midal cells. This provides the key to reconciling 
the apparently weak inhibition with the control of 
strong excitation. The simple explanation that 
emerges is that if the relatively weak excitatory 
input from the thalamic afferents is inhibited, 
then the pathways available for cortical re-excita- 
tion will not be engaged, or only weakly so. Rapid 
activation of inhibitory neurons by the thalamic 
afferents can shape the cortical response by con- 
trolling access to the cortical amplifier. If no 
inhibition is present, the weak geniculate excita- 
tion will be amplified by the local excitatory cir- 
cuitry, which will eventually produce the strong 
excitation associated with optimal stimulation. 
The prime advantage of this process is that the 
inhibition need only control a small component of 
the excitation, not the full-blown response. 

Selectivity explained 

To demonstrate how stimulus-selectivity might be 
generated by this mechanism, we have taken the 
example of a direction-selective neuron that is 
monosynaptically excited by the non-directional 
thalamic neurons (Douglas and Martin, 1991a,b). 
This is the most difficult example to account for 
in terms of conventional models, since the thala- 
mic excitation is identical for both directions of 
motion, only the timing of the inputs is different. 

A 

coriex 

Thalamus 

B 

f +  
Non-pref. Prefered 

I 

. *  300 

.I. G .............. ..................... 

I 1 
0 300ms 

1 I 
300 

100 
-1. G ....................................... 

I I 

nA “:y] 
0 300ms 

Fig. 22. Simulation of directionality with the canonical micro- 
circuit. A. Two identical modules of the canonical microcir- 
cuit are linked to simulate directionality. For simplicity, only 
neurons in layer 4 were simulated. The two modules received 
thalamic input from “cells” with displaced receptive fields 
(shaded and unshaded field). B. Directional responses of the 
model. Top three windows: Response of an average “neuron” 
to preferred direction; membrane potential (top), input con- 
ductance changes (middle) and total current arriving at the 
soma (bottom). Bottom three windows: Response of an aver- 
age ‘‘neuron’’ to non-preferred direction. Membrane poten- 
tial (top), associated conductance increase (middle), and total 
current (bottom) arriving at the soma. (See Douglas and 
Martin, 1991a.) 

To simulate this we have linked together two 
modules, each containing the identical canonical 
microcircuit (Fig. 22A). To simplify the calcula- 
tions we considered only the neurons within layer 
4, but the same principles apply to the whole 
microcircuit. To achieve the bias necessary for 
direction-selectivity we arranged that the smooth 
inhibitory neurons were excited by thalamic affer- 
ents whose receptive fields were slightly displaced 
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from those of the afferents supplying the spiny 
neurons in the same module. Obviously, this is 
not the only manner in which a bias could be 
built into the circuit, but it is simple and consis- 
tent with the non-uniform distribution of the 
synaptic boutons of single thalamic afferent ar- 
bours (Gilbert and Wiesel, 1983; Freund et al., 
1985a; Humphrey et al., 1985). 

It is evident from the circuit that when the 
stimulus is moved in the preferred direction, the 
spiny neurons will be excited slightly ahead of the 
smooth neurons in the same module. Inhibition is 
then too late to prevent intracortical re-excita- 
tion, resulting in a strong response. In the non- 
preferred direction the smooth neurons will be 
excited slightly in advance of the spiny neurons 
they inhibit. Now the smooth neurons are able to 
inhibit the primary excitation provided by the 
thalamus, and so prevent the cortical amplifica- 
tion circuits from being engaged. The simplified 
neurons used for the simulations had biophysical 
properties that. were, in the required respects, 
indistinguishable from the actual reconstructed 
neurons from which they were derived. We were 
therefore able to make precise measurements of 
the magnitude of the various currents and con- 
ductances during the different stimulus condi- 
tions. The net synaptic currents that arrive at the 
axon hillock, and the normalized conductance 
changes associated with these currents are shown 
in Fig. 22B. In the preferred direction of motion 
the net synaptic current is initially inward and 
leads to a depolarization and action potential 
discharge. After the discharge, the net current is 
outward and leads to a post-discharge hyperpo- 
larization similar to that seen in actual neurons 
(Berman et al., 1991; Douglas and Martin, 1991a). 
This outward current is due to the extended 
time-course of the GABA, response. The high 
conductance changes associated with the re- 
sponse are mainly due to the excitatory currents. 
In actual neurons some of the conductance change 
at the spine head would be masked from the 
soma recording site by the impedance of the 
spine neck and dendritic shaft. In the non-pre- 

ferred direction the net synaptic current is small 
and produces a depolarization of 4 mV. The 
conductance change is mainly due to the activity 
of the inhibitory synapses. In this case it is an 
increase of about 20% above control, which is 
near the lower limit of what we were able to 
measure experimentally in vivo. Thus the model 
provides a resolution to the paradox of the ab- 
sence of strong inhibition. 

The concept we have introduced here, of inhi- 
bition acting against a small primary excitation, 
not the full-blown secondary excitation, provides 
elucidation of a number of morphological obser- 
vations we have made during our studies of the 
cortical microcircuitry. From the design of the 
canonical microcircuit it follows that the spiny 
cells operate in tandem with the smooth cells in 
the same module. Thus the smooth cells will 
produce the strongest recurrent inhibition when 
the spiny cells they inhibit are driven optimally. 
Conversely, non-optimal stimulation, which pro- 
vides weak re-excitation, will drive the smooth 
cells weakly. This means that the smooth cells 
and the spiny cells they inhibit can co-exist in the 
same cortical column and have the same stimulus 
selectivity. This explains the physiological obser- 
vation of simple cell responses, where the 
strongest inhibition is seen with the optimal stim- 
uli (Bishop et al., 1973; Ferster, 1986; Douglas et 
al., 1991). Most models predict that a lack of 
response is due to strong inhibition (e.g., Sillito, 
1984), while a strong response is taken to mean 
that inhibition is absent (e.g., Ferster, 1987). Be- 
cause the canonical microcircuit functions in the 
opposite manner, it alone can explain the other- 
wise puzzling observation that smooth neurons 
provide their strongest innervation to their own 
cortical columns (Freund et al., 1983; Kisvhrday 
et al., 1985a,b). 

The necessity for the primary excitation to be 
inhibited effectively during non-optimal stimula- 
tion, also provides an explanation for the innerva- 
tion of smooth neurons by thalamic afferents. In 
our study of X and Y-type afferents, we found 
that the only neurons that received direct synap- 
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tic input onto their somata were the GABAergic 
neurons (Freund et al., 1985b). We also noted 
that the collateral branches of the afferents that 
formed these somatic synapses were myelinated 
up to the bouton. The morphological picture sug- 
gested that thalamic excitation of the smooth 
neurons has to be very secure and rapid, hence 
excitation is delivered by myelinated axons as 
close to the axon hillock as possible, by-passing 
the cable properties of the dendrites. From the 
example of directionality given here, it is clear 
that inhibition cannot be delayed or else the 
intracortical circuits will engage and amplify the 
small thalamic signal. 

Canonical benefits 

The canonical microcircuit provides a secure and 
definable place for the GABA-mediated in- 
hibitory system. Indeed, from the perspective of 
the canonical microcircuit, inhibition and excita- 
tion are as inseparable as white on rice. Struc- 
turally, inhibitory and excitatory neurons are 
richly interconnected. Functionally they operate 
in tandem. Changes in the bias or strength of one 
has immediate and profound consequences for 
the other. Thus, when viewed from the perspec- 
tive of the canonical microcircuit, debates about 
whether the inhibitory system is involved in a 
particular response property of neurons in visual 
cortex, fade into history. 

The insights we have gained into the GABAer- 
gic inhibitory system have come by looking at the 
system from both a structural and a functional 
viewpoint. In clarifying our intuitions, the impor- 
tance of formal modelling cannot be over-empha- 
sized. The theoretical work has provided a land- 
scape in which the experimental results appear in 
sharp relief. In this landscape many of the cur- 
rent conceptual confusions about cortical process- 
ing appear to be due to a fixation on the single 
neuron. It is now clear to us that to think only in 
terms of single neurons is doomed to frustration. 
It is its context in the local circuits that determine 
the behaviour of the single neuron. Herein lies 

perhaps the canonical microcircuit’s greatest 
strength, for if nothing else it draws attention to 
the properties of circuits, not single units. 

The microcircuit provides the means of linking 
many different pieces of experimental data and 
offers novel explanations of operations at subcel- 
Mar, cellular and microcircuit levels. The princi- 
ples of operation of the canonical microcircuit, 
demonstrated here for direction selectivity, can 
be directly applied to other cases of selectivity, 
such as orientation, end-inhibition, and depth 
tuning. In the context of the microcircuit many of 
the apparently contradictory experimental results 
concerning GABA inhibition have been recon- 
ciled. The canonical microcircuit also offers a 
route through to important, but little explored 
areas, like adaptive gain control, recurrent path- 
ways, and analogue parallel processing. It may 
also serve as a basis for understanding the micro- 
circuits in areas where pathways other than the 
thalamic afferents provide the “seed” excitation. 
It thus provides strong direction for the coherent 
development of unifying theories and experimen- 
tal work across a broad front. 
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Introduction 

GABA interneurons, the principal mediators of 
intracortical inhibition, are a heterogeneous group 
that displays marked diversity in morphological 
and chemical characteristics. Within the primary 
visual area (area 17 or V1) of the monkey cere- 
bral cortex, a much larger density of GABA im- 
munoreactive neurons is present than in other 
cortical areas (Hendry et al., 1987). However, 
because of the greatly increased density of all 
neurons in this area (Rockel et al., 19801, the 
proportion of GABA cells is lower than in other 
areas of monkey cortex and approaches 20% of 
the total population (Hendry et al., 1987). These 
neurons appear to be responsible for establishing 
and reinforcing many of the physiological proper- 
ties, such as orientation, direction specificity and 
end inhibition, that are characteristic of the cere- 
bral cortex (Sillito, 1984). In what follows, several 
aspects of the organization and plasticity of 
GABA neurons are accented. These include the 
division of the GABA population in monkey area 
17 into morphological and chemical subpopula- 
tions, the normal distribution of GABA neurons 
in specific layers and compartments, and the abil- 
ity of the GABA neurons in the adult cortex to 
change chemical properties following loss of in- 
put from one eye. The findings that GABAergic 
properties change with monocular deprivation are 
correlated with data that suggest certain morpho- 
logical classes are preferentially affected by de- 

privation and that the deprivation may lead to 
changes in physiological properties of the cortical 
cells. 

Morphological features of GABA neurons 

GABA neurons are non-pyramidal cells with 
smooth or beaded dendritic processes (Houser et 
al., 1984) and thus belong to the general group of 
aspiny or sparsely spiny neurons (Fig. 11, charac- 
terized by the presence of both symmetric and 
asymmetric synapses on their somata and by the 
exclusively symmetric synapses they form with 
postsynaptic structures. Based primarily on ax- 
onal ramifications, and terminations, four classes 
of GABA neurons have been identified in mon- 
key visual cortex: 

(1) Double bouquet cells 
The axons of double bouquet cells branch into 

several vertically oriented collaterals close to their 
cell bodies and span layers 11-VI in relatively 
narrow, vertically oriented cylinders (Somogyi and 
Cowey, 1981; Somogyi et al., 1981, 1984; Werner 
et al., 1989). This class of cell has been identified 
as GABAergic in other areas of the monkey 
cerebral cortex, where the morphology of neu- 
rons immunostained for peptides and proteins 
that coexist with GABA (see below) leave no 
doubt that they are double bouquet cells (deLima 
and Morrison, 1989; DeFelipe et al., 1990). Small 
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intracortical injections of 'H-GABA into monkey (2) Clutch cells 
area 17 have revealed a vertical organization of The clutch cell is characterized by its profusely 
GABA-accumulating intrinsic neurons which is branched and crowded varicose axon which is 
presumably based upon the retrograde labeling of densely packed with large bulbous boutons 
double bouquet cells (Somogyi et al., 1981, 1984). (Kisvarday et al., 1986). The dendritic shafts and 

Fig. 1. Types of GABA neurons in monkey area 17. A,C. GABA neurons immunostained with an antibody to the protein, 
parvalbumin. Large numbers of these cells are present in deep part of layer 111, layers IVA and IVC and layer VI. The sizes of the 
somata vary from small (approximately 8 p m  in diamter) to large (greater than 15 pm in diameter). Large multipolar neurons with 
long dendrites (C) are most common in layers IV and V1. The large size of the somata, the multipolar dendritic morphology and 
the axonal terminations onto the somata of pyramidal neurons indicates that many of the parvalbumin-immunoreactive neurons are 
large basket cells. The smaller cells may include chandelier neurons. B,D. GABA neurons immunostained with an antibody to the 
protein, calbindin. Numerous small somata with thin dendrites are present in layers I1 and I11 (B). These may include the class of 
double bouquet cells. Larger somata with more elongated dendrites are present in layers V and VI. Bar: 40 p m  in A,D; 65 p m  in 
B; 20 p m  in C. 
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spines of spiny stellate cells appear to be its 
major postsynaptic target. This cell type has been 
positively identified as GABAergic in both mon- 
key and cat area 17 (Kisvarday et al., 1986; Somo- 
gyi and Soltesz, 1986). 

(3) Basket cells 
These multipolar neurons (Marin-Padilla 1969; 

Jones, 1975) have axon arbors that form terminal 
nests around the somata and primary dendrites of 
pyramidal neurons. The basket cell axons form 
symmetric synapses principally on pyramidal so- 
mata, spines and apical and basal dendrites of 
pyramidal cells, but may also contact somata and 
dendrites of non-pyramidal cells (Somogyi et al., 
1983). Although most extensively studied in other 
areas of the monkey cortex, basket cells have 
been described in monkey area 17 (Lund., 1987; 
Lund et al., 1988) and neurons of similar mor- 
phology have been identified as GABA im- 
munoreactive (Fitzpatrick et al., 1987). 

(4) Chandelier cells 
The axonal arborizations of chandelier cells 

terminate in a series of vertically oriented bou- 
tons that resemble candlesticks. Chandelier cells 
form symmetric synapses exclusively with axon 
initial segments of pyramidal neurons primarily 
located in layers I1 and 111 (Peters et al., 1982; 
Somogyi et al., 1982; Freund et al., 1983; Werner 
et al., 1989). In other cortical areas chandelier 
cells have been conclusively identified as 
GABAergic (Somogyi et al., 1981; DeFelipe et 
al., 1985). 

Chemically characterized subpopulations 

GABA neurons of the cerebral cortex can be 
subdivided based on the presence within them of 
neuropeptides and intracellular proteins and by 
the presence of specific cell-surface proteoglycans 
along the external surfaces of their plasma mem- 
branes (Fig. 2). The great majority of neurons in 
the monkey cerebral cortex immunoreactive for 
neuropeptide Y (NPY), somatostatin (soma- 

totropin release inhibiting factor or SRIF), chole- 
cystokinin octapeptide (CCK), substance P (SP) 
and a related tachykinin, substance K (SK) are 
subpopulations of GABA cells (Hendry et al., 
1984b, 1988; Jones and Hendry, 1986; Jones et 
al., 1988). The total population of cortical 
GABAergic neurons immunoreactive for one or 
more of these peptides is an estimated 40% (10% 
for non-tachykinins and 30% for tachykinins; 
Jones and Hendry, 1986; Jones et al., 1988). Two 
well-recognized morphological classes of GABA 
neurons are immunoreactive for none of the pep- 
tides listed above: the relatively small size of the 
neurons immunostained for CCK, SRIF, NPY or 
the tachykinins, and the absence of peptide im- 
munostained terminals surrounding the somata of 
pyramidal cells or contacting the initial segments 
of pyramidal cell axons suggests that none of the 
known neuropeptides are expressed by large 
GABAergic basket cells or by chandelier cells 
(Hendry et al., 1983, 1984; DeLima and Morri- 
son, 1989). Recent findings indicate that chande- 
lier cells of the monkey prefrontal cortex are 
immunoreactive for the peptide, corticotropin re- 
leasing factor (CRF; Lewis and Lund, 1990). 
Whether chandelier cells of area 17 are also 
CRF-posi tive is unknown. 

Two Ca2+ binding proteins, calbindin (28 kDa 
vitamin D-dependent Ca2+ binding protein) and 
parvalbumin have been localized in two, largely 
separate populations of GABA neurons in the 
neocortex of Old World monkeys (Fig. 2C-F; 
Hendry et al., 1989). Parvalbumin-containing cells 
have somata that range in size from greater than 
15 p m  to less than 10 pm, the largest of which 
has all of the features of classical basket cells 
(Fig. 1C; Marin-Padilla, 1969; Jones, 1975; DeFe- 
lipe et al., 1986): (1) they are concentrated in 
layers 111 and V; (2) their soma exceed 15 pm in 
diameter; (3) they are multipolar and give rise to 
very extensive ascending and descending pro- 
cesses; (4) the terminal sites of the large basket 
cells, the somata and proximal dendrites of pyra- 
midal neurons, are surrounded by parvalbumin 
immunoreactive multiterminal endings. The pres- 
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Fig. 2. Coexistence of proteins and peptides in GABA neurons of monkey area 17. A.B. GABA (A) and NPY (B) immunoreactivity 
detected with a simultaneous localization method. Of the several GABA immunoreactive neurons seen in layer 11. one is also NPY 
immunoreactive. C,D. GABA (C) and parvalbumin (D) immunostaining in layer IVC of monkey area 17. All of the GABA 
immunoreactive neurons in this field and the great majority throughout layer IVC are also parvalbumin immunoreactive. E,F. 
GABA (El and calbindin (F) immunostaining in layer 11. Many of the GABA somata in periodic patches of layer 111 are calbindin 
immunoreactive. Bar: 20 fim. 
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ence of parvalbumin immunoreactivity in axon 
terminations that synapse onto pyramidal cell 
axon initial segments has also been used to iden- 
tify a second population of parvalbumin neurons 
as chandelier cells (DeFelipe et al., 1989). By 
contrast, calbindin-immunoreactive somata that 
are small, present in layers I1 and V, and give rise 
to radial bundles of axons are interpreted to be 
double bouquet cells (DeFelipe et al., 1990). 

Cell-surface proteoglycans, which can be visu- 
alized with specific antibodies or lectins, have 
also been used to identify subpopulations of 
GABA neurons in the cerebral cortex (for review, 
see Naegle and Barnstable, 1989). By its recogni- 
tion of a complex proteoglycan, the monoclonal 
antibody, Cat-301, stains a heterogeneous popu- 
lation of neurons in the monkey area 17 (Hendry 
et al., 1986; DeYoe et al., 1990). While a small 
number of Cat-301 neurons have the characteris- 
tic features of pyramidal neurons, a prominent 
class is immunoreactive for GABA and comprises 
approximately half the GABA population (Hen- 
dry et al., 1988a). The majority of the GABA/ 
Cat-301 neurons display no peptide immunoreac- 
tivity. A similar pattern of GABA cell labeling is 
seen with the lectin, Kciu villosu (VVA; Mulligan 
et al., 1989). Seventy-eight percent of the W A  
labeled cells display GABA immunoreactivity and 
30% of the GABA immunoreactive neurons are 
also labeled for W A .  Although the distribution 
of W A  positive cells overlaps with that of the 
neuropeptides, preliminary results indicate that 
neither SP nor NPY are present within W A  
stained neurons (Mulligan et al., 1989). Based on 
the size and morphology of labeled neurons it 
appears that Cat-301 and W A  label more than 
one subpopulation of GABA cells, with the larger 
W A -  and Cat-301-positive cells possessing fea- 
tures that are reminiscent of the large basket cell 
(Marin-Padilla, 1969; Jones, 1975; DeFelipe et 
al., 1986). 

These findings demonstrate that the large pop- 
ulation of GABA neurons in monkey area 17 is 
composed of distinct subpopulations, each con- 
taining specific intracellular or cell-surface pro- 

teins and peptides. In some cases, the chemical 
characteristics serve as signatures for specific 
morphological classes of GABA cells. In the fol- 
lowing section, the distribution of these chemical 
subpopulations of GABA cells within specific lay- 
ers and compartments in area 17 is discussed. 

Laminar distribution of GABA neurons 

GABA neurons are present through the thickness 
of monkey area 17 but they and the GABA, 
receptors are unevenly distributed across layers 
(Fig. 3). At least half of the GABA neurons in 
area 17 are present in the supragranular layers, 
and 35% are within layer IV, particularly layers 
IVA and IVC (Fitzpatrick et al., 1987; Hendry et 
al., 19871, which receive the densest innervation 
from axons of the LGN. Of the three major 
subdivisions of layer IV, the most superficial (layer 
IVA) contains the highest percentage of GABA 
neurons (35%), while in the remaining two layers 
(layers IVB and IVC) the GABA cells comprise 
15-20% of the total neuronal population 
(Hendrickson et al., 1981; Fitzpatrick et al., 1987; 
Hendry et al., 1987). Layer IVC can be further 
subdivided into IVCa and IVCp, and while IVCa 
contains a class of large GABAergic neurons, 
IVCp has an increased density of GABAergic 
neurons (Fitzpatrick et al., 1987). Hybridization 
with a cRNA probe for the GABA synthesizing 
enzyme, glutamate decarboxylase (GAD) reveals 
a similar laminar organization of neurons express- 
ing the GAD gene although their distribution 
within IVCa and IVCp further divides those 
layers into sublaminae (Benson et al., 1991). 

In addition to the GABA somata, GABA axon 
terminals and GABA, receptors are also very 
dense in the layers most heavily innervated by 
axons from the LGN (i.e., layers IVA and IVC; 
Fig. 3). This preferential distribution of terminals 
is so prominent, in part due to the presence of a 
specific populations of larger GABAergic axon 
terminals in layers IVA and IVC (Fitzpatrick et 
al., 1987). Both autoradiographic and immunocy- 
tochemical methods indicate that the distribution 
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of GABA, receptors matches that of GABA 
neurons and terminals, with high densities in 
layers IVA and IVCP, as well as in layers 11-111 
and VI (Shaw and Cynader, 1986; Rakic et al., 
1988; Hendry et al., 1990). 

The data on the localization of the entire 
population of GABA somata, terminals and re- 
ceptors indicate a preferential distribution within 
layers that are directly innervated by axons from 

the LGN. Within the total GABA population, 
each of the subpopulations characterized by the 
coexistence of a particular peptide, protein or 
cell-surface carbohydrate has a unique distribu- 
tion, but all can be included into one of two 
broad groups: neurons primarily in the geniculo- 
cortical-recipient zones, and neurons in the re- 
gions outside of these recipient zones. Included 
in the former are GABA neurons immunoreac- 

I Fig. 3. Laminar distribution of GABA systems in monkey area 17. A. Immunoreactivity for the &/& subunit of the GABA, 
receptor. By comparison with the pattern of CO histochemical staining (B), the densest receptor immunostaining i s  found in layers 
11-111, IVA and the bottom half of layer IVC (IVCP). B. Histochemical staining for CO allows for accurate assignment of laminar 
borders in area 17. C. GABA immunostaining is made up of numerous somata and puncta (axon terminals). Both are extremely 
dense in layer IVCp, as well as layer IVA and layers 11-111. Bar: 150 pm. 
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tive for tachykinins (Hendry et al., 1988b) or 
parvalbumin (Omidi et al., 1988) or labeled with 
W A  (Mulligan et al., 1988). These are preferen- 
tially located within laminae receiving geniculo- 
cortical inputs. By contrast, subpopulations of 
GABA neurons immunoreactive for CCK, SRIF 
and NPY (Hendry et al., 1984a,b) or calbindin 
(Omidi et al., 1988) are concentrated in layers 
that are not directly innervated by geniculocorti- 
cal axons. 

Within two levels in area 17, geniculocortical 
axons terminate unevenly: they occupy a regular 
series of patches in layers 11-111 and the walls of 
an irregular honeycomb in IVA (Hendrickson et 
al., 1978; Hendrickson, 1982; Itaya et al., 1984). 
This distribution of LGN axons is reflected in the 
histochemica1 staining pattern for the enzyme, 
cytochrome-c oxidase (CO; Fitzpatrick et al., 
1983; Livingstone and Hubel, 1984). The periodic 
patches of high CO activity and LGN termina- 
tions in layers I1 and 111 line up in rows at the 
centers of ocular dominance columns and are 
surrounded by regions that are less intensely 
stained for CO and do not receive LGN termina- 
tions (Fig. 4; Horton and Hubel, 1981; Humphrey 
and Hendrickson, 1983; Wong-Riley and Carroll, 
1984; Horton, 1984). Within the CO patches are 
chemically specific subpopulations of neurons. 
The GABA neurons are, themselves, inhomoge- 
neously distributed but the highly irregular varia- 
tion in GABA cell density exhibits no correlation 
with the presence of CO-stained patches (Fig. 
4A-B; Fitzpatrick et al., 1987; Hendry et al., 
1987). However, distinct subpopulations of GABA 
neurons that display parvalbumin (Fig. 10; Omidi 
et al., 1988) and Cat-301 immunostaining (Fig. 
4E-F; Hendry et al., 1988a) are concentrated 
within the CO patches. The patches of 
GABA/Cat-301 neurons are smaller than their 
CO stained counterparts and occupy the most 
darkly stained cores of the CO patches. Evidence 
that neurons within the cores differ physiologi- 
cally from the surrounding shell of CO patches 
(Livingstone and Hubel, 1984), suggests that the 
Cat-301 cells are a subpopulation of GABA neu- 

rons that are functionally distinct as well as chem- 
ically distinct. An additonal subpopulation of 
GABA neurons, which displays tachykinin-like 
immunoreactivity, is also more intense within the 
CO-stained patches (Hendry et al., 1988b). How- 
ever, this pattern is due to a greater density of 
immunostained punctate profiles rather than a 
preferential distribution of the tachykinin-posi- 
tive somata, themselves. Finally, and perhaps most 
significantly for the functional organization of 
area 17, GABAergic terminals (Fig. 4A-B; Hen- 
drickson et al., 1981; Fitzpatrick et al., 1987) and 
the &/p3 subunit of the GABAA receptor (Fig. 
4C-D; Hendry et al., 1990) are localized prefer- 
entially within the CO patches of layers 11 and 
111. 

Other chemically specific subpopulations of 
GABA neurons selectively occupy the regions 
surrounding the CO patches. In both New World 
(Celio et al., 1986) and 'Old World monkeys 
(Omidi et al., 1988) calbindin-immunostained 
GABA neurons are concentrated in regions out- 
side the patches (Fig. 11). In addition, GABA/ 
NPY-positive somata are much more common 
outside the regions of the CO-stained patches 
than inside the patches (Kuljis and Rakic, 1989). 
These data indicate that, although the total 
GABA neuronal population is distributed with- 
out any consistent relationship to the CO patches 
(Fitzpatrick et al., 1987; Hendry et al., 19871, 
separate and distinct subpopulations of GABA 
neurons occupy either the regions of the patches 
or the regions around them. 

In layer IVA, geniculocortical terminations are 
distributed in a honeycomb pattern which closely 
matches the pattern seen with CO staining 
(Hendrickson et al., 1978; Hendrickson, 1982; 
Blasdel and Lund, 1982; Itaya et al., 1984). Al- 
though GABA somata are homogeneously dis- 
tributed in this layer, the GABA terminals oc- 
cupy the walls of a honeycomb that coincides 
precisely with the pattern of intense CO staining 
(Fitzpatrick et al., 1987). In addition, the distribu- 
tion of the &/& subunit of the GABAA recep- 
tor in layer IVA is characterized by a lattice 
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consisting of many long strands of puncta stacked 
on top of one another. This lattice of intense 
receptor immunostaining also corresponds pre- 
cisely to the honeycomb of CO staining (Hendry 
et al., 1990). Thus, the distribution of geniculo- 
cortical afferents, CO staining and GABA termi- 
nal and receptor distribution reveals IVA to be a 
composite lamina, made up of an irregular, in- 
tensely active lattice of thalamic and intrinsic 
GABAergic interactions and interspersed regions 
that more closely resemble the neuropil of the 
underlying layer IVB. 

These findings on the morphological and 
chemical subivisions of GABA neurons and their 
distribution within specific layers and compart- 
ments within monkey area 17 demonstrate that 
when the entire GABA population is considered, 
a preferential but not exclusive distribution of 
cells within geniculocortical recipient zones ex- 
ists. Furthermore, subpopulations of GABA neu- 
rons are present in area 17, some present within 
compartments (e.g., the CO patches of layers 
11-111 and the lattices of layer IVA) that receive 
LGN inputs and others present within regions 
(the inter-patch regions in layers 11-111) that do 
not. It is also very clear that in the normal mon- 
key, the distribution of GABA neurons and sub- 
populations of GABA neurons may vary within 
ocular dominance columns (CO patch vs. inter- 
patch) but the distribution does not vary across 
ocular dominance columns. That is, the systems 
of right- and left-eye dominance columns contain 
the same densities and distributions of GABA 
neurons and GABA subpopulations (see below). 
In the following sections, data will be presented 

and discussed which indicates this homogeneous 
distribution is definitely not the case for monkeys 
deprived of visual input from one eye in adult- 
hood. Under those circumstances, dramatic 
changes in the total GABA population and in 
specific subpopulations occur across ocular domi- 
nance columns and within select compartments of 
the columns. 

Visual cortical plasticity 

A growing body of data indicates that in both the 
peripheral and central nervous systems changes 
related to the levels of synaptic input produce 
changes in the molecular features of specific neu- 
ronal populations (LaGamma et al., 1985; White 
et al., 1987; Morris et al., 1988; Warren et al., 
1989; Welker et aI., 1989; Neve and Bear, 1989; 
Feldblum et al., 1990). For example, the changes 
produced by denervation of different groups of 
neurons include increased or reduced levels of 
neurotransmitters, neuropeptides, related en- 
zymes, receptors and second messenger molecules 
(Baker et al., 1983; Black et al., 1984; Kosaka et 
al., 1987). The functional significance of these 
changes can be appreciated from both classical 
and recent studies of denervation supersensitiv- 
ity, in which loss of an afferent produces a pro- 
nounced increase in neuronal response to the 
afferent’s neurotransmitter (Lomo and Rosen- 
thal, 1972; Frank et al., 1975). Within some sys- 
tems, the plastic response to changes in inputs is 
restricted to specific neuronal populations, possi- 
bly to specific neuronal classes. Of particular 
interest is whether such changes detected in sim- 

Fig. 4. Patterns of immunoreactivity in the periodic patches of CO staining in layers 11-111 of monkey area 17. A,B. Comparison of 
GABA (A) and CO (B) staining in adjacent tangential sections through layers I1 and 111. Although patches of GABA 
immunostaining are present (A) and these coincide with the patches of CO staining (B), the GABA patches appear diffuse because 
they represent terminal immunostaining. The density of GABA somata is no greater inside the patches than outside. C,D. 
Comparison of GABA, receptor immunostaining (C) and CO staining (D) in layers 11-111. In approximately 80% of the CO 
patches, a heightened immunostaining of receptors is evident. E,F. Comparison of Cat-301 and CO staining. Clusters of Cat-301 
immunostained GABA neurons are present in layers 11-111 (E) and in layers IVB and VI. These clusters coincide with the core 
regions of the CO patches in layers 11-111 (F). The profiles of the same blood vessels in the pairs of sections are indicated by circles 
in A-D and by arrows in E,F. 
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pler systems also occur in the most complex neu- 
ronal system, the cerebral cortex. Are the chemi- 
cal traits of cortical neurons changeable and are 
those changes restricted to certain neuronal sub- 
populations? 

For a brief period during the development of 
the monkey cerebral cortex, manipulations of one 
eye alter the physiology and connectivity of the 
primary visual area (Hubel et al., 1977; LeVay et 
al., 1980). The most dramatic of the changes is 
the expansion of regions or “columns” dominated 
by the normal eye and the shrinkage of columns 
dominated by the deprived eye. Such changes in 
column size are apparent with two types of 
method: (1) physiological methods that examine 
the receptive fields of cortical neurons, in which 
case the territories of cortical neurons excited by 
the normal eye are found to be abnormally large 
while those excited by the deprived eye are small 
and contain neurons that are difficult to activate; 
(2) anatomical methods that examine the indirect 
inputs from the two retinae (deprived and nor- 
mal) through the relay in the LGN, in which case 
retinogeniculocortical axons of the normal eye 
occupy much wider regions in area 17 than simi- 
lar axons of the deprived eye. Current under- 
standing of this and related aspects of develop- 
mental plasticity indicates the physiological ex- 
pansion occurs because of the sprouting of 
geniculocortical afferents driven by the normal 
eye. The various anatomical and physiological 
components of developmental plasticity end in 
the first 4-12 months of postnatal life. 

The ability of the cerebral cortex to change 
does not end in childhood. In the monkey first 
somatic sensory cortex significant functional reor- 
ganization has been reported to occur following 
partial deafferentation of the digits or other ma- 
nipulations of the sensory periphery in the adult 
monkey (Kaas et al., 1983; Wall et al., 1986; Clark 
et al., 1988). Many of the changes of the somatic 
sensory cortex in this and other species take place 
too quickly (a matter of hours) to be accounted 
for by the sprouting of central axons. These find- 
ings are in keeping with the idea that areas of the 

neocortex, unlike the hippocampus (Lynch et al., 
1972), are incapable of anatomical reorganization 
past a certain early age but the findings indicate 
that functional plasticity persists into adulthood. 

How is functional plasticity possible in a hard- 
wired system? One obvious possibility is through 
changes in neuronal chemistry, particularly in the 
neurotransmitter and receptor properties of cor- 
tical neurons. Such changes would be particularly 
provocative if they occurred in the GABA system 
of the cerebral cortex, for as outlined above, 
GABA transmission is reported to be vital for the 
construction of various visual cortical receptive 
field properties, and anatomically, the greatest 
concentrations of GABA neurons in monkey area 
17 are in the geniculocortical recipient layers. 
Studies over the past four years have shown that 
in area 17 of monkeys, reductions in neuronal 
activity selectively reduce levels of immunoreac- 
tivity for several substances, including GABA and 
related proteins and peptides, increase levels of 
other proteins and leave a great many unaffected. 
Conversely, increased neuronal activity produces 
increased immunoreactivity for certain proteins 
and peptides. The responses exhibited by individ- 
ual neurons appear to be selective for specific 
subpopulations of GABA neurons and may be 
related to their synaptic organization. Some, but 
not all, of the effects on protein levels are exerted 
at the level of gene transcription. 

Activity-dependent regulation in GABA neurons 

When the neuronal activity in one retina is elimi- 
nated, either by enucleation of the eye or injec- 
tion of the voltage-gated sodium channel blocker, 
tetrodotoxin (TTX), into the vitreous body of the 
eye, the metabolic activity in area 17 of adult 
monkeys is rapidly affected. Within four or five 
days, the histochemical staining for CO is 
markedly reduced in columns dominated by the 
manipulated eye (Wong-Riley and Carroll, 1984; 
Trusk et al., 1990). In tangential sections through 
the major thalamic-recipient layer, IVC, the re- 
duced staining in the removed/injected-eye col- 
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umns and the normal, dark staining of the intact- 
eye columns appear as series of elongated light 
and dark stripes, each approximately 0.5 mm 
wide (Fig. SB,D,F). When adjacent sections of 
the same adult monkeys are immunocytochemi- 
cally stained for the amino acid neurotransmitter, 
GABA, identical patterns of alternating light and 
dark stripes are apparent (Fig. 5A,E Hendry and 
Jones, 1986, 1988a). These CO and GABA pat- 
terns contrast with the homogeneous staining for 
both in layer IVC of normal adult monkeys. Com- 
parisons of the CO and GABA staining in layer 
IVC of deprived monkeys reveals that the lightly 
stained CO stripes correspond to the lightly 
stained GABA stripes. That is, the GABA im- 
munostaining is reduced in the injected/re- 
moved-eye columns of adult monkeys (Figs. 5 and 
6; Hendry and Jones, 1986, 1988a). The qualita- 
tive impression of reduced immunostaining is seen 
as a reduction in the numerical density of im- 
munocytochemically stained somata and puncta 
(terminals) to approximately half the density seen 
in layer IVC of a normal monkey and in the 
normal-eye stripes in layer IVC of a monocularly 
deprived monkey. Similar reductions in the num- 
ber of GABA immunostained neurons are appar- 
ent in stripes through layer IVA. In layers I1 and 
I11 the reductions in GABA-immunoreactive neu- 
rons in the deprived-eye columns are evident in 
the regions of the CO patches and in the regions 
between the patches (Fig. 6; Hendry and Jones, 
1988a). 

That the reduction in GABA immunoreactivity 
of the adult monkey visual cortex is dependent on 
neuronal activity can be inferred from several 
observations. 

(1) The cortical reduction following retinal ma- 
nipulations occurs across at least one synapse, 
which takes place in the LGN, and is not a result 
of direct deafferentation. In the LGN, itself, the 
metabolic activity and CO staining of neurons 
that receive inputs from a deprived eye are quickly 
reduced but the GABA immunostaining remains 

normal 3 weeks after the cortical immunostaining 
has been reduced (Hendry, 1991). 

(2) Reduction in cortical immunostaining occurs 
with injections of lTX,  which silences retinal 
ganglion cells but does not grossly affect their 
axonal transport (Hendry and Jones, 1988a). 

(3) Reduced immunostaining occurs, at least in 
juvenile animals, when the levels of light reaching 
the retina are reduced but not eliminated by lid 
suturing (Fig. 5A-B). In that case, several weeks 
and not simply four or five days of deprivation (as 
in the case of enucleation or TTX injections) are 
necessary to reduce the levels of GABA im- 
munostaining (Hendry and Jones, 1986, 1988a). 

(4) The reduced number of GABA immunoreac- 
tive neurons is seen without a loss in the total 
number of neurons in layer IVC, indicating that 
the GABA neurons do not die as a result of the 
eye manipulations (Hendry and Jones, 1986, 
1988a). 

(5 )  Perhaps most significantly, the GABA im- 
munostaining of layer IVC can be returned to 
normal if TTX-injected monkeys are allowed rel- 
atively long periods of renewed binocular vision 
(Fig. 7). Those experiments involved the taking of 
biopsies from area 17 of monkeys injected with 
TTX, after which the monkeys were allowed to 
recover without further injections for several 
weeks and then sacrificed. The biopsies showed 
stripes of reduced CO and GABA staining but 
blocks of area 17 stained following the return to 
binocular vision were qualitatively and quantita- 
tively normal (Hendry and Jones, 1988a). 

(6) Reductions in GABA immunoreactivity can 
be detected quantitatively in and around the 
CO-rich patches in layers I1 and I11 that overlie 
the centers of the deprived-eye columns (Fig. 6; 
Hendry and Jones, 1988a). Only in the CO patches 
that overlie the centers of the intact-eye columns, 
where neurons are driven exclusively by the intact 
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Fig. 6. Comparison of GABA immunostaining in a normal (A) and deprived (B) area 17. A. GABA immunostained somata and 
terminals in a normal adult monkey are very dense and virtually uniform within layer IVC. Numerous immunostained somata are 
also present in layers 11-1II.B. In an adult monkey in which activity in one retina has been eliminated, the distribution of GABA 
somata and terminals in layers IVA and IVC consists of alternating light and dark regions, corresponding with deprived- and 
normal-eye columns. In addition, the immunostaining of layers I1 and I11 is also noticeably reduced. Bar: 250 fim. 

~ ~~ 

Fig. 5. Reduction in GABA and GAD immunostaining in ocular dominance stripes through layer IVC of area 17. A,B. Pair of 
adjacent tangential sections principally through layer IVC of a monocularly deprived young adult macaque monkey. GABA 
immunostaining (A) and CO staining (B) both consist of darkly and lightly stained stripes. By lining up the same blood vessel 
profiles in the two sections (circles) one can determine that the darkly stained GABA and CO stripes coincide and the lightly 
stained GABA and CO stripes coincide. C,D. Tangential sections through layer IVC of an adult macaque monkey that received 
monocular injections of TTX. Comparison of the positions of the same blood vessels (circles) reveals that the dark and light stripes 
immunostained for GAD (C) coincide with dark and light stripes histochemically stained for CO (D). E,F. GABA immunostaining 
(E) and CO staining (F) of layer IVC in area 17 of a Cebus monkey that received monocular injections of ITX. The irregutar 
stripes of dark and light GABA immunostaining correspond to similar stripes of CO staining, demonstrating that in New World 
monkeys with ocular dominance columns, loss of input from one eye reduces the GABA immunostaining in the corresponding 
ocular dominance columns. Bar: 1.8 mm in A,B; 1.4 mm in C,D; 1 mm in E,F. 
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Fig. 7. Restoration of normal GABA immunostaining in area 17. A.B. GABA (A) and CO (B) staining of area 17 from a block 
taken as a surgical biopsy from a monkey that had received an injection of TTX into one eye. Both A and B include layer IVC and 
contain alternating stripes of greater and lesser staining. Comparison of the same blood vessel profiles in these two adjacent 
sections (circles) shows the lightly stained CO stripes (i.e., injected-eye columns) contain a reduced number of GABA somata and 
terminals. C,D. GABA (C) and CO staining (D) of area 17 from the same monkey as in A,B following several weeks in which the 
TTX injections were stopped, thus restoring binocular vision to the monkey. Stripes are seen in neither preparation and 
quantitative measures show that the numerical density and proportion of GABA neurons in layer IVC is returned to normal. The 
lighter staining in the lower left corner in C is due to the protrusion of layer V into the plane of the section. Bar: 0.6 mm in A; 1.5 
mm in B. 
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eye (Livingstone and Hubel, 19841, is the GABA 
population normal. Thus, wherever the effects of 
monocular deprivation would effect neuronal ac- 
tivity, changes in GABA immunoreactivity are 
apparent. 

(7) Reduced GABA immunostaining is seen in 
deprived-eye columns in layer IVC of Cebus 
monkeys (Carder et al., 1990), a species of New 
World monkeys whose primary visual cortex pos- 
sesses ocular dominance columns (Hess and Ed- 
wards, 1987). However, in cat visual cortex, where 
ocular dominance columns also exist (Hubel and 
Wiesel, 1963; Shatz et al., 1977) but where indi- 
vidual neurons of layer IV display greater binocu- 
lar properties than cells in layers IVA and IVC of 
monkey visual cortex (Shatz and Stryker, 1978), 
deprivation-induced changes in GABA and GAD 
expression do not occur (Bear et a1.,1985; Benson 
et al., 1989). Thus, in species whose visual cortical 
neurons are dependent on one eye for the bulk of 
their visual input, changes in transmitter expres- 
sion are apparent, but in at least one species 
whose neurons are driven by both eyes, the level 
of neuronal activity may be sufficient to maintain 
normal transmitter expression. 

These findings have led to the conclusion that 
the loss of half the GABA immunostained neu- 
rons in layer IVC of deprived-eye columns repre- 
sents an activity-dependent reduction in the con- 
centration of GABA in individual cells, to the 
point that they can no longer be stained by im- 
munocytochemical methods (Hendry and Jones, 
1986; 1988a). Recent findings indicate, however, 
that the simple loss of activity is not sufficient to 
reduce GABA immunoreactive levels. When visu- 
ally driven neuronal activity reaching area 17 
from both eyes is eliminated by lesioning the 
LGN, the GABA immunostaining of the cortex is 
qualitatively and quantitatively normal: there is 
no sign of reduced immunostaining and the nu- 
merical density and proportion of GABA im- 
munoreactive neurons remains normal in the 
deafferented visual cortex. Furthermore, the 

GABA immunostaining in the monocular seg- 
ment of area 17, driven by a TTX-injected eye, is 
unaffected by the deprivation and is qualitatively 
and quantitatively identical to the immunostain- 
ing of normal-eye columns (unpublished observa- 
tions). These data suggest that a competition 
between ocular dominance columns may be nec- 
essary for the chemical make-up of visual cortical 
neurons to be changed. 

Changes in GABA-related substances 

Levels of neuronal GABA could be reduced by 
several mechanisms, including changes in synthe- 
sis, degradation, reuptake or intracellular pro- 
cessing. While not excluding the others, observa- 
tions on the immunostaining for GAD suggest 
that reduction in the synthesis of GABA plays a 
major role in the plasticity of deprived-eye 
columns. The GAD immunoreactivity shows a 
50% reduction in the numerical density of GAD- 
positive somata in layer IVC of deprived-eye 
columns (Fig. 5C-D; Hendry and Jones, 1986, 
1988a; see also Hendrickson, 1982). Dramatic re- 
ductions in the density of immunostained puncta 
were also observed. From these results, it appears 
that the most likely cause for the apparent reduc- 
tion in neuronal GABA levels is a reduction in 
GAD in half of the deprived neurons. As seen 
with GABA immunostaining, the reductions in 
GAD immunoreactivity occur most dramatically 
in neurons of layers IVC and IVA, where the 
bulk of geniculocortical axons terminate in area 
17. 

GABA is a powerful inhibitory neurotransmit- 
ter in the cerebral cortex which exerts many of its 
postsynaptic effects through the GABA, recep- 
tor subtype (Krnjevic, 1984; Sillito, 1984). This 
subtype possesses binding sites for GABA, ben- 
zodiazepines and barbiturates and contains a 
chloride channel that is opened when GABA 
occupies the receptor (Olsen and Tobin, 1990). 
Clearly, the functional consequence of reductions 
in the levels of GABA contained and released by 
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Fig. 8. Plasticity of GABA, receptors in monkey area 17. A,B. Adjacent sections through layer IVC of a monkey that had received 
TTX injections into one eye. The immunostaining for the & / p 3  subunit of the GABA, receptor in layer IVC is broken up into 
elongated darkly and lightly stained stripes (A) which, by comparing the positions of the same blood vessel profiles (circles) in the 
adjacent CO stained section (B) correspond to normal-eye and injected-eye columns, respectively. A similar down-regulation of 
receptors is also seen when the binding of [3H]flunitrazepam (C)  and [3H]muscimol (E) is compared with the CO staining (D) in 
adjacent sections. Arrows indicate the positions of the same intensely radioactive, normal-eye columns, determined by comparing 
blood vessel profiles in the three sections. Bar: 0.6 mm in A,B; 1.0 mm in C-E. 
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deprived cortical neurons would depend on the 
response of the GABA, receptors. If, as seen for 
the vast majority of neurotransmitter receptors, 
the number or affinity of the receptors is in- 
creased when neurotransmitter levels are reduced 
(e.g., denervation supersensitivity; Kuffler, 1943; 
Brown, 1969) then the effects of reduced GABA 
levels might be offset by increased receptor levels 
or sensitivity. Such an increase in GABAA recep- 
tors has been reported for the deprived kitten 
visual cortex (Shaw and Cynader, 1988). If, on the 
other hand, the receptor levels are reduced in 
parallel with GABA levels then the reduction in 
GABA transmission would most likely be magni- 
fied. The latter appears to be the case. Immuno- 
cytochemical experiments with a monoclonal an- 
tibody to the &/& subunit of the GABAA re- 
ceptor (deBlas et al., 1988) show that enucleation 
and TTX injections reduce the levels of receptor 
immunoreactivity in layers IVA and IVC of the 
deprived-eye columns (Fig. 8A,B; Hendry et al., 
1990). Radioligand binding experiments confirm 
a change in the receptors and demonstrate that a 
25% reduction in the binding of both a GABA 
agonist, muscimol, and the benzodiazepine, fluni- 
trazepam (Fig. 8C-E). Preliminary Scatchard 
analysis suggests that this reduction in binding 
occurs through reduced numbers of receptors and 
not in the affinity of the receptors. The immuno- 
cytochemical and ligand-binding studies indicate, 
then, that GABA-binding and benzodiazepine-bi- 
nding subunits of the GABAA receptor in the 
visual cortex are reduced by loss of input from 
one eye. The reduced receptor levels are found in 
the same geniculocortical recipient layers, IVC 
and IVA, as those displaying reduced GABA and 
GAD levels (Fig. 8A,B). Together, reductions in 
presynaptic GABA levels and postsynaptic recep- 
tor levels might greatly reduce the levels of inhi- 
bition in deprived-eye columns. 

As outlined above, a variety of neuropeptides 
and proteins are present in subpopulations of 
GABA neurons. Two of these coexisting sub- 
stances, the tachykinin neuropeptide family and 
the calcium binding protein, paravalbumin, are 

present within GABA neurons of the geniculo- 
cortical recipient layer IVC: tachykinins are pre- 
sent in approximately half of the GABA neurons 
in this layer (Hendry et al., 1988b) and parvalbu- 
min in virtually all of them (Omidi et al., 1988). 
Both display dramatic reductions in immunoreac- 
tive levels following TTX injections into one eye 
(Hendry et al., 1988b; Omidi et al., 1988). Very 
little tachykinin immunoreactivity remains in de- 
prived-eye columns, as more than four out of five 
neurons lose their immunostaining within five 
days of retinal silence (Fig. 9). Parvalbumin very 
closely follows GABA, with reductions in the 
numerical density of immunostained neurons by 
one-half (Fig. 10C,D). These data demonstrate 
that molecules tied to the GABA system of the 
primary visual cortex remain plastic in adulthood 
and show rapid reductions in immunoreactive 
levels following loss of input from one eye. 

The reduced immunoreactivity following mo- 
nocular deprivation does not arise from a general 
reduction in protein synthesis by cortical neurons. 
Instead, the effects of monocular deprivation in 
the adult monkey visual cortex are selective, pro- 
ducing increased levels in certain proteins and no 
changes in a large number of substances. Thus, in 
layer IVCp of adult monkey visual cortex, the 
immunoreactivity for the alpha subunit of type I1 
calmodulin-dependent protein kinase (type I1 
CaM kinase) is greater within neurons of de- 
prived-eye columns than in cells of neighboring 
normal-eye columns and in cells of normal area 
17 (Hendry and Kennedy, 1986). This increased 
kinase immunostaining of cortical neurons is par- 
alleled by an increase in histochemical staining 
for cortical fibers that contain acetyl- 
cholinesterase (AChE), which was the first of the 
neurotransmitter-related proteins in adult pri- 
mate area 17 found to be regulated by neuronal 
activity (Graybiel and Ragsdale, 1982; Horton, 
1984). Many other proteins and peptides, includ- 
ing synapsin I (Hendry and Kennedy, 19861, neu- 
ron specific enolase, non-phosphorylated neuro- 
filament proteins, neuropeptide Y and somato- 
statin show no changes in immunoreactivity with 
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Fig. 9. Plasticity of tachykinin-like immunoreactivity in monkey area 17. CO staining (A) and tachykinin immunostaining (B) in a 
TTX-injected monkey. Both the C O  staining and tachykinin immunostaining in layer IVC are made up of dark and light bands. 
Comparison of the positions of the same blood vessels (circles) in the two sections indicates that the light tachykinin immunostain- 
ing, which represents an 80% loss of immunoreactivity in somata and terminals, coincide with injected-eye columns. Normal 
immunostaining is found in the intact-eye columns. Bar: 1.0 mm. 

monocular deprivation (unpublished observa- staining of more neurons (Hendry and Kennedy, 
tions). 1986). Whether the increased levels of AChE 

staining represent greater levels or activity of the 
Up-regulation of neuronal proteins enzyme in “old” fibers or the presence of the 

enzyme in “new” fibers is not known. However, 
The increased immunostaining for the alpha sub- recent studies suggest that increased neuronal 
unit of type I1 CaM kinase results from a greater activity does lead to the immunostaining of novel 
staining of individual neurons rather than the populations of cells in monkey area 17. These 
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Fig. 10. Parvalbumin immunoreactivity in monkey area 17. A,B. Distribution of parvalbumin immunoreactive elements (A) and CO 
staining (B) in closely neighboring tangential sections through area 17 of a normal monkey. The sections, cut tangentially through 
layers I1 and 111, reveal patchy immunostaining and CO staining. Comparison of the positions of the same blood vessel profiles 
(circles) demonstrates that the patches of parvalbumin immunoreactivity coincide with the patches of intense CO staining. In 
addition, parvalbumin neurons are very dense in layers IVA and IVC. C,D. Parvalbumin (C) and CO (D) staining in layer IVC of a 
monkey that received 'ITX injections into one eye. In both of the adjacent sections, stripes of intense and light staining are present. 
Comparison of the same blood vessel profiles (circles) demonstrates that the light immunostaining, which represents a reduction in 
the immunoreactivity of somata and terminals, coincides with the .light CO staining Ge., injected-eye columns). Bar: 2.5 mm in A,B; 
1.5 mm in C,D. 

studies have focussed on the periodic CO patches 
in layers I1 and I11 of area 17. As outlined, above, 
the CO-stained patches normally form rows that 

overlie the centers of ocular dominance columns 
for each eye. With prolonged silencing of one eye 
by repeated TTX injections or with chronic blur- 
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Fig. 11. Calbindin immunoreactivity in monkey area 17. A,B. Calbindin immunostaining (A) and CO staining (B) in a tangential 
section through layers I1 and I11 of a normal monkey. The distribution of immunoreactive somata and terminals is inhomogeneous 
in the superficial layers and consists of a matrix of intensely immunostained elements surrounding lightly stained core regions. 
Comparison of the positions of the same blood vessel profiles in the adjacent sections (circles) shows that the intense 
immunostaining is in the regions lightly stained for CO. The lightly immunostained cores thus correspond to the regions of the CO 
patches. C,D. In layers 11-111 of a monkey that had received injections of TTX into one eye, both the calbindin immunostaining (C) 
and the CO staining (D) is abnormal. In the CO stained section, every other row of patches forms a more continuous line than 
normal while the patches in the alternating rows are shrunken. Correlation of these sections with those through layer IVC reveals 
that the elongated rows lie at the centers of intact-eye columns and the rows of shrunken patches to lie at  the centers of 
injected-eye columns. Comparison of the positions of the same blood vessel profiles (circles) in the CO and calbindin sections 
shows that the calbinin immunostained neurons and terminals occupy not only the inter-patch regions but also the patches of the 
intact-eye columns. Bar: 1.5 mm in A,B; 2.4 mm in C,D. 
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ring of one eye by removal of the crystalline lens, 
the blobs in every other row shrink while those in 
the alternating rows expand to fill in the gaps 
between them (Fig. 11; Trusk et al., 1989; Hendry 
et al., 1988b). Those blobs which expand overlie 
the centers of normal-eye columns. For at least 
the tachykinin neuropeptide family, the increased 
CO staining, which is indicative of increased 
metabolic activity, leads to immunocytochemically 
detectable levels in an abnormally large popula- 
tion of cortical neurons in and between the CO 
patches. These findings indicate that the 
tachykinin immunostaining is present in novel 
groups of neurons. 

The increased staining of one protein, cal- 
bindin, is dramatic for the speed and precision 
with which it occurs. Calbindin is, in normal 
monkeys, present within neurons that surround 
the blobs (Fig. llA,B; Celio et al., 1986; Omidi et 
al., 1988). However, within a matter of days fol- 
lowing injection of 'ITX into one eye, the cal- 
bindin immunostaining in the rows overlying the 
normal-eye columns is present both in the blobs 
and around them (Fig. 1 lC,D). The novel popula- 
tion of calbindin neurons in the blobs closely 
resembles the normal population that surrounds 
the blobs: the cells are small, superficially-placed 
non-pyramidal neurons in which immunoreactiv- 
ity for GABA coexists but immunoreactivity for 
parvalbumin is excluded. Thus, in their laminar 
position, morphology and chemical properties the 
normal and novel calbindin populations are indis- 
tinguishable, yet only one contains immunocyto- 
chemically detectable levels of the protein under 
normal visual conditions. One possible explana- 
tion for these findings is that the ability to synthe- 
size calbindin is restricted to certain classes of 
cortical neurons; changes in neuronal activity can 
lead members of those classes to express or in- 
crease that synthetic capability but cannot lead 
members of other classes to do so. 

The changes in the normal-eye columns of 
monocularly deprived monkeys are consistent with 
the observations that functionally, the inputs from 
the two eyes continue to compete in the cortex of 

adult animals. The source of the interocular in- 
teractions in area 17'is most likely the intracorti- 
cal connections between neighboring columns. 
For the neurons of layer IVC, where the most 
robust changes in neuronal immunostaining oc- 
cur, dendrites remain largely confined to the ocu- 
lar dominance column in which their cell body is 
situated, but axons of these neurons and probably 
of neurons in other layers that innervate layer 
IVC cross column boundaries (Katz et al., 1989). 
One might predict that the intercolumnar projec- 
tions and their terminations onto GABA neurons 
are a critical component of the regulation of 
immunoreactive levels in area 17. However, find- 
ings of synaptic inputs to GABA cells of layer 
IVCP have implicated the geniculocortical inputs 
in determining which GABA cells cease to stain 
and which continue to stain (Hendry and Jones, 
1988b). That study indicated that the subpopula- 
tion of GABA neurons which is sensitive to 
monocular deprivation in adults and loses its 
GABA immunoreactivity receives relatively few 
synaptic contacts on somata and proximal den- 
drites but that a relatively large proportion of 
these synapses arise from the LGN. By contrast, 
the neurons that continue to display GABA im- 
munoreactivity are relatively densely innervated 
but receive a small proportion of their synaptic 
inputs from geniculocortical axons. 

It is not clear if the two populations of GABA 
cells, those sensitive to visual deprivation and 
those relatively resistant to change, correspond to 
the different morphological classes described pre- 
viously. The most closely studied class of GABA 
neuron in monkey area 17, the clutch cell, is 
reported to be lightly innervated (Kisvarday et al., 
1986) and may be part of the GABA population 
that is sensitive to deprivation. The large basket 
cell is, in other areas of the monkey cerebral 
cortex, generally described as densely innervated 
(Jones and Hendry, 1984) and might on that basis 
be considered resistant to deprivation. However, 
analysis of the soma1 diameters of GABA in 
normal- and deprived-eye columns indicates that 
large and small neurons are equally affected by 
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visual deprivation: in layer IVC of the deprived- 
eye columns, approximately half the GABA neu- 
rons over 15 pm in diameter and approximately 
half under 15 pm in diameter are no longer 
immunoreactive following loss of input from one 
eye (Hendry and Jones, 1988b). These data sug- 
gest that the effects of deprivation may target 
some classes preferentially but are probably felt 
by members in each of the GABA cell classes of 
layer IVC. 

Cellular mechanisms of neurochemical plasticity 
in area 17 

Changes in neurotransmitter and neuropeptide 
immunoreactivity within the central nervous sys- 
tem are commonly correlated with changes in the 
levels of the mRNAs encoding for the particular 
neurotransmitter enzyme or neuropeptide (White 
et al., 1987; Morris et al., 1988). In area 17 of 
adult monkeys, the deprivation-induced changes 
in type I1 CaM kinase apparently occur through 
changes in mRNA levels while the changes in 
GAD do not. In situ hybridization histochemistry 
reveals dramatic increases in the levels mRNAs 
encoding the alpha subunit of type I1 CaM kinase 
in layer IVC of area 17 (Benson et al., 1991; 
Jones et al., 1991). The increased hybridization 
signal is found in deprived-eye columns, where 
increased immunoreactivity for the alpha subunit 
also occurs (Hendry and Kennedy, 1986); levels of 
mRNAs in the normal-eye columns remain un- 
changed (Benson et al., 1991). By contrast with 
these findings, in situ hybridization histochem- 
istry reveals no changes in the levels of GAD 
message in area 17, either in the deprived-eye 
columns or the normal-eye columns of monocu- 
larly deprived monkeys (Benson et al., 1991; Jones 
et al., 1991). Instead, the levels of mRNA encod- 
ing for GAL) appear normal throughout layers 
IVA and IVC. These data suggest that while the 
regulation of the alpha subunit of type I1 CaM 
kinase occurs at the level of gene transcription, 
the regulation of GAD is most likely a post-tran- 
scriptional and possibly a post-translational event. 

Functional consequences 

It is generally accepted that past a certain stage 
in development, the primary visual area of the 
monkey cerebral cortex is incapable of plasticity. 
Certainly, there is no evidence that area 17 of the 
adult monkey is capable of morphological plastic- 
ity, but two lines of evidence suggest that this 
area displays functional plasticity. With one line 
of research, the effects of adult enucleation of 
the fixating eye in an amblyopic monkey indicates 
that the deprived eye is actively suppressed by the 
fixating eye. With removal of the fixating eye in 
adulthood, the psychophysically measured con- 
trast and spectral sensitivities of a strabismic eye 
improve dramatically (Harweth et al., 1986). With 
the second line of evidence, brief reports of elec- 
trophysiologically recorded changes in area 17 of 
monkeys enucleated as adults indicate that the 
properties of single neurons may remain plastic 
throughout life. Thus, LeVay and co-workers 
(1980) report that removal of one eye in an adult 
monkey results not in alternating half-millimeter 
wide silent and visually-responsive zones but in 
long regions of cells driven by the remaining eye, 
interrupted by very narrow silent zones. These 
findings suggest that the amount of cortex re- 
sponsive to the intact eye has expanded, even 
though no evidence of sprouting by geniculocorti- 
cal axons was seen in a second adult enucleated 
monkey (LeVay et al., 1980). Both lines of re- 
search could be interpreted to suggest that basic 
functional properties of cortical neurons, includ- 
ing the responsiveness to retinal inputs, are de- 
fined by inhibitory, presumably GABAergic 
mechanisms. The studies outlined in this section 
suggest that removal of inputs from one retina, 
even in adulthood, reduces the level of GABA- 
mediated effects (by reducing both GABA and 
GABA receptors) in columns dominated by that 
retina. It may be the reduction in these GABAer- 
gic properties that allows inputs from the remain- 
ing eye to be released from a tonic inhibition, 
thus producing changes in the functional proper- 
ties of visual cortical neurons. 
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Summary 

The GABA neurons of monkey area 17 are a 
morphologically and chemically heterogeneous 
population of intemeurons that are normally dis- 
tributed most densely within the geniculocortical 
recipient zones of the visual cortex. In adult 
monkeys deprived of visual input from one eye, 
the levels of immunoreactivity for GABA and 
GAD within neurons of these geniculocortical 
zones is reduced. Similar changes are seen in the 
levels of proteins that make up the GABA, 
receptor sub-type. The effects of monocular de- 
privation on other substances suggest that spe- 
cific types of GABA neurons, such as those in 
which the tachykinin neuropeptide family and 
parvalbumin coexist with GABA, are greatly in- 
fluenced by changes in visual input. That some 
proteins remain normal within deprived-eye neu- 
rons and that other proteins are increased indi- 
cates the changes in the GABA cells of the cortex 
are not the result of a general reduction in pro- 
tein synthesis. Comparisons of what is known 
about the morphological and synaptic features of 
GABA cells in area 17 and the characteristics of 
cells affected by monocular deprivation suggests 
that certain classes, such as the clutch cell, may 
be preferential targets of deprivation. Such a 
selective loss of certain GABA neurons would 
have broad implications for the possible physio- 
logical plasticity of cortical cells, for if ongoing 
studies determine that specific receptive field 
properties are affected by monocular deprivation 
in adults, the correlation of functional properties 
and classes of GABA cells would be possible. 
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Molecular properties of GABAergic local-circuit neurons 
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Introduction 

GABA is well established as the major inhibitory 
neurotransmitter in the mammalian CNS. In the 
visual and sensorimotor regions of the neocortex 
approximately 20% of neurons are thought to use 
GABA (Hendry and Jones, 1981; Gabbott and 
Somogyi, 1986). Almost all cortical GABAergic 
neurons studied so far form local inhibitory con- 
nections and thus are probably involved in modu- 
latory actions that, for example, shape the recep- 
tive field properties of other cortical neurons. 
There is increasing evidence that distinct subpop- 
ulations of GABAergic neurons carry out sepa- 
rate functions, although the number of these and 
the ways in which their functional properties are 
related to other ways of classifying the cells is not 
yet clear. 

It is likely that morphological and functional 
features unique to a particular subpopulation of 
GABAergic neurons are mediated by molecules 
unique to that subpopulation, and that identifica- 
tion of these molecules will ultimately provide a 
mechanistic basis for these features. In this chap- 
ter evidence is provided to justify this view. In 
addition to presenting the evidence, however, we 
would like to review briefly some of the other 
work on GABAergic neuron structure and func- 
tion that provides a context in which to discuss 

our own work. Much of this material is covered in 
greater depth in other chapters. 

Morphological analysis of local circuit neurons 

In many areas of cortex, including the visual 
cortex, neurons have been characterized exten- 
sively by the Golgi method. About seven distinct 
types of local circuit neuron have been classified 
on the basis of axonal arborizations and dendritic 
patterns (Jones, 1975; Lund et al., 1979; Peters 
and Regidor, 1981; Meyer and Ferres-Torres, 
1984; Lund, 1987). Many of these types are now 
known to accumulate [3H]GABA, or their termi- 
nals can be labelled immunocytochemically for 
GABA or the GABA synthesizing enzyme glu- 
tamic acid decarboxylase (GAD), indicating that 
they are GABAergic inhibitory neurons. The spe- 
cific types are generally known by names given to 
reflect unique features of their axonal or den- 
dritic branching patterns. For example, the large 
basket cells and small basket cells (also called 
“clutch” cells) are named for the pericellular 
endings they form on the cell bodies of pyramidal 
cells. Similarly, the chandelier cell type is named 
for the candelabra-like axonal endings formed on 
the initial axon segments of pyramidal cells. Other 
types include bipolar, double bouquet, horsetail 
and neurogliaform cells (also called “clewed” or 
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“spiderweb” cells). Neurogliaform cells have a 
distinctive local axon plexus which intertwines 
with short recurring dendrites, giving them the 
appearance of a loose ball of thread. While many 
of these names are now well accepted it is worth 
pointing out that many other names and classifi- 
cations exist in the literature and that general 
agreement for all species does not yet exist (see 
discussion in chapters in Peters and Jones, 1984a). 

Extensive Golgi studies have been carried out 
in the cat, monkey and rat (Peters and Jones, 
1984b and references therein). In Fig. 1 are shown 
five types of local circuit neuron identified by 
Golgi staining of cat visual cortex (Meyer, 1983; 
Meyer and Ferres-Torres, 1984). The dendritic 
patterns of all the cell types are quite similar. The 
axonal arbors, however, show distinctive differ- 
ences. Some cell types, for example the small 
basket cells, are often not completely stained in 
adult tissue because of myelination of their fine 
axons. This has resulted in very few of these cells 
being described in the literature. As well as the 
potential problem of incomplete staining of cells, 
the randomness of the Golgi method makes it 
difficult to obtain good quantitative estimates of 
cell numbers and distributions. 

Intracellular staining of GABAemic neurons 

A number of GABAergic neurons have also been 
characterized by intracellular filling with horse- 
radish peroxidase or the fluorescent dye Lucifer 
yellow. The difficulties of this approach are indi- 
cated by the report in Kisvarday et al. (19851, that 
three small basket, or “clutch”, cells were filled 

during 4 years of work involving the filling of 
many hundreds of neurons. Thus, the numbers of 
cells from which conclusions can be drawn re- 
mains small, but they clearly include a number of 
physiological types. For example a neuron in layer 
4c of cat cortex, with the characteristics of a 
GABAergic cell, was found to have a simple 
receptive field and to have an axonal arbor en- 
tirely confined to layer 4 (Gilbert and Wiesel, 
1979). Two small basket cells were found in other 
experiments to have complex receptive fields and 
to have axonal arbors in layers 4a and 4b and to 
send axons into layers 5 and 6 (Kisvarday et al., 
1985). Even from such limited data it can be 
concluded that GABAergic neurons have a range 
of physiological properties. More cells, however, 
are needed to be able to relate different physio- 
logical properties to different morphological sub- 
classes. 

Synaptic interactions of GABAergic neurons 

GABAergic neurons are found in all cortical lay- 
ers and in the white matter. In visual cortex, a 
number of cells have been studied in great detail 
at the ultrastructural level. For example, serial 
section EM analysis of a layer 5 / 6  cell has pro- 
vided evidence for intralaminar inhibitory circuits 
in cat area 17 (Kisvarday et al., 1987). Similarly, a 
recent study has documented the physiological 
and morphological characteristics of a layer 1 
GABAergic neuron from kitten area 17 (Martin 
et al., 1989). For the purposes of this chapter, 
however, only a brief review of the features of 
layer 4 cells will be given. 

Fig. 1. Some principal types of local-circuit neurons in layers 11-111 and IV of cat visual cortex, stained by Golgi impregnation. A. 
Neuron with chandelier-type axon forms very specfic synaptic contacts on the initial segments of nearby pyramidal cell axons. B. 
Multipolar neuron of layer IV with arcade axonal arbor. C. The neurogliaform cell type, also termed “clewed” or “spiderweb”, is 
identified on the basis of both dendritic and axonal patterns. The short, recurving dentrites of this neurogliaform cell branch only 
near the soma and overlap closely with compact and highly branched axons. D. The bitufted dendrites of a neuron in layer IV with 
ascending axon plexus distinguish this type. E. Basket cells form semicircular axonal endings on somata of local and more distant 
pyradmidal and non-pyramidal cells. The nearly complete staining of this immature basket cell is a situation rarely observed in the 
mature cat, where most of the axon is myelinated and resists Golgi impregnation. Note that the right-hand portion of the axon has 
not been included (asterisk). Arrows indicate the initial axon segments. Scales are 100 pm. (Taken from Naegele and Barnstable, 
1989.) 
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The inputs to the layer 4 GABAergic cells 
have been partially established but the data are 
far from complete. Studies of afferent input into 
layer 4 of area 17 from the LGN has established 
that most of the synaptic contacts are made with 
spiny stellate cells which are thought to be excita- 
tory, but a significant proportion are made with 
the aspiny GABAergic cell types (Valverde, 1985). 
Separate sets of GABAergic neurons in layer 4 
were shown to receive either X- or Y-type input 
from geniculocortical afferents. Those that re- 
ceived X-type were smaller (15 pm average diam- 
eter) than those that received Y-type inputs (24 
pm average diameter) (Freund et al., 1985). It is 
likely that much geniculate input reaches the 
layer 4 GABAergic neurons through the interme- 
diate step of the layer 4 spiny stellate cells. 

Another source of input into layer 4 is from 
layer 6 pyramidal cells. Several studies have shown 
that most of the synapses made by the collaterals 
of layer 6 cells are onto dendritic shafts of layer 4 
cells. The proportion of these that might be part 
of GABAergic cells is not clear. Using morpho- 
logical criteria 36% of dendrites were identified 
as being from smooth stellate cells, which are 
generally assumed to be GABAergic (McGuire et 
al., 1984). By combining intracellular marking of 
a layer 6 cell with immunocytochemical labelling 
of sections with a GABA antiserum, it was esti- 
mated that only 14% of all postsynaptic targets 
were on dendritic shafts containing GABA, 
whereas 56% were on GABA negative dendritic 
shafts and 30% were on dendritic spines (Kisvardy 
et al., 1985). Assuming that the real number lies 
somewhere between 36 and 14%, or that the 
results represent some of the natural heterogene- 
ity in layer 6 cells, it is clear that a major source 
of input to these cells comes from layer 6 pyrami- 
dal cells. Other important inputs to GABAergic 
neurons in area 17 are thought to come from 
other cortical and subcortical regions. For exam- 
ple, inputs from the prestriate cortex and pul- 
vinar may regulate the activity of chandelier cells 
as part of a feedback regulatory loop (Ogren and 
Hendricksen, 1976; van Essen, 1984). 

The synaptic contacts made by GABAergic 
neurons in visual cortex have been analysed in a 
few cases (Kisvarday et al., 1985, 1986). Serial 
section analysis of 321 synaptic boutons from two 
small basket cells in cat area 17 showed three 
types of synaptic target. 20-30% of boutons were 
on cell bodies, 3550% on dendritic shafts and 
30% were on dendritic spines. A random sample 
of 159 synapses made by three small basket cells 
whose cell bodies were in layer 4Ca showed that 
they also contacted cell bodies (10-17%), den- 
dritic shafts (43.8-58.5%) and spines (20.8- 
46.3%). In both sets of experiments postsynaptic 
cells were generally not GABAergic but included 
spiny stellate, star pyramid and pyramidal cells. 
This electron microscopic sampling was con- 
firmed in a more complete light microscopic esti- 
mate of boutons and numbers of cells contacted. 
For one of the cells, 2733 boutons were counted 
in layer 4 and 143 in layers 5 and 6. Thus, 95% of 
the synaptic output of this cell was confined to 
layer 4. The two cells studied made contact with 
454 and 345 neuronal cell bodies respectively, 
and over 90% of these contacts were in layer 4. 

The synapses made by basket cells are found 
on different subcellular sites and probably carry 
out different functions. Those on spines probably 
modulate individual synaptic inputs, those on 
dendritic shafts can affect groups of inputs and 
those on cell bodies can affect the overall respon- 
siveness of a cell. Thus, this cell type is likely to 
be part of several inhibitory circuits of different 
degrees of selectivity. A different type of function 
is thought to be carried out by the chandelier 
type of GABAergic neuron. Because these cells 
form synapses on the initial segment of pyramidal 
cell axons, they are probably responsible for regu- 
lating the output of particular cells. As men- 
tioned above, substantial input to the chandelier 
cells is thought to come from regions that are 
targets of the pyramidal cells to which they are 
presynaptic. This sets up the possibility of feed- 
back regulatory loops but such loops have yet to 
be demonstrated experimentally. 

Studies of the type described above are ardu- 
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ous and have so far been able to provide few 
insights into the nature and function of GABAer- 
gic circuitry in visual cortex. Over the past few 
years we have begun an approach that we believe 
can add significantly to the methods already 
available so as to make it easier to identify cells 
of interest and ultimately to ask focussed and 
quantitative questions about the nature and func- 
tion of particular types of circuits in visual cortex. 
This approach is based on the assumption that 
different functional subclasses of neurons in the 
visual cortex express unique molecules. With 
probes against these molecules it will be possible 
to define the distribution of cell types in a quanti- 
tative manner and also to combine labelling 
methods with other methods that allow estimates 
of the numbers of contacts between different 
types of cells to be made more rapidly than now 
possible. 

New molecular markers of GABAergic local 
circuit neurons 

Production of monoclonal antibodies against cell 
types of one CNS region, the retina, has been an 
invaluable approach both for identifying new 
molecules in this tissue and for providing markers 
to study retinal development and function in cul- 
ture (Barnstable, 1980, 1987, 1991; Akagawa and 
Barnstable, 1986; Sparrow et al., 1990). In partic- 
ular, this work has shown that monoclonal anti- 
bodies can be generated against each of the ma- 
jor subclasses of neurons and glia present in the 
tissue. Some years ago we reasoned that a similar 
approach would also provide useful information 
in primary visual cortex. 

Because we had no way of predicting whether 
detectable cell-type specific molecules would be 
cytoplasmic, or membrane associated, or both, we 
immunized mice with a homogenate of cat area 
17. From the monoclonal antibodies prepared 
from these mice, two are of relevance for this 
chapter/VCl.l and VC5.1 (Arimatsu et al., 1987). 
Both antibodies labelled subpopulations of neu- 
rons in area 17, with the labelled cells found 

primarily in layer 4 with some in layers 5 and 6 
(Fig. 2). While the labelled cells were clearly not 
pyramidal, little more could be discerned from 
this experiment because only the cell bodies and 
proximal dendrites were labelled. Double-label- 
ling experiments revealed that within area 17, 
83% of the cells that were labelled by VC5.1 were 
also labelled by VC1.l. All the VC1.l positive 
cells were also VC5.1 positive leading to the 
conclusion that both antibodies were labelling 
essentially the same cell population. 

Further double-labelling studies were per- 
formed with antibody VC1.l and an antiserum 
recognizing GABA (Naegele et al., 1988). Be- 
cause VC1.l labelled membranes, and GABA is 
cytoplasmic, we were able to carry out enzyme- 
coupled immunocytochemistry using horseradish 
peroxidase and alkaline phosphatase, rather than 
the more usual two-color immunofluorescence. 

The double-labelled neurons varied in both 
shape and size but they were generally medium to 
large, bipolar or multipolar cells. More than 98% 
of VC1.l positive cells also contained GABA, 
indicating that essentially all the VC1.l positive 
cells were GABAergic. In the sections studied, 
double-lab'elled cells represented approximately 
35% of the total GABAergic population. Most of 
the GABA-IR neurons not labelled by VC1.l 
were found in layer 1 and the upper half of layers 
2 and 3, although some GABA + /VC1.1 - cells 
were found in layer 4 and layers 5 and 6. These 
results are presented diagrammatically in Fig. 3 
which shows reconstructions of closely spaced 
sections in which all labelled cell bodies are 
marked. GABA-IR cell bodies were most numer- 
ous in superficial layers of area 17 and their 
numbers diminished in deeper layers (Fig. 3A). 
By contrast, VC1.1-immunoreactive, and double- 
labelled cells, were rare in layer 1 and and more 
frequent in middle and deeper layers (Fig. 3B). 
That all the cells labelled by VC1.l were a dis- 
tinct subset of GABAergic cells was also sug- 
gested by cell body size measurements. The diam- 
eters of GABA-IR cells cut in clear cross section 
ranged from 10 to 30 pm with a mean of 15.5 
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Fig. 2. A. Photomontage of immunofluorescence for VC5.1 in a frontal section of rostra1 area 17. Cortical layers (indicated by 
numerals) were determined by the staining pattern for cytochrome oxidase activity. B. Immunofluorescence photomicrograph for 
VC5.1 in area 18 in the same section as A. C. Cytochrome oxidase staining in a section adjacent to that shown in A and B. In area 
17. layer 4 is distinctly identified by heavy staining for the enzyme. Areas corresponding to A and B are shown by rectangles. Scale: 
A and B, 100 pm; C, 1 mm. (Taken from Arimatsu et al., 1987.) 

pm.The double labelled cells had diameters with 
a range from 12 to 26 pm with a mean of 18.0 
CLm. 

Antibody VC5.1 appears to react only with cat 
tissue but VCl.1 reacts with many species. The 
pattern of reactivity in rat cortex is essentially the 
same as in cat. As shown in Fig. 4, most of the 
labelled cells are in layer 4, with a few in layers 2 

cat. In rat occipital cortex only 13% of GABA-IR 
cells were labelled with VC1.l and, as in cat, 
essentially all VC1.l labelled cells were GABA- 
IR. The significance of these differences in the 
proportions of VC1.1 labelled GABA-IR cells is 
not clear because the areas used for cell counts 
was not identical and there are clear regional 
variations in the proportions of double labelled 

and 3 and some in layers 5 and 6. The proportion cells. For example, in rat the proportion varies 
of GABA-IR cells that were also VC1.l im- from 13% in occipital cortex to 29% in parietal 
munoreactive differed somewhat between rat and cortex. 
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Some of the patterns of immunocytochemical 
labelling given by VC1.l described above, and 
some of the biochemical properties of the antigen 
recognized by VC1.l (see below), were similar to 
reported patterns given by another antibody 
HNK-1 (Schwarting et al., 1987; Yamamoto et al., 
1988). Antibody HNK-1 was originally generated 
against human natural killer cells (Abo and Balch, 
1981). Subsequent studies have shown that it re- 
acts with a carbohydrate epitope containing a 
sulphated glucuronic acid (Ariga et al., 1987). 
This carbohydrate moiety is expressed on a num- 
ber of polypeptides that appear to have in com- 

1 .  .+ i I 

Fig. 3. Charts of computer-reconstructed sections showing 
positions of immunoreactive cell bodies in three different 
sections through the medial bank of cat area 17. Solid dots 
indicate the positions of all GABA-immunoreactive cells in a 
section stained with anti-GABA antiserum (A; n = 400). In B, 
stained with both VC1.l and anti-GABA antiserum, all the 
double-labeled and GABA-/VC1.1 + cells are shown (GABA 
+ /VC1.1+ cells, solid dots; n = 264; GABA-/VCI.l+ cells, 
open circles; n = 4). Quantitative comparison indicated that 
approximately 35% of GABAergic cells express the VCl.l 
antigen. A control section stained only with VC1.1 is shown in 
C ( n  = 19&. The 27% increase in the number of VC1.1-im- 
munoreactive cells in B, as compared with C, may be a result 
of variability of immunoreactive staining from section to sec- 
tion. Scale: 1 mm. (Taken from Naegele et al., 1988.) 

mon the property that they can be classified as 
cell adhesion molecules (reviewed in Naegele and 
Barnstable, 1991). Biochemical experiments have 
led to the estimate that 1520% of the N-CAM 
polypeptides from mouse brain carry the HNK-1 
ebitope (Kruse et al., 1984). 

The similarities between VC1.l and HNK-1 
prompted us to examine whether the two anti- 
bodies were recognizing the same cell groups in 
rat cortex (Kosaka et al., 1990; Naegele and 
Barnstable, 1991). Because both antibodies are 
mouse IgM, the usual methods of double-label- 
ling could not be used. To overcome this prob- 
lem, adjacent thick sections were taken and sepa- 
rately labelled with the two antibodies after which 
the paired surfaces were examined for cells cut in 
half by the sectioning. The result shown in Fig. 5 
clearly shows identity of labelled cell bodies and 
even of larger dendrites cut in cross section 
(Kosaka et al., 1990). 

The biochemical basis of VCl.l immunoreactivity 

On immunoblots of cat cortex, antibody VC1.l 
recognized a major band of 95-105 kDa and two 
other bands of approximately 145 kDa and 170 
kDa (Arimatsu et al., 1987). (Other higher molec- 
ular weight molecules also reacted, some of which 
are discussed below, but these were not revealed 
by the gel system used in these early experiments.) 
On similar immunoblots of rat cortex only the 140 
kDa and 170 kDa bands were strongly labelled. 
In both species a number of other, weakly la- 
belled, bands were also detected. 

Antibody VC5.1 labelled only immunoblots of 
cat tissue where two bands of 97 kDa and 150 
kDa were detected. Subcellular fractionation 
studies showed other differences between the 
antigens recognized by VC1.l and VC5.1. The 
VC1.l antigens were integral membrane proteins 
whereas the VC5.1 antigens were soluble in aque- 
ous buffers. 

Another difference between the two sets of 
antigens was found f4iowing enzymatic digestion. 
Cat cortical membranes were digested with N- 
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Fig. 4. A.B. Two adjacent sections of a part of rat cortex stained with cresyl-violet (A) and immunostained with monoclonal 
antibody VCl. l  (B), depicting the laminar distribution of VCI.l positive cells. Scale: 5UO pm.  (Taken from Kosaka et al., 1989.) 

glycosidase F which removes N-linked carbohy- VC5.1 immunoreactivity was unaltered, indicating 
drate groups at their asparagine attachment site. that VC1.l antigens contain N-linked carbohy- 
Immunoblots of treated membranes showed that drate groups (Fig. 6). 
all VC1.l immunoreactivity was removed but the The similarities between the immunocyto- 

Fig. 5. A.B. Nomarski optics photomicrographs of paired surfaces of two 50 p m  thick sections incubated with VC1.I (A) and 
HNK-1 (B). Layer VI in the parietal cortex. There is no appreciable difference between VCI.l and HNK-I stainings. Arrowheads 
indicate profiles of blood vessels as landmarks. Scale: 10 pm.  (Taken from Kosaka et al., 1990.) 
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Fig. 6. Deglycosylation of cat cortical membranes results in a 
loss of VC1.1 immunoreactive bands on Western blots (lanes 
1,2). This effect was specific for N-linked carbohydrates since 
identical enzymatic treatment of cytosolic fractions (lanes 3,4)  
or membrane fractions (lanes 5, 6 )  and subsequent staining 
with control antibodies, VC5.1 or anti-P38 (mAb 7.lb) against 
separate polypeptide determinants, did not alter the staining 
properties. (Taken from Naegele and Barnstable, 1991.) 

chemical labelling given by antibodies VC1.l and 
HNK-1 led us to examine whether the VC1.l 
carbohydrate was expressed on molecules such as 
N-CAM. To detect N-CAM we used three mono- 
clonal antibodies CB7.5, N-CAM-5D12 and N- 
CAM-OB11 (Neil1 and Barnstable, 1990; Naegele 
and Barnstable, 1991). Rat cortical membrane 
proteins were dissolved in detergent and antigens 
were precipitated with VC1.l or an anti-N-CAM. 
When the precipitates were analysed on im- 
munoblots, antigens precipitated by anti-N-CAM 
reacted with VC1.l and vice versa (Fig. 7). Thus, 
the 140 kDa and 170 kDa bands recognized by 
VC1.l are a subset of N-CAM molecules. 

Comparison of the labelling patterns of VC1.l 
and anti-N-CAM on sections of rat cortex and rat 
retina showed significant differences. Unlike the 
discrete labelling given by VCl.l in cortex, anti- 
N-CAM gave a more general labelling of all lay- 
ers and all regions. In retina VC1.l labelled hori- 
zontal and amacrine cells in the inner nuclear 
layer and cells in the ganglion cell layer (Fig. 8A). 

Anti-N-CAM, on the other hand-labelled all reti- 
nal layers including a uniform labelling of the 
inner plexiform layer (Fig. 8B). Combining the 
biochemical and immunocytochemical results 
suggests that whereas the N-CAM is expressed 
on most cells, the VC1.1 carbohydrate is attached 
to the N-CAM molecules of only a small subset 
of cells. The functional consequences of this are 
discussed later. 

The heavy band at 95-105 kDa seen on im- 
munoblots of cat tissue labelled with VC1.l is 
probably due to expression of this carbohydrate 
on myelin associated glycoprotein (MAG), and 
the inclusion of white matter in the membranes 
used for the blots. Immunocytochemical labelling 
of cortical gray matter with an antibody against 
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Fig. 7. Immunoprecipitation experiments demonstrating that 
VC1.l precipitates N-CAM and anti-N-CAM precipitates 
VCl.l reactive antigens. VCl.l or anti-N-CAM (antibody 
CB7) were incubated with immunobeads (Biorad) and then 
with detergent solubilized membrane fractions from rat brain, 
Specifically bound material was analysed on SDS-polyacryla- 
mide gels and transferred to nitrocellulose filters. Antigens 
precipitated by mAb VCl.1 reacted with both mAb CB7 (A) 
and VC1.l (D). Similarly antigens precipitated by mAb CB7 
reacted with both CB7 (B) and VC1.1 (E). Control lanes 
containing detergent solubilized membranes reacted with CB7 
(C) and VC1.l (F). Molecular weight standards are shown on 
the right. (Taken from Naegele and Barnstable, 1991.) 
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Fig. 8. In rat retina, the VCl.1 carbohydrate epitope is expressed on a subset of N-CAM molecules associated with horizontal and 
amacrine cells. A few ganglion cells are also immunoreactive (A). In contrast, most cell types and their processes exhibit N-CAM 
immunoreactivity (B). The VCl.l epitope and N-CAM are also present in the fiber layers of the retina (OPL, IPL). A 
phase-contrast image of rat retina is shows in C. Scale: 50 pm.  (Taken from Naegele and Barnstable, 1991.) 

the polypeptide portion of L-MAG detected only 
small oligodendrocytes, not neurons (Naegele and 
Barnstable, 1991). Thus the VC1.l labelling of 
GABAergic neurons is not due to its cross-reac- 
tivity with L-MAG. 

Another well characterized monoclonal anti- 
body, Cat-301, has been described as labelling 
GABAergic neurons in some cortical areas in- 
cluding visual cortex (Hendry et al., 1988). Cat-301 
has been shown to react with a chondroitin sul- 
phate proteoglycan, most probably with the 
polypeptide portion (Zaremba et al., 1989). The 
way in which Cat-301 outlined the cell bodies and 
proximal dendrites of neurons is very similar to 
the labelling pattern of VC1.l. Although the dis- 
tributions of Cat-301 and VC1.l immunoreactive 
neurons overlap in some areas, each antibody has 
a distinctive regional distribution of immunoreac- 
tivity (Zaremba et al., 1990). For example, in the 

cat visual system, Cat-301 labels neuronal subsets 
in area 17 and the lateral geniculate nucleus 
(LGN) but not the retina. VC1.l, on the other 
hand, labels area 17 and the retina but not the 
LGN . 

To test whether there might be any molecular 
relationship between the antigens recognized by 
the two antibodies, tissue was analysed on im- 
munoblots using low percentage polyacrylamide 
gels and transfer conditions that permitted detec- 
tion of large molecules (Zaremba et al., 1990). 
Cat-301 recognized high molecular weight mate- 
rial with the major band at approximately 680 
kDa. VC1.l recognized a band of 650-700 kDa as 
well as the lower molecular weight bands de- 
scribed earlier. The relationship between these 
high molecular weight bands was examined by 
exhaustive immunoprecipitation and im- 
munoblotting. Cat-301 could remove part, but not 
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all of the VC1.l immunoreactivity from partially 
purified cortical proteoglycans. Similarly, VC1.1 
could remove part, but not all, of the Cat-301 
immunoreactivity. From these experiments it was 
concluded that some of the Cat-301 molecules 
also carried the VC1.l carbohydrate epitope and 
that the VC1.l carbohydrate was also expressed 
by other high molecular weight molecules. Al- 
though the range of these has yet to be defined, 
many of them appear to contain keratan sulphate 
moieties since material precipitated by VC1.l 
could be stained with an anti-keratan sulphate 
antibody . 

Because antibody Cat-301 does not react with 
rat cortex, all the above comparisons were done 
using cat tissue. The results are, however, likely 

to be true for rat as well because immunocyto- 
chemical labelling with monoclonal antibodies 
produced against chondroitinase ABC digested 
chondroitin sulphate proteoglycan gave a la- 
belling pattern that was similar to that of VC1.l 
(Kosaka et al., 1990). Direct comparison of se- 
quential 0.5 pm sections showed a number of 
cells that were labelled with both VCl.1 and 
anti-chondroitin sulphate, but in addition a num- 
ber of cells that were labelled with the anti- 
chondroitin sulphate only (see below). Thus, as in 
cat, VC1.l is labelling a subset of the neurons 
that express chondroitin sulphate proteoglycans. 

Subpopulations of GABAergic neurons have 
also been identified with the lectin W A  which 
recognizes N-acetyl-galactosamine (Nakagawa et 

Fig. 9. A,B. Nomarski optics photomicrographs of paired surfaces of two 50 pm thick consecutive sections incubated with W A  (A) 
and VC1.l (B). Layer IV of rat cortex. Various combinations of W A  and VC1.l staining on the same cells. Cell 1 is intensely 
positive for both W A  and VC1.1 (A, B; C, D at higher magnification). Cells 2-6 are intermediately positive for W A ,  but they are 
very different in the intensity of VC1.1 staining. Cells 2 (A,B C,D at higher magnification) and 3 are intensely positive for VC1.1, 
cell 4 (A, B E, F at higher magnification) only faintly positive for VC1.l cell 5 negative for VCl.1 and cell 6 is intermediately 
positive for VCl.1. Asterisks indicate profiles of blood vessels as landmarks. Scale: A,B, 100 pm; C,E, 10 pm.  (Taken from Kosaka 
et al., 1989.) 
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Fig. 10. W A  + basket-type local-circuit neuron intracellularly marked with Lucifer Yellow dye, in a living slice of cat area 17. 
WA-Texas Red staining was subsequently performed on fixed, free-floating sections of the slice. The double-labelled neuron was 
identified by viewing the section with a combination FITC/texas Red filter cube. A. The cell body and dendrites of a W A  + 
basket cell are shown. Additional W A +  cell bodies in layer IVab (shown as meshwork pattern) received putative synaptic 
contacts from the basket cell axon. B. Serial reconstruction of the complete axonal arbor formed by the W A  + basket cell. The 
axon leaves the apical somatic pole (arrowhead) and issues a series of ascending and recurrent collaterals primarily in layer Nab .  
Sparser collateral branches extended into layer II + 111 and layers V and W. Scale bar is 100 pm. (Taken from Naegele and 
Barnstable, 1989.) 
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al., 1986a,b; Kosaka and Heizmann, 1989; Naegele 
and Barnstable, 1989; Mulligan et al., 1989). The 
evidence so far available indicates that this sub- 
population is larger than that labelled by VC1.l. 
Double labelling studies in rat cortex using paired 
surfaces of adjacent sections (Fig. 91, showed a 
significant overlap in labelling (Kosaka et al., 
1989). Most cells labelled with VC1.l (256/281) 
were W A  positive. About 70% of W A  positive 
cells were also VC1.l positive, although this per- 
centage varies considerably with cortical area ex- 
amined. This suggests that W A  lectin is recog- 
nizing more GABAergic cells than VC1.l. Similar 
results have also been obtained in cat area 17. In 
cat, preliminary biochemical studies have shown 
that W A  recognizes a number of bands on im- 
munoblots. Two bands enriched in plasma mem- 
branes had apparent molecular weights of 72 kDa 
and 76 kDa (Naegele and Katz, 1990). It would 
therefore appear that W A  is recognizing a dif- 
ferent set of cell surface molecules expressed on 
a distinct but overlapping subpopulation of cells 
as compared with VC1.l. 

The type of GABAergic neurons labelled by 
WA, or VC1.l, could not be identified from the 
labelling studies alone because only the cell body 
and part of the dendrites were labelled. To over- 
come this problem, single cells in layer 4 of 
coronal slices of cat area 17 were injected with 
Lucifer yellow (Naegele and Barnstable, 1989; 
Naegele and Katz, 1990). The slices were fixed, 
sectioned and labelled with fluorescent VVA. 
W A  positive cells in layer 4 that had been filled 
with Lucifer yellow were drawn with a camera 
lucida. An example of such a cell is shown in Fig. 
10. Out of a total of 156 Lucifer yellow injected 
cells, 45 were non-pyramidal cells with smooth 
dendrites. Of these 19 were also labelled with 
W A  and were of two morphologies. The major- 
ity had axonal features characteristic of basket 
cells, and the remainder appeared to be neurogli- 
aform cells. Twelve W A  positive basket cells 
shared a number of common features in their 
axonal arbors. All formed an arbor of 400-700 
pm when viewed in the coronal plane. All had 

most of their axonal processes in layer 4ab but 
they differed in the amount of arbor extending 
into layer 3. In addition, some of the neurons 
formed extensive projections in layers 5 and 6. 
These cells had axons that passed through layer 
4c without branching or having any varicosities. 
All the cells had dendritic arbors in layer 4 with 
some extension up into more superficial layers. 

The morphological features of the VVA posi- 
tive layer 4 basket cells described above differed 
from the W A  negative basket cells that were 
filled with Lucifer yellow in these experiments. 
Most strikingly, the W A  negative basket cells 
had axonal arbors that included a dense plexus in 
layer 4c. In addition, few of these cells had de- 
scending processes that branched significantly in 
layers 5 and 6. 

The other type of W A  positive neuron in 
layer 4 that was filled with Lucifer yellow was the 
neurogliaform cell. The dendrites and axon of 
these cells were extensively intertwined, as has 
been shown from Golgi studies of these cells. 
Most of their dendritic and axonal arbors were in 
layer 4 but also had descending axon collaterals 
in layers 5 and 6. 

The relationship between WA, VC1.l and 
parvalbumin 

At the same time as we were characterizing some 
of the surface markers on cells in visual cortex, it 
was reported that many GABAergic neurons con- 
tained the calcium-binding protein parvalbumin 
(Celio, 1986; Demeulemeester et al., 1989; Kosaka 
and Heizmann, 1989). Since not all GABAergic 
neurons contained parvalbumin it was of interest 
to see how the subpopulation defined by this 
cytoplasmic marker was related to those we were 
defining by antibodies such as VC1.l and the 
lectin W A .  Previous studies had shown an al- 
most complete overlap between the subpopula- 
tions of GABAergic neurons labelled by parval- 
bumin and the lectin W A .  Since VCl.l antibody 
labelled about 70% of W A  positive cells, it was 
not surprising that essentially all VC1.l cells were 
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Fig. 11. Nomarski optics photomicrographs of paired surfaces of two 50 p m  thick sections incubated with anti-PV serum (A) and 
VCl.1 (B). Parietal cortex. Asterisks indicate profiles of blood vessels as landmarks. Scale: 10 pm. Lefr. Layer IV. Cells 1-6 are 
positive for both PV and VC1.1 Some very faintly PV positive cells (arrowheads) are VC1.l negative, although unstained profiles of 
these very faintly PV positive somata are barely discerned in B at this magnification. Right. Layer IV. Cells 1-3 are both PV and 
VCl.1 positive, whereas cell 4 is PV positive but VCl.l negative. (Taken from Kosaka et al., 1989). 

PV positive and that from 66 to 32%, depending 
on cortical region, of PV positive cells were posi- 
tive for VC1.l (Fig. 11). 

In this work we also studied the overlap be- 
tween VC1.l labelling and the peptidergic sub- 
populations of GABAergic neurons. Since the PV 
positive subpopulation of GABAergic neurons 
had been shown not to contain peptides, it was 
also not surprising that the VC1.l labelled cells 
were also generally not peptidergic (Kosaka et al., 
1987). By analysing paired surfaces of adjacent 
sections, it was shown that only 2 out of 283 
VC1.l positive cells were positive for somato- 

statin, 1 out of 254 for cholecystokinin and 0 out 
of 381 for VIP (Kosaka et al., 1989). 

Subpopulations of GABAergic cortical neurons 

From all the results presented above we can 
begin to divide the GABAergic neurons of visual 
cortex into overlapping subpopulations. The 
markers used to delineate these populations are 
shown on five adjacent sections of rat cortex in 
Fig. 12. While this gives a good impression of the 
overall distributions of labelling, the reactivities 
of a single cell cannot be determined. To try and 
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Fig. 12. A-E. Five adjacent sections of a part of the parietal cortex stainned with cresyl-violet (A), anti-PV (B), Mab HNK-1 (C), 
lectin W A  (D) and Mab 3B3 (E). Scale: 500 prn. (Taken from Kosaka et al., 1990.) 

do this, we have carried out quadruple labelling. 
In Fig. 13 three consecutive 0.5 p m  sections are 
shown labelled with anti-parvalbumin, HNK-1, 
VC1.l and 3B3. Some cells are clearly positive for 
all four markers, others for only some of them. 

A major subpopulation is defined by the cyto- 
plasmic marker parvalbumin and cell surface la- 
belling by the lectin W A .  The relationship be- 
tween this subpopulation and the cells labelled by 

antibodies against chondroitin sulphate proteo- 
glycans is less clear. Using antibody 3B3 in rat 
cortex revealed an over 90% overlap with the 
cells defined by W A  (Kosaka et al., 1990). In 
several species, and with several antibodies, it has 
been shown that while most of the cells express- 
ing these chondroitin sulphate proteoglycans are 
GABAergic neurons, some are clearly pyramidal 
and thus presumably not GABAergic. The pro- 
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Fig. 13. Immunofluorescence labelling of 3 consecutive 0.5 p m  thick sections of rat cortex; the first section has been double-labelled 
with anti-pawalbumin (A) and HNK-I (B), the second with VCI.1 (C) and the third with 3B3 (D). Of 5 parvalbumin-positive cells, 
cell 2 is intensely HNK-l/VC1.1 positive but somewhat faintly 3B3 positive, whereas cells 3 and 4 are faintly HNK-I/VCl.l 
positive but intensely 3B3 positive. Cells 1 and 5 are 3B3 positive but nearly negative for HNK-l/VCl.l.  Cell 6 is 3B3 positive but 
parvalbumin negative. Scale: 10 p m .  (Taken from Kosaka et al., 1990.) 

portion of these cells varies with species, antibody 
used and cortical region examined, but is proba- 
bly at least 10%. 

A smaller subset of GABAergic neurons, in- 
cluded within the PV/WA/chondroitin sul- 
phate subset, is defined by expression of the 
VCl.l/HNK-l carbohydrate epitope. An attempt 
to summarize these subpopulations is given in 
Fig. 14. The areas of overlap shown in the figure 
are determined from experimental data. There is 
substantial variation in the overlaps found in 
slightly different cortical regions, however, so that 
this diagram can only be taken as an approxima- 
tion. 

There are other groups of GABAergic neurons 
in visual and other cortical areas that do not 
overlap with the subsets defined above. As men- 
tioned earlier the small subpopulation of GABA- 
ergic neurons that contain neuropeptides seems 
to be distinct from that defined by any of the 
above markers. Many of the GABAergic neurons 
that do not express parvalbumin contain another 
calcium-binding protein, calbindin (Demeule- 
meester et al., 1989; Hendry et al., 1989). Since 
most of the calbindin positive cells in visual cor- 
tex reside in layers 2 and 3, they probably also 
constitute a functionally different group. It would 
be predicted that this set of cells would also have 
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Fig. 14. A diagrammatic representation of the interrelation- 
ships of the subpopulations of neurons labelled with the 
markers described in this chapter. Although the relative areas 
of overlap are drawn to represent experimental findings, the 
differences found between different cortical areas make these 
relationships only approximate. 

its unique array of cell surface molecules but 
these have yet to be identified. What is unclear at 
present is whether there are other molecules that 
cut across these definitions of subpopulations. 
For example, will we ever find a molecule ex- 
pressed on 50% of the PV positive cells and 50% 
of the calbindin positive cells? Since the markers 
so far defined seem to fit well defined morpho- 
logical and functional subclasses, this possibility 
seems unlikely. 

Conclusions 

In this chapter we have tried to show that reagents 
such as lectins and antibodies can be a valuable 
tool in the definition of GABAergic subpopula- 
tions of neurons in visual cortex. All the evidence 
so far available indicates that subpopulations de- 
fined previously by morphological or functional 
criteria can also be defined in molecular terms. 
This is not always in terms of a single molecule, 

but often by the expression of a particular array 
of molecules. We have been able to achieve iden- 
tification of cell types by single, double, and even 
quadruple labelling methods. Many of the mark- 
ers we have defined are not expressed evenly over 
the cell surface, and none give good axonal la- 
belling. Because definition of most GABAergic 
cell types is made on the basis of axonal morphol- 
ogy, we have had to combine intracellular dye 
injections with labelling methods to obtain unam- 
biguous identification of cell types. 

The VCl.l/HNK-1 carbohydrate epitope is 
expressed on cell adhesion molecules such as 
N-CAM. The restricted expression of this epitope 
suggests that its function may be to modify the 
function of N-CAM, and other adhesion 
molecules and there are several reports that sup- 
port this idea. For example, HNK-1 antibodies 
have been reported to inhibit the migration of 
neural crest cells in developing chick (Bronner- 
Fraser, 19871. They have also been shown to 
inhibit neurite outgrowth. While antibody inhibi- 
tion studies can be difficult to interpret, particu- 
larly when niultivalent antibodies are used, the 
results do suggest a role in adhesive specificity for 
this epitope, though whether the effect is to en- 
hance or reduce adhesion is not clear. 

Earlier in this chapter some of the subcellular 
localization of synaptic inputs onto GABAergic 
neurons was described. It is not immediately ob- 
vious that the labelling patterns we have observed 
correlate with these synaptic patterns. Since the 
antigens seem to be expressed most strongly on 
cell bodies and proximal dendrites, perhaps they 
influence the formation or localization of presy- 
naptic inputs. Since the formation of cortical lam- 
inae and synaptic circuitry can occur in organ- 
otypic cultures, this is now a testable hypothesis. 
One test of the validity of this hypothesis will be 
to determine the developmental patterns of ex- 
pression of the epitopes discussed in this chapter. 
There is evidence that in the embryo an HNK-1 
like epitope is found on a lipid as well as on 
polypeptides (Schwarting et al., 1987). The func- 
tional significance of this finding is not yet clear. 
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An extension of the hypothesis can be made 
from the finding of VC1.l epitope on extracellu- 
lar matrix molecules such as the Cat-301 chon- 
droitin sulphate proteoglycan and on an as yet 
unidentified keratan sulphate proteoglycan. Since 
expression of the Cat-301 antigen occurs rela- 
tively late in development, and its expression can 
be modulated by neuronal activity, it has been 
suggested that its function is to stabilize synaptic 
interactions (Kalb and Hockfield, 1988). If so, 
then the localization in visual cortex would sug- 
gest that it is a specific set of synapses that is 
affected. Perhaps the VC1.l epitope on N-CAM 
affects the specificity of synapse formation 
whereas the epitope on various extracellular ma- 
trix molecules modulates synaptic stabilization. 

A carbohydrate epitope containing N-acetyl- 
galactosamine and detected by VVA and other 
lectins has been found associated with certain 
forms of acetylcholinesterase and glycolipids at 
synaptic but not extra-synaptic regions of muscle 
fibers in many species (Scott et al., 1988). These 
authors suggested that the role of the carbohy- 
drate might be to target molecules to the synapse 
by interactions with specific intracellular or extra- 
cellular binding proteins or lectins. It is not known 
whether such lectins for the HNK-l/VC1.1 car- 
bohydrate epitope might also exist. 

Since we have only been looking at a small 
subset of synapses on a small subset of cortical 
neurons, it will be of great interest to determine 
whether similar potential determinants of molec- 
ular specificity are to be found for other cell 
types and classes of synapses. If not then perhaps 
some of the molecules we have been examining 
will allow us to pick out those cells and synapses 
which undergo such modulations during develop- 
ment. 

If, on the other hand, each cell type does have 
its characteristic array of molecules, it will have 
implications for studies trying to define cortical 
circuitry. Molecular markers for particular types 
of synaptic interaction would greatly simplify the 
quantitative analysis of these circuits. Such mark- 
ers combined with appropriate cell markers or 

even intracellular filling of cells would generate 
information much faster than currently possible. 
Although this is only hypothesis, at least it is a 
testable hypothesis. Also, as is often the case, the 
journey itself can be as interesting and rewarding 
as the arrival at the destination. 
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CHAPTER 24 

Development of GABA-containing neurons 
in the visual cortex 
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Introduction 

Study of the development of GABA-containing 
neurons in the visual cortex is a study of the 
development of the cortical nonpyramidal neu- 
rons. The differentiation of the morphological 
and neurochemical features of these neurons have 
received considerable attention over the years 
and findings have been reviewed by a number of 
authors (Miller, 1988; Parnavelas et al., 1988). 
The aim of this chapter is to summarize the 
earlier findings and review more recent work 
published in this area. I shall concentrate on 
work in the visual cortex of the rat, which has 
been the focus of fairly extensive investigations, 
and only briefly mention observations in the vi- 
sual cortex of other mammals. 

GABA-containing neurons in the adult visual cor- 
tex 

In the mammalian cerebral cortex, GABA is al- 
most entirely of intrinsic origin being localized in 
nonpyramidal neurons (Houser et al., 1984). 
These are the interneurons of the cortex dis- 
tributed in all six layers (Parnavelas et al., 1977; 
Peters, 1985) (Fig. 1). The levels of GABA do not 
decline significantly after the cortex is undercut 
(Emson and Lindvall, 1979), although recent re- 
ports have documented the existence of GABA- 
ergic neurons in the posterior hypothalamus and 

in the zona incerta that project to the cortex 
(Vincent et al., 1983; Kohler et al., 1985; Lin et 
al., 1990) as well as the presence of GABA in 
corticopetal cholinergic neurons in the basal fore- 
brain (Fisher et al., 1988; Fisher and Levine, 
1989). GABA-containing neurons in the visual 
and other areas of the cerebral cortex have been 
visualized by: (1) autoradiographic localization of 
L3H1GABA following its uptake (Chronwall and 
Wolff, 1978; Kisvirday et al., 1986); (2) immuno- 
cytochemical localization of glutamic acid decar- 

/ I  \ - 
- 
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Fig. 1. Camera lucida drawings of nonpyramidal neurons in 
the different layers of the rat visual cortex. Their dendritic 
geometry is highly variable. Details of dendritic morphology 
(spines, varicosities) and the axonal trajectory of most cells 
are not included. Scale bar: 200 p m .  (From Parnavelas et al., 
1977, with permission.) 
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boxylase (GAD), the GABA-synthesizing enzyme, 
which is present in GABAergic neurons and their 
terminals in high concentrations (Ribak, 1978; 
Hendrickson et al., 1981; Bear et al., 1985; Lin et 
al., 1986); and (3) immunocytochemical localiza- 
tion of the transmitter itself (Ottersen and 
Storm-Mathisen 1984; Somogyi et al., 1984; Mei- 
necke and Peters, 1987). Immunocytochemical 
methods are currently the most commonly used 
techniques for visualizing GABAergic elements 
in the cerebral cortex and elsewhere in the brain. 

Ribak (1978) was the first to localize GAD in 
neurons and axon terminals in the visual cortex of 
the rat. He described labelled cells distributed 
throughout all cortical layers and numerous dark 
punctate structures both around cell bodies and 
in the intervening neuropil. The GAD-containing 
neurons were multipolar and bitufted in form 
with aspinous and sparsely spinous dendrites. As 
for the labelled punctate structures, electron mi- 
croscopy showed that they were immunoreactive 
axon terminals forming Gray’s type I1 or symmet- 
rical (presumptive inhibitory) (Gray, 1969; Triller 
and Korn, 1982) synaptic contacts with somata 
and dendrites of pyramidal and nonpyramidal 
neurons, as well as with some axon initial seg- 
ments. 

In a more recent immunohistochemical analy- 
sis in the visual cortex of the rat, Lin et al. (1986) 
also reported GAD-positive cells throughout all 
cortical layers. However, these authors noted in- 
creased concentrations of both labelled somata 
and GAD-immunoreactive puncta in layer IV. In 
this study, GAD-stained cells formed approxi- 
mately 15% of the neuronal population in the 
visual cortex and, in agreement with Ribak (1978), 
showed features typical of multipolar and bitufted 
nonpyramidal neurons. Our observations in the 
same cortical area of the rat are,in fairly good 
agreement with the findings of Lin et al. (1986) 
(Figs. 2 and 3). Even more recently, an immuno- 
cytochemical study by Meinecke and Peters 
(1987), using an antibody against GABA, also 
revealed that approximately 15% of all neurons 
in the rat visual cortex are GABAergic. Further- 

more, these authors were able to determine that, 
with the exception of a small proportion of the 
bipolar cell population, all cortical nonpyramidal 
neurons are indeed GABAergic. Comparable 
proportions of GABAergic neurons have been 
reported in the visual cortex of the cat (Gabbott 
and Somogyi, 1986) and primate (Fitzpatrick et 
al., 1987; Hendry et al., 1987). 

It has been demonstrated that a substantial 
proportion of GABA-containing nonpyramidal 
neurons also contain one or more biologically 
active peptides (Jones and Hendry, 1986; Pa- 
padopoulos et al., 1987; Parnavelas et al., 1989). 
Peptides localized in cortical nonpyramidal neu- 
rons in the rat and other mammals include: so- 
matostatin (somatotropin release inhibiting fac- 
tor; SRIF), neuropeptide Y (NPY), vasoactive 
intestinal polypeptide (VIP), cholecystokinin 
(CCK) and corticotropin-releasing factor (CRF) 
(Parnavelas and McDonald, 1983; Peters, 1985; 
Jones and Hendry, 1986; Parnavelas et al., 1989). 
Substance P has also been localized in cortical 
interneurons in the monkey (Jones et al., 1988), 
but evidence for its presence in the rat neocortex 
is less compelling. 

GABA-containing nonpyramidal neurons 
which are also immunoreactive for a neuropep- 
tide may be divided into subpopulations on the 
basis of the coexisting peptide. This is supported 
by recent findings in the rat visual cortex which 
show that each subpopulation shows distinct cyto- 
logical, synaptic and developmental features 
(Cavanagh and Parnavelas, 1988, 1989, 1990; Par- 
navelas et al., 1989). However, it must be empha- 
sized that a fairly large proportion (up to 40%) of 
the GABAergic neurons in the rat cerebral cortex 
have not yet been demonstrated to contain a 
known neuropeptide. 

Genesis and migration 

Earlier studies of histogenesis in the cerebral 
cortex have treated neurons as a single popula- 
tion (Angevine and Sidman, 1961; Berry and 
Rogers, 1965; Rakic, 1974). Some authors have 
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Fig. 2. a. Photomicrograph showing the distribution of GAD-labelled neurons and axon terminals in a 50 p m  coronal section 
through the adult rat visual cortex. Pia is towards the top of the page X160. b,c. GAD-positive axon terminals surrounding 
unstained pyramidal cell perikarya (P) (b) or an unstained pyramidal neuron (P) and a stained nonpyramidal neuron (NP) (c). 
X 1ooO. (From Parnavelas et al., 1989, with permission.) 
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attempted to distinguish between projection neu- until investigators combined immunohistochem- 
rons and interneurons and have conveyed the istry with [ ‘Hlthymidine autoradiography to 
notion that the production of the pyramidal cells specifically study the genesis of GABAergic neu- 
precedes that of the nonpyramidal cells (see Ja- rons. In these studies, antisera to GAD were 
cobson, 1978). The issue remained unresolved used in the rat visual cortex (Wolff et al., 1983) 

Fig. 3. Electron micrographs of a lightly stained GAD-positive nonpyrarnidal neuron in the rat visual cortex (a) and two intensely 
stained GAD-positive axon terminals forming type 11 axosornatic (b) and axodendritic (c) synapses (arrows). a, X 10000; b,c, 
X41800. (From Parnavelas et al., 1989, with permission.) 
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and antisera to GABA itself were used in the 
visual cortex of the rat (Miller, 1985, 1988) and 
ferret (Peduzzi, 1988). 

These combined studies have revealed that 
GABA-containing neurons in the rat visual cortex 
are born throughout the period of cortical neuro- 
genesis, between embryonic day (E) 14 and E21, 
with peak production at E l7  (Fig. 4). Their gen- 
eration follows the same inside-out pattern as 
that of the projection neurons (Miller, 1986a). A 
similar pattern has been reported for the genesis 
of GABAergic neurons in the ferret visual cortex 
(Peduzzi, 1988) and in the somatosensory cortex 
of the mouse (Fairen et al., 1986). An earlier 
study in the rat visual cortex (Wolff et al., 1983) 
reported that the laminar position of GABAergic 
neurons was not related to their date of birth but 
these cells were diffusely distributed throughout 
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the cortex. The recent studies of Cavanagh and 
Parnavelas (1988, 1989, 1990), which examined 
the time of genesis of subpopulations of nonpyra- 
midal neurons as defined by their neuropeptide 
content, have suggested that over the whole pe- 
riod of neurogenesis both layered and diffuse 
distributions take place. There appears to be an 
overall layered distribution but at E17, the peak 
production time, the distribution becomes dif- 
fuse. 

Analysis in the rat visual cortex of the time of 
birth of nonpyramidal subpopulations, as defined 
by their neuropeptide content, has shown that 
these subpopulations are produced in succession 
during development (Cavanagh and Parnavelas, 
1988, 1989, 1990). Thus, the peak of neurogenesis 
of SRIF neurons is at E15-El6, for NPY neu- 
rons at E l7  and for VIP cells is at E19. These 
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Fig. 4. Plots of the numbers of GABA-immunoreactive neu- 
rons double-labelled by injections of tritiated thymidine at 
El4  (a), El5 (b), El7 (c), El9  (d) and E20 (el. Double-labelled 
neurons with many silver grains over their nuclei (heavily- 
labelled neurons) and those with few silver grains over their 
nuclei (lightly-labelled neurons) are noted by solid bars and - .  

J clear bars, respectively. Each graph is based on the mean data 
1 1 i (r71 0 5 10 15 from two animals. From each animal, the distribution of 

double-labelled neurons in four 375 pm-wide vertical strips of 
cortex were compiled. (From Miller, 1985, with permission.) 
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findings suggest that either these subpopulations 
are all produced by a common precursor in the 
ventricular zone, where all cortical neurons are 
generated, or that there are multiple precursors 
which are activated at different times. 

In addition to information about the genesis 
and neurochemical differentiation of small popu- 
lations of cortical neurons, the combined im- 
munohistochemical-autoradiographic studies have 
shown that, in common with other events in the 
developing brain, peptide-containing cells are ini- 
tially overproduced and then decline in numbers 
to mature levels (Cavanagh and Parnavelas, 1988, 
1989, 1990). Further evidence for this phe- 
nomenon is provided by the detailed studies of 
peptide-containing neurons in the developing vi- 
sual cortex of the cat (Wahle and Meyer, 1987, 
1989; Meyer and Wahle, 1988). Many of the cells 
which disappear are in inappropriate layers for 
their dates of birth. These cells are either elimi- 
nated because they are in the “wrong” layer or 
they serve some function during their ephemeral 
existence (Whale and Meyer, 1987). Evidence 
from experimental studies in the visual and so- 
matosensory cortices of the rat suggests that SRIF 
cells, which would be eliminated in normal devel- 
opment, remain if sensory input is reduced or 
eliminated at birth (Jeffery and Parnavelas, 1987; 
Parnavelas et al., 1990). It is clear from these 
studies that sensory information is an important 
factor governing the density and distribution of at 
least one subpopulation of cortical nonpyramidal 
cells, the SRIF-containing neurons. 

Morphological differentiation 

Morphogenesis 
The morphological maturation of nonpyrami- 

dal neurons in the rat visual cortex has been the 
subject of very detailed qualitative (Parnavelas et 
al., 1978; Hedlich and Winkelmann, 1982; Miller, 
1986b, 1988) and quantitative (Parnavelas and 
Uylings, 1980; Miller, 1986b, 1988) investigations. 
The qualitative studies, which utilized Golgi-Cox 

and rapid Golgi methods, have shown that at 
birth very few immature nonpyramidal cells can 
be recognized, chiefly in the deeper part of the 
cortical plate. Over the next 8-10 days progres- 
sively more become recognizable, the most ma- 
ture (excepting the Cajal-Retzius cells of layer I) 
occupying the infragranular layers. During this 
period, the number, size and extent of dendritic 
and axonal branching of these cells undergo con- 
siderable increases. Thereafter, differences in the 
state of maturation of nonpyramidal neurons at 
different cortical levels become less evident. So 
far as can be deduced from Golgi preparations, 
these cells acquire their mature perikaryal size, 
dendritic morphology and axonal ramification 
pattern more or less simultaneously in all layers 
at the end of the third postnatal week and at 
about the same time as pyramidal neurons ac- 
quire theirs. These conclusions are based on qual- 
itative examinations, but quantitative analyses of 
Golgi-impregnated nonpyramidal neurons 
(Parnavelas and Uylings, 1980; Miller, 1986b, 
1988) strongly support them (Figs. 5,6). Although 
earlier studies did not distinguish between the 
different morphological types of nonpyramidal 
neurons, more recent investigations in the rat 
(Miller, 1986b) and cat visual cortex (Meyer and 
Ferres-Torres, 1984) have focussed on individual 
neuronal types as defined by their dendritic and 
axonal arborization patterns. These studies have 
shown that different nonpyramidal cell types un- 
dergo a differential sequence of maturation. 

At the end of the third postnatal week, the 
number of spinous nonpyramidal neurons is 
greater and the spine density of some cells is 
higher than in the adult, falling to adult values 
during the fourth postnatal week (Parnavelas et 
al., 1978; Miller, 1986b). It would appear, there- 
fore, that not only do most spinous nonpyramidal 
neurons become less spinous during the period 
3-4 weeks postnatal, but that some neurons lose 
all or most of their spines to become spine-free 
nonpyramidal cells. These observations are in ac- 
cordance with previous studies by LeVay (1973) 
who found the spine density of nonpyramidal 
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neurons of the visual cortex to the higher in 
kitten than cat, and by Lund et al. (1977) who 
found that the maximal spine density of layer IV 

60 - -4 

P 
terminal A r-. segments ,.* 

f 
;i 40 
1 - 

E 20 

H ..I 
I ihtermediate 

-----__ 

0. coronal 
A A  sagittal 
0. tangen tia I 

f 60 
c 

u 

, I  

10 20 3 0 9 0  
days 

___- - -  br A coronal sagittal tangent ial 

. - - /p-  

2o t 
-I- 

10 20 3 0 9 0  
days 

T 

coronal 
A sagittal 

tangential 

m 4 

1 2 3 4 5 6 7 8  

Fig. 6. a,b. Changes with increasing age of segment length (a) 
and radial distance of the terminal dendritic tips from the 
center of the cell body (b). Graphs show meansfS.E.M. per 
neuron. c. The number of dendritic segments of each order 
per neuron for nonpyramidal cells in coronal, sagittal and 
tangential sections at postnatal day 90. Shown are meansf 
S.E.M. (From Parnavelas and Uylings, 1980, with permission.) 

order 



530 

nonpyramidal cells in the monkey occurred at 8 
weeks postnatal and was followed by a period of 
spine loss. This pattern of acquisition of dendritic 
spines by nonpyramidal neurons is different from 
that shown by pyramidal cells in the visual cortex 
(Parnavelas and Globus, 1976; Miller, 1988). The 
phenomenon of over-production with subsequent 
resorption of supernumerary spines, together with 
loss or redistribution of the synaptic contacts 
associated with them, is fairly common and prob- 
ably of considerable significance in the develop- 
ment of the CNS (e.g., Cajal, 1960; Cragg, 1975; 
Lund et al., 1977; Ronnevi, 1977; Winfield, 1981; 
Meyer and Ferres-Torres, 1984). 

The pattern of maturation seen in Golgi 
preparations is reflected in the ultrastructural 
appearance of the nonpyramidal neurons in the 
rat visual cortex (Parnavelas and Lieberman, 
1979). An interesting feature to emerge from 
ultrastructural observations of the developing rat 
visual cortex is that, during the third and part of 
the fourth postnatal weeks, many of the nonpyra- 
midal cells contain an extremely rich complement 
of cytoplasmic organelles. Not only do these cells 
appear to be more ~ richly endowed with large 
orderly arrays of granular endoplasmic reticulum, 
ribosomes, Golgi apparatus and other cytoplas- 
mic organelles than their counterparts at earlier 
developmental ages, but they also appear to be 
hypertrophic by comparison with nonpyramidal 
cells in mature animals. The presence in many of 
these cells of eccentric nuclei with prominent 
nucleoli and folded nuclear envelopes suggests 
that these cells are in a highly active state. It may 
be that this activity is directed towards the provi- 
sion of materials to terminal regions of the cell 
processes in connection with the formation of 
large numbers of transient and/or permanent 
synaptic contacts. These observations, together 
with the finding in Golgi studies of transient 
dendritic spines during this period (shortly after 
eye opening), are entirely compatible with the 
suggestion that the early postnatal period is a 
period of great activity and plasticity in the non- 
pyramidal cell population (Jacobson, 1974, 1975). 

Synaptogenesis 
The axons of nonpyramidal neurons form 

Gray’s type I1 or symmetrical synapses within the 
cortical grey matter. These synapses are often 
associated with inhibition (Gray, 1969; Triller and 
Korn, 1982). Their formation during development 
of the visual cortex of the rat has been examined 
in considerable detail (Wolff, 1978; Blue and 
Parnavelas, 1983a,b; Miller, 1988). 

Although synapses have been observed in the 
cerebral cortex of the rat during the last week of 
gestation (Wolff, 1978), their paucity in prenatal 
and newborn rats suggests that the process of 
synapse formation is essentially a postnatal event. 
During the first few days of postnatal life type I1 
synapses are seen in the deeper part of the corti- 
cal plate, which is expected in view of the fact 
that nonpyramidal neurons are present predomi- 
nantly in the deeper part of the visual cortex at 
these ages. They appear immature as judged by 
the irregular shape of the presynaptic and postsy- 
naptic structures, the poorly defined membrane 
specializations and the presence of only a few 
synaptic vesicles. As the neuropil matures, type I1 
synapses become distributed throughout the 
depth of the cortex, gradually show increased 
thickening of the presynaptic and postsynaptic 
specializations, and acquire more vesicles. How- 
ever, it is not until the end of the fourth postnatal 
week that they appear qualitatively indistinguish- 
able from type I1 synapses present in the adult 
material. 

Quantitative analysis of synaptogenesis in the 
rat visual cortex (Blue and Parnavelas, 1983b) has 
shown that type I1 synapses increase in density 
slowly throughout most of the first postnatal week, 
dramatically in the second and third postnatal 
weeks, and then decline markedly between days 
28 and 90 (Fig. 7). This pattern differs from that 
shown by the type I synapses which increase 
continuously during the first three weeks and 
achieve a density close to that of adult animals by 
day 20 (Fig. 7). 

As illustrated in Fig. 7, the most marked in- 
crease in the density of the type I1 synapses in the 
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visual cortex occurs between days 14 and 16, the 
time immediately after eye opening. This period 
of increased density of type I1 synapses coincides 
with the observed phase of hypertrophy of corti- 
cal nonpyramidal neurons. Furthermore, the 
number of synaptic vesicles contained in the axon 
terminals which form type I1 synapses are signifi- 
cantly higher during this period of hypertrophy 
(Fig. 8). These observations suggest that stimula- 
tion of the visual cortex following eye-opening 
may induce nonpyramidal neurons to form an 
excess number of type I1 synapses but only some, 
perhaps those positioned to be effective in the 
shaping of the receptive field propeties of cortical 
neurons, are maintained. This idea is similar to 
the concept of selective stabilization of develop- 
ing synapses postulated by Changeux and Danchin 
(1976). According to these authors, a limited but 
significant redundancy in synaptic connectivity ex- 
ists during development of the nervous system, 
and the specificity of the system is increased by 
reducing the redundancy of neuronal connec- 
tions. The observed decrease in the density of 
type I1 synapses is a clear example of synapse 
elimination in the visual cortex. However, it is 
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Fig. 7. Densities of axodendritic synapses for the total number 
(type I plus type 11) and for each of the two synapse types in 
the visual cortex of rats at various postnatal ages. Mean* 
S.E.M. values are shown. (From Blue and Parnavelas, 1983b, 
with permission.) 
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Fig. 8. Postsynaptic density lengths (PST) and the number of 
vesicles per terminal (vesicle number) for type I and type I1 
axodendritic synapses at various ages between birth and 90 
days. MeanfS.E.M. values are shown. (From Blue and Par- 
navelas, 1983b, with permission.) 

possible that the loss of these synaptic contacts 
reflects the probable elimination of significant 
proportions of peptide-containing subpopulations 
of nonpyramidal neurons (Parnavelas and Ca- 
vanagh, 1988). 

Neurochemical differentiation 

Most GABA in the cerebral cortex is synthesized 
by the decarboxylation of glutamate, with GAD 
being the enzyme which catalyzes the reaction. 
Despite the relatively high level of GABA in 
neonatal cortex (about 50% of adult) and the 
presence of high-affinity GABA uptake system 
(about 30% of adult), GAD activity is low (about 
5% of adult level) (Coyle and Enna, 1976; Coyle, 
1982). Whereas the cortical content of GABA 
and the uptake of L3H]GABA attain adult levels 
by the second postnatal week, GAD activity 
reaches adult levels one week later (Miller, 1988). 
However, low levels of GAD activity can lead to 
detectable concentrations of GABA, because the 
turnover of GABA is also low in prenatal and 
early postnatal ages due to low activity of 
GAI3A-transaminase, the enzyme which degrades 



532 

GABA (Coyle and Enna, 1976). For these rea- 
sons, it is thought that the GABAergic elements 
during early development can be best visualized 
with GABA immunohistochemistry. 

Fig. 9. Coronal section through \he cortical anlage showing 
the distribution bf GABA-immunoreactiJe elements in the 
primordial plexiform layer (PP) and in the intermediate zone 
(1,Z) of a rat at E15. Arrow dorsal extension of labelled 
neurons. GE, ganglionic eminence. X 100. (prom Van Eden et 
al., 1989, with permission.) 

[ 'HIGABA uptake (Chronwall and Wolff, 
1980) and GAD immunohistochemistry (Wolff et 
al., 1984) demonstrated the first GABAergic cells 
in the neocortex of the rat at E l 5  and E l 6  
respectively. These cells were initially located in 
the marginal zone and in the subplate zone, im- 
mediately below the cortical plate. However, im- 
munohistochemical studies with antibodies di- 
rected against GABA (Van Eden et  al., 1989; 
Cobas et al., 1991) have demonstrated a more 
widespread distribution of GABA-containing cells 
during early development. Furthermore, im- 
munoreactive cells were detected earlier than with 
the previous methods. Specifically, these detailed 
studies of the prenatal development of GABAer- 
gic neurons in the neocortex of the rat first de- 
tected labelled cells in the primordial plexiform 
layer of the neocortical anlage at E14. At E15, 
the number of GABAergic cells is greatly in- 
creased appearing in the primordial plexiform 
layer as well as in the middle and lower portions 
of the intermediate zone (Fig. 9). Beginning at 
E l6  and throughout the remaining period of 
gestation, GABA-containing neurons appear 
throughout all layers of the developing cortical 
anlage including the ventricular and subventricu- 
lar zones (Fig. 10). After E19, while the number 
of GABAergic neurons in the cortical plate in- 
creases, those in the marginal zone and in the 
layers below the cortical plate diminish in num- 
ber significantly. Thus, the early generated 
GABAergic neurons disappear by the time of 
birth. Both the study of Van Eden e t  al. (1989) 
and of Cobas et  al. (1991) have suggested that the 
early GABAergic cells in the lower intermediate 
zone probably contribute to the population of 
interstitial cells of the adult white matter, many 
of which have been demonstrated to contain 
GABA. A very similar sequence of events have 
been described in a study of three embryonic 
stages of the developing visual cortex of the rhe- 
sus monkey (Huntley et  al., 1988). 

There is now a large body of evidence from a 
number of species which shows that many of the 
early born neurons in the developing neocortex 
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Fig. 10. Coronal section through the cortical anlage of a rat at El9  showing lamination of GABA-immunoreactive elements. 
Asterisk shows the population of labelled cells in the intermediate zone. MZ, marginal zone; CP, cortical plate; SP, subplate; 12, 
intermediate zone; SV, subventricular zone; S ,  septa1 anlage. X60. (From Van Eden et al., 1989, with permission:) 

form a transient population which dies (Kostovic 1982) and particularly in the subplate (Shatz and 
and Rakic, 1980; Luskin and Shatz, 1985; Chun et Luskin, 1986; Chun et al., 19871, but the most 
al., 1987; Valverde and Facal-Valverde, 1988; recent evidence (McConnell et al., 1989) suggests 
Al-Ghoul and Miller, 1989). A number of func- that the transient subplate neurons may form a 
tions have been proposed for these neurons in scaffold essential for the establishment of perma- 
the marginal zone (Edmunds and Parnavelas, nent subcortical projections. 



534 

Studies of the postnatal development of 
GABAergic neurons in the visual cortex of the 
rat (Wolff et al., 1984; Miller, 1986a) have shown 
a progressive increase of GAD- or GABA- 
labelled neurons from layer V1 to layer I1 over 
the first 2-3 weeks. The density of axonal label 
follows a similar pattern, and the adult distribu- 
tion of GABAergic cell bodies and axons is at- 
tained by P30 (Miller, 1986a, 1988). Measure- 
ments of GAD activity in different layers of the 
visual cortex during development have shown that 
the enzyme activity is low during the first postna- 
tal week, increases dramatically between days 8 
and 18, and reaches adult levels by day 24 in all 
layers except layer IV which shows a continuous 
increase to adulthood (McDonald et al., 1987). A 
similar study which involved measurements of 
GAD activity in the cat visual cortex (Fosse et al., 
1989) also showed a more or less steady rise from 
birth to 5-6 weeks when the adult level was 
reached. 

The appearance of various neuropeptides in 
the GABA-containing nonpyramidal neurons has 
also been examined in considerable detail in the 
rat visual cortex (McDonald et al., 1982a-d; Shio- 
saka et al., 1982; Miller, 1988; Parnavelas et al., 
1988). As mentioned earlier, the various subpopu- 
lations of nonpyramidal neurons as defined by 
their neuropeptide content are produced at dif- 
ferent times during histogenesis. Thus, the peak 
of neurogenesis for SRIF neurons is at E15-El6, 
for NPY neurons at El7 and for VIP neurons at 
E19. These birthdates are reflected in the first 
detectable appearances of these neurons: SRIF 
cetls appear in the cortex before birth, NPY 
neurons at about the time of birth and VIP cells 
towards the end of the first postnatal week. Fi- 
nally, ultrastructural analyses in the visual cortex 
(Eadie et al., 1987, 1990) have shown that the 
time of genesis of the subpopulations is also 
reflected in the rate of acquisition of their nu- 
clear, cytoplasmic and synaptic features. 

Conclusion 

Cortical nonpyramidal neurons, nearly all of 
which contain GABA, comprise different neu- 
ronal subpopulations which are defined by mor- 
phological and/or neurochemical features. Re- 
cent studies have provided evidence which sug- 
gests that each subpopulation follows a unique 
pattern of development during life. 
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releasing factor 
cRNA probes, 481 
cross-correlation analysis, 392, 408 
cross-orientation tuning, 417 
cuneiform nucleus, 229, 268, 273 
current flow, 176 
current injection, 430 
current source density analysis, 427 
Cyclostomata, 70 
cytochrome oxidase patches, 483, 495 
cytoplasmic laminated bodies, 153 

de-inactivation, 206 
deafferentation, 486, 487 
defensive behavior, see behavior, defensive 
dendrites 

en passant, 177 
F3, 177 
GABAergic, 294 
presynaptic, 177-178, 223-225, 227, 238, 241-242, 294, 

349,364 
relay cell, 176 

dendritic spines, 224, 460-461 
denervation supersensitivity, 485, 493 
2-deoxyglucose, 408 
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depolarization, 154, 446, 449, 454 
deprivation, 487, 491, 497 

development 
monocular, 220,239,477,493,497,499 

and amacrine cells, 136 
and cones, 144 
and ganglion cells, 136 
and horizontal cells, 136, 137, 138 
and interplexiform cells, 136 
and neuron overproduction, 528 
and retina, 133ff 
and spine overproduction, 530 
and synapse elimination, 531 
postnatal, 134 
prenatal, 134 

difference of Gaussians (DOG) model, 207, 209 
5,6-dihydroxytryptamine, 115 
direction selectivity, 220, 240-241,, 283-284, 299, 300, 377, 

398, 407, 408, 410, 417-418, 423, 440, 443, 452-456, 469- 
470,477 

directional responses, 53, 56, 103 
disinhibition, 85, 87, 180, 188, 190, 227, 242, 254, 270, 272, 

divergence, 392 
dorsal raphe nucleus, 173 
dorsal terminal nucleus (DTN), 284, 285 
dormlateral pons, 268 
dose-response curve, 253 
double labeling, two-chromagen, 238-239 

275-276,362, 364, 378,396 

EEG, 266 
desynchronized, 199,202 
spindles, 185 

en passant terminals, 175 
enkephalin, see peptides, enkephalin 
enucleation, 239, 242, 486, 487, 498 
epilepsy, 57 

evolution, 275 
extraocular motor nuclei, 307 
extraretinal inputs, 171 
eye movements, 189, 219, 249, 259, 321 

horizontal, 308,321 
optokinetic, 307 
pursuit, 326 
saccadic, 219, 220, 229, 233, 249, 255, 259, 272, 276, 277, 

307 
smooth pursuit, 307 
vergence, 307,314 
vertical, 307, 321 
vestibulo-ocular, 307 

EPSP, 162,426-428,430-432,434,436,437-438 

F profiles, 173, 175, 180, 185, 187, 190, 227, 238, 241 
F1 contacts, 190 
feedback synapses, 79, 93, 118 

gain, 96 
onto bipolar cells, 98 
onto cones, 94ff 

feedforward synapses, 61, 75, 78, 93 
onto bipolar cells, 97 
onto ganglion cells, 99 

flunitrazepam, 233, 235 

G proteins, 50, 335, 337 
GABA 

and activity dependence, 491 
and biochemical assays, 221 
and convulsions, 256 
and depolarization, 254, 338 
and development, 523, 532 
and epileptic seizures, 266 
and heart rate, 264, 266 
and orientation selectivity, see orientation selectivity 
cells, see cells, GABAergic, specific types 
content, 62, 116, 138 
neurons, see cells, GABAergic, specific types 
release 

Ca2+ dependent, 73, 74 
Ca2+ independent, 73, 114 

synthesis, 62, 491 
transaminase, 137, 231, 531 
transport currents, 33 
uptake, 71, 135, 219, 224, 531 

and phylogenetics, 70, 71 
and muscimol, 72 
and arnacrine cells, 65 
and Miiller’s cells, 69 
and horizontal cells, 65 
and glia, 72 
and isoguvacine, 72 

GABA-activated channels, see channels, GABA-activated 
GABA-activated postsynaptic conductance, 96 
GABA, /benzodiazepine receptor/Cl- channel complex, 

GABAA receptors, see receptors, GABA, 
GABA, receptors, see receptors, GABA, 
GAD/GABA correspondence, 67, 109 
GAD immunoreactivity, see immunoreactivity, GAD 
GAD, see glutamic acid decarboxylase 
gamma-2-amino-4-phosphonobutyrate (APB), 56, 97, 122 
gamma-vinyl-GABA, 256 
ganglion cells, see cells, ganglion 
gaze, 321 
gene transcription, 498 
glomerulus, 173, 225, 292, 349 
glutamate, 61, 62, 93, 122, 151, 257, 292 
glutamate decarboxylase, see L-glutamic acid decarboxylase 
L-glutamic acid decarboxylase, 62-63, 139, 152, 219, 229, 

glycine, 62, 255, 313, 315, 319, 321, 335 
grating stimulus, 209 

see receptors, GABA 

249-250,287, 311,313,319, 386,481,503,523,531 

hemianopsia, 231 
hippocampus 

CA1 cells, 254 
pyramidal cells, 340 
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HNK-1, see antibodies, HNK-1 
horizontal cells, see cells, horizontal 
HRP, intracellular, 182, 392 
2-hydroxy-saclofen, 156 
6-hydroxydopamine, 273 
hypercolumns, 461 
hypercomplex cells and length tuning, 355, see also receptive 

hyperpolarization, 154, 156, 164, 185, 206, 338-341, 377, 430, 
fields, hypercomplex 

435,439, 449,453-457,465, 467-468 
GABAB receptor-mediated, 154 
Kf dependent, 156 

hypothalamus, 273 

immunocytochemistry, 161, 187, 219, 221, 386, 481 
immunoreactivity 

GABA 
goldfish, 65 
mammalian, 109ff 
phylogenetics, 70, 71 
pigeon, 65 
reduction in, 487, 491 
tiger salamander, 65 

cones, 65 
mammalian, 108ff 
non-mammalian, 64 
phylogenetics, 70, 71 

GAD 

in situ hybridization, 10, 498 
in vitro studies, 151, 154, 158 
inactivation, local remote, 410 
inferior colliculus, 229 
inferior oblique muscle, 313 
inferior olive, 284, 285 
inferior rectus muscle, 313 
information flow, 193 
inhibition, 161, 229, 307, 477, 493 

and eye movements, 321 
and orientation specificity, 372 
Barlow-Levick model, 452-453 
binocular, 182, 359 
center-surround, 151 
cortical, 443-445 
corticofugal, 354, 355 
cross-orientation, 374, 375, 379, 408, 409, 415, 425, 433, 

435, 439, 443 
dendritic, 345 
depolarizing, 444 
divisive, 398 
end-stopped, 357,368,369,407, 429, 440 
feedbackward, 61, 75, 178, 195, 341 
feedforward, 61, 75, 177-178, 195, 196, 241, 242, 294, 341, 

364,365,376, 377, 379, 401 
GABA mediated, 193, 197, 240, 335, 345, 498 
GABA,, 207, 425, 465 
GABAB, 468 
hyperpolarizing, 435, 447, 448 
in hippocampus, 343 

intracortical, 372, 429 
iso-orientation, 415 
lateral, 61, 214, 241, 398, 407, 409, 410, 411, 417 
postsynaptic, 444, 449, 453-457 
presynaptic, 453-454, 461 
recurrent, 182, 185 
remote, 241 
secondary, 241, 251 
shunting, 377, 435-436, 438, 439, 444, 447, 448, 455, 459, 

somatic, 385, 398 
tonic, 231, 233, 255, 256, 272, 498 
vestibular, 319 
voltage dependent, 160 

461 

inhibitory postsynaptic potentials, see IPSP 
initial segment, 378 
inSFp, 285 
interneurons, 152-153, 156, 163, 172, 173, 177, 284, 285, 287, 

300,345 
alpha, 351 
beta, 351 
GABAergic, 196, 251, 254, 257, 258, 270, 289, 349, 351, 

visual cortex, 349 
365, 477, see also cells, various types 

internuclear neurons, 308, 315,319,324 
interplexiform cells, see cells, interplexiform 
interspike interval, 206, 448 
interstitial nucleus of Cajal, 308 
interstitial nucleus, rostral, interstitial of the MLF, 308, 319 
intracellular HRP filling, see HRP, intracellular 
intracellular recording, 423 
ion selectivity, 33 
iontophoresis, 202, 251, 310, 409, 412 
IPSP, 157, 251, 338, 362, 429, 431, 433-435, 439, 449-450, 

457, 466, 468, 469 
fast, 341, 342, 343, 345 
GABA,, 156, 159, 161-162, 164 
GABAB, 156, 159, 160-162 
slow, 341 

isoguvacine, 67 
I , ,  160 

kainic acid, 142, 428 
kainic acid lesions, see lesions, kainic acid 
keratan sulphate, 513 
kinase protein, 493 
kindling, 256 

L-M4, see 2-amino-4-phosphonobutyrate 
late potential, 252 
lateral dorsal nucleus, 285 
lateral geniculate nucleus, dorsal, 151, 171-172, 179, 185, 193, 

194-195, 197-199,206, 220, 341, 349 
and orientation bias, 357 
ventral, 163, 172, 220 

lateral inhibition, see inhibition, lateral 
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lateral posterior nucleus, 184, 220 
lateral remote inactivation, 416 
lateral terminal nucleus (LTN), 285 
layer IV, see visual cortex 
lectins 

Phaseolus vulgaris leucoagglutinin (PHA-L), 179, 186, 295, 

@cia uillosa (WA),  398, 481, 513, 515, 517 
396 

length tuning, 357, 367, 368, 402, 403, 407 
lesions 

ibotenic acid, 231 
kainic acid, 229 
MLF, 310 
superior vestibular nucleus, 310 
visual cortex, 231, 250, 361 

lid suture, 487, see also deprivation 
linear summation, 425 
long-term potentiation, 249, 256, 258-259 
Lucifer yellow, 515 

medial interlaminar nucleus (MIN), see lateral geniculate 

medial longitudinal fasciculus (MLF), 308 
medial rectus muscle, 313 
medial terminal nucleus (MTN), 285, 295, 300 
membrane shunting, 55 
membrane time-constant, 448,449 
methoxypyridoxine, 256 
N-methybaspartate (NMDA), 154, see also receptors, 

N-methybaspartate 
microcircuit, canonical, 462-472 
microcircuits, 3ff, 75ff, 118ff 
microinjections, 264, 268, 272, 276 
microiontophoresis, 412 
modulatory systems, cholinergic, 350 
monkeys 

nucleus 

Cebus, 491 
New World, 483 
Old World, 479, 483 

monocular deprivation, see deprivation, monocular 
morphogenesis, 528 
motoneurons 

inferior oblique, 308 
inferior rectus, 308 
superior oblique, 308 
superior rectus, 308 

movement detection, 102 
mRNAs, 498 
muscimol, 233,253,255,256,259,264,276,277,272,340,369, 

myelin associated glycoprotein, 511 
493 

negative feedback, 76, 101, 122 
neurogenesis, 134 
neuron specific enolase, 493 
neuronal networks, 445 
neurons, see cells 

neuropeptide Y, see peptides 
nipecotic acid, 67, 140 
nucleus 

abducens, 308,311.315, 319 
oculomotor, 308, 310, 314, 315, 317, 319 
of the optic tract, 185, 284, 285, 295, 300 
perigeniculate, 152, 172, 178, 182, 195, 211, 215 
perihypoglossal, 229 
prepositus hypoglossi, 309, 311, 315 
reticularis thalami, 152, 183, 196 
rostra1 interstitial of the MLF, 308, 319 
trochlear, 308, 310, 315, 319 

nystagmus, optokinetic, see optokinetic nystagmus 

ocular dominance columns, 387, 483, 485, 487, 491, 495, 497 
oculomotor muscles 

inferior oblique, 315 
inferior rectus, 315 
medial rectus, 315 
superior rectus, 315 

oculomotor reflexes, 300 
oculomotor system, 307, 313 
2-OH-saclofen, 156 
olivary pretectal nucleus, 185 
olivocerebellar pathway, 284 
on- or off-center cells, see cells, on- or off-center 
optic tectum, 263, see also superior colliculus 
optokinetic nystagmus, 189, 283, 300, 326 
orientation bias, 151, 423 
orientation columns, 419 
orientation selectivity, 372, 375, 377, 398, 407, 411, 414-415, 

418, 424, 425, 433, 439, 443, 455, 477 
model, 432 

orientation tuning, 411, 412, 414, 415, 417 
orienting, behavior, see behavior, orienting 
orthodromic response, 157 
Osteichttiyes, 70 

parabrachial region, 173, 211 
pawalbumin, see calcium binding proteins, pawalbumin 
patch clamp, whole cell, 429 
pathway 

nigrocollicular, 256 
nigrotectal, 272 
tecto-ponto-bulbar, 220 

feedback, 203 
feedforward, 203 

cholecystokinin, 238, 392, 396, 479, 483, 516, 524 
colocalization with GABA, 238 
corticotropin-releasing factor, 238, 479, 524 
enkephalin, 237 
neuropeptide Y, 238,396,479,481,493, 524,534 
somatostatin, 238, 392, 479, 493, 516, 524 
somatotropin release inhibiting factor (SRIF), 479, 483, 

substance P, 238, 479, 481, 524 

pathways 

peptides, 238, 479, 482, 486, 498 

534 
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tachykinin, 483, 493, 497 
vasoactive intestinal polypeptide (VIP), 238, 516, 524, 534 

periabducens area, 272-273 
petit ma1 seizures, see seizures, petit ma1 
phaclofen, 154, 156, 162, 164, 337, 341 
Phuseolus uulguris leucoagglutinin, see lectins 
phosphorylation, 336 
phylogenetics, 69ff 
picrotoxin, 32, 38, 154, 258, 264, 268, 272, 310, 311, 336, 340, 

plasticity, 486, 498 
positive feedback, 122 
posterior pretectal nucleus, 185, 285 
postsynaptic field potentials, 252, 259 
predorsal bundle, 220, 268 
presynaptic dendrites, see dendrites, presynaptic 
pretectum, 185, 220, 229, 283, 285 
primordial plexiform layer. 532 
protein kinase C, 258, 336 
proteins, intracellular, 479 
proteoglycans, chondroitin sulphate, 479, 512, 513, 517 

342 

receptive fields, 86, 93, 151, 172, 178, 193, 195, 207-209, 214, 

center-surround, 163, 194, 351, also see cells, on- and 

directionally selective, 240, see also direction selectivity 
end-stopped, 367, 371 
hypercomplex, 367 
length tuned, 369 
orientation selective, 372 

241,398,423, 432,434,436-438, 443, 455 

off-center 

receptive-field center sensitivity, 211 
receptive-field surround, 51, 87, 93, 102, 213 
receptor 

antibodies, 449, 450 
autoradiography, 7 
binding, 6ff 

muscimol, 7 
desensitization, 37, 38 

acetylcholine, 363, 364 
amino-3-hydroxy-5-methyl-4-isoxazole-propionic acid, 362 
AMPA, 362, 464 
benzodiazepine, see receptors, GABA, 
GABA, 335, 339,340, 344 
GABA,, 3, 29ff. 153, 157, 160, 190, 219, 221, 233, 235, 

receptors 

242, 253, 335-336, 338, 342, 343, 351, 362, 377-378, 
379, 410, 430, 444, 449, 450, 452, 464-468, 481, 482, 
483,491, 493,499 
agonists and antagonists, 48 
amacrine cells, binding sites, 38, 39 
benzodiazepine, see receptors, GABA, 
bipolar cells, 30 
chicken, 8, 15 
cones, 30 
ganglion cells, 30, 31 
goldfish, 8, 13 
horizontal cells, 30, 51 

immunoreactivity, 12ff 
ion channels, 32 
modulation, 37 
mRNAs, 10 
primate, 8, 19 
rabbit, 8, 17 
rat, 8 
rod bipolar cells, I1 7 
subunits, 9, 38 

GABA,, 47ff, 151, 153, 157-158, 164, 190, 219, 221, 233, 
242, 253, 326, 335-336, 341, 343, 349, 362, 377, 410, 
430,464-468 
amacrine cells, 52 
autoreceptors, 51 
binding sites, 48 
bipolar cells, 52 
conductances, 49, 51, 55 
photoreceptors, 52 
second messengers, 50 

glycine, 321 
kainate, 362 
muscarinic, 363 
N-methyhaspartate (NMDA), 258, 321, 362, 363, 378, 

nicotinic, 363 
presynaptic, 162, 254,' 341, 345 

464 

reciprocal synapses, 77, 119, 121 
rectifying current, 153 
Reptilia, 70 
reticular formation, paramedian pontine, 309 
retinal slip processing, 189, 283 
reversal potential, 338-339, 444, 467 
RO-15-1788, 235 
RO-15-4513, 235 

S-potentials, 197-199, 201-202, 204, 206 
saccades, see eye movements, saccadic 
saclofen, 162 
Scatchard analysis, 493 
second messengers, 50, 161 
seizures, petit mal, 160, 256, 259 
serotonin, 116, 392 
Sholl diagram, 176 
signal amplification, 206 
signal detectability, 203, 204, 215 
signal-to-noise ratio, 203 
single channel currents 

kinetics, 35 
current-voltage curves, 35 
conductance states, 34 

sleep, 199 
sleep arousal, 185 
sleep spindles, 157 
somatostatin, see peptides, somatostatin 
spatial buffering, 67, 68 
spatial frequency, 208, 353 
spines, see dendritic spines 
Sprague effect, 231 
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striatum, 270 
strychnine, 311, 321 
substantia nigra, 250, 255, 276 

pars lateralis, 231, 273 
pars reticulata, 231, 238, 270 

superior colliculus, 163, 187, 219-221, 227, 229, 231, 233, 
238-240,242, 249,263,284 
commissural projection, 229, 250 
lesions of, 272 
pathways, 268 

supramulomotor region, 314, 315 
surround antagonism, see receptive field surround 
symporters, 62, 65, 75 
synapses, see also terminals 

asymmetric, 292 
conventional, 73, 75 
dendro-dendritic, 177, 223, 343, see also dendrites, 

presynaptic 
development of, 530 
GABA on GABA, 22 
Gray's type 11, 530 
lateral feedback, 77 
symmetric, 175, 179, 187, 227, 229, 242, 295, 319, 321, 477, 

479,524,530 
synapsin, 493 
synaptic chains, 76, 77, 83, 85 
synaptic circuitry, 227 
synaptic currents, 176 
synaptic islands, 225 
synaptic modulation, 100, 101 
synaptic potentials, 154, 159 
synaptic triads, see triads, synaptic 
synaptic vesicles, pleomorphic, 237-238, 292, 294, 319, 321 
synaptogenesis, 135, 144 

tachykinin, see peptides, tachykinin 
tecto-ponto-bulbar pathway, 268 
terminals, see also synapses 

en passant, 186 
F type, 292 
F1, 173, 350, 364 
F2, 173, 349 

GABAergic, 190, 292, 301, 337 
nigrotectal, 270 
P type, 292, 301 
retinal, 225, 292, 295 
RLD, 173 
RLP, 172 

tetanic stimulation, 256, 257 
tetrodotoxin (TTX), 239, 486-487, 493, 495 
thalamocortical cells, 151 
thymidine labeling, 137 
transfer ratio, 196, 197, 201-215 
transient responses, 54, 121 
tree shrew, 204, 205 
triads, synaptic, 173, 175, 177, 242, 301, 349, 364 
trophic influences of GABA, 140 
type I1 CaM kinase, 498 

uptake system, GABA, 235, 299 

vestibular nuclei, 284, 308-309, 311, 313, 315 
vestibulo-ocular reflex, 308 
y-vinyl-GAEtA, 256 
visual cortex, 163, 335, 385, 409, 423, 443, 493, 503, 505, 524 

area 17, 414, 427, 461, 477, 478, 481, 485, 486, 497, 498 
area 18, 414 
function, 407 
hypercolumn, 417 
layers IVA and IVC, 424,481,483,485,486,487,491,493, 

marginal zone, 532 
orientation columns, 418 
subplate zone, 532 

497 

visual deprivation, see deprivation 
visual orienting, see behavior, orienting 
voltage-dependent Ca2+ conductance, 185 

W,X.Y cells, see cells, W,X,Y 
wakefulness, 199 

zona incerta, 229, 231 
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