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Preface 

Evolutionary Computation (EC) is a rapidly expanding field of computer science 
which creates, studies and applies problem solving, optimisation and machine- 
learning techniques inspired by the theories of genetic inheritance and natural 
selection. Although the origins of this field can be traced back to the inventors 
of the computer, Turing and von Neumann, it was only properly founded in the 
1960s by people such as Holland, Rechenberg and Fogel, and only became widely 
known and worked on in the late 1980s. 

During this time a number of results were reported in the literature which 
showed how EC techniques can solve problems in domains such as automatic 
design, optimisation, pattern recognition and control. Until recently, however, 
only very rarely could one claim that EC techniques approached the performance 
of human experts in these domains. 

Thanks to the technological improvements as a result of empirical work in 
EC, advances in EC theory, and the increased power of the computer, EC is now 
ready for large scale applications in complex engineering domains, such as image 
analysis, signal processing and telecommunications. 

This volume contains the proceedings of EvoIASP’99, the first European 
Workshop on Evolutionary Computation in Image Analysis and Signal Pro- 
cessing, and of EuroECTel’99, the first European Workshop on Evolutionary 
Telecommunications, held, respectively, on 28 and 29 May 1999, in Goteborg, 
Sweden. 

EvoIASP’99 was the first event specifically devoted to the application of EC 
to image analysis and signal processing. The aims of the workshop were, firstly, 
to give European and non-European researchers in these fields, as well as people 
from industry, an opportunity to present their latest research and discuss current 
developments and applications, and, secondly, to foster closer future interaction 
between members of the three scientific communities involved. 

EuroECTel’99 was the first international meeting specifically oriented to- 
wards work on the application of EC to the variety of optimisation problems 
which exist in the field of telecommunications. Some of the very latest work on 
this topic was presented and discussed at this workshop, including new methods 
for network optimisation, issues of optimisation in distributed databases, and 
new EC-based methods for verifying communications protocols. 

The workshops were held in conjunction with two other major European 
events: EvoRobot’99, the second European Workshop on Evolutionary Robotics, 
held on May 28 and 29, and EuroGP’99, the second European Workshop on 
Genetic Programming, held on May 26 and 27. 

Thirteen papers were accepted for publication in the EvoIASP’99 proceed- 
ings and for presentation at the workshop while five papers were accepted for 
publication in the EuroECTel’99 proceedings and for presentation at the work- 
shop. Many of these papers are written by researchers internationally recognised 



in their respective fields and all are of high quality. This has been assured by two 
international program committees which include the best EC researchers from 
around the world, as well as experts in image analysis, signal processing, and 
telecommunications. 

May 1999 Riccardo Poli, Hans-Michael Voigt , Stefan0 Cagnoni, 
David Corne, George Smith, and Terence C. Fogarty
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An Evolutionary Approach to Fitting Constrained
Degenerate Second Order Surfaces

C. Robertson, R.B. Fisher, N. Werghi, and A.P. Ashbrook

Division of Informatics, University of Edinburgh,
Edinburgh, EH1 2QL, UK
craigr@dai.ed.ac.uk

Keywords: Evolutionary algorithms, surface fitting, Genocop III.

Abstract. In this work we examine the applicability of an evolutionary strategy
to the problem of fitting constrained second-order surfaces to both synthetic and
acquired 3D data. In particular we concentrate on the Genocop III algorithm
proposed by Michalewicz [8] for the optimization of constrained functions. This
is a novel application of this algorithm which has demonstrably good results when
applied using parametric models. Example times for convergence are given which
compare the approach to standard techniques.

1 Introduction

Shape analysis of objects from range data (captured three dimensional co-ordinates of
surface points) is a key problem in computer vision with several important applications in
manufacturing, such as assembly, quality control and reverse-engineering. The problem
is generally formulated as a nonlinear programming problem (NLP), which tries to opti-
mally fit the data to candidate shape descriptions. The NLP optimises a function subject
to several constraining equations and inequalities. Especially with nonlinear constraints,
it is notoriously difficult to optimise and there is no known method to guarantee a satis-
factory solution. Traditional techniques, such as gradient descent, are unsatisfactory for
the solution of NLPs, due to the local nature of their search methods and the reliance on
smooth derivatives in the search-space. In previous work [7] we examined the applicabi-
lity of evolutionary strategies to the problem of fitting lines and surfaces to both synthetic
and acquired object range data. In this paper we effectively take the next step, which
is to fit degenerate second order surfaces that have a priori constraints and geometric
relationships. The Genocop III algorithm developed by Michalewicz [8], Ch.7 was used
and extended in this paper by adding a complex evaluation function. It is an evolutionary
algorithm system which is specialised to handle constrained function optimisation and
particular to it is the handling of non-linear constraints. It uses real-valued genes, and
includes methods to deal with linear, non-linear, domain and inequality constraints. We
have used a specialised fitness function (described in section 2.3.3), applied to the pro-
blem of fitting parametric 3-dimensional surface equation chromosomes to range data
while simultaneously applying several necessary geometric and domain constraints. The
constraints applied are of two typical types : domain, the restriction on the parameter
size; relational, relationships between surfaces that are known a priori.

R. Poli et al. (Eds.): EvoIASP’99 and EuroEcTel’99, LNCS 1596, pp. 1–16, 1999.
c© Springer-Verlag Berlin Heidelberg 1999
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Since this problem has a specific context it is important to illustrate it. Our group is
researching the reverse engineering machined parts. These parts are often complex and
possess many surfaces which may have know geometrix relationships. Segmentation
and parameterisation of the captured 3-dimensional range data is a difficult multi-part
task involving the following elements:

1. Data collection. This is performed using a moving-bed, orthogonal laser ranger
which provides data at up to 0.5mm steps in the X-Y plane. Noise on the data is
around 0.15 mm.

2. Data registration. This is performed using a variation on the iterated closest point
algorithm [1].

3. Segmentation. There are many ways of segmenting the 3d dataset, most are based
upon changes in local surface curvature followed by some form of least-squares
optimisation, for example [9].

4. Exploitation of constraints. Constraints may be applied to exploit knowledge about
surface relationships.

The formulation of constraints and the application of constraint-based correction
and optimisation of surface fitting has been achieved previously [5] with notable success
using the several constraint application strategies. There are, however, some associated
problems with this approach: complex formulation of the constraint function; heavy
reliance on the global convexity of the solution space; reliance on very accurate initial
estimate of solution.

The ‘processing pipeline’ that is required for this approach also can lead to a build-up
of problems that must be solved in the constraint application stage. In order to alleviate
some of these problems a more holistic strategy is proposed where segmentation, fitting
and constraint management takes place simultaneously. Previously [7] it was demonstra-
ted that simultaneous fitting and constraint management could be achieved in a single
evolutionary algorithm with careful chromosome management and good generation of
starting conditions.

In this paper, the technique has been explored and improved by:

1. Making the representation more efficient by only applying the technique to degene-
rate quadric surfaces.

2. Enhancing the evaluation of chromosomes by applying specialised fitting functions
for degenerates.

3. A simple objective function, the least-squares error metric, then using the constraints
to define the manifold of allowable solutions.

4. Including a naive segmentation function as part of the evaluation function.

2 Method
2.1 Data Generation

Free Quadrics
A free quadric is a second order surface of the type:

a1x
2 + a2y

2 + a3z
2 + a4xy + a5xz + a6yz + a7x + a8y + a9z + a10 = 0 (1)
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This covers all second order shapes and these fall into several family groups : cy-
linders, cones, paraboloids, hyperboloids, ellipsoids, planes. Some of these forms are
degenerate and there is sufficient variety in the shapes to cover all easily machineable
surfaces. Note that higher order free surfaces also exist on machined parts, perhaps as a
result of casting, but are not considered here.
Degenerate Quadrics

In this paper, the degenerate forms of these surfaces are used, this is a small subfamily
of surfaces of the following types: spheres, cylinders, right circular cones. The machined
surfaces that we address rarely contain whole pieces of these shapes and the surfaces are
often fragmentary or partial. In order to generate synthetic versions of this subfamily,
patches of the given types were generated as shown in figure 1. These fell into the
following three groups:

1. Spherical sections generated about a given vector (spherical caps) as well as whole
spheres

2. Cylinders of differing radii, length and wedge angle.
3. Cones of differing slope-angle, wedge-angle and length. Truncated cones were also

used.

θθ

Cylinder WedgeConical RingConical Wedge

θ

Spherical Cap

P

P
n

P
n

d

P

n

Fig. 1. Degenerate Quadric Patches

2.2 Gene and Chromosome Formulation

In standard GAs binary encoding forms the chromosomes in the solution, however in an
evolution program each gene is a floating point number. Genes are then concatenated into
a chromosome. In the cases we have previously investigated, typical part-chromosomes
were parameter vectors (A = ai : i ∈ {1, .., 10} representing second order surfaces. In
the new parametric representations, the vectors may be any length.

In the case of planes, we have used the 4 gene parametric representation :
A :< n̂, d > where n̂ is the unit normal describing the plane and d is the constant
defining its minimum distance from the origin. In the case of spheres, we have used
the 4 gene parametric representation : A :< P, r > where P is the centre point and



4 C. Robertson et al.

r is the sphere radius. In the case of cylinders, we have used the 7 gene parametric
representation : A :< P, n̂, r > where P is defined as the start point of the cylinder, n̂
is the axis direction and r is the radius. For cones, the 7 gene representation used is :
A :< P, n̂, α > ,where P is defined as the start point (or tip) of the cone, n̂ is the axis
direction and α is the half-angle between the axis and the slope of the cone.

A full chromosome, G, describing a given object, is a set of concatenated part-
chromosomes: G = {Aj}. The parametric representation of a set of degenerate quadrics
as a chromosome is much shorter than a set of general quadrics as explored in [7].
This cuts down the complexity of constraint representation and makes it amenable to
straighforward manipulation without the need to employ geometrical constraints on the
surfaces’ form, only on pairs of forms taken as systems.

2.3 Algorithm

Traditional Methods of Generating Constrained Populations. Evolutionary methods
have been shown to be useful for solving general NLP problems [11][6][7]. There are
four main techniques for dealing with chromosomes that contravene constraints on so-
lutions [10]: rejection, which discards infeasible solutions immediately throughout the
process; repairing, which depends on methods to repair solutions back to feasible; mo-
difying operators, which means designing crossover, mutation and other operators than
only ever produce feasible offspring; penalties, which is the most common technique
for optimizing constrained functions. A penalty function is one which punishes chro-
mosomes for straying from the constraints by decreasing their fitness or removing them
from the population. There are no good guidelines for designing such penalty functions
however [10].

Almost all optimization problems are constrained in some way. What we required
is some way of generating solutions that are both iteratively improving as well as satis-
fying these constraints. Most optimization problems are defined on a search space, D,
as follows 1 : D ⊆ Rq , where D =

∏q
k=1 < lk, rk > and each xk is in the interval

< lk, rk >. The set Rq is thus a crucial characteristic of the problem. Significant op-
timization theory only exists where this set is convex. In GENOCOP, this convexity is
assumed, i.e we seek to optimize : f(x1, . . . , xq) ∈ Rq , where (x1, . . . , xq) ∈ D ⊆ Rq.
D is convex and is defined by the range of variables lk ≤ xk ≤ rk for k = 1, . . . , q.

Because D is convex, for each point in the search space, there exists a range where
other variables remain fixed. We also assume that this range can be efficiently computed.
This property is useful for performing mutation. If the variable xk is to be mutated, it
can be moved inside its range so any offspring produced are feasible.

Also, for any two points, x1 and x2, in the space D, the linear combination ax1 +
(1 − a)x2, (where a ∈ [0, 1]) is also in D. This is used for crossover.

Genocop II and III Calculus based methods assume that the objective function, f(x),
and all constraints are twice continuously differentiable functions of x. The general
approach is to transform the non-linear problem (NLP) into a sequence of sub-problems

1 This brief account follows the one given by Michalewicz [8] which the reader is encouraged to
read for further details.
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and then solve those, requiring an explicit computation of the objective function. Some
of these methods become ill-conditioned and fail.

Genocop II uses a sequential quadratic penalty function and is formulated as the
optimisation of the function:

F (x, r) = f(x) + 1
2r C

T
C , where r > 0 and C is the vector of active constraints,

c1, . . . , cl

Attia has provided solutions to the instability of this approach [12]. The set of all
constraints, C, is divided into the linear constraints,L, the non-linear equations,Ne and
the non-linear equalities,Ni. A set of active constraints, A is then built from Ne and
the violated constraints from Ni (a constraint is said to be violated if it is more than
some tolerance δ from its correct value), which are called V . The structure of Genocop
II is outlined in [8]. Inside its main loop, Genocop I optimizes the function F (x, r) =
f(x) + 1

2r A
T
A. Several mutation operators take an initially identical population and

introduce diversity to it. At convergence, the best individual,x∗, is saved and the the
value of the penalty parameter is decreased.

Most of the essential elements of Genocop III are the same as those of Genocop
II. However, in this algorithm two populations are kept, a reference set R and a search
set S. The reference population is a set of fully feasible individuals which satisfy all
the constraints whereas the search population may not. At each iteration, the search
population are allowed to move around the solution space and are repaired back onto the
constraint manifold. If the search point is S and the reference point is R, then a random
point Z is created from the segment between S and R by generating a value, a ∈ [0, 1]
then :

Z = aS + (1 − a)R (2)

Once a feasible Z is found, if it is better than R, then that reference point is replaced
with some probability. As the iterations progress, the set of reference points converge to
the maximum or minimum on the search space.

Evaluation Function and Point Assignment for the Fitting. In our application of
Genocop III the evaluation function is almost certainly more complex than was initially
intended for the algorithm. For each point,xi, the true geometric distance to the theore-
tical surface is computed and this is used as the least-squares error for that point relative
to that surface.

ei = minp{dist(xi, Sp)} (3)

where ei is the error for the point xi, p is the index of M theoretical surfaces, i is the
index of N points, Sp is the parameterised surface and dist is the distance to that surface.

The evaluation function to be minimised is then the sum of these minima :

E =
i=N∑

i=0

ei (4)

It is possible to use this as a simple segmentation scheme (especially if the chromo-
some population variations are small and the start conditions are close to the solution).
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The point assignment is thus straightforward. In some tests, such as the real object dis-
cussed in section 3.3 the data is pre-segmented. If the assignment information is available
it should be used in order that the computation time can be reduced.

Starting Conditions and Relational Constraints In virtually all cases, domain con-
straints on individual genes are used to narrow the search space for that gene. These are
represented as one permanent part of the sequential quadratic penalty function matrix
[8] used in the evaluation function. A good example of where domain constraints can
reduce the search space is in the case of the three parameters describing a unit normal.
Each of these parameters can never be outside the range [−1, +1] so these make good
domain constraints.

In-chromosome relational constraints are straightforward to formulate when a pa-
rametric form is used. For example, consider two planes,P1 =< x1, x2, x3, x4 > and
P2 =< x5, x6, x7, x8 > which are known a priori to be orientated orthogonally. In this
case, the chromosome would have the form G = {x1, x2, x3, x4, x5, x6, x7, x8} and
the orthogonality constraint would then appear as a non-linear inequality of the form:
(x1 − x5)2 + (x2 − x6)2 + (x3 − x7)2 ≤ ε where ε is the constraint tolerance value.

In order to perform the optimisation, Genocop requires a starting position on the
constrained manifold. This is the seed for the search points which are then mutated
around it. It is also used to produce the set of reference points as described earlier in this
section. In our case this means designing a chromosome which is both close to being a
concatenation of the individual least-squares results for the part-chromosomes as well
as fulfilling the domain and relational constraints. Starting conditions for increasingly
complex solutions with increasingly complex constraints have previously been found
to be difficult [7] for the general quadric. However, when a parametric representation
is used, start conditions become very simple to generate, even when many constraints
are used. For example, when a parametric representation for a right, circular cone is
used the chromosome consists of seven floating-point genes with one constraint, that of
normality for the axis vector. When a general quadric is used, however, the chromosome
consists of ten floating-point genes with six constraints to ensure its form. When further
constraints are added, a start condition for the reference population becomes difficult
to find for the general representation but relatively easy for the parametric one (since
the only constraint is normality for 3 genes in the whole sequence). The complexity
increases as further quadrics are added. Consider a chromosome with three general
quadrics representing three right, circular cones. In a general representation this would
be 30 floating-point genes together with 15 shape constraints and three relationship
constraints. In a parametric form it would be 21 genes and six constraints in total. This
reduction is quite marked but clearly relies on knowing a priori the classification of the
surfaces in the data.

3 Results

In total 70 single-object experiments were carried out, all of which reached successful
convergence, i.e the summed error over all points in the data set stablized. The final values
for chromosome parameters are used as the test of value for each of the experiments.
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Where there were significant convergence effects these have been noted. All of the data
used for the synthetic surfaces has Gaussian noise added with standard deviation 0.1mm.
This is comparable with the laser range finder and therefore represents typical data noise.

3.1 Caps, Rings and Wedges

Spherical Caps
Ten spherical cap datasets were generated for decreasing values of θ from 170o to

30o to test feasibility of fitting and speed of convergence. Sphere radii were kept at
10 mm with centre position (0, 0, 15). The number of data points per data set was 1000
so the data at 170o is much more descriptive of the shape than the data at 30o, illustrated
in the convergence rate, fig.2(a).

One important aspect of these tests is that with θ = 30o data the variation in position
genes is much higher than with θ = 170o (figures 2(b) and 2(c)). Intermediate positions
show that the rate of these variations and rate of convergence change gradually with
angle. Note that our previous fitting tool which utilises Taubin accumulation [4] fairs
similarly in the tests, having almost exactly the same average error per point. After
25, 000 evaluations all radii converged to the correct value given experimental noise.
Cylinder Wedges

Ten cylindrical wedge datasets were generated for decreasing values of θ from 170o

to 30o to test feasibility of fitting and speed of convergence. Cylinder radii were kept
at 10mm, data was generated around the normal (0, 0, 1) and the starting point was
(15, 10, 10). The length of the cylinder in each case was 20mm. Error graphs for the
cylinder wedges tell us little about convergence except that it is dependent upon the initial
reference population, which the algorithm generates internally. All of the test examples
converged within 100, 000 evaluations with the axis correct to within around 0.5o and
radius correct to around 0.05mm, as shown in table 1.

θ Normal Error/o Radius Error/mm
170 0.5733 0.0287
155 0.4196 0.0012
140 0.0000 0.0027
125 0.5754 0.0040
110 2.5648 0.1464
90 0.5500 0.0032
70 0.5751 0.0191
50 0.5747 0.0033
45 0.0000 0.1213
30 0.0000 0.1851

Table 1. Absolute Errors on Cylinder Wedge Parameters

Conical Wedges
Ten conical wedge datasets were generated for decreasing values of θ from 170o to

30o to test feasibility of fitting and speed of convergence. Cone slope half-angle was
kept at 30o, axis was (0, 1, 0), apex position was (0, 25, 0) and cone depth was 20mm.
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1000 data points were used per set, with noise as before. Details of the results are shown
in table 2. The error on the cone normal increases as the wedge decreases. At 30o it is
actually outside acceptable error bounds. This caveat may be explained by the error in
the estimate of the apex position, which can be seen to drift as the wedge angle decreases.

θ Normal Error/o Slope Angle Error/o Apex position estimate
170 0.5815 0.0375 -0.002763 25.008604 0.0161751
155 0.5314 0.4210 0.001005 25.012029 0.0150246
140 0.5747 0.0460 0.005348 25.018583 -0.0153982
125 0.5808 0.0204 0.021809 25.007158 -0.0135571
110 0.5727 0.0007 0.002103 25.007488 -0.0285622
90 0.5757 0.0059 -0.014792 24.991615 -0.0065875
70 0.7000 0.3159 -0.009692 25.162830 -0.1308158
50 1.5526 1.2332 0.006790 25.636304 -0.4279015
45 1.1866 0.8757 0.006669 25.655696 -0.4368368
30 3.0208 2.7954 0.000730 26.736854 -1.0613992

Table 2. Absolute Errors on Cone Wedge Parameters and Apex Estimate

Conical Rings
Ten conical ring datasets were generated for decreasing values of length, from100mm

to 10mm from the base, from a cone of total length 110mm measured base to apex. Cone
slope angle was kept at 30o, axis was (0, 1, 0), apex position was (0, 25, 0). A full 180o

spread was also used and 1000 data points were used per set.
Convergence over all of the conical ring datasets was uniform. Errors are detailed

in table 3. Average error for the normal axis was around 0.5o and the error on the cone
slope angle was less than 0.01o. It can also be seen that the apex position estimates are
much better that those in the cone wedge case.

Length Normal Error/o α Error/mm Apex Position
100 0.5730 0.0020 -0.010790 24.981763 0.027289
90 0.2149 0.0023 -0.014435 25.012355 0.012871
80 0.5630 0.0104 -0.000247 25.026578 -0.005360
70 0.4681 0.0042 0.037935 24.979377 0.002949
60 0.5464 0.0012 0.001648 24.981952 -0.002780
50 0.5723 0.0017 0.005134 24.981803 0.000237
40 0.4681 0.0046 -0.031845 25.003873 0.090405
30 0.3621 0.0021 0.006406 24.984144 -0.004444
20 0.5630 0.0430 0.043338 24.811958 -0.014173
10 0.5835 0.0037 -0.025032 24.973985 -0.342472

Table 3. Absolute Errors on Cone Ring Parameters and Apex Estimate
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3.2 Constrained Degenerate Quadric Pairs

Distance Constraints
Spheres were fitted with the distance constraint applied to their centres. The sphere

parameters used were as follows:
Sphere 1:Position(0, 0, 10), Radius 5, complete/half sphere, 1000 data points.
Sphere 2:Position(0, 0, 0), Radius 3, complete/half sphere, 1000 data points.

Summed errors for the fitting are shown in fig. 3(a) and the convergence of the radii
genes is shown in fig, 3(b). Position for both spheres was found accurately to within
0.001mm and the radii were found to within 0.01mm. Since the results were similar for
both half-spheres and spheres, only whole spheres are shown.

(a) Summed Errors for Constrained Sphere Fitting (Whole Spheres)

(b) Radii Convergence for Constrained Sphere Fitting using
Whole Spheres with Distance Constraint (true values are 3mm and 5mm)

Fig. 3. Constrained Sphere Fitting Graphs
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Convergence for spheres and half-spheres that were overlapping produced similar
results although using slightly more chromosome evaluations. It was also noted that the
quality of results obtained was as good as without constraints in both cases, i.e radii to
within 0.001mm and position parameters to within 0.005mm.
Mixed Constraints

In mixed constraint experiments whole cones and cylinders were used. In the first
set of experiments cones were used with four constraints : two unit normal constraints
on the axes, a distance constraint between apexes and an orthogonal constraint on the
axes. Data for the cones was as follows:

Cone 1: Apex position (0, 0, 0), Axis (0, 0, 1), Length 20, half-angle α = 30o or
0.5235988 radians.

Cone 2: Apex position (0, 0, 20), Axis (0, 0, 1), Length 20, half-angle α = 30o or
0.5235988 radians.

Cone 3: Apex position (20, 0, 0), Axis (1, 0, 0), Length 20, half-angle α = 30o or
0.5235988 radians.

Once again, Gaussian noise is applied with a standard deviation of 0.1mm.
Two Cones with Apex Distance and Same Axis Constraints

In this experiment, cones 1 and 2 were used. The starting vector for the reference po-
pulation was simple to find since the constraints on the fitting have been much simplified
since earlier efforts to perform this test [7]. Previously, for two right circular cones with
a distance constraint and an axis constraint the total number of inter-gene constraints
would have been 16, now it is only 3. The cones are generated on the same axis but with
apexes 20mm away from each other. The vector for the reference populations was as
follows:

P1 = (0, 0, 1), n̂1 = (0, 0.141, 0.9899), α1 = 0.5 radians
P2 = (0, 0, 21), n̂2 = (0, 0.141, 0.9899), α2 = 0.5 radians

which is in the same order as the generation data above. Position for each of the two
part-chromosomes is 1mm away from the correct position and the slope angle is 0.024
radians (1.35o) from the true value. The normal axis is also at an angle of around 0.5o

to the correct value. These values were chosen because they are typical of values found
after registration using ICP [1]. The result vector was as follows :

P1 = (0.000216, −0.004444, −0.013367), n̂1 = (−0.000111, 0.000021,
0.999969), α1 = 0.523469 rad.

P2 = (0.002930, −0.007804, 19.986713), n̂2 = (−0.000325,−0.000021,
0.999951), α2 = 0.523393 rad.
This shows that the convergence to the correct cone models and constraint satisfaction
is remarkably good, to the noise level on the data set.
Two Cones with Apex Distance and Orthogonal Axis Constraint

In this experiment, cones 1 and 3 were used. The cones were generated on the
same axis but with apexes 20mm away from each other. The vector for the reference
populations was as follows:

P1 = (0, 0, 1), n̂1 = (0, 0.141, 0.9899), α1 = 0.5 radians
P2 = (0, 0, 21), n̂2 = (0, 0.141, 0.9899), α2 = 0.5 radians
The result vector was as follows :
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P1 = (−0.006925, −0.001579, −0.024732), n̂1 = (0.000279, −0.000089,
0.999950), α1 = 0.523178 rad.

P2 = (19.993097, −0.012630, −0.000523), n̂2 = (0.999949, 0.000792,
−0.000378), α2 = 0.523704 rad.
This shows that the convergence to the correct cone models and constraint satisfaction.

3.3 A Real Object

In order to test the overall application of these technique a reasonably complex real
part was examined. This machined part (called the UFO) is an object consisting of six
surfaces, four planes and two quadrics as shown in figure 4. It is made to high tolerances
but is formed from eight data sets which are then registered together.

UFO Part as Polygons UFO Part after Segmentation

Fig. 4. Real Object Rendered as Polygons and Vertices

The object was first segmented into individual surfaces using a region growing me-
thod and Taubin accumulation for the fitting [13]. Each of the different surfaces was
saved as a 3d data set. There were 7274 data points in total, representing the polygon
centres. This is a valid subsampling since the polygon mesh is statistically representative
of the original data set (many tens of thousands of points). The chromosome represen-
ting the constrained shape consisted of 30 individual genes as follows: G = A1, ..., A6,
where A1 is the 7 parameter cylinder, A2 is the 7 parameter cone and A3 to A6 are the
4 parameter planes. A total of 11 constraints were used, the first 6 were unit normal
constraints and the final 5 were geometric as follows:

1. Cylinder axis is the same as that of the back plate normal.
2. Cone axis is the same as the bottom plate normal
3. The back plate normal is orthogonal to the bottom plate
4. The back plate normal is orthogonal to the sloping side (side 1)
5. The sloping sides are at 120o to each other
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These five constraints fully constrain the object’s shape. The start conditions for this
object were simply the least-squares fit for each of the surfaces which were then adjusted
to fit the constraints (obviously sub-optimally). The controlling ground-truth used for
this test was that the cylinder radius was known to be 60mm and the cone half-angle was
known to be 30o from the normal at its apex.

The graphs in figure 5 show the convergence of the parameters 500,000 evaluations.

(a) Cone Half Angle for Constrained UFO Fitting

(b) Cylinder Radius for Constrained UFO Fitting

Fig. 5. Constrained UFO Fitting Graphs
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The full set of estimations for the parameters is given below:

– Cylinder : P1 = 154.086, −2.184, −57.711, n̂1 = 0.995561, 0.005837, 0.088583,
radius = 60.366mm.

– Cone :P2 = 45.307, −5.697,−137.595, n̂2 = −0.044865, 0.039102, 0.998023,
α = 32.3o

– Planes
1. n̂1 = 0.995425, 0.003886, 0.091327, d = 46.62732)
2. n̂2 = 0.046830, −0.885180, −0.461808, d = 47.79109
3. n̂3 = 0.041421, 0.845461, −0.531490, d = 47.06203
4. n̂4 = −0.092407, 0.041308, 0.995308, d = 14.12157

The numbers of points used was as follows: cylinder 1896, cone 1386, back-plate
616, side1 767, side2 839, bottom plate 1770. Time to reach a stable solution was 218.75
minutes when running on a 269MHz Ultrasparc 10 at approx 50% CPU usage. These
results have several important aspects. Firstly, the cone half angle is within the same
margin of error as the synthetic data when only a 30o wedge is used. This is explained
by the fact that not only is this a 60o wedge of a cone but it is truncated at only 30mm
out of its 140mm height. The cylinder parameters are very good since the cylinder data
describes only a 60o wedge of the original data. It should also be noted that all of the
constraints are satisfied to within the tolerance prescribed (ε = 0.001) which represents
0.0573o error on axis constraints. The summed least-squares error (Euclidean rather
than algebraic) was 19.8367 over the whole of the six surfaces. This should also be seen
in light of the fact that there were around 1% of outliers in the whole dataset and the
registration process is almost certainly imperfect.

4 Conclusions

4.1 Improvements

In previous work [7] we showed that optimal surface fitting under geometric constraints
was feasible with an evolutionary algorithm. In this paper we have demonstrated that the
method is more accurate when parametric models are used for degenerate surfaces. We
have also demonstrated that the geometric constraints for these models are much simpler
to formulate. This leads to the quicker formulation of starting reference populations.

We have shown that even a naive point-assignment algorithm can perform simple
segmentation when used in conjunction with geometric constraints and we have thus
tentatively proposed a full processing system for range-data. The pptimization of least-
squares surface fitting is comparable to methods currently employed for second-order
surfaces. In some instances (for example where data is sparse) it is actually superior.
This is due partially to the fact that data presentation is not ordered as it is in, say, the
Taubin accumulation process [3],[4]. No claims are made for the segmentation algorithm
other than in circumstances where two sphere datasets overlap if a distance constraint
is applied the algorithm still convergenes in a time comparable to no-overlap. Therefore
segmentation is a plausible addition to the functionality of the algorithm. The application
of geometic and domain constraints has ensured that the convergence to the optimal
solution (subject to tolerance) has been achieved. When geometric constraints have
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been applied they also have been fulfilled (subject to tolerance). These constraints have
been : distance, axis normality and relative axis position. These are the only constraints
applicable to the degenerate surfaces we have examined.

4.2 Caveats - New and Old

Of the problems mentioned in the first paper [7], none are now applicable. The formu-
lation of the initial vector for the reference set is easy for parameterized chromosomes.
Generating two right cirular cones with orthogonal vector normals, for example, using a
parameterized model is straightforward whereas using the previous representation was
difficult. When these initialisations were compounded the task was infeasible.

The problem of traversing the space different amounts in different dimensions is
somewhat mitigated by this parameterizarion since the units are at least within the same
order. The problem of what the slack constraint variables actually mean is still different
for each constraint. This problem is not so pronounced here as in other methods, for
example [5].

One new caveat is that the parametric versions of the objective functions are not so
easy to speed up by using off-line calculations. This can mean that for objects involving
many (possibly hundreds of) thousands of points the least-squares error calculations
will be time-consuming. A simple sub-sampling scheme has been implemented where
at each iteration a sample from such a huge dataset is taken and errors computed from this.
Although initial tests have been positive, the rates of convergence are not as predictable
as those found in this paper - even if the time to convergence is much lower. It is widely
held that evolutionary schemes, in fact GAs as a whole, are quick to implement but slow
to run. In the main this is true but with a computationally complex evaluation function
it is doubly so.

4.3 Further Work

This work is a proof of concept, i.e that an evolutionary algorithm could solve the
problem of constrained surface fitting, and as such is complete. There are many side
issues that should be addressed: speeding-up the chromosome evaluation; including
data registration, although how is not clear; outlier removal from the data at run time
would provide modest improvements; and weighting the surface errors to skew the fit
towards more important surfaces.
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Abstract. The traditional paradigm for digital filter design is based on the
concept of a linear difference equation with the output response being a
weighted sum of signal samples with usually floating point coefficients.
Unfortunately such a model is necessarily expensive in terms of hardware as it
requires many large bit additions and multiplications. In this paper it is shown
how it is possible to evolve a small rectangular array of logic gates to perform
low pass FIR filtering. The circuit is evolved by assessing its response to
digitised pure sine waves. The evolved circuit is demonstrated to possess
nearly linear properties, which means that it is capable of filtering composite
signals which it has never seen before.

1 Introduction

The difference equation is a fundamental concept employed in the construction and
analysis of digital filters [8]. Formally this is represented in the following way. The
output of the filter at time n, y(n), may be a function of N samples of the signal x(n-i)
at earlier times, and may also, if feedback is present, involve earlier outputs y(n-i)
given by the following equation:
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where the coefficients ai and bi are real valued floating-point numbers. The essential
problem of filter design is the choice of {ai}, {bi}, N, and M, so that the filter has the
desired behaviour (i.e. frequency response). In practice the coefficients {ai}, {bi} are
of finite precision. The practical requirements of implementing such a system in
hardware consists of providing a number of shift registers, multipliers, and adders.
Large bit multipliers are very costly in hardware terms. Three of the most important
factors in the design of digital filters are quality of signal response, size (cost) of
hardware implementation, and speed of operation. There are many traditional
approaches which have been developed to address these issues [8]. In particular one
popular method for reducing the complexity of implementation is to restrict the filter
coefficients to integer coefficients, see [4] and references therein. Recently,
researchers have started to explore the application of evolutionary algorithms to filter
design [1] [2] [3] [5] [6] [15] [17] [18] [19]. The essential idea employed by most of
these authors is to use an evolutionary algorithm to optimise the filter coefficients.
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This may be in combination with finite wordlength analysis [1] [6] for IIR filter
design, or it may be in an adaptive context [5][18]. Other workers have employed
evolutionary algorithms to optimise coefficients together with add and shift operations
in so-called multiplier-less designs [15] [17] [19]. In [3] a genetic algorithm was used
to design an efficient non-linear filter for signal noise reduction by finding a suitable
positive boolean function (PBF). The PBF could be represented as a boolean sum of
products, involving AND gates and OR gates.

The main idea of the work presented in this paper is to explore for the first time at
a logic gate level whether it is possible to evolve networks of logic gates to carry out
filtering tasks. This is an interesting thing to do for two main reasons. Firstly to
explore the concept of digital filtering in a space of possibilities which is considerably
larger and richer than the traditional human, top-down, difference equation method.
Secondly to see how effective a microscopic number of logic gates might be in a
filtering task.  The pioneering concept of gate-level evolution of digital functions was
developed in [7]. In [13] the authors generalised the concept of gate-level evolution to
the so-called functional level, and they showed how it was possible to carry out
adaptive equalisation on a communications channel with superior bit error rates to the
conventional least mean squares method. Their method was not rigidly fixed to be
linear in operation, it could be carried out very quickly, and relatively inexpensively
in hardware.  These authors believed that it would not be possible to achieve real-
world performance using a gate-level approach.  One of the objectives of the work
presented here is to show that that the possibilities afforded by gate-level evolution
have been left largely unexplored, and that there remains much fundamental work to
be done at this level. An additional motivation for attempting this work is the
enormous potential for new knowledge discovery afforded by the simple nature of
logic functions. In other words, can new principles be extracted from gate-level
evolution which can inspire and contribute to new methodological paradigms? There
are of course enormous questions that need to be addressed if such a filtering method
is to become practicable. Foremost among these would be the question of linearity. If
a gate array is to be trained to carry out a filtering task then can this be done in such a
way that composite signals, which can be represented as weighted sums of sine waves,
will also be filtered? This would imply that the circuit at least be weakly linear. The
findings presented in this paper are encouraging in this regard, as in section 4 it is
shown that the evolved gate arrays do appear to be quasi-linear.

The actual method employed here to evolve a gate array (section 2) is developed
from earlier work in [9][10][11]12] and has some similarity to a method called
Parallel Distributed Genetic Programming (PDGP) [14]. In earlier work [10][11][12],
the objective was to synthesise an entire truth table. This becomes increasingly time
consuming and difficult as the number of inputs grow. It is obvious that attempting to
evolve truth tables of larger sizes will not be feasible. It was argued in [9] that the real
applications for gate-array evolution probably lie in real number mapping problems,
where the digitised real numbers are presented to a circuit and a digitised real number
output is desired. In such a scenario the number of input conditions is determined by
the problem and is not necessarily an exponential function of the number of inputs.
Such a scenario is ideally furnished by the digital filtering task. In this paper only a
simple low pass FIR filter is considered. The details of this are explained in section 3.
In section 4 the evolved filtering characteristics of the gate array are examined,
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including some results which show the quasi-linear behaviour. These are discussed in
section 5, and conclusions are given in section 6.

2 Gate-Level Evolution of Digital Circuits

The chromosome representation used is best explained with a simple example.  In Fig.
1 is shown a small gate array consisting of four logic cells. The logic cells in this case
have functions XOR, AND, or MUX (multiplexer). The gate array implements the
one-bit adder (with carry-in). The circuit in question actually arose in an earlier
experiment reported elsewhere [12] and is quite novel in its own right. A, B, and Cin
denote the primary inputs. Cout and Sum are the output bits of the adder. Each cell is
assumed to possess three input connections. If the cell function does not require inputs
then the corresponding genes are ignored. For example the upper right cell (output 5)
below has input connections 3, 2, 1. Thus,  the first input is connected to the output of
the cell with output label 3 (upper left), the second input is connected to the primary
input Cin, and the third input is connected to primary input B. The function of each
cell is expressed as the fourth gene associated with each cell. The primary outputs of
the gate array are also expressed as connections. For example Cout is connected to the
output of the cell with output label 6. The gate array is envisaged as being divided into
vertical columns of cells and the representation is so constrained that columns of cells
may only have their inputs connected to connection points on their left. This ensures
the feed-forward nature of the circuit and removes any time dependent behaviour.
Actually the connectivity is further constrained by the presence of a parameter
denoted l, which dictates the number of columns on the left (including the primary
inputs at column zero) to which the inputs of cells in column l may be connected. The
purpose of this is to constrain the fan-out of signals and thereby improve the ease with
which the circuit may be routed when it is physically implemented.

The chromosome representing the gate array shown in Fig. 1 is given below:

0 1 0  10      0 0 2  6      3 2 1  10      0 2 3   16         6  5

Fig.  1.  One-bit adder (with carry-in) implemented as a  feed-forward gate array
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where the emboldened integers are the cell functions. The allowed cell functions can
be chosen to be any subset of those shown in Table 1, where ab implies a AND b, a
indicates NOT a, ^ represents the exclusive-OR operation and | the OR operation.

Functions 16-19 describe va
The last five functions pr
evolutionary process, this 
universal logic modules and
variables.  The genetic alg
feed-forward nature of the 
connections and functions. 
exchange. Elitism was alwa
tournament selection method
was selected with a certain p

3 Evolving a Filter Res

The incoming analogue sig
sampled at frequency f, with
is given by s=fp. The sampl
In a FIR filter of order n o
These nr bits for the s samp
gate array. For each nr input
a set of input-output conditi
discrete fast fourier transform
in [8] was used to do this. 
gate array can be assessed f
sine waves with zero phase. 
fundamental f1 (1/p) up to th
1. The sine waves were tra
assumed only positive value
representation. One can env
corresponds to a single exac
arrangement is shown in Fig
which is digitised to binary 
history of samples are colle
presented to the gate array.
wordlength equal to  4 bits. 
cutoff point fp. To evaluate t

0  1 2 3 4 5   6    7    8   9   10 
0  1 a b a  b  ab  ab  ab  ab 
rious multiplexers and 20 describes a Reed-Muller ULM.

Table 1. Allowed gate functions

   11   12   13   14  15     16     17     18      19       20
 a^b  a^b  a|b  a|b   a|b  a|b  ac|bc  ac|bc  ac|bc  ac|bc  a^(bc)
ove to be very effective components in assisting the
is probably due to their flexibility in that they are all
 allow the synthesis of any logic function of one or two
orithm employed random mutation which respected the
circuits and also the different alphabets associated with
Uniform crossover was employed with a 50% genetic

ys used as it is markedly beneficial [11]. A probabilistic
 (size 2) was used in which the winner of the tournament
robability (between 0.5 and 1.0).

ponse with a Gate Array

nals which are to be processed by the gate array are
 sampling period p. Thus the number of samples used, s,
es are digitised and represented by a wordlength of r bits.
ne therefore must collect nr bits at each sampling time.
les are collected and represent the input conditions to the
 bits the gate array must produce r output bits. In this way
ons are defined. When s samples have been collected the

 (DFFT) is taken. A program, which was freely available
In this way the frequency characteristics of the evolving
or each input signal. The input signals chosen were pure
They had frequencies which were integral multiples of the
e Nyquist frequency, fn (half sampling frequency) minus
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frequency f is presented to the gate array and the DFFT of the output response is
calculated.
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4 Results

The experimental parameters for this paper are given below, the nominal sampling
period p was chosen to be 1 for convenience. Thus the sampling frequency f equals the
number of samples s.

� number of samples s=128, wordlength r =8, filter order = 4,
� normalised passband cutoff = 0.08 (10.24 un-normalised)
� population_size is 10, breeding rate   is 100%, mutation probability  is

0.005
� num_generations is 5000, number of runs is  2, elitism,
� tournament selection (size 2) acceptance probability is 0.7
� number of rows in gate array is 9, number of columns in gate array  is  9
� connectivity parameter l = 9. The only gate type allowed was the  multiplexer

(type 16).

The results shown in this paper are for the best of two runs of the genetic algorithm
under the above conditions. Investigation of the most suitable parameter settings lies
outside the scope of this paper. A small population size was chosen purely for speed
of execution. The frequency response of the evolved filter is shown in Fig. 3.

4.1 Filter Response to Pure Sine Signals in the Passband
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Fig. 3. Frequency response of the evolved filter
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2 Filter Response to Pure Sine Signals in the Stopband
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Fig. 7. Incident signal f20 , output response and frequency response
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Fig. 8. Incident signal 0.5(f1 + f2 ), output response and corresponding frequency response
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4.4 Filter Response to Signals Which are a Sum of Three Sine Waves
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Fig.  11. Incident signal 0.33(f1 + f2 + f20 ), output response and corresponding frequency
response
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5 Discussion of Results

5.1 Filter Characteristics

In Fig. 3, the filter response  is shown, there is still a noticeable tail which extends past the
cutoff frequency of 10 f1  from 11f1 to about 20 f1. However it should be noted that the
gate array is tiny and the work is still at a preliminary phase. The quality of the
frequency response in meeting the specification is encouraging. In section 4.1 are
shown the output responses of the filter to incident pure sine signals and also the
output response in the frequency domain. Sine waves in the passband are being passed
with little attenuation, however it can be seen especially in the case of the lowest
frequency sine wave (Fig. 4) that there is the largest distortion of the signal. In Figures
6 and 7 the incident sine signals have frequencies in the stopband so they should be
highly attenuated. One can see that there is a marked drop in signal amplitude as the
signal is converging to a d.c. component. As the frequency of the incident signals are
increased the off d.c. spikes become more and more sparse. Actually there is
something a little puzzling here as the fitness function is designed to suppress
frequencies in the stopband with uniform probability so that the attenuation of those
frequencies should show no frequency dependent behaviour. The reason for this is not
currently understood but it may be due to a frequency dependent distortion in the
incident sine signals. In Figs. 8-12 are shown the output responses of the filter to
various sums of sine waves. All these signals have never been seen by the filter before.
In Fig. 8 it can be seen that the filter is exaggerating the changes in amplitude of the
incident signal. The frequency response shows the dominant frequencies to be the
same as the incident. The filter is displaying a nearly or quasi-linear response. In Figs.
9 and 10 the higher frequency lies in the stopband thus for ideal filter behaviour one
would expect the higher frequency component to be highly attenuated. The evolved
filter appears to be doing this as it is responding to the slower changes in the signal.
This is confirmed by the frequency responses. In Figs. 10 and 11 more complex
signals were presented to the filter. These were sums of three sine waves. In the first
case (Fig. 11) two components were in the passband. Again the filter is still trying to
follow the slower changes and the frequency response is dominated by the lower
frequencies. In Fig. 12 all the frequencies lay in the passband, again it is seen that the
filter is trying to follow all the changes in the incident signal. However once again it is
exaggerating the changes.

5.2 Hardware Requirements and Speed of Evolved Filter Compared with
Conventional

When the evolved filter circuit was analysed it was found to require 29 multiplexers
(equivalent to 87 two-input gates). In addition the filter would produce the filtered
response very quickly as one only has to wait for the signals to propagate through the
gate-array. A conventional filter of order 4 and wordlength 8 would require at least an
eight-bit adder and multiplier as well as registers to store the coefficients. A
conventional cellular adder and multiplier of this size would require n2 AND gates and
n(n-1) full adders (where n=8). Thus it would require 344 two-input gates. The output
would be delayed by a number of clock cycles to accumulate the response (see
equation 1).



28 J.F. Miller

6 Conclusions

In this paper it has been shown that it is possible to evolve filtering characteristics
with a gate-array containing very few components. The gate-array filter is produced
without many of the conventional assumptions in that it does not employ coefficients
or any explicit arithmetic operations. The evolved filter has a quasi-linear response
that has emerged naturally. There is currently no mathematical framework for
understanding how to design filters at this level. It is felt that the results presented here
may encourage some thinking about a mathematical underpinning of this. There is still
an enormous amount of further investigation to be undertaken. The work raises almost
as many questions as it answers. Why is the evolved filter quasi-linear? Can one
evolve it in such a way as to enhance its linearity? Would this require greater gate
resources? What would the filtering action of cascades of these smaller filters be like?
How would the filter response to changes in phase of the incident sine waves? It is felt
that this work once gain demonstrates the enormous capacity of a few gates to display
complex behaviours, a fact which has become evident in much work in the field of
evolvable hardware [16].
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Abstract. A technique is described for the optimisation of spatio-tem-
poral (3-D) grey-scale soft morphological filters for applications in ar-
chive film restoration. The optimisation is undertaken using genetic algo-
rithms. By employing filters which incorporate the temporal dimension,
this technique extends and improves upon previously described techni-
ques which were based purely in the spatial (2-D) domain. Examples of
applying the technique to real-world film restoration problems are shown.

1 Introduction

There has been a growing interest in recent years in the area of archive film
restoration. This has no doubt come about in part due to the emergence of
digital television broadcasting and the growth in video sales. In order to satisfy
demand, it is becoming more attractive to offer much of the available archive
material. However, a great deal of the archive material has suffered some form
of corruption and requires restoration in order to be of a sufficient quality for
resale or broadcast. This paper addresses the particular problem associated with
archive film material, known as film dirt . This occurs when particles get caught in
the film transport mechanism and damage the film, causing loss of information.
This damage manifests as “blotches” of random size, shape and intensity.

Fig. 1 shows an example of an image from a sequence of images corrupted
with film dirt.

Here we describe a global filtering strategy for the restoration of image se-
quences corrupted with film dirt, using 3-D grey-scale soft morphological filters
and a method for the optimisation of the filter parameters using a genetic algo-
rithm.

2 Soft Morphological Filters

Soft morphological filters are a relatively recently introduced class of non-linear
filters [1,2]. Their original definition was related to the class of (standard/struc-
tural) morphological filters (discrete flat morphological filters), but they have

R. Poli et al. (Eds.): EvoIASP’99 and EuroEcTel’99, LNCS 1596, pp. 31–45, 1999.
c© Springer-Verlag Berlin Heidelberg 1999
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Fig. 1. Image corrupted with film dirt
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since been extended to the grey-scale (function processing) case [3]. The idea
behind soft morphological filters is to slightly relax the standard definitions of
morphological filters in such a way as to achieve robustness whilst retaining most
of the desirable properties of standard morphological filters. Whereas standard
morphological operations are based on local maximum and minimum operations,
in soft morphological operations these operations are replaced by more general
weighted order statistics. The key idea of soft morphological operations is that
the structuring element is divided into two parts: the hard centre which behaves
like the standard structuring element and the soft boundary , where maximum
and minimum are replaced by other order statistics. This makes the operations
behave less rigidly in noisy conditions and makes the operations more tolerant
to small variations in the shapes of the objects in the filtered image.

Just as the fundamental standard morphological operations are dilation and
erosion, the fundamental soft morphological operations are soft dilation and soft
erosion. In a manner similar to that of standard morphological operations, the
secondary soft morphological operations of soft opening and soft closing and the
tertiary soft morphological operations of soft open-closing and soft close-opening
can be defined.

Before proceeding to the definitions of the soft morphological operations,
some other concepts need to be defined:

The Structuring System [b, a, r] consists of three parameters; functions a and
b, having supports A and B, respectively (A ⊂ B) and a natural number, r,
satisfying 1 ≤ r ≤ |B|, where |B| is the cardinality of B. Function b is called the
structuring function, a its (hard) centre (A the support of its (hard) centre), b\a
its (soft) boundary (B\A, the support of its (soft) boundary) and r the order
index of its centre or the repetition parameter .

2.1 Fundamental Grey-Scale Soft Morphological Operations

Grey-scale soft dilation of a signal f by the structuring system [b, a, r] is denoted
by f ⊕ [b, a, r] and is defined by:

f ⊕ [b, a, r](x) = the rthlargest value of the multiset

{r � (f(x − α) + a(α))}
⋃

{f(x − β) + b(β)} (1)

where α ∈ A, β ∈ B\A

Grey-scale soft erosion of a signal f by the structuring system [b, a, r] is
denoted by f 	 [b, a, r] and is defined by:

f 	 [b, a, r](x) = the rthsmallest value of the multiset

{r � (f(x + α) − a(α))}
⋃

{f(x + β) − b(β)} (2)

where α ∈ A, β ∈ B\A
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As an extreme case, grey-scale soft morphological operations by the structu-
ring system [b, a, r] reduce to the equivalent standard grey-scale morphological
operations by the function b if r = 1, or, alternatively, if A = B. If r > |B\A|,
grey-scale soft morphological operations by the structuring system [b, a, r] reduce
to the equivalent grey-scale standard morphological operations by the structu-
ring function a.

2.2 Secondary Grey-Scale Soft Morphological Operations

Grey-scale soft opening by the structuring system [b, a, r] is defined as grey-scale
soft erosion by the structuring system [b, a, r] followed by grey-scale soft dilation
by the structuring system [bs, as, r] of the soft eroded result.

Grey-scale soft opening of f by [b, a, r] is denoted by f[b,a,r] and is defined
by:

f[b,a,r](x) = (f 	 [b, a, r]) ⊕ [bs, as, r](x) (3)

Grey-scale soft closing by the structuring system [b, a, r] is defined as grey-
scale soft dilation by the structuring system [b, a, r] followed by grey-scale soft
erosion by the structuring system [bs, as, r] of the soft dilated result.

Grey-scale soft closing of f by [b, a, r] is denoted by f [b,a,r] and is defined by:

f [b,a,r](x) = (f ⊕ [b, a, r]) 	 [bs, as, r](x) (4)

Note that the symmetric function of f , having support F is denoted as fs

and defined as:

fs = {−f(−x) : x ∈ F} (5)

i.e. the symmetric function is also known as the reflection of the function, and
is accomplished by reflecting the function through the vertical axis and through
the horizontal axis. This is equivalent to rotating the graph of the function by
180o about the origin.

2.3 Tertiary Grey-Scale Soft Morphological Operations

Grey-Scale soft open-closing by the structuring system [b, a, r] is defined as grey-
scale soft opening by the structuring system [b, a, r], followed by grey-scale soft
closing of the soft opened result, using the same structuring system.

Similarly, grey-scale soft close-opening by the structuring system [b, a, r] is
defined as grey-scale soft closing by the structuring system [b, a, r], followed by
grey-cale soft opening of the soft closed result, using the same structuring system.
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3 Optimisation of Soft Morphological Filters

Several methods have been described for the optimisation of soft morphological
filters. Huttunen et al [4] and Kuosmanen et al [5] describe methods for the
optimal choice of (2-D) flat (function-set processing) soft morphological struc-
turing system. These methods do not, however, optimise the choice of soft mor-
phological operation. Harvey [6,7] described a method for the optimisation of
(2-D/spatial) grey-scale soft morphological filters which is able to optimise not
only the structuring system, but also the choice of soft morphological opera-
tion. In [8] this GA optimisation technique was applied to the restoration of
film material. Purely spatial (2-D) filtering techniques obviously do not make
use of the available temporal information available. The temporal characteri-
stics of the corruption in image sequences containing film dirt (i.e. non-time
correlated, temporally impulsive) can provide useful information. In this paper
the 2-D (spatial) method of film dirt removal is improved and extended to the
3-D (spatio-temporal) case in order to make use of this valuable temporal infor-
mation.

3.1 Soft Morphological Filter Parameters

In searching for the optimal choice of soft morphological filter the following
parameters have to be considered:

– Size and shape of structuring system’s hard centre
– Size and shape of structuring system’s soft boundary
– Rank selection parameter
– Choice of soft morphological operations

What follows is a description of how these parameters are incorporated into a
genetic algorithm optimisation strategy. The parameters are encoded and map-
ped to a “chromosome”.

Overall Structuring Function. Limits as to the dimensions of the overall
structuring function are set (i.e. the spatial, temporal and grey-scale dimen-
sions) and the optimisation process is allowed to search for any size and shape of
overall structuring function within this 4-D hypercube “envelope”. If the overall
spatio-temporal dimensions of the structuring function are fixed, it may be that
for a particular structuring function, not all positions within this region are in
the actual region of support. In order to take this into account in the GA op-
timisation, it is necessary for positions outside the structuring function’s region
of support, but within the overall search envelope, i.e. don’t care positions, to be
distinguishable. A suitable code, therefore, would be one which includes a uni-
que representation for those “null” positions. An example of such an encoding
scheme is shown in Table 1. A “*” refers to a position outside the structuring
function’s region of support. In this example, grey-scale values ranging from 0
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Table 1. Example of code for coding positions within and outside the overall structu-
ring function’s region of support

Code Grey-scale value

0 *
1 0
2 1
3 2
4 3
5 4

to 4, as well as positions outside the structuring function’s region of support are
able to be encoded.

The overall structuring function is divided into two distinct regions: the hard
centre and soft boundary. Hence, some method of distinguishing these two regi-
ons must be incorporated into the coding.

Hard Centre. A binary string, having a length equivalent to the cardinality of the
structuring function’s overall support “envelope”, is used to flag those positions
within the structuring function’s support which are in the hard centre. Positions
in this string which contain a one are positions within the structuring function
which are in the hard centre. After forming each new individual, the hard centre
flags are checked against the structuring function portion of the chromosome. If
any of the positions within the structuring function portion of the chromosome
are coded as being outside its region of support, i.e. “null” positions, then a
check is made to ensure that the corresponding position within the hard centre
flag string has a zero and is changed as necessary.

Soft Boundary. Any positions within the overall structuring function’s support
not coded as a null position and not having a one in the corresponding hard
centre flag portion of the chromosome are considered to be in the soft boundary
of the structuring function.

Rank selection parameter. From the definition of soft morphological opera-
tions, we know that for a structuring function, b having a support B, the rank
selection parameter, r, has to lie somewhere in the range 1 ≤ r ≤ |B|. In other
words, we can state that the rank selection parameter is related in some way
to the cardinality of the structuring function. So, in order to code the repe-
tition parameter we can have a binary string, the length of which is equal to
the overall size of the structuring function (i.e. the pre-set outer limits of the
structuring function’s support). This binary string is then used to flag whether a
position within the structuring function’s support contributes to the repetition
parameter - a one signifying that it does. To ensure consistency, a check has
to be made, after forming each new individual, that those positions flagged as
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contributing to the repetition parameter are only those positions coded as being
within the structuring function’s support. If any positions in the repetition pa-
rameter binary string are flagged with a one, but the corresponding positions
in the structuring function are coded as being outside the structuring function’s
support, these flags have to be altered to ensure that they are set to zero. In this
way the binary string can only code values lying within the allowable range.

Choice and Sequence of Soft Morphological Operations. When consi-
dering the soft morphological operations in the context of design of soft mor-
phological filters, one has to consider the search space within which the GA will
operate. Here we will, essentially, be seeking to limit our search to the set of
fundamental (primary), secondary and tertiary soft morphological operations,
i.e. to the set which includes { soft erosion, soft dilation, soft opening, soft clo-
sing, soft open-closing and soft close-opening }. Each member of this set can be
defined as some combination of the fundamental soft morphological operations.
Therefore, for a coding scheme to be able to encode this set of soft morphological
operations, we can state that there are two basic decisions to be made;

– The set of individual soft morphological operators from which to choose.
– The maximum number of soft morphological operations in the sequence.

So, to be able to code the primary, secondary and tertiary soft morphological
operations, the set of soft morphological operators necessary is { soft dilation,
soft erosion} and the sequence length required is four, i.e. the longest sequence
of operations will be for the tertiary operations of soft open-closing and soft
close-opening, which can be defined in terms of the fundamental (primary) ope-
rations as a sequence of four separate primary operations: soft open-closing can
be defined as soft erode, soft dilate, soft dilate, soft erode and soft close-opening
as soft dilate, soft erode, soft erode, soft dilate.

In order that the GA should be able to perform optimisation over the entire
search space, it is necessary to include the do-nothing , or identity operation
to the set of soft morphological operations. This is due to the fact that the
length of the sequence of soft morphological operations is fixed in the genetic
algorithm, but it is desirable to include in the search space all the combinations
of soft morphological operations from the simple soft erosion and soft dilation,
through the soft close and soft open filters, to the soft open-close and soft close-
open filters. Hence, if one were to omit the do-nothing (or identity) operation,
then the search space would only include those filters which contain exactly four
operations, each chosen from the set {soft erode, soft dilate} and the search
space would be severely restricted. Each member of the set of soft morphological
operations to be considered in the GA optimisation can be coded as a single
integer and these integers can then be mapped to appropriate positions in a
chromosome. Table 2 shows an example of codings for the set {soft dilation, soft
erosion, do-nothing}.

It is necessary to ensure that each possible sequence of operations is unique,
i.e. so that no combinations of operations in a sequences can be coded in more
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than one way, since some combinations of filter sequences are equivalent, e.g. soft
erode, soft dilate, do-nothing, do-nothing and do-nothing, soft erode, do-nothing,
soft dilate. This is accomplished by, after forming each new individual, checking
the sequence of operations portion of the chromosome and ensuring that any
do-nothing operations are moved to the end of the sequence.

Table 2. Example of a code for soft morphological operations, if choice is from {soft
erosion, soft dilation, do-nothing}

Code Soft Morphological Operator

0 Do-Nothing
1 Soft Erosion
2 Soft Dilation

Combining the coded structuring function’s hard centre and soft bo-
undary, sequence of soft morphological operations and rank selection
parameter. To form the complete chromosome, the separate strings containing
the encoded structuring function, hard centre flags, sequence of soft morpholo-
gical operations and rank selection parameter are simply concatenated.

The size of the search space is therefore fixed. The overall dimensions of the
structuring functions - the maximum size of its region of support (and hence
the support of the hard centre and soft boundary and the range of possible
rank selection parameters), the maximum grey-level values and the maximum
length of soft morphological operations, together with the choice of rank-order
morphological operations are all set beforehand. The GA will be capable of se-
arching for any 3-D grey-level soft morphological filter which is a combination
of four operations from the set {soft erode, soft dilate, do-nothing}, which will
use a structuring function (hard centre and soft boundary) and rank selection
parameter chosen from all the possible variations within the overall region of
support and maximum grey-level value. This search space encompasses (3-D)
spatio-temporal, 2-D (purely spatial) and 1-D (purely temporal) soft morpho-
logical filters. In addition, the class of soft morphological filters encompasses
several other classes of non-linear filters including standard morphological filters
and rank-order filters.

3.2 Fitness Function

In order to provide each individual, representing a particular set of filter para-
meters with a fitness value, it is necessary to have some method of ascertaining
the filter’s performance, with respect to some criterion. Criteria commonly used
in image processing optimisation problems usually involve some comparison of
the filtered image with an “ideal” image, and will include a measure of the mean



GA Optimisation of Spatio-Temporal Grey-Scale Soft Morphological Filters 39

absolute and/or mean squared error. In the case of film restoration, however, it
is generally not possible to perform a comparison with an ideal image, as such
a thing does not exist. After all, if a non-corrupted version of the film exists,
why bother trying to restore a corrupted version? It is therefore necessary to
base the fitness value on some objective image quality criterion which can be
calculated using only the available image sequence. The objective quality cri-
terion used in this technique is based on an objective quality measure, defined
by Ramponi et al [9]. This “quality appraiser” is based on the discrimination
between background and detail regions, using a measure of the local variance. A
threshold is used to discriminate between pixels: those with a variance above a
certain threshold are considered as detail pixels and the others are considered as
background pixels. The average detail variance and background variance for an
image is calculated. The measure of a filter’s performance is calculated in terms
of the increase in detail variance (and hence increase in sharpness) and decrease
in background variance (and hence decrease in noise/corruption) that it effects
on the corrupted image. Obviously, in this application, we are more interested in
the decrease in background variance (and hence noise/corruption). Any increase
in detail variance would be an added bonus.

3.3 Genetic Operators

The actual “genetic algorithm” itself was based upon what is often referred to
as a simple genetic algorithm, or SGA, with minor modifications.

– Selection: Roulette wheel selection was used.
– Crossover : Uniform crossover was applied, with a probability of 0.75.
– Mutation: The mutation operator involved randomly choosing one of the pos-

sible values of an allele for a particular locus on the chromosome. Mutation
was applied with a probability of 0.03.

– Population Size: The population size was set at 30.

4 Application to Real Image Sequences

The GA, as described above, was run, using a representative sub-set of a corrup-
ted image sequence. This sequence consisted of 9 images of 91 × 132 pixels. The
GA was set the task of optimising a soft morphological filter with an overall size
of structuring function set at 3×3×3. The best filter found after 1000 generations
was then applied to the full-sized corrupted image sequence. Some examples of
this original, corrupted and the corresponding filtered image sequence are shown
below.

Figs. 2 to 5 show some examples of regions extracted from a sequence of
images corrupted with film dirt, together with the same regions after having
been filtered with the grey-scale soft morphological filter found using the GA.
The upper example of the pairs is the corrupted version and the lower example
is the filtered version.
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Fig. 2. Region extracted from image corrupted with film dirt and the same region after
filtering with the grey-scale soft morphological filter found using the GA
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Fig. 3. Region extracted from image corrupted with film dirt and the same region after
filtering with the grey-scale soft morphological filter found using the GA
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Fig. 4. Region extracted from image corrupted with film dirt and the same region after
filtering with the grey-scale soft morphological filter found using the GA
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Fig. 5. Region extracted from image corrupted with film dirt and the same region after
filtering with the grey-scale soft morphological filter found using the GA



44 N.R. Harvey and S. Marshall

Table 3. Average local background variance (BV) values for the original and filtered
image regions shown in Figs. 2 to 5

Fig. Original BV Filtered BV

2 15.50 12.38
3 20.13 17.20
4 15.08 12.21
5 20.91 17.52

From Figs. 2 to 5 it can be seen that the filter applied to the corrupted image
sequence has been able to subdue significantly the appearance of the corruption
within the image without unduly affecting the image detail. This can also be
seen, quantitatively, by the decrease in average local background variances, as
shown in Table 3. Examples of complete, full-sized images as well as moving
image sequences can be viewed at the following web page:

http://www.spd.eee.strath.ac.uk/̃harve/bbc epsrc film dirt.html

Other restoration methods described in the literature, e.g. [10,11], perform
well with resepct to the complete removal of larger film-dirt artefacts. This is due
to the fact that these techniques are based upon a detect-and-remove approach
where the artefacts are first detected and the entire areas containing these ar-
tefacts are completely removed and replaced with some estimate of the original
data. However, these methods do not perform well when the film-dirt artefacts
are difficult to detect, such as when they are small in size, or the difference
between artefact and adjacent non-artefact pixels is small. The global filtering
strategy described here is much better at removing these smaller and/or less
pronounced artefacts. It is also simple to understand and implement. Another
benefit of this method is that it may have applications in other areas of image
restoration and enhancement and is not totally restricted to the single task of
film dirt removal. The optimisation is carried out with respect to a “local” image
quality criterion and this should allow the technique to be applied to image se-
quences suffering from other types of corruption/noise. In addition, the GA (the
fundamental operations), and associated fitness function are not limited to the
field of soft morphology and could also be applied to the optimisation of other
filters.

5 Conclusion

A method has been described which allows the optimisation of 3-D grey-scale
soft morphological filters with respect to an objective quality criterion which
is based on a local measure of variance. Soft morphological filters found using
this technique show good results in removing film dirt from corrupted image se-
quences whilst retaining essential image details. The new 3-D technique improve
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upon the performance of the existing 2-D method and may have some benefits
compared to other non-global strategies.
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Abstract. The long term goal of the work described in this paper is the
development of a bio-inspired system, employing evolvable hardware,
that adapts according to the needs of the environment in which it is de-
ployed. The application described here is the design of a novel and highly
parallel image processing tool to detect edges within a wide range of con-
ventional grey-scale images. We discuss the simulation of such a system
based on a genetic programming paradigm, using a simple binary logic
tree to implement the genetic string coding. The results acquired from
the simulation are compared with those obtained from the application
of a conventional Sobel edge detector, and although rudimentary, show
the great potential of such bio-inspired systems.

1 Introduction

Bio-inspired systems have been present in the electronics and computer science
communities for many years [21]. It is possible to classify bio-inspired systems
into three domains: phylogeny, ontogeny and epigenesis. Each of these is rela-
tively well understood in the world of natural science. However, inspiration is
required to bridge the gap between natural sciences and engineering.

Phylogeny embraces the evolution of species through the passing of genes
from one generation to the next. Infrequent errors occurring during the copying
of genes, known as mutations, originate new traits on the species. The survival of
species depends upon these traits and allow the species to adapt better to changes
in the environment. The environment is represented by co-evolving populations
and the resources needed for the survival of species. The ideas of phylogenetics
have been applied for more than three decades with artificial systems. These are
generally known as evolutionary algorithms or evolutionary computation, with
specific examples being genetic algorithms, evolution strategies, evolutionary
programming and genetic programming [10,14,18]. The evolution of hardware
systems can be either extrinsic or intrinsic. In the first case a software descrip-
tion of the electronic circuit is evolved using computer simulation, and only the
final elite chromosome is downloaded onto the programmable chip. Examples of
extrinsic evolution include simple synchronous logic circuits. In the latter case
the adaptation is done on-line in real-time.

R. Poli et al. (Eds.): EvoIASP’99 and EuroEcTel’99, LNCS 1596, pp. 46–58, 1999.
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Evolutionary design techniques like Genetic Algorithms (GAs), Genetic Pro-
gramming (GP) and Evolvable Hardware (EHW) have been applied to many
simple design applications [18,19,11] and some advanced ones [6,8,16]. It is be-
lieved that the application of these techniques can create systems that will react
to their inputs in a method akin to the adaptation of natural biological beings to
the environment. In the work reported here, high level image processing appli-
cations are evolved that have the ability to adapt to changes in the environment
that would normally create errors in the system.

This paper first describes the image processing problem of edge detection,
followed by a brief introduction to evolutionary algorithms like the GP, and the
application of GP to the Image Processing (IP) problem, resulting in a natural
parallel architecture. Finally the actual edge detector evolved is discussed and
evaluated in its abilities, in comparison to the Sobel edge detector.

2 Evolutionary Design Techniques

Genetic Algorithms were first explored by John Holland [4]; he showed how it
is possible to evolve a set of binary strings which described some system to
which a measure of fitness is applied. The analogy to normal evolution is that
the binary strings are analogous to the DNA sequence (the genotype)carried by
all living things, the phenotype (the body) is built through a process known as
embryological development, which is a sequence of chemical interactions within
each cell which distinguishes various cells and describes their action. The body
is then subject to the environment where its fitness for reproduction is assesed,
more fit individuals have a higher rate of reproduction. This means that genes
within the DNA that code for specific ’good’ traits (traits which describe bet-
ter reproduction abilities) will have a higher probability of existing in future
populations.

In artificial evolution a binary string describes the system, this system is
either described directly or is described through some form of embryological
development. The system is then assesed within the environment to find its
fitness relative to the other individuals. This measure is then used to weight the
probability of reproduction so that through many generations, good genes win
out and bad genes die away.

A simple example is to find the maximum of some function f(x), the genotype-
phenotype mapping is simple since the value of x to insert into the function is the
binary value of the genotype. The fitness is literally the value of the function,
and as generation passes to generation the average fitness increases. Holland
showed that this works mathematically when the rate of reproduction is higher
for ’more fit’ individuals[4].

Genetic Programming (GP) is a simple extension to the Genetic Algorithm,
introduced by John Koza[9]. Instead of describing the system using a simple
binary string, a tree structure of functions is used. This structure creates a
system with inputs at the end of each branch and a simple output at the top.
An example tree is shown in figure 5.
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A further extension to the domain of evolutionary techniques came after
the creation of Field Programmable Gate Array (FPGA)[7] devices and Pro-
grammable Logic Devices (PLD), since these can be programmed using a binary
string or by coding a binary logic tree. The electronic circuits can then be eva-
luated either electronically, to compare their output with the required output
(intrinsic EHW), or in simulation (extrinsic EHW) to create some measure of
the fitness[22].

This has promoted much research on EHW [16,18,19,11,8,6] showing not only
the successful evolution of electronic circuits, but also some desirable features,
such as fault tolerance [17].

The power of bio-inspired electronics is in its potential as an adaptive hard-
ware which can change its behaviour and improve its performance while exe-
cuting in a real physical environment (as opposed to simulation). Such on-line
adaptation is more difficult to achieve but theoretically gives many advantages
over extrinsic systems. At present, work has mostly been concered with off-
line adaptation. That is, the hardware is not used in an execution mode while
evolving. Problems involved with on-line adaptation include, time to adapt and
accuracy of adaptation. However, if these problems can be overcome, the power
of bio-inspired electonics offers much to many.

3 Image Processing Operation

Edge detection is used to establish boundaries between regions in an image, ba-
sed upon the relative gray-levels. Common applications of edge detection might
include locating cell-walls, the outline of an aircraft and the pre-processing stage
for character recognition. The particular type of edge detector used often depends
upon the type of edge detection criteria specified for the image under considera-
tion and may differ depending upon whether the located edges are intended for
human interpretation or futher machine manipulation. An ideal edge detection
operator would be capable of detecting all types of edges, include simple steps,
gradients and changes of texture, regardless of orientation and the quality of
the image, which can commonly be distorted due to noise, corruption and poor
lighting.

As might be expected, no such edge detection operator currently exists, alt-
hough a number of different fundamental approches have been developed which
include gradient-based, template matching and edge fitting operators and finally
statistical detectors [20].

Gradient-based operators work on the principle that edges may be defined
between areas of varying image intensity. It is common to represent images digi-
tally as a number of picture elements or pixels, each of which has a value relating
to the grey-scale intensity of the image at that point [1]. The gradient value at
a pixel f(x, y) is therefore related to the two dimensional differential:

∆f =

√√√√[(
df

dx

)2

+
(

df

dy

)2
]

(1)
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The other edge detection operators listed above use highly non-linear me-
thods. Template matching uses a cross-correlation between the image and a set
of templates that detect edges in various orientations. Edge fitting uses a ma-
thematical model of a step-edge with a search function to find the best fitting
model at each point in the image. Finally, statistical detectors use statistical
techniques to segment the image and indicate the edges between the segmented
regions.

Gradient operators are more commonly used in IP, since they can be effec-
tively implemented through a simple 2D FIR filter, which is simple to implement
on Digital Signal Processor(DSP) technology.

The first step in testing Image Processing (IP) with evolutionary design tech-
niques is to choose a common algorithm to simulate. The algorithm chosen is
the process of edge detection, this is because it is a simple and well understood
algorithm which is based at a pixel intensive low level. This is useful because
we are interested in understanding how well evolutionary design will work with
common IP applications.

4 An IP Architecture for EHW

The first problem which must be addressed is that of the reduction of comple-
xity of the IP problem, this is generally due to the high number of input and
output pixels that must be processed. Images are usually composed of thousands
of individual pixels, each of which is represented by a number of bits, creating a
massive network to deal with a function between input and output pixels. Since
a genotype must code the function and connections between input and output
pixels, a correspondingly large genotype is required. In general, the larger the
genotype, the longer the time required for evolution. To minimise the evolution
time (and therefore the time to adapt to changes in the environment) the ge-
notype should be reduced in length as far as possible. A further requirement is
that the system should be independant of the image size.

This problem can be overcome by exploiting the parallelism of images. Figure
1 shows a diagram of the basic structure of the architecture, each block in the
network is pre-loaded with a single pixel of the image which is than output to the
local neighbourhood. This architecture allows a rich and varied form of image
processing from edge detection to high and low pass filtering.

Figure 2 shows the common processing block for each pixel (as seen in fi-
gure 1). Within each block are four main elements, the input pixel value, the
output pixel value, the genotype string and the functional block. The genotype
string is used to ’program’ the functional block to perform some mapping bet-
ween the local neighbourhood (input pixel and eight neighbour pixels) pixels
and the output pixel. One method of doing this, for example, is to use lookup
tables and multiplexors. Of course this would create some non-linear function
due to the non-linear nature of the processing functions (e.g., and, or, not) It
should be noted that this architecture is restricted to working within the local
neighbourhood, but this will be addressed in later versions of the system.
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Since the processing block can be programmed using a binary string, this
string can then be subjected to the forces of evolution to design an image pro-
cessing function.

The proposed architecture will have a number of characteristics to help with
implementation, these include: high regularity, which simplifies its implementa-
tion on silicon; modular in nature, making the actual function of the processing
element independant from the function of the remaining blocks within a cell;
simple, in terms of the processing elements used, allowing built-in self test logic
to provide self diagnosis without excessively increasing the silicon area[13,12].

5 Simulation of the Evolvable Hardware

The application of EHW in the design of Image Processing hardware as described
above is entirely novel and unproven. It is therefore prudent to evaluate the
system performance as far as possible before committing the design to hardware.
This is achieved by simulating the entire system in software, paying special
consideration to the following areas:

Desired Edge Detection Operation The type of edge detection operation
to be designed by the hardware system.

Fitness Evaluation The method adopted for assessing the performance of the
function evolved.

Type of Evolutionary Algorithm The type of Evolutionary Algorithm to be
employed (i.e. Genetic Algorithm or Genetic Program)

Genotype-Phenotype mapping The G-P mapping system used to convert
between the genotype and the hardware system.

5.1 Desired Edge Detection Operation

As described earlier a number of different approaches to edge detection are avai-
lable for conventional IP work, the most popular of these are gradient operators.
It was therefore decieded that a gradient operator should be used as the ope-
ration by which the EHW system should be compared. The specific gradient
operator chosen for evaluation of the EHW simulation is that devised by Sobel
[15]. The Sobel operator is a simple, but effective neighbourhood processing or
mask operator that combines good edge detection with immunity to noise.

Neighbourhood processing is achieved by considering the grey-scale values
of the 8 pixels that surround the pixel under investigation. According to the
weights specified in the mask, (see figure 3) a new value is calculated for the
central pixel. This process is repeated for every pixel in the image.

The Sobel operator utilises two such 3x3 pixel masks which, are shown in
figure 3. The first calculates the gradient in the horizontal plane and therefore
detects vertical edges while the second calculates the gradient in the vertical
plane and detects horizontal edges. In both cases the gradient is calculated by
multiplying each pixel by the respective weighting and summing the result.
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1 0 -1
2 0 -2
1 0 -1

1 2 1
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Fig. 3. Masks to detect vertical and horizontal edges

The vertical and horizontal gradients can be combined, using equation 2, to
give a measure of the magnitude of the gradient at each point (i, j) in the image.

im[i, j] =
√

(Sobelh[i, j])2 + (Sobelv[i, j])2 (2)

Where Sobelh[i, j] is the horizontal gradient at (i, j), and Sobelv[i, j] is the
vertical gradient.

The above is commonly approximated, using equation 3, to reduce compu-
tational complexity whilst maintaining the desired operation:

im[i, j] = |Sobelh[i, j]| + |Sobelv[i, j]| (3)

The Sobel operator is generally followed by a simple thresholding operation
in which each pixel in the image is assigned a value representing either black or
white depending on the magnitude of the gradient at that point compared to
some global threshold value. This operation is illustrated in figure 4.

Fig. 4. (a) Original image (b) Sobel Output

5.2 Fitness Evaluation

The fitness of the genetically derived edge detector must be evaluated with
respect to the Sobel operator previously described. Since the output image will
be one bit (either a pixel is an edge or it is not) there are a number of methods
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of comparing binary edge outputs from edge detectors[3,2], although in general,
such methods are mathematically complex and too computationally intensive to
preform practically in siumulation. An alternative method, described here, is a
simplified minimisation of under and over detection of edge pixels. In essence,
the results of the application of a Sobel operator and the genetically contrived
edge detector to the same original image, are compared on a pixel-by-pixel basis.
Two calculations are made based on those edges identified by the Sobel operator
but not the genetically derived edge detector and vice-versa.

Underdetection (Pef) is the number of edge pixels not detected by the ge-
netically derived edge detector divided by the total number of edge pixels
detected by the Sobel operator.

Overdetection (Pnf) is the number of non-edge pixels detected by the gene-
tically derived edge detector divided by the total number of non-edge pixels
detected by the Sobel operator.

Both of these values require minimisation simultaneously and is achieved by
maximising equation 4:

fitness =
1

1 + Pef + Pnf
(4)

5.3 Type of Evolutionary Algorithm

Phylogeny embraces the evolution of species through the passing of genes from
one generation to the next. The basis of this evolutionary development is that in-
frequent errors occuring during the copying of genes (mutations) originate new
traits upon the species. Occasionally the mutation increases the individual’s
suitability for a changing environment, meaning that the probability of repro-
duction is increased. Two classes of Evolutionary Algorithm exist which exploit
this method of evolutionary adaptation, Genetic Algorithms and Genetic Pro-
gramming. The survival of species depends upon these random traits producing
’fitter’ individuals and thus allowing the species to adapt better to a changing
environment.

A number of tests have been conducted to find the most suitable algorithm for
this application. The first was to evolve the convolution kernels (one horizontal
and one vertical) to perform the stated tasks. This method used the Genetic
Algorithm approach and showed itself to be successful, although, the function
unit described above (within the standard processing block) would be limited to
a simple linear convolution within the local neighbourhood.

The efficiency of the Genetic Programming paradigm has been investigated
for these problems. This method creates a tree of functions, with inputs at
the lowest layer of the tree and a single bit output at the top of the tree. In
our implementation the inputs are the various bits of the various neighbouring
image pixel values and the output equals a one or zero for an edge or non-
edge respectively. Figure 5 shows a simple tree structure using the basic logic
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functions. Each terminal is shown in bold and are named by the position they
are in respect to the current pixel, i.e. NorthWest, SouthEast etc. When a tree
is evaluated a fitness value is assigned which is then used in the breeding of the
new population. Higher fitness individuals are more likely to reproduce, leading
to fitter individuals reproducing more often. This operation tends to create a
new individual that is better, more fit, than either of its parents.

5.4 Genetic String Coding

The coding method used with GP is simple, using a selection of the node func-
tions and the terminal values:

{AND OR NOT XOR} Node Functions
{N NE E SE S SW W NW} Neighbouring pixel terminal values.

The set of functions was chosen to mimic the set of functions available wit-
hin an FPGA. This then gives an indication of how well the application would
transport across to current devices.

An example tree is shown in figure 5 using the functions and terminal sets
shown.

XOR XOR

OR

SW NE NW SE

Fig. 5. A simple binary logic tree

The terminals, shown in bold in the figure, are actually only a single bit wide
(due to the fact we are using logic gates). This means that with an 8 neighbour-
hood, 8 bits per pixel, 64 terminals would be required, making the evolution
time long. For the purposes of this simulation the task has been simplified to
use only 3 bits per pixel.
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6 Results of Evolution

The results of the test runs are described as a set of images corresponding to
various stages through a single run of the GP. These are compared with the
output achieved by processing the same original image using the Sobel edge
operator described earlier (figure 6a)

Figures 6b,7a and 7b shows the results of a single run of the GP using the
logic functions on 3 bits of image data. Figure 6b is the result of a random logic
tree, figure 7a is the output after 300 generations, where the trees have become
very similar (almost a species of logic trees!) Figure 7b is the result after running
the system for 791 generations. It is interesting to note that although the trees
have been converged for some time, regular improvements are still being made
in the edge detectors operations.

Since the edge detector evolved was only tested on a single image, it was
thought useful to compare its performance on a different image. The results of
this are seen in figure 8a and b. It is obvious that the evolved edge detector
is in fact very specific to the properties of edges in the original image. Future
runs of the algorithm will address this issue and alter the fitness measurement
to include other varieties of edge types.

Fig. 6. (a) Sobel output using full 8 bits of input image (b) Best output from the first
random generation

7 Discussion

The images considered above, resulting from a simulation of the proposed EHW
architecture for image processing, indicate that an edge detection operator is
being evolved. The final image shown is still far from perfect when compared
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Fig. 7. (a) Results after 300 generations (b) Results after 791 generations

Fig. 8. (a) Original Image (b) Result after being passed through the same edge detector
as figure 7b

with the output of the Sobel edge detector, however, it should be noted that
a form of edge detection has been evolved from a zero starting point, showing
that using the EHW architecture is a valid method of simple low-level image
processing. The main importance of the derived edge detector is in its speed,
since it is only a simple logic tree, there is only a small propogation delay from
output to input. This would be of the order of ten times faster than current DSP
devices if implemented in an ASIC.

The main problem with this method of evolution is the time required to
evaluate the population, with only a single image being tested, the system took
24 hours to reach its current capability, however, these results look promising
and work continues to refine and improve the evolution strategies.
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8 Conclusion

The method described in this paper is an image processing operation that can
be acheived using evolutionary algorithms. It is believed that the results presen-
ted demonstrate that this has been acheived through the simulation of a new
architecture designed to exploit the parallism of images for the implementation
of Evolvable Hardware.

Although the evolved system has some measure of sucess, it is important
to note that the detector is not as good as a Sobel edge detection operator.
Obviously the evolved system cannot produce something which is better than
the Sobel, since, a Sobel would be perfect (in terms of its measured fitness).
Instead the important result from this work is the EHWs ability to detect edges
in some degree, this means that low- level image processing operators are able to
be evolved through this method. This leads to the authors’ belief that higher level
IP operators can be evolved, where, it would be possible to test the system using
more abstract descriptions of the behaviour of the image processing systems.
Finally it is hoped that the work would give rise to novel solutions to well
understood problems.

References

1. R.C. Gonzalez and R.E. Woods. Digital Image Processing. Addison-Wesley, 1993.
2. R.M. Haralick. Digital step edges from zero crossing of second directional deriva-

tives. IEEE Trans., Pattern Anal. Machine Intell., PAMI-6:58–68, Jan. 1984.
3. M. Heath, S. Sarkar, T. Sanocki, and K.W. Bowyer. A robust visual method for

assessing the realtive performance of edge-detection algorithms. IEEE Transactions
on Pattern and Machine Intelligence, 19(12):pp 1338–59, 1996.

4. J.H. Holland. Adaptation in Natural and Artificial Systems. University of Michigan
Press, 1975.

5. G.S. Hollingworth, S.L. Smith, and A.M. Tyrrell. Design of highly parallel edge
detection nodes using evolutionary techniques. In Proceedings of 7th Euromicro
Workshop on Parallel and Distributed Processing. IEEE Press, 1999.

6. H. Iba, M. Iwata, and T. Higuchi. Gate-level Evolvable Hardware: Empirical study
and application, pages 259–279. Springer-Verlag, 1997.

7. Xilinx inc. Xc6200 field programmable gate array data book, 1995.
http://www.xilinx.com/partinfo/6200.pdf.

8. M. Iwata, I. Kajitani, H. Yamada, H. Iba, and T. Higuchi. A pattern recognition
system using evolvable hardware. In International Conference on Evolutionary
Computation: The 4th Conference on Parallel Problem Solving from Nature, pages
761–770. Springer, 1996.

9. J.R. Koza. Genetic Programming. MIT Press, 1992.
10. M. Murakawa, S. Yoshizawa, and T. Higuchi. Adaptive equalisation of digital

communication channels using evolvable hardware. In Higuchi et al., editor, Pro-
ceedings of 1st International Conference on Evolvable Systems: From Biology to
Hardware, volume 1259 of LNCS, pages 379–389. Springer, 1997.

11. M. Murakawa, S. Yoshizawa, I. Kajitani, T. Furuya, M. Iwata, and T. Higuchi.
Hardware evolution at functional level. In International conference on Evolutionary
Computation: The 4th Conference on Parallel Problem Solving from Nature, pages
62–71, 1996.



58 G. Hollingworth, A. Tyrrell, and S. Smith

12. C. Ortega and A.M. Tyrrell. Biologically inspired real-time reconfiguration tech-
nique for processor arrays. In Proceedings of 5th IFAC Workshop on Algorithms
and Architectures for Real-Time Control, 1998.

13. C. Ortega and A.M. Tyrrell. Design of a basic cell to construct embryonic arrays,
1998.

14. M. Sipper. Designing evolware by cellular programming. In Higuchi et al., editor,
Proceedings of 1st International Conference on Evolvable Systems: From Biology
to Hardware, volume 1259 of LNCS, pages 81–95. Springer, 1997.

15. I.E. Sobel. Camera models and machine perception (phd thesis), 1970.
16. A. Thompson. Evolving Electronic Robot Controllers that exploit hardware resour-

ces., pages 640–656. Springer-Verlag, 1995.
17. A. Thompson. Evolutionary techniques for fault tolerance. UKACC International

Conference on Control, pages 693–698, 1996.
18. A. Thompson. An evolved circuit, intrinsic in silicon, entwined with physics. In Pro-

cedures of the 1st international conference on Evolvable systems (ICES96). Sprin-
ger, 1996.

19. A. Thompson. Silicon evolution. In J.R. et al. (Eds) Koza, editor, Proceedings of
Genetic Programming 1996 (GP96), pages 444–452. MIT Press, 1996.

20. D. Vernon. Machine Vision: Automated Visual Inspection and Robot Vision. Pren-
tice Hall, 1991.

21. J. Von Neumann. Theory of Self Reproducing Automata. University of Illinois
Press, 1966.

22. X. Yao and T. Higuchi. Promises and challenges of evolvable hardware. In Inter-
national Conference on Evolvable Systems: From Biology to Hardware. Springer,
1996.



Genetic Snakes for Medical Images Segmentation

Lucia Ballerini

Department of Electronic Engineering, University of Florence
Via S.Marta, 3 - 50139 Firenze - Italy

lucia@asp.die.unifi.it

Abstract. In this paper an approach is described for segmenting medi-
cal images. We use active contour model, also known as snakes, and we
propose an energy minimization procedure based on Genetic Algorithms
(GA). The widely recognized power of deformable models stems from
their ability to segment anatomic structures by exploiting constraints
derived from the image data together with a priori knowledge about the
location, size, and shape of these structures. The application of snakes to
extract region of interest is, however, not without limitations. As is well
known, there may be a number of problems associated with this approach
such as initialization, existence of multiple minima, and the selection of
elasticity parameters. We propose the use of GA to overcome these li-
mits. GAs offer a global search procedure that has shown its robustness
in many tasks, and they are not limited by restrictive assumptions as
derivatives of the goal function. GAs operate on a coding of the para-
meters (the positions of the snake) and their fitness function is the total
snake energy. We employ a modified version of the image energy which
consider both the magnitude and the direction of the gradient and the
Laplacian of Gaussian. Experimental results on synthetic images as well
as on medical images are reported. Images used in this work are ocu-
lar fundus images, snakes result very useful in the segmentation of the
Foveal Avascular Zone (FAZ). The experiments performed with ocular
fundus images show that the proposed method is promising in the early
detection of the diabetic retinopathy.

1 Introduction

The study of the retinal vessels plays a crucial role in many clinically relevant
diseases such as systemic hypertension, arteriosclerosis and diabetes. In parti-
cular, diabetic retinopathy is the leading cause of new adult blindness. Thought
diabetes can affect the eye in a number of ways, the fine network of blood ves-
sels in the retina is usually involved - hence the term diabetic retinopathy. One
way to early detect diabetic retinopathy is the study of the Foveal Avascular
Zone (FAZ). In fact, retinal capillary occlusion produces a FAZ enlargement.
Moreover, the FAZ is characterized by qualitative changes showing an irregular
contour with notchings and indentations [1]. The detection (segmentation) of
FAZ boundary in usually considered the starting point for this kind of analysis.

We propose an automatic segmentation procedure to correctly identify the
FAZ boundary. The observation of the particular anatomy of the FAZ prompted

R. Poli et al. (Eds.): EvoIASP’99 and EuroEcTel’99, LNCS 1596, pp. 59–73, 1999.
c© Springer-Verlag Berlin Heidelberg 1999
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us to use a robust global segmentation method combining constraints derived
from the image data with a priori knowledge about the position, size, and shape
of this structure. The method was derived from the theory of active contours [2],
along with Genetic Optimization [3]. The widely recognized power of deformable
models stems from their ability to segment anatomic structures by exploiting
constraints derived from the image data along with a priori knowledge about
the location, size, and shape of such structures. However, the application of
snakes to extract region of interest suffers from some limitations. In fact, there
may be a number of problems associated with this approach such as algorithm
initialization, existence of local minima, and the selection of model parameters.

We propose the use of GA to overcome some of these limits. GAs offer a
global search procedure that has shown its robustness in many tasks, and they
are not limited by restrictive assumptions on the objective function, such as
the existence of derivatives. GAs operate on a coding of the free variables (the
positions of the snake) and their fitness function is the total snake energy. We
have employed a modified version of the image energy which accounts for both
the magnitude and the direction of the gradient and the Laplacian of Gaussian.
Genetic algorithms have several advantages over traditional methods: they ope-
rate on codings of the parameters rather than on the parameters themselves,
they explore a population of points rather than a single point, they take advan-
tage of information on the objective function and do not need other auxiliary
knowledge, they use probabilistic rather than deterministic rules.

Snake optimization through genetic algorithms proved particularly useful in
order to overcome problems related with initialization, parameter selection and
local minima. In the following the proposed snake model will be referred to as a
Genetic Snake.

Compared to current methods for segmenting the FAZ (manual selection or
threshold methods), the proposed method offers high quantitative accuracy for
the measurement of area and perimeter and we expect it will prove sufficiently
robust in the aid to ophthalmological diagnosis.

The organization of the paper is as follow: in Section 2 we discuss active
contours, the basic notions, their limitations and some improvements proposed
in literature. In Section 3 we present the genetic optimization procedure. Ex-
perimental results on synthetic and medical images are reported in Section 4,
in particular for retinal images we proposed an energy functional based on FAZ
properties, which will allow snakes to give accurate FAZ boundary localization.
We also discuss the choice of the model coefficients for this kind of images.

2 Active Contours

The mathematical foundations of deformable models represent the confluence
of geometry, physics, and approximation theory. Geometry serves to represent
object shape, physics imposes constraints on how the shape may vary over space
and time, and optimal approximation theory provides the formal underpinnings
of mechanisms for fitting the models to measured data. Deformable curves, sur-
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faces, and solid models gained popularity after they were proposed for use in
computer vision and computer graphics [4]. Seemingly, snakes are the most po-
pular deformable model [2].

Snakes are planar deformable contours that are useful in several image ana-
lysis tasks. They are often used to approximate the locations and shapes of
object boundaries on the basis of the reasonable assumption that boundaries
are piecewise continuous or smooth.

Representing the position of a snake parametrically by v(s) = (x(s), y(s))
with s ∈ [0, 1], its energy functionals can be written as

Esnake =
∫ 1

0
Eint [v(s)] ds +

∫ 1

0
Eext [v(s)] ds (1)

where

– Eint represents the internal energy of the spline due to bending and it is
associated with a priori constraints

– Eext is an external potential energy which depends on the image and ac-
counts for a posteriori information.

The final shape of the contour corresponds to the minimum of this energy.
In the original technique of Kass et al. [2] the internal spline energy is defined

as

Eint [v(s)] =
1
2

[
α(s)

∣∣∣∣∂v(s)
∂s

∣∣∣∣
2

+ β(s)
∣∣∣∣∂2v(s)

∂s2

∣∣∣∣
2
]

. (2)

The spline energy is composed of a first order term controlled by α(s) and a
second order term controlled by β(s). The two parameters α(s) and β(s) dictate
the simulated physical characteristics of the contour: α(s) controls the tension
of the contour while β(s) controls its rigidity. The values of the non negatives
functions α(s) and β(s) determine the extent to which the snake can stretch
or bend at any point s on the snake. For example, increasing the magnitude of
α(s) increase the tension and tends to eliminate extraneous loops and ripples by
reducing the length of the snake. Increasing β(s) increases the bending rigidity
of the snake and tends to make the snake smoother and less flexible. Setting the
value of one or both of these functions to zero at a point s permits discontinuities
in the contour at s.

The external energy couples the snake to the image. It is defined as a scalar
potential function whose local minima coincide with intensity extrema, edges,
and other image features of interest.

The external energy, which is commonly used, is defined as

Eext [v(s)] = −γ|∇I(x, y)|2 (3)

where I(x,y) is the image intensity, ∇ the gradient operator, and γ a weight as-
sociated with image energies. In this case the snake will be attracted to intensity
edges.
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According to Marr-Hidreth’s theory [5] of edge-detection, Kass et al. [2] ex-
perimented also a slightly different edge functional

Eext [v(s)] = −γ|∇Gσ ∗ I(x, y)|2 (4)

where Gσ ∗ I(x, y) denotes the image convolved by a Gaussian filter with a
standard deviation σ. This edge functional is used by many researchers.

Although originally developed for application to problems in computer vision
and computer graphics, the potential of deformable models for use in medical
image analysis has been quickly realized. Deformable models are capable of ac-
commodating the significant variability of biological structures over time and
across different individuals. Deformable models have been successful applied to
problems of fundamental importance in medical analysis including segmentation,
shape representation, matching, and motion tracking [6].

The application of snakes and other similar deformable contour models to ex-
tract regions of interest is, however, not without limitations. For example, snakes
were designed as interactive models. In non-interactive applications, they must
be initialized close to the structure of interest to guarantee good performance.
The internal energy constraints of snakes can limit their geometric flexibility and
prevent a snake from representing long tube-like shapes or shapes with signifi-
cant protrusions or bifurcations. Furthermore, the topology of the structure of
interest must be known in advance since classical deformable contour models are
parametric and are incapable of topological transformations without additional
machinery.

Various methods have been proposed to improve and further automate the
deformable contour segmentation process.

Cohen [7,8] used an internal (inflating force) to expand a snake model past
spurious edges towards the real edges of the structure, making the snake less
sensitive to initial conditions. This model, called balloon, reduces the sensibility
to initialization, but increases the numbers of parameters.

McInerney and Terzopoulos [9,10] have been developing topology indepen-
dent shape modeling schemes that allow a deformable contour or surface model
to not only represent long tube-like shapes or shapes with bifurcations, but also
to dynamically sense and change its topology. Their model is known as topolo-
gically adaptable snake.

Gunn and Nixon [11,12,13,14] used a dual active contour, which is combined
with a local shape model to improve the parameterization. One contour expands
from inside the target feature, the other contracts from the outside. The two
contours are interlinked to provide a balanced technique with an ability to reject
weak local energy minima.

Neuenschwander et al. [15,16,17] propose a snake-based approach that lets a
user specify only the distant endpoints of the curve he wishes to delineate without
having to supply an almost complete polygonal approximation. They simplify the
initialization process and achieve much better convergence properties than those
of traditional snakes by using the image information around these end points
to provide boundary conditions and by introducing an optimization schedule
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that allows a snake to take image information into account first only near its
extremities and then, progressively, toward its center. In effect, the snakes are
clamped onto the image contour in a manner reminiscent of a zip-lock being
closed.

Lai and Chin [18,19,20,21] present an integrated approach to modeling, ex-
tracting, detecting and classifying deformable contours directly from noisy ima-
ges. They begin by conducting a case study on regularization, formulation and
initialization of the active contour models. Using the minimax principle they
derive a regularization criterion whereby the values can be automatically and
implicitly determined along the contour.

Yezzi et al. [22,23] formulate a geometric active contour model (geometric
snake) based on defining feature based metrics on given images which in turn
leads to a novel snake paradigm in which the feature of interest may be considered
to lie at the bottom of a potential well.

3 Genetic Optimization of Snakes

We propose an energy minimization procedure based on Genetic Algorithms.
This helps to overcome the difficulties related to initialization and local minima.
In addition, we have observed a noticeable improvement of the segmentation
with respect to standard snake algorithm.

Applying a Genetic Algorithm to any practical problem requires the defini-
tion of the following items:

1. a structural (chromosomal) representation of solutions to the problem;
2. an evaluation (objective function) of individuals in terms of their “fitness”;
3. a method to initialize the population of candidate solutions;
4. values of parameters used by the algorithm (e.g., population size, crossover,

etc.);
5. genetic operators which produce new sets of individuals;
6. a termination criterion for the Genetic Algorithm.

Some of this components (e.g. representation, evaluation and initialization)
are entirely domain-dependent and will be discussed in the following, whereas
others are implemented independently of the application domain.

The parameters that undergo genetic optimization are the positions of the
snake in the image plane v(s) = (x(s), y(s)). The coordinates x and y are codified
in the chromosomes using a Gray-code [24,25]. To simplify the implementation
we used polar coordinates.

The fitness function is the total snake energy as previously defined in Equa-
tion (1), where Eint and Eext are defined in Eqs. (2) and (4). The sigma scaling
option is used [3].

The genetic optimization requires the definition of a region of interest (see
Fig. 1), given by r and R (the minimum and the maximum magnitude allowed
for each v(s). The initial population is randomly chosen in such region, and
each solution lies in this region (r and R are user defined). This replaces the
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original initialization with a region-based version, enabling a robust solution
to be found by searching the region for a global solution. This overcomes the
problems associated with sensitivity to initialization which was a crucial problem
of “hill climbing” techniques. As a result, the new optimization criterion is better
at extracting non-convex shapes compared to conventional snakes.

region of interest

feature

x

y

r
R

Fig. 1. Genetic Snakes Initialization.

The population size was computed according to the length of genome, as
suggested by Goldberg [3]. We have used the standard two-point crossover. The
crossover rate and mutation rate are set respectively to 0.6 and 0.000006.

4 Results

The most adequate set of parameters or our genetic snakes depends on several
things: the characteristics of noise, the digitization parameters, the tortuosity of
vessel which determine the FAZ boundary. Therefore, given a particular applica-
tion some experimentation is required for choosing the best parameters. To show
how this can be done, in the following section we report on some experiments
performed on synthetic images with different patterns with additive noise of dif-
ferent variance. Then we present some results obtained with real ocular fundus
images.

4.1 Experiments on Synthetic Images

The experiment uses synthetic images containing boundary of circles and squa-
res as shown in Figure 2. The intensity images are generated by setting the pixel
value to 255 if it belongs to the boundary, and 100 otherwise. We smooth the
boundary by convolving images with a 3×3 window who acts as a low pass fil-
ter. The two kinds of images (circles and squares) are constructed to study the
snake ability to capture corners as well as smoothed boundary. A zero mean,
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white Gaussian noise was added to the images. Three different noise levels (cor-
responding to the standard deviation values: 20, 40, 60) were considered. This
allowed us to study the robustness of our segmentation technique with respect
to noise variance and to determine an adequate set of weights. Figure 2 shows
some examples of simulated images.

On these images we perform experiment using snakes having 50 points, vary-
ing the energy weighting coefficients (α = 0.5, 0.8, 1, 1.2, 1.5, β = 0.5, 0.8, 1, 1.2,
1.5 and γ = 1) running the GA for 2300000 iteration each time. Figure 3 reports
some of the results obtained. We observed that snakes with larger values of α
and β have better noise rejection capabilities, but snakes having too large values
of α and β tend to shrink on itself.

Fig. 2. Examples of synthetic test images with different values of Gaussian noise (from
left to right: σnoise =20, 40, 60)

4.2 Experiments on Medical Images

Genetic snakes are then applied to retinal images in order to segment the Foveal
Avascular Zone (FAZ). Retinal images were taken by a SLO, with a frequency
of 25 frames per second following the injection of a bolus of fluorescein. These
images were digitized into 512 × 512 pixel matrices with 256 gray levels per
pixel. The region of interest (ROI) i.e. the FAZ is approximately in the center
of these images. For simplicity, the origin of the coordinates was located at the
center of the FAZ. Its position can be chosen approximately be the user. The
energy functionals are chosen according to FAZ properties, we employ a modified
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Fig. 3. Simulation results on synthetic test images with different shape, different values
of Gaussian noise and with the best set of snake coefficients

version of the image energy which consider both the magnitude and the direction
of the gradient and the Laplacian of Gaussian.

Proposed Energy Functional The internal energy term, Eint, controls the
properties of the snake and it is expressed according to Kass [2] by

Eint [v(s)] =
1
2

[
α(s)

∣∣∣∣∂v(s)
∂s

∣∣∣∣
2

+ β(s)
∣∣∣∣∂2v(s)

∂s2
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2
]

. (5)

The values of the parameters α(s) and β(s) are chosen empirically. The internal
energy provides an efficient interpolation mechanism for recovering missing data.

The external energy Eext are the image functionals. It is chosen according to
FAZ properties. The image functionals are designed to produce minima corre-
sponding to interesting objects in the image. It is shown that the choice of the
image functional can effect the performance of the optimization technique used.
For this reason various forms were experimented.

The classical optimization techniques impose different restrictions on the
type of image functional that can be employed (for example the existence of
derivatives); the use of genetic algorithms give us more freedom on the choice of
such functional.

First, we consider a functional which localizes bright lines since FAZ bound-
aries are ultimately bright lines (i.e. capillaries) with an intensity maximum at
their center. A simple external energy functional that attracts a snake to lines
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could be the image intensity

Eext [v(s)] = γI(x, y) (6)

where γ is a weight factor whose sign determines whether the snake is attracted
by dark or bright lines. For the case of a negative γ, the snake is attracted
to local minima of Eext, which corresponds to local maxima of intensity, i.e.
bright lines. This functional (see Fig. 4(a)) can detect roof edges. It would be
tempting to implement this functional for our purposes, since (6) would localize
the medial axis of the capillaries. However, the achievable performances are
partially satisfactory, which is due to the adjacency of the snake to the bigger
vessels exhibiting a strong maximum; moreover, die leakage introduces a light
haze with consequent artifacts on the image function.

(a) (b)

Fig. 4. (a) Image intensity and (b) image convolved by gradient of Gaussian (σ = 2).

Then, we consider a functional which attracts the snake to image edges, since
we would like the snake to detect vessel boundaries. In this case, if edges are of
interest, Eext would be defined as

Eext [v(s)] = −|∇I(x, y)|2 (7)

where ∇I(x, y) is the gradient of the image. An easy implementation of this
functional can be obtained by computing the Gradient of Gaussian (GoG) of
the image intensity

Eext [v(s)] = −|∇Gσ ∗ I(x, y)|2. (8)

The resulting functional image is shown in Fig. 4(b). The weight in this case
is negative so that local minima of Eext correspond to maxima of the gradient,
i.e. strong edges. Simple implementation of this functional for FAZ boundary
extraction also does not give fully satisfactory performance. The fact that it is
the edge of the vessels that is localized and not the point of maximum intensity
provides a basis for uncertainty.
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This suggested to us to consider both the magnitude and the direction of the
image gradient. A suitable functional may be obtained by constructing the dot
product of the contour tangent with the normalized gradient vector

Eext [v(s)] =
∣∣∣∣∂v
∂s

· ∇I(x, y)
|∇I(x, y)|

∣∣∣∣ . (9)

The weight of this factor is positive, so that orientation inconsistencies tend be
penalized. In this way, edge points whose orientation disagrees with that of the
overlaying snake may also yield minimal values of the external energy. Hence
the snake is able to discriminate against phantom lines, while allowing for the
presence of corners. The two components of the gradient are shown in Fig. 5.

(a) (b)

Fig. 5. The x and y components of the gradient of the image. The intensity of each
pixel is proportional to the gradient component in that point.

In order to increase the locus of attraction of a minimum, we have experi-
mented with a slightly different edge functional (also proposed by Kass [2]):

Eext [v(s)] = −|∇2Gσ ∗ I(x, y)|2. (10)

Minima of this functional lie on zero-crossings of ∇2Gσ ∗I(x, y) which define ed-
ges in the Marr-Hildreth theory [5]. Adding this term to a snake means the snake
is attracted by zero-crossing, but it is still constrained by its own smoothness.
This image functional is shown in Fig. 6.

In addition, since image gradient and Laplacian of Gaussian (LoG) produce
random edges in the background region where some noise is present, we can
improve FAZ boundary localization by including a Gaussianly smoothed version
of the image intensity (with large σ).
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Fig. 6. Image convolved by Laplacian of Gaussian (σ = 2). (The original image is
shown in Fig. 4(a)).

Thus, the proposed energy functional is composed of four terms and can be
expressed as

Eext[v(s)] = −γ1Gσ∗I(x, y)−γ2|∇Gσ∗I(x, y)|2+γ3

(
n · ∂v

∂s

)
−γ4|∇2Gσ∗I(x, y)|2

(11)
where n = ∇Gσ∗I(x,y)

|∇Gσ∗I(x,y)| .
In a few cases, additional knowledge on the image has been integrated within

the snake by adding a constraint energy term Econ to Equation (4). In order to
specify a particular image feature, located in the interval [x1, x2][y1, y2], this
functional can be defined as

Econ [v(s)] =
{

0 if (x, y) ∈ [x1, x2] × [y1, y2]
1 otherwise (12)

This is a soft constraint, which can help in the case that a microaneurysm or a
large vessel attracts the snake more than the FAZ boundary we are looking for.

Snake-Model Coefficients The choice of the weights controls the type of
solution the active contour produces: large values of the weights associated with
image functionals tend to move the snake boundary towards the FAZ contour,
while the values of α and β control the smoothness and continuity.

The signal to noise ratio (SNR) can affect the choice of weights: in low SNR
images, or where there are missing and/or false edges, an increased contribu-
tion from continuity and smoothness terms to the energy functional is usually
desirable. Large values for the continuity and curvature weights will discourage
convergence to a “busy” contour. On the other hand, small weights may allow the
contour to be trapped into false edges or leak out through gaps in the boundary.

The internal energy weights are normally kept constant while image energy
weights are varied to find a good balance between the four terms. We set α(s) = α
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and β(s) = β, where α and β are constant values. In this way different segments
of the snake cannot have different elastic behavior. We have observed that values
close to 1 give good results. The values of the weights associated with image
functionals are chosen in the range [0.5, 0.8].

In Fig. 7 we can see some examples of original images and the corresponding
FAZ outlines segmented by our snake model.

5 Conclusion

FAZ segmentation is achieved by using active contour models (snakes). The wi-
dely recognized power of deformable models stems from their ability to segment
anatomic structures by exploiting constraints derived from the image data along
with a priori knowledge about the location, size, and shape of such structures,
as discussed previously.

Deformable models are capable of accommodating the often significant va-
riability of biological structures over time and across different individuals.

The modified version of the image energy we proposed (which accounts for
both the magnitude and the direction of the gradient and the Laplacian of Gaus-
sian) exhibits interesting properties in the localization of FAZ boundary.

The energy minimization procedure based on Genetic Algorithms overcomes
the problems associated with sensitivity to initialization and local minima, which
was a crucial problem of classical techniques.

In a first stage we have implemented the standard snake algorithm [2]. Ho-
wever the choice of the related parameters resulted very critical in our case. This
difficulty was significantly reduced in the proposed model.

In this work we applied GAs to the positions of the snake. The management of
the weight controls of the energy function is an open important problem. Further
work on this technique could be the evolution of the parameters governing the
snake behaviour.

Compared to current methods for segmenting the FAZ (manual selection or
threshold methods), a snake-based approach is expected to provide significant
improvements. This method offers high quantitative accuracy for the measure-
ment of area and perimeter, which is important for diabetic studies [26]. Thus,
we expect these methods will prove sufficiently robust in the aid to ophthalmo-
logical diagnosis.
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Abstract. Image processing is usually done by chaining a series of well
known image processing operators. Using evolutionary methods this pro-
cess may be automated. In this paper we address the problem of evolving
task specific image processing operators. In general, the quality of the
operator depends on the task and the current environment. Using genetic
programming we evolved an interest operator which is used to calculate
sparse optical flow. To evolve the interest operator we define a series of
criteria which need to be optimized. The different criteria are combined
into an overall fitness function. Finally, we present experimental results
on the evolution of the interest operator.

1 Motivation

A large number of standard image processing operators are available to solve
a particular problem. In general, the required operators depend on the current
task and environmental conditions. In our work we are trying to evolve image
processing operators which perform optimal for the task and the given envi-
ronmental conditions. To evolve the image operators we have chosen genetic
programming [14,15,2] because it allows the evolution of hierarchical structures
which are often required to solve image processing tasks. The sample problem
which we address here is the evolution of an interest operator which is used to
compute sparse optical flow. We show how an interest operator can be evolved
which is optimal according to multiple criteria which are specific to the applica-
tion. Before we present our experimental results we briefly discuss related work
of using evolutionary methods for image processing tasks.

2 Background

A number of researchers have used evolutionary algorithms for image processing
tasks. The methods used range from evolutionary programming [3], structure
evolution [18] a variant of an evolution strategy, to genetic algorithms [25,26,13,
4]. A growing number of researchers are using genetic programming.

Tackett [30] evolved a symbolic expression for image classification based on
image features. Koza [15] and Andre [1] evolved character detectors using genetic
programming. Johnson et al. [11] evolved Ullman’s visual routines [32] using
genetic programming to locate the left and right hand in an image showing the

R. Poli et al. (Eds.): EvoIASP’99 and EuroEcTel’99, LNCS 1596, pp. 74–89, 1999.
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silhouette of a person. Poli [21] applied genetic programming to the task of image
segmentation. Daida et al. [5] used genetic programming to extract pressure-
ridges from satellite images of arctic sea ice. Harris and Buxton [9] used genetic
programming to evolve one-dimensional edge detectors. Poli and Cagnoni [22]
evolved algorithms for image enhancement using interactive program evolution.
Winkeler and Manjunath [33] used genetic programming for face detection.

Considerable work has been done in the area of feature extraction and tracking.
A match between interesting points extracted from an image sequence or from
a pair of stereo images can be established easily [36,34]. Knowledge about point
correspondences may be used to establish a three-dimensional model of the
world. A number of different methods have been developed to extract interesting
points from an image. Moravec [20] developed an interest operator which extracts
points with a high variance of pixel values in four directions: horizontal, vertical
and both diagonals. Smith [29] developed a corner finder which extracts points
where the size of the region belonging to the current pixel in a small neighbor-
hood is a local minimum. Other methods range from using the determinant of
the Hesse matrix to find regions of high curvature [27,19], corner detection [27],
difference of Gabor filters [36], detection of symmetry [24,35] to the use of en-
tropy [12]. Shi and Tomasi [28] argue that good features are those for which the
tracker works best. Extracted features (textured regions) are monitored by cal-
culating a dissimilarity measure computed from an affine model of image motion.
Features with a high dissimilarity measure should be abandoned. Lew et al. [17]
developed an adaptive method for feature selection. From a set of features they
select a subset which maximizes the error distance between the correct match
and other possible matches.

Genetic programming has so far been rarely used for the construction of
image processing operators. Ebner [6] used genetic programming to evolve ope-
rators to extract edges from digitized images and evolved an approximation to
the Moravec interest operator [7]. In difference to the previous work no existing
operator is used for computing the fitness of an evolved individual. In this paper,
we only specify the desired properties of the operator and integrate them into a
measure of the individual’s fitness.

3 Evolving an Interest Operator

As a sample application we have chosen to evolve an interest operator. The points
extracted by the operator are used to calculate sparse optical flow. Optical flow
is calculated by establishing corresponding points between the previous image
and the current image. It is assumed here that the optical flow can be quite
large. This might occur if the camera moves very fast or, equivalently, if delays
between subsequent images are long. In this case the calculation of optical flow
is simplified by focusing the search only on interesting points in the image.
Correspondences are established by comparing the pixels in a small area around
the interesting points. The goal is to extract only those points which can be
localized accurately in the next image. To achieve this goal we are trying to
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optimize a number of different properties of the operator. We start by describing
the different properties qualitatively which are formalized later. The following
properties were used here.

a) The number of established matches should be large. If only a single point is
extracted for every image, localizing the point is easy. However, obtaining a
dense flow field is usually desirable.

b) The quality of the match should be good. If some error measure describes the
difference between pixel values in a small area surrounding the two matched
points then this measure should be small.

c) A threshold is used to determine when a match can be considered adequate.
Thus a match is not found for every extracted point. Therefore the ratio
between matched points and number of extracted points should be high,
that is, a match should be established for most of the extracted points.
Otherwise it would be possible to extract almost every point and let the
search procedure weed out the unnecessary points. However, this is precisely
the task the operator should perform.

d) The matches should be unambiguous. For each point all other points are
considered as a possible match. Therefore the difference between the error
measure of the best match and the second-best match should be large indi-
cating clearly which of the possible matches is the correct one.

e) The optical flow field should be smooth with only a few discontinuities. That
is, nearby flow vectors should have approximately the same direction.

f) The density of the flow field may be regulated by introducing a term that
tries to achieve a flow field with a maximum density that is distributed over
the image.

We now formalize the different optimization criteria. Let I(t) be the image
taken at time t. First, the evolved operator is applied to this image. Non-local
maxima are suppressed and all points where the pixel value is larger than a
threshold ε1 are extracted. Let F (t) be the extracted interesting points of image
I(t). Given two images I(t1) and I(t2) taken at times t1 and t2, respectively, a
correspondence between the points in F (t1) and F (t2) is established. Given a
point (x1, y1) ∈ F (t1) we calculate the following error measure e for every point
(x2, y2) ∈ F (t2) that is within a specified distance of the original point.

e(x1, y1, x2, y2) =

√√√√ 1
wh

∑
− w

2 ≤i< w
2

∑
− h

2 ≤j< h
2

(
Ĩ(x1 + i, y1 + j) − Ĩ(x2 + i, y2 + j)

)2

(1)

where Ĩ(t) is obtained by smoothing image I(t) with a Gaussian filter and w and
h specify the width and height of the patch which is used to calculate the error
measure. The point (x2, y2) for which the error measure is minimal is chosen as
the corresponding point. In addition a threshold is used to reject bad matches.
Therefore a match is only established provided that e is less then a threshold ε2.
Let Fm(t) be the points for which a match could be established. Let np be the
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number of points in F (t1) and let nm be the number of points for which a match
could be established. Then the following measures of operator quality were used
for our experiments.

a) Number of matches:

m1 = nm (2)

b) Quality of matches:

m2 =
1

nm

∑
(x,y)∈Fm(t1)

1
1 + emin(x, y)

(3)

where emin(x1, y1) = min(x,y)∈F (t2) e(x1, y1, x, y) is the minimum of the error
measure e. The measure m2 is analogous to Pratt’s figure of merit which is
used to judge the performance of edge detectors [10].

c) Match percentage:

m3 =
nm

np
(4)

d) Match ambiguity:

m4 =
1

nm

∑
(x,y)∈Fm(t1)

enext(x, y) − emin(x, y)
emax(x, y) − emin(x, y)

(5)

where emax(x1, y1) = max(x,y)∈F (t2) e(x1, y1, x, y) is the maximum of the
error measure e. Let (xm, ym) be the point for which the error measure is
minimal. Then the value of the error measure for the second-best match is
defined as enext(x1, y1) = min(x,y)∈F (t2)\(xm,ym) e(x1, y1, x, y).

e) Flow smoothness:

m5 =
1
np

∑
(x,y)∈F (t1)

s(x, y) (6)

where s is a smoothness measure calculated for a small neighborhood around
the point. Let FN(x,y) be the points inside the neighborhood of point (x, y).

FN(x,y)(t) = {(x′, y′) ∈ F (t)|
√

(x′ − x)2 + (y′ − y)2 < ε3} (7)

Then the smoothness measure is calculated as

s(x, y) =
1

2|FN(x,y)(t1)|
∑

(x′,y′)∈FN(x,y)(t1)

1 +
∆x∆x′ + ∆y∆y′√

∆x2 + ∆y2
√

∆x′2 + ∆y′2

(8)

where (∆x, ∆y) is the computed optical flow of point (x, y).
f) Maximum flow field density:

m6 =
1
np

∑
(x,y)∈F (t1)

min
{

dmin(x, y)
ddes

, 1.0
}

(9)

where dmin(x, y) is the distance in pixels between point (x, y) and its nearest
point and ddes is the desired minimum distance between the extracted points.
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4 Using Genetic Programming to Evolve Image
Operators

Genetic programming is especially suited to combine simple elementary func-
tions into a complex hierarchical image processing operator. To apply genetic
programming to the evolution of an image processing operator we have to define
the set of terminal symbols, the set of primitive functions and a suitable fitness
measure. We now describe each of these in turn.

4.1 Terminal Symbols

The input image I was our only terminal symbol. The pixel values were norma-
lized to the range [0, 1].

4.2 Primitive Functions

As primitive functions we used the following set of unary and binary functions.
Let IR be the image that results from the application of a primitive function to
an input image I in the case of an unary function and two input images I1 and
I2 in the case of a binary function. Image coordinates are denoted with x and y.
Unary primitive functions:

– Square root (Sqrt): IR(x, y) =
√|I(x, y)|

– Square (Square): IR(x, y) = I(x, y) · I(x, y)
– Gabor filters (Gabor0,...,Gabor7):

IR(x, y) = | ∫ Ψ(x′, y′, f, θj)I(x − x′, y − y′)dx′dy′|
with Ψ(x, y, f, θ) = exp(i(fx cos θ + fy sin θ) − f2(x2+y2)

2σ2 ),
σ = π, f = π

2 and θj = πj
8 with j ∈ {0, ..., 7} (as defined in [16]).

– Average (Avg3x3): IR(x, y) = 1
9

∑
−1≤i,j≤1 I(x + i, y + j)

– Median filter (Median3x3): IR(x, y) = Median{I(x+ i, y + j)|−1 ≤ i, j ≤ 1}
– Gaussian filter (Gauss):

IR(x, y) =
∫

e
x′2+y′2

2σ2 I(x − x′, x − y′)dx′dy′ with σ = 1.0.
– Derivative of Gaussian in x direction (GaussDx):

IR(x, y) = 1√
2πσ3

∫
xe− 1

2σ2 (x′2+y′2)I(x − x′, y − y′)dx′dy′ with σ = 1.0.
– Derivative of Gaussian in y direction (GaussDy):

IR(x, y) = 1√
2πσ3

∫
ye− 1

2σ2 (x′2+y′2)I(x − x′, y − y′)dx′dy′ with σ = 1.0.

Binary primitive functions:

– Addition (+): IR(x, y) = I1(x, y) + I2(x, y)
– Subtraction (-): IR(x, y) = I1(x, y) − I2(x, y)
– Multiplication (*): IR(x, y) = I1(x, y) · I2(x, y)

– Protected division (/): IR(x, y) =

{
1 if I2(x, y) = 0
I1(x, y)/I2(x, y) otherwise

Figure 1 shows how some of the primitive functions could be used to build an
operator which calculates the determinant of the Hesse matrix.
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Fig. 1. Example of an existing operator which was manually constructed from the set
of primitive functions.

4.3 Fitness Measure

The different criteria have to be integrated into one fitness measure. We have to
do multi-objective optimization to evolve a detector which is optimal according
to all of the criteria. An overview about multi-objective optimization is given
by Fonseca and Fleming [8]. To integrate the different measures into one we
calculate the average of each measure over all fitness cases. Let m̄(i) be the
average of the measure m for the individual i. Next, we normalize them across
all individuals in the population. This gives us a selection probability pc(i) =

m̄c(i)∑
j m̄c(j) for each criterion c and individual i. The selection probabilities were

combined into a single fitness function f =
∏

i pi. The combined fitness reaches
its maximum value only if all of the different selection probabilities have a large
value. The normalization is not necessary for the multiplicative contribution of
the different measures. We normalize them, because in other experiments an
additive contribution was used.

Table 1. Comparison between different interest operators and the evolved interest
operator. Absolute fitness is computed as fitness = Πim̄i which is used as an absolute
measure to compare the different operators.

Name of operator m̄1 m̄2 m̄3 m̄4 m̄5 m̄6 Absolute fitness
Kitchen-Rosenfeld [27] 54.33 0.9850 0.4669 0.6710 0.9294 0.6154 9.592
Det(HI) [27,19] 51.67 0.9853 0.5386 0.7396 0.9635 0.6568 12.83
Moravec [20] 49.33 0.9848 0.5242 0.6912 0.9359 0.7293 12.01
SUSAN [29] 77.00 0.9867 0.5426 0.5318 0.9195 0.6042 12.18
Diff. of Gabor filters[36] 64.00 0.9865 0.5967 0.5803 0.9348 0.6891 14.08
Evolved 131.0 0.9871 0.7814 0.5504 0.9170 0.6620 33.77
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Fig. 2. Image sequence which was used during evolution.

Response of the operator:

Extracted points:

Sparse optical flow:

Fig. 3. Best individual from generation 50. The first row shows the response of the
evolved operator. The second row shows the extracted interesting points. The third
row shows the computed sparse optical flow.
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Fig. 4. Image sequence which was used to test the evolved operator.

Response of the operator:

Extracted points:

Sparse optical flow:

Fig. 5. Results of the evolved operator on a test sequence.
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Response of the operator:

Extracted points:

Sparse optical flow:

Fig. 6. Best individual from the first generation.

4.4 Results

With the above representation we evolved an interest operator. We used a se-
quence of 4 images with sizes 128×128 shown in Figure 2. The major parameters
of the run were as follows. We used a population size of 500 individuals. The
experiment was run for 50 generations. A limit of 1000 nodes and a maximum
possible depth of the trees of 17 was used. Tournament selection with size 7 was
used and crossover, reproduction and mutation probabilities were set to 85%,
10% and 5%, respectively. The results of the experiment are displayed in Figure
3. The first row shows the response of the best evolved operator from generation
50. The second row shows the extracted interesting points and the third row
shows the computed sparse optical flow. The evolved operator was tested on an
additional image sequence shown in Figure 4. The results achieved with the evol-
ved operator on the test sequence is shown in Figure 5. The response of the best
operator which was found in the first generation of the experiment applies the
Gabor2 operator twice. It extracts edges which are oriented in direction π

4 (Fi-
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Response of the operator:

Extracted points:

Sparse optical flow:

Fig. 7. Results achieved with the Kitchen-Rosenfeld corner detector [27].

gure 6). Table 1 shows the performance of the evolved operator in comparison to
the Kitchen-Rosenfeld corner detector [27], the determinant of the Hesse matrix
[27,19], the Moravec operator [20], the SUSAN operator [29], and the difference
of Gabor filters [36]. The results of these operators are shown in Figure 7, Figure
8, Figure 9, Figure 10 and Figure 11 respectively. For some quality measures the
evolved operator performed better than the other operators whereas for others
it performed worse. Selection, however, is done according to the overall fitness.
The evolved operator clearly outperformed the existing operators in terms of the
overall fitness.

As can be seen the evolved operator highlights regions in the image that are of
particular interest for the calculation of sparse optical flow. Some wrong matches
are also produced. This is due to the fact that the operator combines different
possibly contradicting measures. For instance the number of points extracted
should be high and at the same time the matches should be unambiguous. Fitness
statistics for the experiment can be found in Figure 12. Except for the Gaussian
filter all of the available functions occurred in the evolved individual. The division
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Response of the operator:

Extracted points:

Sparse optical flow:

Fig. 8. Results achieved with the determinant of the Hesse matrix [27,19].

operation, derivative of the Gaussian in y direction, average, Gabor filters, the
square root and the square function were used several times.

5 Conclusion

We have shown that task specific image operators may be evolved using genetic
programming. Different criteria are used to evolve operators which are optimal
for the task at hand. As a sample task we evolved an interest operator for the
computation of sparse optical flow. The following criteria were used to evolve
the interest operator. a) A large number of matches should be produced. b) The
quality of the matches should be good. c) The relation of matched points to
unmatched points should be high. d) Matches should be unambiguous, e) the
flow field should be rather smooth and f) have a maximum density. These criteria
led to the evolution of an operator which can be used to extract interesting points
from an image.
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Response of the operator:

Extracted points:

Sparse optical flow:

Fig. 9. Results achieved with the Moravec operator [20].

Provided that the fitness evaluation can be done fast enough it might be pos-
sible to construct adaptive vision systems which are able to adapt themselves to
changing environmental conditions. Just as the pupil’s diameter adapts to chan-
ging brightness conditions [31] an artificial visual system might evolve optimal
or near optimal image processing operators on the fly. At present, however, the
evolution is performed offline and evolution of an operator from scratch takes
several days to complete on a single PC.
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Response of the operator:

Extracted points:

Sparse optical flow:

Fig. 10. Results achieved with the SUSAN operator [29].
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Abstract. Sensory channels determine the way an agent views the world.
We investigate the question of how sensory channels may be autono-
mously constructed using generation and selection. The context is the
discrimination of geometric shapes. In a first experiment, elements of a
solution were attributed fitness based on the part of the problem they
solved. In two subsequent experiments, cooperation between elements
was respectively required and encouraged by means of a fitness function
which only rewards complete solutions. Differences between the approa-
ches are discussed, and generation and selection is concluded to provide a
successful mechanism for the autonomous construction of sensory chan-
nels.

Introduction

The discrimination game, introduced in [7], was developed for the investigation
of category formation. The direct objective of a discrimination game is to distin-
guish a randomly selected object, called the topic, from the rest of the objects
in a scene. Information is distilled from the objects by sensory channels, known
as feature extractors in pattern recognition. A category is a range of values that
a certain sensory channel may yield. Two objects can be distinguished if there
is at least one sensory channel for which the objects’ readings are in different
categories. In the course of playing discrimination games, agents adapt their
collection of categories. The eventual goal for an agent then is to acquire a set
of categories that allow it to be successful in its discrimination task. In related
research on language evolution, these categories are used by agents in lexicon
formation experiments, see [8] for an overview.

In previous experiments, e.g. [3], [10], [2], sensory channels have always been
determined by the experimenter. Here, we want to investigate whether it is possi-
ble to let the agent itself construct useful sensory channels for its discrimination
task. The mechanism for this construction is generation and selection based
on a set of rudimentary functions that can be used in combination with each
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other. The approach can be seen as a form of genetic programming [5] without
crossover. This implies that the agent assembles a program which calculates in-
formation about the objects. In the experiments reported here, the objects are
geometric shapes. An example of a sensory channel that could be generated is
(BREAK-FIGURE ANGLES AVG). The functions are applied in order, each one ta-
king the result of the previous function as input. This function breaks a figure
into curves, as will be explained later, computes the angles between subsequent
curves, and returns the average of these angles.

We are not aware of any related work on generation and selection of sensory
channels within the context of discrimination games. The discrimination game
could be viewed as a special case of unsupervised learning. In [1], a supervised
learning problem is approached using a hybrid method for feature selection. The
system uses a genetic algorithm to search for subsets of features to be used in a
pattern recognition task. The fitness of features is partly evaluated by computing
the performance of a classifier built by inductive learning from these features. In
[9], visual routines are described that are oriented towards a specific goal, rather
than aimed at building a general model as known from David Marr’s work [6].
Johnson et.al. [4] evolve this kind of visual routines using genetic programming
with point and edge based functions as primitives.

The structure of the paper is as follows. Section 1 briefly describes the basics
of the discrimination game. Section 2 is concerned with the generation of sensory
channels; selection is discussed in section 3. The results of the experiments are
presented in sections 4, which is followed by conclusions.

1 The Discrimination Game

The categories associated with a sensory channel are organized as a tree. During
normal operation, this tree grows and shrinks dynamically as the agent refines
categories and removes ineffective refinements. Figure 1 shows an example of
such a tree. The root node represents the entire range of values that the sensory
channel may produce. At each internal node, this interval is split into its two
halves.

The course of the discrimination game is as follows. For each object in a scene,
the agent receives the values extracted by its current set of sensory channels.
The agent randomly selects one object to be the topic. The value of a sensory
channel for a certain object lies in several categories of that channel’s category
tree. This is because categories in any branch of the tree are subranges of strictly
monotonously decreasing size of the complete range, which is represented by the
root of the tree. For each category it can be determined which objects fall within
it and which do not. If there exists a single category in which the topic and no
other objects lie, or in which all of the other objects lie but not the topic, then
this category allows the agent to perform the desired discrimination. If this is
not the case, all possible sets of categories up to a specified size are considered.
This may produce a set of categories where each category discriminates the topic
from some, but not all, of the other objects, and each object can be discriminated
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0 - 1

0.5 - 1

0 - 0.5

0.5 - 0.75

0.75 - 1

Fig. 1. Example of a tree representing the categories of a sensory channel

from the topic by at least one category. When no such combination is found, the
game ends in a failure. The discrimination success is the ratio between successful
and unsuccessful games.

2 Generation of Sensory Channels

We want to investigate whether it is possible to let the agent itself construct
sensory channels using generation and selection. Sensory channels are generated
by an essentially random process of combining basic functions. To speed up the
process, impossible combinations of functions are excluded. Selection takes place
on the basis of discrimination success.

As was stated above, agents normally adapt the category trees by adding
and removing categories. Since we are interested in the feasibility of autonomous
sensory channel construction, rather than in the specific categories that are used,
sensory channels should be treated equally, so that the evaluation of the channels
is not biased by other factors than the quality of the channel. Therefore, each
channel’s category tree is explored up to a certain depth, which is equal for all
channels, and trees are not adapted by the agent.

Scenes contain a random number of these randomly generated geometrical
shapes: circles, rectangles, squares, triangles, trapezia. Figure 2 shows an ex-
ample of such a scene. Table 1 lists the functions used for generating sensory
channels. Channels are sequences of functions that are applied sequentially to
the internal representation of a shape. They are created by assuming ’figure’
as the first input type and randomly selecting functions with appropriate input
types until the final result is of type ’number’. Since there is a limited number of
possibilities to choose from at every step, this leads to functions of a finite length
in practice, and it is not necessary to limit the number of functions in a channel,
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Fig. 2. Example of a scene

even though this may become infinite in theory. Therefore, it is not necessary to
develop a genetic code for the channels, and no crossover is performed.

The only function applicable to a complete shape is break-figure, which
yields a list of curves. The idea of this function is that a contour is split into
several segments based on the degree of curvature. Segments may be curved,
but, when seen as a circle segment, the allowed variation in the radius of this
circle is limited. Whenever the curvature does change substantially, this signi-
fies the end of the segment and the beginning of a new one. In general, this
decision procedure would need to be defined more precisely, but since all figures
here are geometric and functions are based directly on the internal descriptions
of the shapes, their segmentation is known beforehand; a circle is a single seg-
ment, since by definition its degree of curvature (the reciprocal of the radius)
is constant when measured along its contour, a triangle has three discontinuous
(straight) curves, and squares, rectangles and trapezia four. After segmenting,
the angles between subsequent segments can be computed, as well as the lengths
and curvatures of the segments themselves. All these functions yield a list of
numbers, to which arithmetical functions and set functions may be applied.

The generation aspect of our approach is determined by the choice of fun-
ctions and the ways in which they may be combined. Ideally, all information
contained in a figure should be extracted by some function. In this case, the
choice of functions was rather straightforward; the angles between curves, their
lengths and their degree of curvature are all important properties that should
be available as a possible basis for a channel. Although more sophisticated fun-
ctions are conceivable, these functions described seemed sufficient as a basis for
the generation process. Furthermore, standard set operations and arithmetical
functions are provided. Concerning the combination of the functions, we opted
for the most basic form, i.e. combining functions sequentially.
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Table 1. Functions used for generating sensory channels and their applicability

Input type Function Output type
figure break-figure list of curves
list of curves curvatures list of numbers
list of curves lengths list of numbers
list of curves angles list of numbers
list of numbers nth subsequence of length m list of numbers
list of numbers sum number
list of numbers difference number
list of numbers average number
list of numbers first number
list of numbers nth element number

3 Selection of Sensory Channels

Having fixed the generation part, the remaining degree of variation is the selec-
tion component. This is the more interesting part. Standard genetic algorithms
assume an n-dimensional search space where solutions are points in this space,
and solutions are compared with respect to fitness. In these terms, a solution in
our case is a set of sensory channels. A good set of sensory channels will allow
an agent to achieve high discrimination success, which can be seen as the fitn-
ess of that solution. Thus, one approach would be to randomly generate sets of
sensory channels, evaluate them by playing discrimination games, and select the
successful ones.

Although it would certainly be possible to take this approach, there is a
possibility to exploit the structure of the problem by making better use of the
feedback provided by the discrimination game. Since the function of a sensory
channel is to discriminate the topic from other objects, the degree to which it
succeeds in this can be determined per channel. Thus, it appears more efficient
to evaluate each sensory channel apart, rather than a set of channels. The succes-
sful sensory channels are then allowed to remain, while ineffective channels are
removed and replaced by new, randomly generated sensory channels. When this
approach is adopted, the question that remains is how to calculate the success of
a sensory channel. The results of three approaches that have been investigated
are reported in the next section.

4 Experiments

4.1 Rewarding Partial Solutions

In the first experiment, success is attributed at the lowest possible level, i.e. the
category level. Every category can be used to discriminate the topic from zero
or more of the other objects. It would seem that the higher the ratio between
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distinguished and non distinguished objects is, the more desirable the sensory
channel is. Although the outcome of a discrimination game is binary (1 if all
objects can be distinguished from the topic, zero if not), the fraction of distin-
guished objects provides more detailed information, and therefore this quantity
is stored for each category. At the end of a series of discrimination games, the
sensory channel for which categories have the lowest average fraction is discarded
and replaced by a new sensory channel. The number of sensory channels thus
remains constant, and was limited to 5 in these experiments.

Figure 3 shows the discrimination success over time. Each of the 500 data-
points represents the fraction of successful discrimination games in a series of
100 games. Scenes are randomly generated and contain a random number, from
2 up to 11, of geometric figures. After every series of games, the set of sensory
channels is adapted using generation and selection as described above. In order
to obtain reliable results, the experiment has been repeated ten times; the graph
shows the average value over these runs.

Although the absolute success is acceptable, there is a consistent drop of the
success after an initial rise. Apparently, the generation and selection process is
not functioning effectively. An analysis of the selection process revealed three
phases. First, ineffective elements in the (random) initial set of sensory chan-
nels are replaced by more successful channels. This causes the initial increase
in the success. Then there is a phase where four of the five channels are bet-
ter than average. The remaining channel may be any channel, since after each
series of games the least effective channel is replaced by a randomly generated
new channel. This phase is characterized by a high succes rate. Eventually ho-
wever, in all of the ten runs, the system converges to a situation where four
of the five channels are identical. Apparently, there is a single sensory chan-
nel which is more successful than any other channel. This channel calculates
the length of the third curve of a figure, and has been encountered in several
equivalent forms, a.o. (BREAK-FIGURE LENGTHS (NTH 2)) and (BREAK-FIGURE
LENGTHS (NTH-M-TUPLE 1 4) (NTH-M-TUPLE 2 2) (NTH 1)). This last chan-
nel breaks a figure into curves, calculates the lengths of these curves, takes the
first subsequence of length 4, then the second subsequence of length two of that
sequence, and finally the second element of this list of numbers, which produces
the same answer as the first channel.

Clearly, merely selecting the most successful elements of solutions does not
yield optimal results. The semi-stable situation in the middle phase of the experi-
ments produced better solutions because of the diversity of the sensory channels.
This diversity allowed the agent to combine channels which, although each only
discriminates a subset of the objects, together do the whole job. This led us to
think that the complementary aspect of elements in a solution may sometimes
be more important than the quality of the elements themselves. This hypothesis
was investigated in two subsequent experiments.
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Fig. 3. Discrimination success when sensory channels are evaluated based on their
individual capacity to discriminate

4.2 Cooperation between Sensory Channels

Two experiments have been performed where cooperation between sensory chan-
nels is investigated. In the first of these experiments, cooperation is required of
solutions by only attributing fitness to solutions which consist of two of more
channels and which resulted in a successful discrimination game, i.e. all objects
could be discriminated from the topic. In the second experiment, we also only
reward solutions which resulted in a successful discrimination game, but no con-
straint is placed on the number of sensory channels. This still favours groups
of channels that complement each other, resulting in complete discrimination
success, over groups of similar channels where each channel individually achie-
ves high discrimination success but whose combination does not yield complete
success. Thus, cooperation is encouraged in this scheme, but not required.

Enforcing Cooperation In this experiment, cooperation between sensory chan-
nels is enforced by only rewarding solutions consisting of more than one sensory
channel. In these solutions, cooperation must take place, since the fact that a
solution contains more than one channel implies that no single discriminative
sensory channel has been found. Fitness was only attributed in cases where the
discrimination game is successful. Thus, information about partial discrimina-
tion (e.g. when 6 out of 8 objects can be discriminated from the topic) is not
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used. At first sight, it may seem that this method of selection makes less effec-
tive use of the feedback on discrimination. However, the results show that even
if this may be the case, it is overshadowed by a larger advantageous effect of
cooperation between channels.

Figure 4 shows the success, again averaged over ten runs, of 500 series of 100
discrimination games. This time, discrimination success increases steadily over
time, without the fallbacks that characterized the first method. Furthermore,
the level that is eventually reached is substantially higher; the average discri-
mination success surpasses 0.90, whereas in the first experiment it continued to
vary around 0.75.

Whereas the first experiment consistently converged to four identical sen-
sory channels based on the length of the curves, this experiment showed that
encouraging cooperation leads to diversity. In each of the ten runs, the resulting
set of sensory channels contained four different channels 1. In all but one case,
these four channels included the two channels based on curve length that were
observed in the semi-stable solutions of the successful middle phase in the first
experiment. Moreover, solutions now consistently included channels based on
the angles between subsequent curves.

Encouraging Cooperation In the final experiment, fitness is attributed in
cases where the discrimination game is successful. In contrast with the previous
experiment, no constraint is placed on the number of channels in a solution. This
has the effect that for the solutions containing more than one channel, the ones
containing complementary channels have a higher chance of being rewarded than
solutions of equally strong channels that do not complement each other. Thus,
cooperation between channels is encouraged, but in contrast with the second ex-
periment, it is not required, since single channels allowing perfect discrimination
are also rewarded.

Figure 5 shows the success of this scheme averaged over ten runs of 500 series
of 100 discrimination games. As in the previous experiment, success increases
steadily over time, but here the level that is eventually reached is still higher,
around 0.95. In contrast with the enforced cooperation experiment, these fun-
ctions were not always based on different basis functions. The majority of the
functions was based on length. However, the solutions were still diverse; in every
case, the final set of functions did not contain any duplicate function.

The success of this experiment can be explained by the nature of the solu-
tions; these contain selective channels, and are diverse at the same time. Ap-
parently, the strong focus on complementariness in the enforced cooperation
experiment rules out some solutions with functions that can be discriminative
on their own. Furthermore, the encouragement of cooperation in the last experi-
1 The sensory channel that was added most recently is not taken into account, since

it was randomly generated at the previous time step. As the newly added channel
is usually less effective then the remaining channels, it is normally this channel that
is removed again at the next selection step. Thus the four remaining channels come
to form a stable part of the solution.
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Fig. 4. Discrimination success when cooperation between the sensory channels in a
solution is required

ment secures a diversity of the solutions that explain its advantage over the first
experiment.

Conclusions

In previous work on discrimination games, sensory channels, which determine the
way an agent sees the world, have always been programmed by the experimenter.
The goal of this research was to investigate whether it is possible to let the
agent construct these sensory channels autonomously by means of generation
and selection based on a set of basic functions. This question can be answered
positively.

As part of the investigation, three experiments on generation and selection
of sensory channels have been performed. From an evolutionary computation
point of view, the element of variation in these experiments is a set of sensory
channels. Since the discrimination games provide information about the fitness
of each separate channel, the first experiment made use of this information as
much as possible. This resulted in solutions containing multiple instances of equi-
valent sensory channels, and hence a lack of useful complementary channels. In
two other experiments, cooperation between sensory channels was investigated.
First, cooperation of sensory channels was required of the solutions. This impro-
ved performance substantially. However, it had the drawback of ruling out some
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Fig. 5. Discrimination success when cooperation between the sensory channels in a
solution is encouraged

solutions which contain highly selective channels and are diverse at the same
time. This problem was not present in the third experiment, where cooperation
was not required but encouraged, by attributing success only when the complete
discrimination task was solved. The judicious encouragement of cooperation tur-
ned out to result in a desirable combination of diversity and selectiveness, which
explains the favourable outcome of the final experiment.

It may be concluded that autonomous construction of sensory channels is
possible using generation and selection, and that encouraging, but not requiring
cooperative solutions may result in more diversity and better performance than
attributing fitness at the lowest possible structural level.
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Abstract. Evoked potentials are electrical signals produced by the body in
response to a stimulus. In general these signals are noisy with a low signal
to noise ratio. In this paper a method is proposed that uses sets of filters,
whose cut-off frequencies are selected by an evolutionary algorithm. An
evolutionary algorithm was investigated to limit the assumptions that were
made about the signals. The set of filters separately filter the evoked
potentials, and are combined as a weighted sum of the filter outputs. The
evolutionary algorithm also selects the weights. Inputs to the filters are sets
of averaged signal, 4 or 10 signals per average. Even though there is likely
to be variations between the signals, this process can improve the
extraction of potentials.

1. Introduction

Evoked potentials (or evoked responses) are electrical signals recorded from a human
body in response to a stimulus to the nervous system. Somatosensory evoked
potentials in particular are recorded at sites such as the scalp or spine, ordinarily due to
direct electrical stimulation of the nerves in the arms or legs. The features looked for
are negative or positive peaks at certain known values, e.g. at 20msec or 300msec.
The main problem with evoked potentials is the presence of noise from, for example,
other sources within the body, recording equipment, or the local environment [1].
Noise can dominate the recorded signal, leading to a very low signal to noise ratio.
There are several difficulties with this noise, one of which is that the spectral
components of the noise overlap the same region as those of the evoked potential.
This means that just applying a bandpass filter will not extract the evoked potential,
and the noise components are often larger than those of the evoked potential.
Ensemble averaging is the most commonly used method of reducing the noise in
evoked potential recordings. The main disadvantage of this method is that to produce a
reasonably noise-free signal, a large number of signals need to be averaged. Collection
of a large number of signals means that signals need to be collected over relatively
long periods of time. Taking a long time to collect the data  may be undesirable for
the subject under going the tests, or even impractical, and variations between signals
can lead to distortion of features in the averaged signal. After ensemble averaging, a
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single bandpass filter is often applied. The aim of this work is to investigate using a
set of bandpass filters to reduce the number of signals that are needed to extract the
evoked potential. The searching abilities of evolutionary algorithms were used to
select appropriate filter parameters and weights.

2. Method

2.1 Equipment And Data
All the signals were recorded on FM tape, using a STORE 4 FM tape recorder

(RACAL Recorders), from spinal recorded evoked potentials in response to
stimulation of the median nerve at the wrist. The data was collected using a Gateway
2000 Pentium P90 computer via an interface card and data acquisition software
(PC30F, Eagle Technology). All the filters and evolutionary algorithms were
developed and implemented in MATLAB (MathWorks, USA). Before being recorded
the signals were passed through a bandpass filter (0.016-750Hz).

Recorded data consisting of 222 responses were collected from the tape. A total of 38
responses were excluded from the experiments as they were found to contain artifacts such
as 'clipping.' Using the remaining 184 recorded responses, two sets of data with 92
responses in each were formed into a test and a training set  These sets are referred to here,
as the recorded data. An average of the 184 recorded responses was used to form a reference
signal which was the target signal that the filters aim to extract. In addition it was
possible to make simulated data by adding noise to this reference signal. Pre-stimulus
recordings, i.e. electrical activity recorded just before stimulation occurred, was the source
of the added noise. This was chosen as it represents electrical activity recorded at the same
site as where the evoked responses were to be recorded and  should therefore contain
similar kinds of electrical activity as the background noise on the evoked response
recordings. This simulated data (target signal + noise) set was split into a training set  (55
responses) and a test set  (56 responses).

2.2 Filter Banks
The arrangement of the filter bank is shown in Figure 1. The signal was passed

through each filter separately. The output of this system was the response produced by a
weighted sum of the individual filter outputs.
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Fig. 1. Modeling the response as a set of x parallel filters

The results shown in this paper are those obtained using 3 filters in the filter bank.
The filters were 4th order Butterworth bandpass filters, implemented using the
MATLAB command FILTFILT. This command produced a zero-phase shift filter,
which means that the filter itself did not produce a phase shift in the signal.
Butterworth filters were selected because of their relatively smooth pass-band.

All the filters were set up randomly so that initially the low frequency cut-off was
within the range 0-200Hz, and the high frequency cut-off was selected to be up to
300Hz higher than the low frequency cut-off. Subaverages (averaging small sets of
signals)  of the input sets were created to reduce the noise level.  Again, the results
shown in this paper are those obtained when 10 responses were used in each sub-
average. The stimulation rate was set at two stimulations per second, so sub-averages
of 10 responses equate to 5 seconds worth of evoked responses. In the training process
every example in the sub-averaged training set was used to measure the fitness of the
'individual' set of filters and weightings in the population of possible solutions. The
mean of all the example fitness values for that individual solution was used. Both
simulated data and recorded data were used to develop and test the filter banks.

2. 3 Evolutionary Algori thm
The filter parameters were encoded as a sequence of floating point numbers on the

chromosomes.  Michalewicz [3] suggests that floating point values are "intuitively
closer to the problem space."

Fi tness  Function.  The fitness function used here was the Mean Squared
Error (MSE) between the results of the evolutionary algorithm and the known target
response.

mse
N
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N
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The error is the difference between the target signal and the test sequence at a point in
time, e(k).

S election and Mutation After the fitness of each of the filter banks has
been  calculated the top quarter of the original population go through to the next
generation unchanged i.e. those with the highest fitness (i.e. lowest MSE values). The
remaining three quarters of the population in the next generation were produced by a
selection process using crossover. The selection process used in this work is the roulette
wheel approach where the higher the fitness of an individual sequence, the greater the
probability that the sequence’s genes will be used in the next  generation. A set of pairs
of random numbers, ranging from 1 to the sum of all portions of roulette wheel, was
used to select the sequences that were the 'parents' of the next  generation. A third random
number was produced that determines where along the sequence the swapping occurs, so
the two original sequences produce two new sequences. A second matrix was formed that
was the same size and shape as the population matrix, and contained values in the range 0
to 1. If the value in the matrix was less than or equal to the mutation rate, then a change
was made to the value in the population matrix at the corresponding position. The value
in the population matrix was altered by up to +/- 12.5% of the current value. The
population size was chosen as 80 and the mutation rate was set at 0.05. The
evolutionary algorithms were all stopped after 200 generations.

3. Results

Figure 2 shows the averaged signal used both as the underlying signal of the
simulated data sets and as the target signal.
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Fig. 2. Target signal



This spinal recording was chosen as it has small but important early components
and much larger later components which were more time invariant. It therefore
combines many of the features that need to be taken into account in the extraction of
the evoked potentials from the background noise.

Five unfiltered sub-averages of simulated test data and the effects of filtering are
shown in Figure 3. The signals have been shifted along the voltage axis to aid the
visual presentation. Three filters were developed using the simulated training set.
Comparing the results of the set of filters and the target signal,  resemblance between
the target signal and these filters can be seen. The most noticeable feature of these
filtered signals is that they have negative peaks at around 50ms and 200ms. Two
positive peaks in the region 100-200ms were also observed. These peaks are present in
the target signal (Figure 2). Later components around 250, 300, 350ms do not appear
in the majority of the signals. At the beginning of the signal, features are not present
or have been 'flattened.'
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Fig. 3. (a) Averages of simulated activity (10 simulated evoked response per average). (b)
The signals in (a) after being passed through a set of filters whose parameters were selected
by an evolutionary algorithm, based on training with a different set of simulated responses.

Recorded evoked potentials were passed through the filters used previously. Figure
4 shows both the unfiltered and filtered responses. As in Figure 3, some of the
features can be seen, but the similarities with the target signal are not as clear as when
the simulated test data were filtered. Figure 5 shows the unfiltered averaged test
recorded data again, but this time the signals are passed through a set of filters
developed using the recorded data training set. In comparison with Figure 4, these are
essentially the same shape but smoother. Table 1 contains the filter parameters and
weightings for both sets of filters. Table 2 contains the minimum, maximum, mean
and standard deviations of the MSE values.



Fig. 4. (a) Averages of recorded activity (10 recorded evoked response per average). (b)
The signals in (a) after being passed through a set of filters whose parameters were selected
by an evolutionary algorithm (same filters as used in figure 3.)

Fig. 5. (a) Averages of recorded activity (10 recorded evoked response per average). (b)
The signals in (a) after being passed through a set of filters whose parameters were selected
by an evolutionary algorithm, based on training with a different set of recorded responses.
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Cut-off
frequencies

(Hz)

fx fx+1 weight

3 filter bank 4.022 26.9667 0.9307
 (simulated) 66.751 576.816 0.2848

133.398 637.093 0.0563

3 filter bank 3.71 18.4259 0.6253
(recorded) 52.788 55.649 0.31

42.545 260.143 0.086

Table 1. Filter parameters selected using the evolutionary approach

min max. mean STD

Training
Data

Test Data 10-3 10-3 10-3 10-3

simulated simulated 0.39 0.81 0.61 0.18
recorded 1.6 5.9 2.7 1.4

recorded simulated 1.0 1.4 1.2 0.2
recorded 0.6 3.8 1.7 1.1

Table 2. Mean Squared Error values for the two filters.

4. Discussion

 Evolutionary algorithms enable less specific assumptions to be made about the
frequency properties of the signal beforehand.  Using an evolutionary algorithm the
algorithm can select cut-off frequencies for the filter, and weights, based on how well
the filtered signal matches the shape of the target signal. A filter bank approach was
selected so that spectral areas that are not important to extracting the evoked potential
are less likely to be included in the filtered result.

A noticeable feature of all the processed responses, whether from simulated or
recorded data, was that features at the beginning of the response were not as large as
they are in the target signal. The reason for this was that these components were small
compared with the rest of the response, and have higher frequency components than
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those in the rest of the response. The dominant features were therefore these larger
components, and this was the feature the algorithms have found. Changes in the larger
low frequency components produced larger changes in MSE than the higher frequency
components of the smaller early components. In Table 1, a list of the cut-off
frequencies of the filter banks developed are given. Common to both set of filters is a
high weighting on low frequencies, which would help to explain why components at
the beginning of the response were smoothed out or reduced. This fits with groups
such as Rossini et al. (1981) [4], who used a bandpass filter with relatively high
frequency parameters (i.e. 150-3000 Hz) to extract short latency components (early
components of the responses). The idea of a bandpass filter to extract these
components does therefore seem relevant. Increasing the number of filters was
investigated, but the results were no better, and so did not justify the extra processing
needed. A reduction in the number of responses per average was tried, but the
combination of the 'noisier' inputs signals and filters produced were not as effective as
those where 10 responses were used.

5. Conclusions

Filtering simulated responses produced better results than filtering recorded
responses (Table 2). This was believed to be due to the simulated response being time
invariant. They were produced by taking the target responses, repeating it several
times, and adding recorded noise. This means that the underlying response was not
changing between the responses. In the recorded data, the underlying response can vary
between the responses. The results of the filter developed using recorded data suggest
that it was better than the filter developed using simulated data, for filtering recorded
data (Table 2), at least for the later components of the signals. An assumption has to
be made about the response that the frequency components were the same throughout
the response, i.e. that it is stationary. A visual inspection of the responses suggests
this is not true, as does the work by various groups using high-pass filtering to
extract short latency components (e.g. Rossini et al. (1981) [4], McCabee et al.
(1983)[2]). A possible way around this problem is to allow the filters to contribute to
the overall final response at different times. These are time-varying filters, and work is
on-going to investigate these.  The effects of using other sets of intraspinal recordings
and scalp recordings are also needed to investigate the effects of variations in
recordings between subjects. A particular problem area is that the later components of
the signals are likely to vary more than the earlier components. It is possible that
other data sets may have signals that vary more than these, but this would also be a
problem for the conventional ensemble average method.
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Abstract. The paper addresses an important and difficult problem of
object recognition in poorly constrained environments and with objects
having large variability. This research uses genetic programming (GP)
to develop automatic object detectors. The task is to detect vehicles in
infrared line scan (IRLS) images gathered by low flying aircraft. This
is a difficult task due to the diversity of vehicles and the environments
in which they can occur, and because images vary with numerous fac-
tors including fly-over, temporal and weather characteristics. A novel
multi-stage approach is presented which addresses automatic feature de-
tection, automatic object segregation, rotation invariance and genera-
lisation across diverse objects whilst discriminating from a myriad of
potential non-objects. The approach does not require imagery to be pre-
processed.

1 Problem Requirements

Airborne reconnaissance by low flying aircraft usually results in vast amounts of
imagery from the aircraft’s on-board sensors. Human analysts use their intuition
and expertise to understand the imagery, but it is not possible for an analyst
to inspect all of the imagery in reasonable time. Therefore, a timely automatic
detector which can bring areas of interest to an analyst’s attention is very at-
tractive. The objective being not to classify objects but rather to bring the most
promising areas in the imagery to the attention of the analyst.

The ultimate aim of this work is to develop automatic vehicle detectors for use
by analysts of infrared line scan (IRLS) imagery. The problem is very challenging
because the images vary with season, time of day, strength of sunlight, terrain,
altitude and bank of the aircraft, and important esoteric reasons, e.g. the sensors
on different aircraft will never be identical. Furthermore, the images are captured
on video tape and suffer from quality degradation if not digitised within the first
few plays. The automatic detector must find all the vehicles in the image without
too many false alarms, it must be fast, and also it should preserve generality for
detection of unusual vehicles and certain suspicious vehicle-like objects.
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2 Staged Genetic Programming

Genetic Programming for image analysis and object detection was pioneered
by Tackett [1]. Investigators [2,3] have consistently expressed concern over the
amount of computing time required to obtain practical results in this area. By
pre-computing statistics of pixel data, Poli [4] both reduced the size of the search
space and the computing time requirement. Other researchers have attempted
to prevent the ‘bloating’ behaviour of GP, but GP’s generality and search power
can be compromised with such an intention.

In [5,6] we have proposed a two-stage Genetic Programming method and
tested it in a hard near real world setting in a very computationally expensive
domain. The two-stage method provided:

– small evolution times with no recourse to ‘parsimony’ or new crossovers;
– very efficient, i.e. fast, object detectors.

A novel multi-stage version is presented in this paper where GP is used to
evolve a number of detectors which are then fused together to produce an overall
object detector. The first stage is a coarse detection which is required to identify
all of the objects in the imagery at the expense of producing many false alarms.
Later stages provide a finer level of detection to reduce the false alarm rate.
Each stage of detection processes irrotational statistics drawn directly from the
imagery - no pre-processing is required. Thus, this work demonstrates additional
uses for the staged evolution method:

– it can automatically discover features for vehicles such that these need not
be prescribed a-priori ;

– it can begin to address the so-called stability-plasticity dilemma [7].

3 Experimental Conditions

The traditional approach of using training, test and validation data sets has not
yet been adopted because this requires a more uniform set of imagery and a
more accurate account of each video tape that the imagery is extracted from.
The problem being that there is no record of how many times these tapes have
been used, and each time a tape set is looked at by an analyst the quality of the
tape in use depreciates to an extent.

In addition, the volume of imagery required to construct comprehensive trai-
ning, validation and test sets was not available at the time of these experiments.
The rationale became to use GP on progressively larger training sets in order to
learn about the likely elements of a solution, e.g. the limitations of the solution
strategies adopted, and the power of the terminals and the functions used, i.e.
the appropriateness of the search bias [8].

Two experiments were carried out. The first involved only four IRLS images
taken from the same aircraft on the same flight and at roughly the same height
and flight bank. The theme of these images was diverse. The second experiment
involved ten IRLS images but at different heights and flight banks.
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Four Samsung Alpha 633MHz machines and four 450MHz Pentium machi-
nes ran many combinations of random seeds for the various stages of Genetic
Programming - c++ code. And other machines were used to study the evolved
detectors, running an application with a Mathematica back-end [9]. This soft-
ware traced the paths taken by detectors, i.e. down the min() and max() nodes
in GP trees, to extract the dominant expressions responsible for the detection.
Those findings will be presented elsewhere.

4 GP Specifications

The steady-state GP parameters used in the experiments were as in Table 1. (α
and β are fitness function variables as described is section 4.3)

Table 1. Genetic Programming settings

Population 10000
Max tree size 1000
Max generations 10
Function nodes + , - , * , % , min() , max()
Terminal nodes integer constants (-128 to 127)

floating-point constants (-0.5 to 0.5)
statistics as described in section 4.1

Kill tournament size 2
Breed tournament size 4
α 1, 2, 3
β 1 to 7

4.1 Statistics

Statistics of pixel information served as the underlying primitives for the GP
trees as with [4,5,6,15]. However, these were defined to be rotationally invariant
statistics based on concentric circles of single pixel thickness as in Figure 1. The
circles were drawn with a diameter in pixels, e.g 11, with statistics defined on the
pixel values in the perimeter. Four types of irrotational statistics were defined
on each circle:

– a perimeter average, Pd,
– a perimeter standard deviation, Sd,
– the number of edges found on the perimeter, Nd,
– an edge distribution measure, Ed.

where the subscript d stands for ‘diameter’. For example, for a diameter of 35
pixels the statistics are: P35, S35, N35 and E35 respectively.
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Fig. 1. Concentric statistics of pixel data

The number of edges was computed by taking the difference between cons-
ecutive pixels on the circle, and comparing against a threshold. An edge was
identified when the difference between consecutive pixels on a given ring ex-
ceeded half the standard deviation of the entire image. The edge distribution
measure Ed was defined as:

Ed =
Nd∑

i=1

(
si

L
)2 (1)

where si is the arc length between the ith and the (i-1)th edges, L is the total arc
length or perimeter, and Nd is the number of edges detected on the perimeter.
If no edges were detected Ed was set to 1.

This choice of statistics must provide the evolutionary process with: (a) an
irrotational character; (b) robustness to high variability in pixel data; and (c)
both angular and radial information.

4.2 Initialisation

Each individual was represented as a tree consisting of functions and terminal
nodes. The population was initialised using the ramped-half-and-half technique
[11] with a maximum initial tree size of 4 nodes.

4.3 Fitness Function

A fitness function was used to evolve all detectors. A ‘hit’ or positive evaluation
by the detector on a vehicle in the ‘truth’ is a ‘true positive’ or TP . A ‘false
alarm’ or positive evaluation by the detector of a non-object is a ‘false positive’
or FP . The fitness function f aimed to maximise TP and to minimise FP :

f =
α TP

α Nv + β FP
− 1 (2)

where Nv is the total number of vehicles in the ‘truth’ and α and β control the
position along the Pareto curve. Higher α to β ratios thus bias detectors to hit
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objects at the expense of yielding false alarms. Although these variables were
not rigorously optimised, they were varied across different evolution runs.

4.4 Genetic Operators

These were standard cross-over and mutation operators (95% cross-over and
5% mutation) using tournament selection. No mating radius restrictions were
applied, i.e. no ‘speciation’ was used - an individual could potentially breed with
any other individual. Whenever the maximum allowed tree size was reached the
shorter side of the swap was selected in crossover.

4.5 Choice of Parameters

Earlier work concluded that detection accuracy increases with population size
[10]. Following this, the population was fixed at 10,000 which was found to give
reasonable computation times.

The number of generations was restricted to 10 due to the computational
expense of evolving for more generations. The average individual size tends to
increase with each generation as has been observed by many, e.g. [12,13,14],
thus the computational demands increase with generation. Furthermore, small
solutions are likely to generalise better and it was thought that 10 generations
was low enough to avoid over-training.

The maximum detector size was limited to 1000 nodes but no other scheme
encouraged small detectors. However, the best detector in a population was found
by ordering the individuals firstly in decreasing fitness and secondly in increasing
size. Therefore the best detector was the smallest of the fittest detectors.

Each GP specification was run with at least 10 different randomiser seeds in
order to ascertain general performance.

5 Training Strategy

In order to give the reader an appreciation of the difficulty of the task, Figure 2
shows a selection of vehicles from some of the IRLS images considered. It serves
to illustrate the variability of vehicle subimages, e.g. some vehicles are colder
than others, some are thermal shadows of vehicles, some appear in perspective
while others are top down views of vehicles. Some vehicles are so bright that
no features are recognisable. Note also that they come in many sizes, and can
be seen at different heights. The vehicles have been aligned in this figure but
they can appear at any angle. Any template matching algorithm would find it
extremely difficult to generalise across these vehicles.

5.1 Definition of a Motorised Vehicle

This work tried to avoid introducing an a-priori answer to the questions: “what
is a car?” or “what is a lorry?” For example, the training points were not focused
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on distinct features of vehicles (e.g. bumpers, windscreens, hot engines, etc.) but
a more generic approach was taken in order to encourage automatic feature de-
tection. The reasons for not training on distinct features are numerous. From an
isolated subimage it is difficult to clearly specify what it is about that subimage
that indicates the presence of a vehicle. In other words, it is very difficult to
define features which distinguish all vehicles from all non-vehicles. The training
scheme would also require the precise locations of characteristic features to be
specified.

Fig. 2. Selection of vehicles from the IRLS images.

Furthermore, the generalisation of features a-priori was undesirable because
this generalisation is inextricably linked to the solution of the problem. Instead
vehicles were simply represented by pixels subjectively placed towards the centre
of each vehicle. A ‘vehicle box’ was centred on each of these points to contain
most of each vehicle. GP was rewarded whenever it produced a detection within
these boxes. An ‘indifference zone’ surrounded each vehicle box which may or
may not have overlapped a vehicle depending on vehicle orientation and size.
GP was neither rewarded nor punished for detections in this zone. The concept
of a vehicle box allowed GP to discover characteristic vehicle points. This was
facilitated by the multi-stage evolutionary process. Upon completion of the first
stage, all detections within vehicle boxes were defined as vehicle points for the
second evolution stage. GP then sacrificed many of these in order to trade off
vehicle detections against fewer false alarms. Vehicle pixels that survived this
process were to be found in parts of the motorised vehicle that GP considered to
best represent the vehicle. Thus GP was able to discover both the characteristic



116 S.C. Roberts and D. Howard

features and their location by generalising across these vehicle subimages. This
procedure thus overcame the need manually specify distinct features of vehicles.

5.2 Standard Training Procedure

The following simple training procedure was a default for the experiments:
1. transform the image using 64.0 for mean and a standard deviation of 16.0.
2. define a ‘truth’ for each image to specify a single vehicle point for each

vehicle.
3. evolve many first detectors using different initial random seeds.
4. select the best first detector from these, i.e. the one that produces the most

hits and the least false alarms over all images.
5. apply the first detector to locate discovered vehicle points (i.e. hits within

vehicle boxes) and false alarms with which to train the second detector.
6. evolve many second detectors using different initial random seeds.
7. select the best second detector, i.e. the one that gives the highest reduction

in false alarms whilst sacrificing the least number of hits.
8. fuse the selected first and second detector to process all images.

6 Experiments Involving Four Images

For this experiment GP trained on four images, shown in Figures 3 and 4, that
contain examples of vehicles in diverse environments. These raw IRLS images
were in no way manipulated other than for a standard aspect ratio correction
which has to do with the nature of the linescan sensor. Figure 3 is image number
1 in Table 2, and those of Figure 4 correspond to images 2, 3 and 4 in Table 2.
From the table note that these were at similar altitude and on the same flight.

6.1 Implementation of the Training Strategy

Detectors process information about a subimage centred on a given point, the-
refore training points need to be selected for each vehicle. Ideally, these points
would allow detectors to discover features which generalise across vehicles and
discriminate from non-vehicles. However, as mentioned in section 5.1 these fea-
tures are not known a-priori.

The selection of training points was restricted by the potential proximity of
vehicles to each other, e.g. note how close the vehicles are in image 2. If training
points had been selected on vehicle perimeters, there would have been a danger
that detectors may not have generalised across proximate and isolated vehicles.
To avoid this, a single training point was centrally positioned on each vehicle.

6.2 Results

Figure 3 shows the results of applying the detectors to image 1. The rate of
detection is high and the false alarm rate is low. Furthermore, as is shown in
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Fig. 3. Results of the two-stage evolution strategy: (left) application of first stage
detector, (right) application of fused first and second stage detectors. White areas
denote positive returns of the detectors. (corresponds to image 1 in Table 2)

Figure 4, this detector is able to identify disparate vehicles such as cars and
lorries, vehicles at different projection, and of different brightness and tone.

For image 1 the detector managed to point to the thermal shadow of a car
parked in a cool area towards the bottom of the image. In that area, the detector
avoided detecting two people standing near these vehicles. Vehicle-like objects
such as what is believed to be a skip at the top-right corner of this image were
correctly flagged as suspicious objects. All three lorries in image 2 were detected
and the large wall in the obstacle course that adjoins the car park was correctly
missed. The detector missed very few vehicles in these first two images.

When the detectors were applied to image 3 they obtained a perfect detection
of a vehicle in an urban situation, including a building with a bright roof, air
vent, sharp edges and corners. Bright areas by the edge of the road were correctly
classified as not being vehicles. Note that the detector settled for pixel areas on
the front and back of the vehicle.

Image 4 was the most difficult image for this detector because:
– the canopy above the vegetation appears as a great number of textured

shapes and edges that can readily be confused with the shapes of vehicles.
– the vehicle in this image is unlike the others in that it contains a different

type of vehicle - a tank - and is of dull tone.
The detectors on image 4 produced a number of false alarms. This, however is
consistent with a scenario likely to contain hidden objects. The image analyst
may spend more effort on such an image. And results for Image 4 in Figure 4
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are misleading because pixels flagged by the detector needed to be shown at
much larger than pixel size. For example, the reader may conclude that image 4
contains eight false alarms and three hits. However, in actuality there is an equal
number of false alarms as hits. It is interesting to note that a simple clustering
method would eliminate those false alarms.

Fig. 4. Results of the fused two-stage detectors. White areas denote positive returns
of the detectors. (from left to right these images correspond to images 2-4 of Table 2)

7 Experiments Involving Ten Images

The vehicle generalisation task becomes more difficult when many images are
considered. This is not only due to the larger variability of vehicle types (e.g.
cars, lorries, etc.) but is also due to variable aircraft altitude and bank, terrain
environment, and atmospheric conditions.

Using the approach of sections 5.2 and 6.1 to process many more images with
a greater variety of characteristics proved disappointing. The best results from
a brief experiment involving 30 evolution runs using different random seeds, hit
approximately two-thirds of the vehicles whilst giving about the same number of
false alarms. Generalising across such a variety of vehicles whilst discriminating
from a greater variety of non-vehicles is clearly too difficult a task.

7.1 Multiple Stages Method

The generalisation task is simplified if the vehicles are segregated such that
only a subset of the vehicles needs to be discriminated from non-vehicles by
a single second detector. Although vehicles can be manually segregated into
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training subsets by their visual characteristics (e.g. by separating bright and
dark vehicles, cars and lorries, etc.), automatic segregation avoids the need to
manually define category boundaries. Automatic segregation is simply achieved
by training a second detector to hit as many vehicles as possible whilst giving
no false alarms. In theory, this detector should hit the most common vehicles
which are most easily distinguishable from non-vehicles. These vehicles are then
omitted from the training set and another second detector is evolved to hit the
residual vehicles, whilst again giving no false alarms. Continuing this procedure
should give multiple second detectors which specialise in hitting different types
of vehicle. These second detectors can then be combined with OR and fused to
the first detector using AND.

This approach is beneficial with regard to the so-called stability-plasticity
dilemma [7]. To solve this dilemma a pattern-recognition system must be adap-
tive to changes in the input whilst previously encoded patterns must be stable
against these changes. For example, a system which can detect vehicles from an
industrial environment should be able to be adapted to detect vehicles from a
rural environment without losing the ability to detect the industrial vehicles.
In other words, it is desirable for a detection system to perform incremental
learning where old pattern-encodings are retained even when new patterns are
learned. Evolving a new second detector to process a new type of vehicle gives
the system the ability to perform incremental learning, providing that the new
vehicles can be generalised by the first detector.

A potential disadvantage with this technique is a reduction in detection speed
on test images due to the need to apply multiple second detectors. However, as
the generalisation task for a given second detector is simplified, smaller second
detectors should be produced. The best results on ten images using the former
approach were produced by detectors with a size of about 400 nodes, whereas
the multiple-second-detector approach often produced much smaller detectors.
Furthermore, fusing the second detectors using OR avoids the need to apply all
second detectors to every subimage.

Table 2. Details of imagery

image type altitude (ft) bank total vehicles flight
1 industrial 296 1R 29 A
2 car park 300 1R 43 A
3 industrial 300 1R 1 A
4 forest 288 0 1 A
5 rural 612 71L 9 A
6 rural 608 71L 3 A
7 residential 456 0 1 A
8 rural 612 72L 3 A
9 residential 460 9L 1 B
10 rural 604 71L 1 A
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Fig. 5. Large outer ring and coverage of vehicles (left); multiple training points along
a line for the first GP stage (right).

7.2 Implementation of the Training Strategy

The selection of a single training point per vehicle proved insufficient. In order to
provide more training data whilst avoiding difficulties arising from the proximity
of vehicles, multiple training points were used for each vehicle such that the
points fell on a straight line with the same orientation as the vehicle, as shown
in Figure 5. It was ensured that all points on the line were sufficiently distant
from the vehicle edges.

It was deemed that shape information was important for vehicle detection.
Whilst there was no statistic which explicitly specified vehicle shape, it was
thought that shape information could be extracted if the diameter of the outer
ring were greater than the typical vehicle width. However, if the outer ring were
excessive it could overlap neighbouring vehicles. Preliminary experiments proved
the importance of large outer rings by comparing the results obtained from using
an outer ring with a diameter equal to a typical vehicle width, and using an outer
ring which clearly exceeded this width.

This experiment highlighted the importance of shape information and ve-
rified that shape was primarily captured by the statistics of the outer ring.
The ring diameters clearly provide vehicle size information. The training images
corresponded to different altitudes hence ring diameters were linearly scaled ac-
cording to altitude. For example, the diameters 11, 23, 33 and 45 corresponded
to 300 feet, thus scaling to 5, 11, 17, and 23 for 600 feet. The coverage of vehicles
by the rings is also shown in Figure 6.

7.3 Results

The overall results for all runs are summarised Table 3. ‘Hits’ is TP or the
number of or detected vehicles and ‘FAs’ is FP or number of false alarms from
all images. FOM is the ‘figure of merit’ which is equivalent to equation (2) but
with α = β = 1. For the evolution of first detectors using different randomiser
seeds and α values, β was fixed at 1. Coverage is the average number of hit
points per vehicle. Each column gives the average and standard deviation (in
brackets) across all seeds.
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Table 3. Summary of evolution: detector 1 (top); detector 2i (centre left) ; detector
2ii (centre right); detector 2iii (bottom) for different random seeds, α or β.

α Hits FAs FOM Coverage
1 90 (1) 7298 (2480) .0137 (.0049) 85 (14)
2 91 (1) 10622 (3052) .0095 (.0039) 103 (22)
3 91 (1) 13260 (4480) .0078 (.0032) 115 (26)

1

β Hits FAs FOM β Hits FAs FOM
4 42 (4) 8 (3) .4201 (.0379) 1 73 (4) 37 (12) 0.5647 (.0248)
5 37 (3) 4 (3) .3868 (.0315) 2 67 (2) 22 (6) 0.5881 (.0093)
6 37 (6) 4 (2) .3841 (.0625) 3 67 (3) 18 (6) 0.5994 (.0137)
7 35 (4) 3 (1) .3672 (.0410) 4 63 (1) 13 (1) 0.5921 (.0117)

2i,2ii

β Hits FAs FOM
1 82 (2) 32 (3) .6523 (.0032)

2iii

For the evolution of 2i detectors using different randomiser seeds and β va-
lues, α was fixed at 1. The best first detectors were deemed to be those that hit
all vehicles with fair coverage and had relatively low false alarm rates. A number
of detectors satisfied this requirement, mostly corresponding to α = 2. For the
evolution of 2ii detectors using different randomiser seeds and β values, α was
fixed at 1. For the evolution of 2iii detectors using different randomiser seeds,
both α and β were fixed at 1. All four of these tables show a general insensitivity
to randomiser seed and a clear trend for the number of hits and false alarms to
increase with the α to β ratio, as expected. Figure 6 shows that the individual
second detectors identified particular features of the vehicle, to some degree the
staged evolution method behaves as an automatic feature detector. It appears
that the 2i detector is processing internal vehicle edges and is sensitive to vehicle
width; 2ii follows external edges; 2iii detects bright areas.

Figure 7 shows that two vehicles were missed in image 1 because they are
located close to the image edges, thus, preventing a sub-image being centred
on the vehicles. Image 9 picks up more false alarms that most images perhaps
because it is from a different flight. It is interesting to note that the two false
alarms to the left of this image are centred on an area with a width equal to
that of a typical vehicle.

Figure 8 combines images 5 and 8 and can be considered to represent the
average performace that can be expected of the detectors developed to date.

8 Conclusions

The techniques have potential but a better understood and consistent set of ima-
gery is required to advance this work. Vehicle shape is insufficiently represented
by the current statistics. Further work could improve the statistics in this regard
by relating information from multiple rings centred on different points. However,
the scheme must generalise across proximate and isolated vehicles.
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Fig. 6. Some vehicles from Image 2. From top to bottom: 1st, 2i, 2ii, 2iii, 1st AND (2i
OR 2ii OR 2iii). Note how different second detectors target different features of cars.
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Fig. 7. Fusion of 1st AND ( 2i OR 2ii OR 2iii ) detectors; image 4 (top left); image 7
(top right); image 9 (bottom left); image 1 (bottom right)
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Fig. 8. Expected performance. Most cars and lorries are detected with a few misses
and false alarms (from images 5 and 8). Note that the content of IRLS images can be
unclear even to the trained eye. The linescan and line replication of IRLS images for
aspect ratio correction are just visible at this level of magnification.
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7. Carpenter G. A. and Grossberg S.: The adaptive resonance theory of adaptive pat-
tern recognition by a self-organizing neural network. IEEE Computer, 77-88, (1988).

8. Tom M. Mitchell. Machine Learning. McGraw-Hill International, 1997. ISBN 0-07-
042807-7.

9. Mathematica v.3.0 software: c©1996 Wolfram Research, Inc.
10. Roberts S.C., Howard D., Brankin R.: Genetic evolution of automatic ship detec-

tion in SAR imagery. DERA Malvern report DERA/CIS/SEC/TR980323, (1998).
11. Koza J.R.: Genetic Programming. Cambridge, MA: The MIT Press, 1992.
12. Langdon W.B. and Poli R.: Fitness Causes Bloat: Mutation. In Proceedings of the

First European Workshop on Genetic Programming, pp 37-48, (1998).
13. Rosca, J. P.: Generalty versus size in Genetic Programming. In Koza, John R.,

Goldberg, David E., Fogel, David B., and Riolo, Rick L. (editors). Genetic Program-
ming 1996: Proceedings of the First Annual Conference, pp 381-387. Cambridge,
MA: The MIT Press.

14. Soule T. and Foster J.A.: Code size and depth flows in genetic programming. In
Koza, Deb, Dorigo, Fogel, Garzon, Iba and Riolo (editors). Genetic Programming
1997: Proceedings of the Second Annual Conference, pp 313-320.

15. Target detection in SAR imagery by genetic programming, D. Howard, S. C.
Roberts, R. Brankin, Genetic Programming 1998: Late Breaking Papers, pp 67-
75, (1998).



Genetic Programming for Channel Equalisation
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Abstract In this paper we investigate the application of a combined
Genetic Programming - Simulated Annealing (GP-SA) solution to a clas-
sical signal processing problem which arises in communications systems.
This is the so called channel equalisation problem where the task is to
construct a system which adaptively compenstates for imperfections in
the path from the transmitter to the receiver. Our primary interest is to
examine the recosntruction of binary data sequences transmitted through
distorting channels. We measure the performance of a generic GP-SA
equaliser and compare it to that of standard methods commonly used
in real systems. In particular, we consider special cases which are known
to be difficult for the existing methods, such as non-linear and partial
response channels. Our results show that the GP-SA method generally
offers superior signal restoration but at the expense of computational
effort.

1 Introduction

In previous work [3, 4], the authors have described a variant of Genetic Pro-
gramming (GP) [10] that is well suited to applications in the signal processing
domain. This approach uses GP to adapt the structure of a signal-flow graph
in conjunction with gain parameters that are optimised by Simulated Anneal-
ing (SA). This technique is particularly powerful in that it enables simultaneous
adaptation of both the structure and the parameters of a signal processing sys-
tem. This is in contrast to classical adaptive signal processing systems where
the system structure is chosen a priori. Although fixed system structures are
adequate in many applications, there are equally many applications where an
adaptive structure has the potential for better performance - especially when the
operating environment is unknown and hence an optimal structure cannot be
determined. Furthermore, a large class of signal processing systems employ con-
trol algorithms that only work with certain types of structure (e.g. linear filters).
It is generally difficult to extend these control algorithms to structures known
to offer better performance (e.g. non-linear filters). Hence, the opportunity for
flexible structure adaptation is appealing.
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Figure1. The Channel Equalisation System.

The objective of this paper is to present experimental results comparing the
GP-SA approach with some standard fixed-structure adaptive systems applied
to the classical problem of channel equalisation. This extends previous work in
this area and complements that of other authors who have proposed alternative
solutions based on neural networks (which are still fixed structure, but have
larger operating domains).

The paper is structured as follows. Sect. 2 briefly describes the channel equal-
isation problem and some of the existing solutions. In Sect. 3 we describe three
special cases that have been addressed by other authors, pointing out the why
they are difficult to solve by conventional techniques, thus justifying the GP-SA
approach. In Sects. 4, 5 and 6 we describe the experiments and present results
comparing GP-SA to the classical solutions for these three special cases. The
results are collated and summarised in Sect. 7, and general conclusions are given
in Sect. 8.

2 Background on Channel Equalisation

In a communications system, the original transmitted signal is modified by the
characteristics of the propagation medium (the channel) as it travels to the re-
ceiver. Effects such as multipath, bandwidth limitations, non-linearities and so
on all contribute to making the received data different to that which was trans-
mitted. The aim of channel equalisation [16, p. 636][8, p. 217] is to compensate
for the channel’s imperfections and recover the original data.

Figure 1 shows a block diagram of a generic communications system and
the usual form of the equaliser. The basic problem is complicated by the fact
that the channel’s characteristics are unknown (and possibly time-varying). A
common approach uses a training period where a known signal is sent into the
channel. The output of the equaliser can be compared to this reference to assess
its performance. A feedback signal then adjusts the equaliser in an adaptive
loop. Once the training process is finished, the transmission of the data begins.
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At this stage some form of test signal can be transmitted, in order to measure
the performance of the equaliser and the success of the training.

2.1 Linear equalisation

A simple and widely used method of equalisation is based on linear systems
theory. This approach is attractive as it is fairly easy to develop an adaptive
control algorithm for adjusting the parameters of the equalising filter. The con-
trol objective is to minimise a cost function such as a measure of the difference
between the transmitted and equalised signals. The approach is tractable if the
cost function is diferentiatable in the equaliser’s parameters. A popular choice
is the mean squared error (MSE).

Let the error signal {εk} be the difference between some desired response
{dk} and the actual filter output, {yn}.

εn = yn − dn (1)

The MSE is defined as

MSE = E(ε2k) (2)

where E(·) is the mathematical expectation.
From Fig. 1, note that that optimum equaliser has a transfer function H(z)

which is the inverse of C(z), i.e.

H(z) =
1

C(z)
(3)

This is referred to as inverse filtering.
If the channel impulse response is modelled as an Auto Regressive (AR)

process, the effective transfer function of the channel is

C(z) =
1

b0 + b1 · z−1 + b2 · z−2 · · · + bn · z−n
(4)

In this case the appropriate equaliser is a finite impulse response (FIR) filter
as follows

H(z) = b0 + b1 · z−1 + b2 · z−2 · · · + bn · z−n (5)

A widely used method for adapting the coefficients {bi} for this class of
problems is the recursive least squares (RLS) algorithm.

When the channel is better modelled as a moving average (MA) or, more
generally, as an auto regresive moving average (ARMA) system, an equaliser
such as the one given in Eqn 5 may not be sufficient, even for high values of
n. In such cases, an infinite impulse response (IIR) equaliser may be employed,
such as the one given by Eqn 6

H(z) =
b0 + b1 · z−1 + b2 · z−2 · · · bn · z−n

a0 + a1 · z−1 + a2 · z−2 · · ·am · z−m
(6)
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Despite providing reduced computational complexity, IIR equalisers have
been traditionally less employed because the two fundamental approaches to
the adaptation of the coefficients ai and bj present major problems [17]. They
can lead to biased estimates of the coefficients or converge to a local minimum of
the error surface (which is not quadratic and may have multiple local minima),
resulting in an incorrect estimate of the coefficients. A trade-off must be found
between the two. Furthermore, an added problem is guaranteeing the stability
of H(z) during the adaptation process.

Recently other approaches have been employed to address these problems,
such as Evolutionary Programming (EP) [1], Genetic Algorithms (GAs) [5, 11]
and Simulated Annealing [14].

As can be deduced from Eqns 3 to 6, inverse filtering with FIR and IIR
equalisers is dependent on the channel being linear (with transfer function C(z))
and its inverse H(z) being realisable (for instance, H(z) must be the transfer
function of a stable system). Additional problems of linear equalisers have been
reported in [9].

2.2 Nonlinear equalisation

In other situations the channel C will have nonlinear distortion. Such channels
are found, for example, in data transmission over digital satellite links, especially
when the signal amplifiers operate near their high gain limits [9]. If the distortion
is severe, linear equalisers perform poorly. Nonlinear equalisers must then be
employed but, in general, the mathematical treatment of such models is complex.

An alternative has been found in neural networks. Neural networks, such as
multilayer perceptrons (MLPs) and Radial Basis Function (RBF) networks have
been applied to channel equalisation. This is done at the expense of turning the
equalisation problem into a classification one: the transmitted data are assumed
to be symbols belonging to some finite alphabet and the network, acting as a
classifier, must determine which symbol was transmitted.

One important drawback of NNs lies in the determination of the structure:
there exists no established procedure for determining the number of layers and
nodes [12].

The second main problem of MLPs and RBF networks is their being feedfor-
ward structures. When nonlinearity is the main impairment, feedforward NNs
perform well. This is the case of the examples reported in [2, 7, 18]. It was shown
how, for the high levels of noise involved in these examples, nonlinear classifiers
were required.1

However, for higher values of the signal to noise ratio (SNR) (as should be ex-
pected in a telephone channel, for instance) the need for nonlinear compensation
is balanced or overcome by the need for recurrence, or feedback.

To be able to cater for this, feedforward NNs require a large number of nodes,
which increases their complexity. This hinders the study of their behaviour, as

1 As pointed out above, these constitute cases of the detection problem, rather than
equalisation.
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well as their hardware implementation, which prevents their use in real time
applications [13].

More recently, equalisation with recurrent neural networks (RNNs) has also
been reported in the literature [9, 15]. Their less wide spread use is due to the
complexity of the training algorithm, which may become unstable.

RNNs have the advantage of being more compact than their feedforward
counterparts, but the issue of determining the structure remains.

2.3 A new approach

In view of all the problems involved in linear and nonlinear equalisation methods,
it is desirable to find an equalisation technique that allows for adaptation of the
structure, while catering at the same time for recurrence and nonlinearity.

Thus, taking into account the properties of Genetic Programming [10] and
the tree representation described in previous work by the authors [3, 4], the scene
is set for addressing the channel equalisation problem with GP.

3 Overview

The examples discussed here are cases for which it has been shown [2, 7, 6, 18]
that nonlinear equalisation techniques can provide better results than linear
ones. The unknown channel to equalise will be:

– a linear channel with high levels of noise.

– a linear partial response channel.

– a nonlinear channel.

The results yielded by the proposed method will be compared to those ob-
tained by training a 19th order FIR equaliser with the RLS algorithm, as done
by [9].

The set up for the experiments is as follows. A training signal consisting of
a 250 bit pseudo random binary signal (PRBS), applied at a rate of one bit
per sample, is used to train both a FIR-RLS and a GP+SA equalisers. For the
latter, the first 50 samples are rejected as transient in the calculation of the
fitness during the evolution process.

After adaptation, a further 100100 samples of a signal of the same noise
realisation are processed by both filters and the bit-error rate (BER)2 calculated
(rejecting the first 100 samples in both cases).

For the settings of the GP and SA algorithms the reader is referred to Table
4 and [3, 4].

2 The BER is defined as the number of incorrectly classified bits divided by the total
number of transmitted bits
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Table1. Values of the bit-error rate obtained by equalisers for the channel H(z) =
1 + 0.7z−1 over 30 runs.

average BER minimum BER
SNR(dB) FIR-RLS GP+SA FIR-RLS GP+SA
2.5 0.126724 0.129697 0.11284 0.10519
5 0.071622 0.082892 0.06121 0.05491
7.5 0.033807 0.034803 0.02731 0.01299
10 0.009246 0.014868 0.00653 0.00120

4 Linear channel with high noise

Let us consider the linear minimum phase channel described by the transfer
function

H(z) = 1 + 0.7z−1 (7)

In the low noise situation it is possible to find an equaliser for this channel
to any specified accuracy by employing a FIR filter of sufficient order. When
the noise is high, however (i.e. the signal to noise ratio, SNR, is lower than
10 dB) the phenomenon of noise enhancement appears, which means that any
increase in order results in a decrease in efficiency of the equaliser [7]. It is
therefore interesting to try and find low order equalisers which employ some
form of nonlinearity.

Results for different values of the SNR are given in Table 1 and shown graph-
ically in Fig 2. Average and minimum values of the BER for 30 runs (per point)
are presented, showing that the GP+SA method can obtain lower minimum
values than the FIR-RLS, especially for values of the SNR of 7.5 and 10 dB.

For values of the SNR below these the noise is too high for the equalisation
method to make a significant difference. For values above, both methods give
consistently BERs of zero. In these cases it is interesting to note that several
GP+SA equalisers yielded a fitness of 1 (i.e. MSE = 0), while this was never
achieved by any of the FIR-RLS equalisers.

5 Partial response channel

The transfer function of partial response channels has zeros on the unit circle.
Such channels are frequently encountered in magnetic recording [9] and since
the inverse of the channel is undefined, there exists no linear filter that would
sufficiently equalise them. Therefore nonlinear methods have to be used to re-
construct the originally transmitted signal.

Following [9] the channel employed in the experiments had a double zero on
the unit circle, its transfer function being

H(z) = 1 − 2 · z−1 + z−2 (8)
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Figure2. Average and minimum values of the BER for linear channel (30 runs per
point)

Table2. Values of the bit-error rate obtained by equalisers for the partial response
channel H(z) = 1 − 2 · z−1 + z−2 over 30 runs.

average BER minimum BER
SNR(dB) RLS GP+SA RLS GP+SA

10 0.07537 0.10266 0.06197 0.0014

12.5 0.06866 0.09047 0.05944 0

15 0.05895 0.08109 0.04295 0

17.5 0.05135 0.11199 0.04356 0

20 0.04471 0.07155 0.03426 0

22.5 0.03498 0.06836 0.02914 0

∞ 0.00623 0.07644 0.00515 0

The performance of the proposed method was compared to that of the RLS
algorithm, first for the noiseless case and then for different realisations of the
signal to noise ratio. Thirty runs were performed in all cases and the values of
the bit-error rate obtained are given in Table 2.

A t-test was used to compare the two methods in the absence of noise showing
that the average BER of the solutions was lower for the RLS algorithm. However,
none of the RLS solutions obtained a BER of zero, while, on the other hand,
this was achieved by a number of the GP+SA solutions.

One of the solutions obtained by the proposed method is shown in Fig 3(b).

6 Nonlinear channel

Nonlinear channels are the obvious cases to tackle with nonlinear equalisation
techniques. The channel used in the experiments follows the model shown in [9,
2] and is given by Eqns 9 and 10.
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ỹn = 0.3482xn + 0.8704xn−1 + 0.3482xn−2 (9)

ŷn = ỹn + 0.2 · ỹ2
n (10)

The channel output, ŷ , is further corrupted by the addition of white Gaussian
noise.

The experimental procedure is as explained for the linear channel, with the
same GP and SA settings. The values of the bit-error-rate obtained are given in
Table 3 and displayed graphically in Fig 5. From it we can conclude that GP
equalisers outperform linear equalisers trained by the RLS algorithm, both on
the average and the minimum values.

An example of a solution obtained by the proposed method is given in Fig
6. This tree was obtained with a training signal whose SNR was 15 dB. Other
solutions obtained for various SNR realisations had a similar structure.

7 Comparison

A comparison with the results obtained by [9] and [15] is attempted here. Such
a task is not easy, due to the difficulty in obtaining reliable measures from pub-
lished results. Furthermore, the methods employed by these authors are based
on a different philosophy than that of the GP+SA method presented here.
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Figure4. Average and minimum values of the BER for partial response channel (30
runs per point). Note that the scale for the minimum BER plot is linear and not
logaritmic, as is customary, so as to be able to show values of zero

Table3. Values of the bit-error rate obtained by equalisers for the nonlinear channel
given by Eqns 9 and 10.

average BER minimum BER
SNR(dB) RLS GP+SA RLS GP+SA

5 0.153082 0.131444 0.13183 0.12431

7.5 0.111524 0.093784 0.09914 0.08232

10 0.084465 0.064212 0.06722 0.04311

12.5 0.055214 0.044546 0.04454 0.01466

15 0.039135 0.026311 0.02155 0.00349

17.5 0.028946 0.016541 0.01095 0.00025

The minimum BER results achieved by the proposed method were consis-
tently lower that the average values obtained by [9] and minimum values of [15]
for the linear and partial response channels, and similar for the nonlinear one.

However, the average results only outperformed those of [9] for the high noise
cases (SNR ≤ 7.5 dB) of the linear channel.

This is consistent with our expectation. Further adjustments in the method
are needed to achieve optimal performance in these problems.

8 Conclusions

Previous work by the authors showed the possiblity of using node gain GP+SA
for channel equalisation. This work has addressed the performace issues involved.
We compared GP+SA equalisers to those obtained by classical techniques and
also to results provided in the equalisation literature. Our results, which have
been obtained for three classical examples, show that the performance of node
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Figure5. Average and minimum values of the BER for the channel H(z) = 0.3482 +
0.8704z−1 + 0.3482z−2 with nonlinear gain d2 = 0.2. Results obtained by GP+SA and
RLS equalisers over 30 runs (per point).

gain GP+SA is variable but we observed that in many cases the proposed method
provided much better performance.

The main drawback of GP+SA when compared to the RLS algorithm is its
computational expense. We have not been able to compare it with that of neural
network-based methods due to the lack of data available. In any case computa-
tional expense is only an issue in certain applications, such as communications;
other applications of equalisation do not have such time constraints and GP+SA
could be successfully applied in those cases. Furthermore it must be pointed out
that techniques that are widely employed nowadays, such as the RLS algorithm,
were regarded as impractically time-consuming in their early days.
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Table4. GP and SA set up for equalisation experiments

Genetic Program Settings

Function set + - * / +1 -1 *2 /2 1 Z

PSH NL0. . . NL255

Terminal set X0. . . X3 Y1 Y2 C0. . . C255 STK0. . . STK4

β limits for NL nodes βhi = 10 βlo = 0.1

Nodes with Gain X Y STK C NL

Population size 500

Mutation probability 0.01

Size restrictions at creation: maximum depth = 4
at crossover: maximum length = 25

Fitness function 1
1+MSE

0 ≤ f ≤ 1

Input signal (X)
output of the channel when fed with a
Pseudo-Random Binary Signal (PRBS)

Reference signal the same PRBS delayed by one sample

Number of training samples

250
550 (partial response channel, noiseless only)

the first 50 are not considered for fitness cal-

culation.

Number of runs 30

Termination criterion for each run
30 minutes of CPU time
60 min (partial response channel, noiseless

only)

Number of test samples
100100
the first 100 are not considered for fitness cal-

culation.

Simulated Annealing Settings

Perturbation Distribution Cauchy C(0, 1)

Starting Temperature (T0) 1.5
Cooling Schedule
(temperature variation law)

Inverse linear in n: T = T0
n+1

Scale perturbation by 0.2

Annealing Iterations (n) 100

Trials per temperature 5

PSH: push node’s input value to a stack, return same.
NLn: implements the sigmoid function, or tanh

�
β
2

�
with n an integer in the range [0,

nmax] and β = nβmax−βmin
nmax

+ βmin.
XN: system input delayed by N samples; YN: system output delayed by N samples.
STKn: retrieve nth position of the stack.
The 256 entries in the constant table are chosen at random uniformly within the
interval [-1,1].
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Abstract. This paper introduces a new method of performing mutation in a real-
coded Genetic Algorithm (GA), a method driven by Principal Component
Analysis (PCA). We present empirical results which show that our mutation
operator attains higher levels of diversity in the search space, as compared to
other mutation operators, meaning that by employing our mutation operator we
maintain diverse populations that increase the chances of finding better
solutions during evolution of the GA. The performances of the real-coded GA
with PCA-mutation were checked on the problem of designing IIR filters by
Deczky method, which is a well known direct design method of IIR filters.
Results obtained show that our PCA-mutation GA has been more successful in
keeping diverse populations during search, the consequence being the finding of
better solutions to the filter design problem, compared to solutions found using
GA with classical mutation operators.

1   Introduction

Genetic Algorithms (GAs) are strategies that mimic the evolution of populations of
individuals, and as their natural counterparts, GAs behave according to the principle
“Survival of the fittest will win”. GAs have been applied in solving various problems
including difficult optimization tasks where the function to be optimized is highly
multimodal, nonlinear, with no gradient information available. Many technical design
problems may fall into the “difficult optimization task” paradigm, such as adaptive IIR
filter design, robust control, optimal path planning in robotics, pattern recognition,
circuit layout and general optimal engineering design, as well as applications in
scheduling, time-tabling and in economics. GAs may yield interesting insights into
biological behavior of natural organisms, thus enlarging the spectrum of applicability.

GAs are complex evolving systems, and since their first theoretical motivations
made by Holland in [4], there was an increasing strive to bring together various
theoretical considerations concerning the way GAs work. In his seminal work [4],
Holland explained how GAs process information by applying simple genetic
operations, such as selection, crossover, mutation and inversion to a population of
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chromosomes. He named the information blocks processed by GAs, schemata and he
showed through the Schema Theorem, that high performance schemata tend to spread
exponentially into the population (performance or fitness of a schema, or
chromosome, being defined with respect to the function to be optimized by the GA).
Therefore, the optimal chromosome (solution of the optimization problem) consists of
such performant schemata. Later, Goldberg in [1] advanced the Building Block
Hypothesis, which states that a GA seeks near-optimal performance through
juxtaposition of short length and low order, performant schemata, called building
blocks. However, many classical theoretical results, have been questioned by recent
advances in GA theory, and we will briefly mention the investigation of the Building
Block Hypothesis’ validity in [11]. Most of the theoretical work done so far, concerns
the variants of GAs with binary coded chromosomes, or binary-coded GAs. However,
in practice, real-coded GAs, that are GAs for which genes in the chromosomes are
coded as real variables, have proven to perform quite well in many applications.
Goldberg, in [2], talks about the “paradox of real codings”  saying that “theoreticians
have wondered why practitioners have paid so little heed to the [classical, binary-
coded GA] theory, and practitioners have wondered why the theory seems so unable to
come to terms with their findings [concerning real-coded GAs]”.

In this paper we will focus on real-coded GAs which, as previously mentioned,
perform very well in many applications. In the remainder of this paper we will
introduce a new mutation operator based on Principal Component Analysis (PCA-
mutation) and we will check that a PCA-mutation real-coded GA performs better than
real-coded GAs with other mutation operators, on a digital filter design test problem.
Specifically, the test problem is a IIR filter design problem by Deczky method.
Results obtained support our initial claim that PCA-mutation searches in a more
thorough manner than classical real-coded GA mutation operators: Uniform and Non-
Uniform mutation operators.

2   Outline of Real-Coded GAs

Real-coded GAs employ a population x of N chromosomes, each chromosome having
l genes (usually, N and l are fixed), with:

[ ]x = x x x N
T

1 2, ,,K
(1)

where x x x xi i i il= [ , , , ],1 2 K ∀ =i N1K  denotes a chromosome in the population with
real-coded genes x lb ubij j j∈[ , ]  with lb ubj j, ,∈ℜ ∀ = =i N j l1 1K K, .

The bounds on the genes' values (lower bound lb j  and upper bound ubj ) are taken
equal to the bounds of the parameters of the problem to be optimized. The main
genetic operations in a real-coded GA are the same as those in a binary-coded GA.
Thus, we have a selection mechanism that picks the highly fitted chromosomes into
the mating pool. The individuals in the mating pool, are then recombined by applying
crossover and mutation. The selection mechanism is the same as in the binary-coded



140 C. Munteanu and V. Lazarescu

GA case. We may employ any selection scheme valid for binary-coded GAs, such as:
proportional selection, rank-based selection, tournament selection, elitist mechanisms,
etc. The remaining genetic operations (i.e. crossover and mutation), differ from their
binary-coded counterparts, because they have to operate on real valued genes, but they
are similar in spirit with the classical binary-coded operators [5, 6].

The main crossover operators are:

1. Simple crossover: defined in the usual, binary-coded chromosome’s way, that
randomly picks two parents from the mating pool and exchanges genetic
information between one random split point in the chromosomes.

2. Arithmetical crossover: defined as a linear combination of two chromosomes seen
as vectors:  Let x p

1 , x p
2  be two parents in the mating pool. The offspring after

recombination are calculated as:

( ) ( )x a x a x x a x a xo p p o p p
1 1 2 2 1 21 1= ⋅ + − ⋅ = − ⋅ + ⋅, (2)

with a a random value in [0, 1].
3. Heuristic crossover: defined as a linear extrapolation of the two parents based on

fitness value. Let x p
1 , x p

2  be two parents in the mating pool, with fitness
f x f xp p( ) ( )1 2≥  in a maximization problem. The offspring are calculated as:

( )x x a x x x xo p p p o p
1 1 1 2 2 1= + ⋅ − =, (3)

with a a random number in [0, 1]. The offspring have to be feasible with respect to
their genes’ values: x lb ub iij

o
j j∈ ∀ ∈[ , ], { , },1 2 j l= 1K . If not feasible, the offspring

are regenerated following the same rule given in (2), with another randomly picked
constant a.

The main mutation operators are:

1. Uniform mutation: which randomly selects one gene xij  and sets its value equal to a
uniform random number in [ , ].lb ubj j

2. NonUniform mutation: which randomly selects one gene xij  and sets its value
according to the following rule:

( ) ( )
( ) ( )

x
x ub x t a

x x lb t a
ij
o ij j ij

ij ij j

=
+ − ⋅ <

− + ⋅ ≥







Γ

Γ

if 

if 

1

1

0 5

0 5

.

.

(4)

where Γ( ) ( ( ))t a t t b= −2 1 max with a1  and a2  two random numbers in [0, 1], b a
constant parameter, t the generation number, tmax  the maximum run time.

Real-coded GAs have been seldom studied by GAs theoreticians, mainly because
small alphabets, that are used to code genes in a chromosome, maximize the number
of schemata available for genetic processing [1]. Therefore, a small alphabet (e.g.
binary) would be the best choice, while an infinite alphabet as in the real-coding
scheme, would be the worst choice. Real-coded GAs have been successfully applied in
many practical tasks for a number of reasons, such as: their suitable coding scheme
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(one parameter represents one gene), the avoidance of Hamming cliffs and other
artifacts of mutation acting on bit strings treated as unsigned binary integers, their
fewer generations to population conformity [2]. Goldberg in his study [2] develops a
theory of virtual alphabets for real-coded GAs. Virtual alphabets may be roughly
defined as slices in the search space for which the fitness function has above average
values. These finite number virtual alphabets are the information processing units of
the real-coded GAs in the same way schemata are the basic building blocks of a
binary-coded GA search mechanism. Goldberg also identifies some problems, related
to premature convergence of the real-coded GAs and blocking. The latter phenomenon
is similar to deception in a binary-coded GA, in that virtual alphabets already
discovered and combined during evolution, prevent from further improvement of the
best solution found, the GA being lead away from the actual global optimum. To
avoid blocking and premature convergence, new genetic operators have to be
designed, operators that maintain genetic diversity in the population at a suitable high
level, knowing that premature convergence or convergence in a general sense, means
high conformity of the individuals in the population. From this theoretical point of
view, seeking more effective mutation operators, that avoid loss of diversity, makes
sense. We adopt this approach in the next section, by introducing a new mutation
operator, that is the PCA-mutation.

3   Principal Component Analysis and PCA-Mutation

Principal Component Analysis (PCA) has been used recently in Evolutionary
Algorithms, specifically in Evolutionary Strategies (ESs), by Hansen and Ostermeier
to adapt the mutation distribution [3]. Their Covariance Matrix Adaptation algorithm
(CMA) was designed to achieve a generalized step size control scheme for the
mutation operator in ESs. Our approach to PCA utilization with Evolutionary
Algorithms is entirely different from theirs, both in terms of implementation details
(our PCA-based mutation operator acts on a GA rather than an ES) and most
important in terms of the goals we seek. While Hansen and Ostermeier’s CMA
strategy seeks to better adapt to the search space, increasing the exploiting power of
mutation in ESs [3], our PCA-based mutation operator seeks to increase the
exploratory effect of mutation in real-coded GAs.

Principal Component Analysis (PCA) is a well known statistical technique that has
been widely used in data analysis and compression. The goal of the method is the
compression of a high-dimensional input data into a lower dimensional space, without
loss of relevant information. The input data set x = [ , , , ]x x xN

T
1 2 K  with

x x x xi i i il= [ , , , ],1 2 K ∀ =i N1K  may be viewed as a cloud of N points in the l-
dimensional Euclidean space, centered around the mean E(x). To capture the main
features of the data set, PCA is looking for directions along which the dispersion or
variance of the point cloud is maximal. These “principal” directions form a subspace
of lower than l dimension, and the projection of the data x onto the respective
subspace will yield a transformation similar to compression, that minimizes the loss of
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information according to the Minimum Mean Square Error criterion. Before
proceeding, let us note that the definition of the data cloud previously given, is the
same as the definition of the genetic population in (1). This means that we think of the
genetic population in a real-coded GA, as a cloud of l- dimensional points, the number
of points in the cloud being N. We apply PCA on this genetic population (x) in the
usual manner, as follows:  First we compute the covariance matrix S of the data cloud
x:

( )( ){ }S x xx x= − −E
Tµ µ (5)

with µ x =E(x). As matrix  S is a symmetrical matrix its eigenvalues have real and
positive values [8]. We may calculate the eigenvalues λ( )i and the respective l-
dimensional eigenvectors v i( )

 and we have:

( ) ( ) ( )Sv v i li i i= =λ  for 1K . (6)

Because  the eigenvalues λ( )i  are real and positive we may order them such that
λ λ λ λ1 2 0> > > > > >K Ki l  will be the set of ordered eigenvalues, and vi  with
i l= 1K  the respective eigenvectors. The PCA method states that if we project the
data x onto a subspace consisting of a few directions given by those eigenvectors vi  at
the top of the rank ( vi  for  i p= 1K  with p < l) we get an optimal linear
transformation (better than any reduction transformation to p arbitrary directions), also
called the Karhunen-Loève Transform.

The PCA-mutation proceeds as follows: after computing the covariance matrix S,
the ordered set of eigenvalues λ i  and the corresponding eigenvectors vi , we calculate
the projection of the population x onto the orthogonal basis formed by all l
eigenvectors vi . First, we subtract the mean µ x  from the population x in order to
“center” the data cloud into the origin of the coordinates system. The projected
population y onto the new coordinates system V, is:

( )y x Vx= − ⋅µ (7)

where V = [ ]v v vl1 2 K  is the orthogonal eigenvector matrix, each vi  being an l-
dimensional column vector.

Mutation is performed on the projected population y = ( yij ) by computing the
squared length of the projections along each direction vi , that is | | ( )||Prvi x 2 . We have:

( )Pr , ,v j iji
x y i l j N

2 2 1 1= = =K K .
(8)

It can be shown [8] that the mean squared length of the projection along one
direction vi  is equal to the respective eigenvalue λ i :

( )E i lvi iPr
2

1= ∀ =λ , K . (9)

The mean in (9) is taken over all N points in the population. Equation (9) and the
fact that λ λ λ λ1 2 0> > > > > >K Ki l imply that the mean squared projection is
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biggest along the first direction v1 , called the first Principal Component, the second
biggest component being along direction v2 , and so on. The mean length of each
projection quantifies the level of diversity along the respective direction. PCA is used
in order to extract the most important information present in the data set, along the
Principal Components Directions. However, our mutation operator seeks a totally
different goal: the genetic populations after applying mutation, should exhibit close in
value components and not some important components while others are negligible.
The homogeneity of the components after applying mutation may be viewed as
equivalent to a high diverse genetic population. A population less diverse will exhibit
a few important principal components while the rest are close to zero. PCA-mutation
should prevent this situation.

From equation (9) and the ordering of the eigenvalues λ i , we have:

E E i lv vi i
Pr Pr for 

−





 > 



 =

1

2 2
1K .

(10)

Consider the following non-negative quantities:

c c c i l j Nj
i

j
i

j
i, , ,so that − ≤ ∀ = =1 1 1K K . (11)

As before, i is the index of the respective ordered eigenvalue λ i . The quantities cj
i

are taken as random numbers between 0 and cmax , and then sorted to fulfill (11). cmax

is a constant parameter of the mutation operator. Taking the mean value in (11) we
have:

( ) ( )E c E c i lj
i

j
i− ≤ ∀ =1 1K . (12)

The mutation operator adds the quantities cj
i  to each projected squared coordinate,

as follows:

∀
= +

= +
=− −

−

i
x x c

x x c
j N

v j v j j
i

v j v j j
i

i i

i i

Pr ( ) Pr ( )

Pr ( ) Pr ( )

mutated

mutated

1 1

2 2 1

2 2 1K .

(13)

Taking the mean value in (13) over all points in the population j N= 1K , subtracting
the equations, and letting ∆ i vi j vi jE x E x= −−(|| ( ))|| ) (| | ( ))|| )Pr Pr1

2 2  and
∆ i vi j vi jE x E xmutated mutated mutatedPr Pr= −−(|| ( ))|| ) (|| ( ))|| ),1

2 2 we have:

( ) ( )( )∆ ∆i i j
i

j
iE c E cmutated = + −−1 . (14)

From (10) we have ∆ i > 0  and from (12) we have ( ( ) ( )) .E c E cj
i

j
i− − ≤1 0

Combining this latter result with (14) we obtain:

∆ ∆i i i lmutated ≤ ∀ =, 1K . (15)

The main result of applying mutation is given in equation (15): after applying
mutation, the difference between two adjacent mean squared projections tends to
become smaller compared to the same quantity before mutation. As the mean squared
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projection quantifies the importance of the component along the respective direction
( vi ), we conclude from (15) that our mutation operator satisfies our design goal, that
is: mutation tends to homogenize the components to avoid having few important
principal components while the rest are negligible. As discussed before, homogeneity
of components means higher diversity in the genetic population, and this is the
objective our mutation operator has to achieve. After adding the quantities cj

i  to the
projected squared coordinates in (13), we perform an operation that is inverse to the
projection on the orthogonal V basis.  Before doing this, we must ensure that each
negative projected coordinate corresponds to a negative projected mutated coordinate.
Therefore, we first compute the sign of each element in matrix y, that is we compute
the matrix signum(y). The actual mutated coordinates in ymutated  are the square roots of
the mutated square projections || Pr ( )||vi jxmutated 2  in (13), multiplied by the corresponding
sign signum( yij ). Finally, we have:

x y V x
mutated mutated= ⋅ +T µ  with [ ]V = v v vl1 2 K . (16)

The resulting mutated population is x mutated . PCA-mutation as any mutation
operator is applied with some probability Pm . By generating a matrix A = ( aij ) of
uniform random variables in [0, 1], if aij   > Pm   then the respective quantity cj

i  is set
to zero in (13), otherwise it is left unchanged.  To compute the homogeneity level of
the components, apart from the differences ∆ i , we may employ the components’
ratios rp  defined as:

r p l i lp

k
k

p

k
k

l i= < ==

=

∑

∑

λ

λ
λ1

1

1, , with  the ordered eigenvalues of K S . (17)

A high level of components homogeneity implies a low level of rp , while the
existence of some dominant principal components, while the rest of the components
are close to zero, means that rp ≅ 1.  Therefore, PCA-mutation should achieve low
values for the ratios rp .

4   Test Case: IIR Filter Design by Deczky Method

Deczky method is a direct method of designing IIR filters, the main advantages over
the indirect methods are the simplicity (it does not require analogue prototypes, as the
indirect methods do) and the possibility to specify a desired group delay characteristic
together with a desired magnitude characteristic [9]. The filter to be designed has the
following transfer function:

( ) ( )( )
( )( )H z K

z z z z

p z p z
o

k k

k kk

Ns

=
− −
− −

− ∗ −

− ∗ −
=

∏ 1 1

1 1

1 1

1 1
1

(18)
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with Ns   the number of singularities: zeros zk  and poles pk  and Ko  a constant. The
parameters to be found are: Ko , zk and pk . The error to be minimized is:
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1

(19)

with ω i  being L digital frequencies in the interval [0, π ], A the magnitude
characteristic of the transfer function in (18), t  the group delay characteristic of H(z)
in (18), τ o  an acceptable lag (also a parameter to be found) and W W1 2,  some error
weighting functions. In the original Deczky method, constants α α1 2, were taken so
that α α1 2 1+ = .

Deczky method implies solving a system of nonlinear equations to find the
parameters that minimize the error function in (19). Usually, gradient or second order
methods are employed for this task, like the Fletcher-Powell algorithm [9], but these
methods require many restarts, as they usually fall into local optima, depending on the
initial solution taken. Therefore, a global search approach that does not require
gradient information, is more appropriate for the Deczky method. This should be a
reasonable task for a GA. As the number of parameters in the Deczky method is
relatively big, a real-coded GA with the most suitable one parameter-one gene coding,
is the best choice. We, therefore, employed our real-coded GA with PCA-mutation
(PCAmGA). Our strategy was compared to a real-coded GA with Uniform mutation
(UmGA), to a real-coded GA with NonUniform mutation (NUmGA) and to a
modified Newton method. The crossover operator was arithmetic crossover. All
employed classical mutation and crossover operators are defined in section 2. The
selection mechanism for all strategies involved in the comparison is a combination of
binary tournament selection, that picks the best individual from a randomly taken pair
of parents, with an elitist scheme that automatically copies the  k best individuals into
the next generation (we used k = 5). The elitist scheme is necessary because we used a
relatively high mutation rate (Pm= 0.05) that can destroy the useful genetic information
found during GA’s evolution, unless we apply additional preserving mechanisms. The
fitness function is taken with respect to the error in (19), to be minimized by the GA.
Because our implementations of GAs search for the maximum rather than minimum
value, we took the fitness as:  fitness = 1/error. The coding of the parameters into real
genes is the following: the amplitudes of the singularities z pk k,  are taken so that to
obtain a minimum phase filter: | |, | |z pk k ∈[0, 1] (the rightmost value for the pole’s
amplitude is taken less than unity to insure stability), the phases of the respective
singularities are covering the whole unit circle [0, 2p); Ko  and τ o  are taken in [-10,
10]. Each parameter is represented by a single real gene in the chromosome. The
constants in Deczky method are: Ns  = 5, L = 30, m = 2 (we minimize a quadratic
error function), α α1 28 0 02= =, . , W W1 2 1( ) ( )ω ω= = ; the desired amplitude
characteristic Ad i( )ω  and desired group delay characteristic τ ωd i( )  are plotted in
Figure 1. All strategies compared, have the following common parameters: population
size N = 100, chromosome length  l = 22, mutation rate Pm = 0.05, crossover rate Pc  =
1, maximum number of generations to run is tmax = 300. For the PCAmGA we have
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the additional parameter cmax  = 0.05 (see discussion on equation (11)) and for
NUmGA we have the constant b in (4) with b = 3 (also tmax = 300 is a parameter of
NUmGA). We performed 20 independent runs for each strategy. Results are given in
Table 1, in terms of Best, Average and Standard Deviation of the solution found (the
solution is the chromosome with the maximum fitness, or minimum error value
equivalently, found in a run), statistics being calculated over 20 independent runs.

Table 1. The Best, Average and Standard Deviation of the solution found, statistics being
calculated over 20 independent runs for PCAmGA, UmGA, NUmGA

Fitness: Best Average Std.
PCAmGA 0.5083 0.36623 0.1082

UmGA 0.4301 0.30031 0.0558
NUmGA 0.2208 0.1254 0.067
Newton 0.4518 0.3098 0.0859

From Table 1, it follows that PCAmGA outperforms UmGA, NUmGA, and the
modified Newton method, on average, and considering the best solutions found.
Assuming normal distributions of the solutions found, we applied a Student’s t-Test for
significance of means difference, and found that the average solution obtained by
PCAmGA is significantly different from the average solution found by UmGA, at a
significance level of 0.05. A better result was obtained when comparing PCAmGA to
NUmGA: the average solution found by PCAmGA is significantly better than the one
obtained by NUmGA, at a significance level of 0.05. Strategies employing an
evolutive search (i.e. PCAmGA, UmGA) performed better, on average, than the
modified Newton search method. In Figure 1, we plot the magnitude and group delay
characteristics of the best solution found by PCAmGA.

To show that PCAmGA achieves higher levels of conformity for the components in
PCA, which as discussed in the previous section, implies higher levels of population
diversity, we computed the PCA ratios rp  for p l l= =1 22K , . We identified the
minimum levels of rp  denoted by Λ p . Roughly, these are mean levels obtained after
150 generations for PCAmGA and UmGA, and before 100 generations for NUmGA.
In the case of NUmGA, after nearly 100 generations the population diversity starts to
decrease significantly, due to the diminishing effect of NonUniform mutation.
Therefore, levels of PCA ratios for NUmGA were computed before generation 100.
Around Λ p  the value of rp  oscillates with a small variance. These levels may be
viewed as “minimum” levels for rp  during the evolution of a GA. Comparing these
levels ( Λ p ), a lower level means higher population diversity (see comments on
equation (17)). These levels, averaged over 20 independent runs, are given for each
strategy, in Table 2. The ratio r2  is plotted in Figure 2 for PCAmGA and UmGA and
we may note that Λ 2  for PCAmGA is around 0.25, which is less than 0.4, the level for
UmGA.

From Table 2 it is apparent that PCAmGA reaches the lowest levels Λ p  for each p,
proving experimentally that our mutation operator maintains highly diverse
populations, increasing the chances of finding better solutions.
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The PCAmGA was implemented in the Matlab™ programming environment, and it
took approximately 20 minutes on a 150 MHz Pentium computer, to obtain good
solutions to the filter design problem.
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Fig. 1. Best solution found by PCAmGA (continuous line = solution characteristic, dot line =
desired characteristic)

Table 2. Levels Λ p  of the PCA ratios rp  for PCAmGA, UmGA and NUmGA

L PCA
mGA

Um
GA

NUm
GA

L PCA
mGA

Um
GA

NUm
GA

L1 0.1334 0.2266 0.4181 L12 0.8133 0.9031 0.9889

L2 0.2413 0.3667 0.6140 L13 0.8437 0.9238 0.9919

L3 0.3334 0.4718 0.7075 L14 0.8710 0.9416 0.9940

L4 0.4132 0.5567 0.7776 L15 0.8957 0.9564 0.9951

L5 0.4843 0.6273 0.8326 L16 0.9179 0.9690 0.9965

L6 0.5475 0.6868 0.8760 L17 0.9375 0.9792 0.9976

L7 0.6038 0.7377 0.9109 L18 0.9548 0.9872 0.9984

L8 0.6546 0.7814 0.9380 L19 0.9698 0.9930 0.9991

L9 0.7003 0.8188 0.9581 L20 0.9825 0.9969 0.9995

L10 0.7420 0.8512 0.9730 L21 0.9928 0.9991 0.9999

L11 0.7795 0.8791 0.9830 L22 1 1 1
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Fig. 2. PCA ratio r2  for PCAmGA (dash line) and UmGA (continuos line)

5   Conclusions

In this paper we introduce a new mutation operator for a real-coded GA, based on
PCA. The mutation operator searches more effectively, outperforming the classical
mutation operators by keeping high levels of genetic diversity in the population,
resulting in better solutions found. The tests were performed on a Deczky IIR design
method that requires a global search strategy, and we obtained good solutions
employing our new mutation operator. The IIR filter found by our strategy
(PCAmGA) was better than the solution found by the classical Newton search method.

One may argue that, as our operator involves computations over multiple parents in
the population to produce the offspring, it should be regarded as a multiparent
recombination operator rather than a mutation operator which traditionally requires
one parent to produce one offspring. However, it is also traditionally accepted that the
global effect of mutation is that of randomly changing the genes’ values, while the
effect of recombination is that of exchanging genetic information between two or
more parents.  Tacking into account the latter argument, we have chosen to name our
operator “mutation”, because its end effect is that of randomly changing the genes’
values in the gene pool, rather than exchanging the information between parents.



Improving Mutation Capabilities in a Real-Coded Genetic Algorithm 149

For future work we will focus on improving our method by designing repairing
algorithms, as PCA-mutation may yield unfeasible chromosomes. We will also
consider a Non Uniform PCA-mutation by decreasing the parameter cmax  over time.

We will consider a comparison of  PCAmGA to other powerful strategies acting on
real-coded chromosomes, such as The Breeder Genetic Algorithm [7], and to
mutation-orientated evolutionary methods such as the Evolutionary Strategies [10]. In
the light of the No Free Lunch (NFL) Theorems of Wolpert and Macready [12], that
basically state that there is no general better optimization strategy, the respective
comparison will be done on an extended test set, to clearly identify the problems most
suitable for the application of PCAmGA.

References

1. Goldberg, D.E.: Genetic Algorithms in Search, Optimization, and Machine Learning. NY:
Addison-Wesley (1989)

2. Goldberg, D.E.: Real-coded GAs, Virtual Alphabets, and Blocking. Complex Systems. 5
(1991) 153-171

3. Hansen, N., Ostermeier, A.: Convergence Properties of Evolutionary Strategies with the
Derandomized Covariance Matrix Adaptation: The (m/mI, l)-CMA-ES. In: Proceedings of
EUFIT’97, Vol. 1, Verlag Mainz, Aachen (1997) 650-654

4. Holland, J.H.: Adaption in Natural and Artificial Systems. Ann Arbor (1975)
5. Houck, C.R., Joines, J.A., Kay, M.G.: A GA for Function Optimization: A Matlab

Implementation. Technical  Report. North Carolina State University (1995)
6. Michalewicz, Z.: Genetic Algorithms + Data Structures = Evolution Programs. 3rd edn.

Springer-Verlag, Berlin Heidelberg New York (1996)
7. Mühlenbein, H., Schlierkamp-Vosen, D.: Predictive Models for the Breeder Genetic

Algorithm. Evolutionary Computation. 1(1) (1993) 25-49
8. Neagoe, V., Stanasila, O.: The Theory of Pattern Recognition. Romanian Academy

Publishing House (1992)
9. Oppenheim, A., Schafer, R., W.: Discrete-Time Signal Processing. Prentice-Hall

International (1989)
10. Schwefel, H.-P.: Numerical Optimization of Computer Models. Wiley, Chichester (1981)
11. Thornton, C.: Why GAs are Hard to Use. Complexity International. 4 (1997)
12. Wolpert, D.H., Macready, W.G.: No Free Lunch Theorems for Optimization. IEEE Trans.

on Evolutionary Computation. 1(1) (1997) 67-82



Model-Based Object Recognition from a
Complex Binary Imagery Using Genetic

Algorithm

Samarjit Chakraborty1, Sudipta De2, and Kalyanmoy Deb3?
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Abstract. This paper describes a technique for model-based object re-
cognition in a noisy and cluttered environment, by extending the work
presented in an earlier study by the authors. In order to accurately model
small irregularly shaped objects, the model and the image are represen-
ted by their binary edge maps, rather then approximating them with
straight line segments. The problem is then formulated as that of finding
the best describing match between a hypothesized object and the image.
A special form of template matching is used to deal with the noisy envi-
ronment, where the templates are generated on-line by a Genetic Algo-
rithm. For experiments, two complex test images have been considered
and the results when compared with standard techniques indicate the
scope for further research in this direction.

1 Introduction

Finding the best transformation that maps an object model into the image of
a scene is a central issue in object recognition. There are several approaches
to this problem which explicitly rely on results from computational geometry.
Among them are geometric hashing [17], alignment [14] and voting [2]. The
Hough transform [22], which is recognized as a powerful tool for curve as well as
object detection falls into the third category. A different line of approach involves
the development of cost functions for measuring the difference between two sets
of points or line segments under various transformations. Such cost functions
based on the Hausdorff distance have been extensively investigated in both com-
putational geometry [1,3,12] and computer vision [13,24] literatures. Although
these methods give good results in the presence of small amounts of noise and
occlusion, they do not scale well when applied to complex cluttered scenes, and
in the presence of a lot of noise. For example, in a study on the noise sensitivity
of the generalized Hough transform by Grimson and Huttenlocher [9], it was con-
cluded that even for moderate amounts of noise and occlusion, these methods
can hypothesize many false solutions, and their effectiveness is dramatically re-
duced. Similar conclusions were made by Sarachik [25] for the geometric hashing
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paradigm applied to 2-D object recognition. So these techniques are reliable only
for relatively simple tasks in the absence of excessive noise and clutter, where
the image data corresponding to correct solutions is a large fraction of the total
data. In an effort to address this problem, in [6] we proposed a scheme for de-
tecting analytic curves using a Genetic Algorithm (GA) [7] in combination with
the Randomized Hough transform [27]. The present paper extends that work to
consider the detection of any binary object model in a binary edge map of a scene
image. There exists a large volume of literature on detecting curves and objects
in noisy as well as cluttered images. But most of them assume a predefined er-
ror model, either uniform bounded for feature displacement or a 2D Gaussian.
Additionally, several approaches also assume the presence of the model in the
image and the worst case search time in the presence of noise is exponential in
the problem size [10]. The proposed method in this paper is flexible, and does
not assume any error model. It is particularly effective in the case of complex
images where the number of pixels belonging to the object being searched for
is a very small fraction of the total number of edge pixels. In image processing
literature there is a mathematical distinction between clutter and noise. The
former might refer to all features or points that come from something different
than the model, where as noise usually refers to the phenomenon in which the
identified locations of the image points are slightly displaced from where they
should be. Coupled with these, there might be several spurious data points in
the image arising out of various sources, for example, edge points arising out of
brightness discontinuities and imperfect edge detection. For the purpose of this
paper it is not required to distinguish between these different errors and we will
refer to all such points jointly as false attractors.

The concept of using GA for curve extraction has been explored in the past
[11,23]. But the problems of noise or clutter were not considered. Object reco-
gnition in a complex image using GA has also been attempted [26]. The method
that we present is more flexible in terms of the allowable similarity between the
model and the object in the scene image. This has important advantages for suc-
cessful recognition of real life images, since it results in a flexibility in evaluating
an hypothesis about the occurrence of the object in the scene. We illustrate this
through examples presented in Section 4.

There has been an enormous amount of research in automatic object reco-
gnition. But despite this fact the problem remains largely unsolved. A compre-
hensive overview of this subject from a variety of perspectives can be found in
[21]. We believe that the use of GA can help in dealing with the uncertainties
that arise in any practical object recognition system. Further, since such a task
involves a very large search space, a suitably designed GA approach can reduce
the search time by several orders of magnitude with respect to an exhaustive
search.

In this paper, the object recognition task is performed by representing the
model and the image in the form of their binary edge pixels. This representation
has a number of benefits. Edge pixels are robust to changes in sensing conditions
and edge-based techniques can be used with many imaging modalities. Several
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previous approaches have considered modeling objects as a set of straight line
segments, and matching these to the straight line segments extracted from an
image [5,19]. Our use of the complete edge map to model objects, rather than ap-
proximating them as straight line segments, allows irregularly shaped objects to
be modeled accurately. We specifically address images with a very large fraction
of points constituting the false attractors by using a special form of template
matching and compare our results with standard methods. Our templates are
generated on-line, guided by the GA.

In the next section we briefly identify cases where standard methods fail due
to the presence of a large number of false attractors. Towards this we use an
example of straight line detection, following which we describe our method. In
Section 4 we describe test results with two images and compare the performance
with standard methods. Section 5 concludes the paper.

2 Motivation

The various approaches towards searching for the occurrence of an object in a
scene can be roughly classified depending on whether the search is performed in
the correspondence space, transformation space, or both. Correspondence space
is the space of matches, which are sets of pairings between model and image
features or points. Transformation space is the space of possible object poses.

The interpretation tree approach [8] exemplifies those methods that search
entirely in the correspondence space. Its name refers to a search tree of choices
concerning the interpretation of each image feature. Proceeding from the root of
the tree, the match search examines an additional image feature at each level of
the tree. Branches at each level represent different choices among model features
that can be matched to that image feature, plus the choice of matching nothing at
all to it. A complete interpretation of the image, assigning some subset of image
features to corresponding model features, is associated with each of the tree’s
leaves. This method is computationally very costly and is generally exponential
to the number of image and model pixels. Hence in the presence of excessive
number of false attractors, such a method is rendered infeasible.

The generalized Hough transform is an example of a method that searches
the transformation space. An accumulator array indexed by parameters of ob-
ject pose, is first initialized as empty. Then, for each possible match between one
image feature and one model feature, poses consistent with that match are de-
termined and votes are cast in the bins of the accumulator array corresponding
to those poses. The second stage is an exhaustive search for parameters in the
accumulator array which are local maxima. Each such local maximum represents
a candidate match between the model and the image. In this approach, points
on the same object occurring in the image result in points in the parameter
space which are close together, whereas the false attractors result in randomly
distributed points in the parameter space. Thus a large cluster of points in the
parameter space represent a match between the model and an object in the
image. The validity of this assumption, however, depends on there being a low
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likelihood that clusters due to false attractors will be comparable or larger in
size than clusters due to points on genuine objects. We believe that in many real
life images, this assumption does not hold. Fig. 1(a) shows two straight lines L1
and L2, where each line is composed of a small number of disconnected points.
In Fig. 1(b), random noise is superimposed on the line L1 (Fig. 4 in Section 4
shows one example where such a situation really arises in practice). Let us call
the lines in Fig. 1(a) as true lines and the line in Fig. 1(b) that corresponds to
line L1 of Fig. 1(a), as a pseudo line. Line L2 in this figure still remains a true
line. If our model is a simple straight line, then ideally the recognition algorithm
should detect both L1 and L2 from Fig. 1(a) but only L2 from Fig. 1(b). Note
that there are a large number of pseudo lines in the noise region in Fig. 1(b).
Since the number of points on each of these pseudo lines is comparable or more
than than the number of points on the line L2, it gets masked in the parameter
space by these pseudo lines.

Fig. 1. A binary edge image (a) Two straight lines (b) Noise superimposed on one of
the lines

3 A Genetic Algorithm for Object Recognition

To overcome the effects of noise in curve detection, the Window RHT and Ran-
dom Window RHT due to Kälviäinen et al. [16], randomly place a window on
an edge point and try to locate a curve within the window. Similarly template
matching [4,28] has been widely used in computer vision for object recognition.
An object in an image is defined to be recognized if it correlates highly with
a template image of the hypothesized object. The template image is usually a
transformed version of the model of the hypothesized object. Our technique is
conceptually similar to this. We place a weighted template on an edge point and
measure the weighted difference between pixels on a real object and the spurious
points surrounding it. The templates are constructed online, guided by the GA.

A crucial problem with ordinary template matching is the size of the search
space [20,18]. An attempt to overcome this is through the randomized versions
like Window RHT and Random Window RHT. We feel that a search guided by
a GA is more superior than a simple random search and can reduce the search
time by orders of magnitude.
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3.1 Generating Templates from Model Images

Given a binary edge map and a model, or possibly a library of models, our
objective is to identify the occurrence of these models in the image. If a model is
represented by the set of its edge pixels M, then a template T is generated from
M by choosing three parameters that describe a transformation of M into T ,
along with some additional parameters which determine the quality of allowable
matches. The parameters used for transformation are translation, rotation and
scaling, and possibly also mirror image about any arbitrary line. We say that the
model M occurs in the given image at the location indicated by the template T if∑

x∈T Zx ≥ Nmin, where Zx is the gray level of the pixel x (0 or 1 in a binary edge
map) in the binary edge map of the image. The template T is the set of points
{x : d(x, I(x ′)) ≤ δ and x ′ ∈ M}, where I is some composition of translation,
rotation and scaling, and d(x, I(x ′)) is the Euclidean distance between the points
x and I(x ′). δ is a parameter which describes the width of a strip or band around
the transformed model, which allows for certain tolerance. Nmin is the minimum
number of pixels of the edge detected image that must occur within the template
so that the presence of the hypothesized object corresponding to the model M
can be ascertained. A relatively large value of δ allows objects to be detected
which are fuzzy or have a weak similarity with the model M.

For images with relatively less or no spurious points such as Fig. 1(a), this
formulation is sufficient and is in fact similar to the Window RHT used for curve
detection, except for the fact that we do not use any transformation mapping
from the image to the parameter space as is common in Hough transform. Rather,
we simply count the number of points lying within the template T . But in the
case of images with a large proportion of false attractors such as Fig. 1(b),
whenever the template is placed on a region consisting of such points, a false
alarm in the form of a pseudo object will be raised. To extend this method to
include such images, we formulate a weighted template rather than the simple
one described above. The response of the template T under this formulation is
given by R =

∑
x∈T WxZx, where Wx is the weight or coefficient of the pixel x.

We shall say that the model M occurs in the image at the location indicated by
template T if the response R of the template is greater than a constant Rmin,
fixed, depending on the dimensions of the model, template width δ, and the
coefficients Wx. The coefficients of pixels that lie away from the transformed
model i.e. I(M), are assigned negative values. So when a lot of spurious points
are present in the neighborhood of I(M), as in the case of the pseudo lines in
Fig. 1(b), the positive response due to the points on and near I(M) is offset
by the negative response due to the spurious points surrounding it. As a result,
false alarms are avoided.

3.2 Parameter Search Space and the Use of GA

Even if a particular object is known to be present in the image a priori, the space
of transformations from the model to the image is extremely large. Hence an
exhaustive search of this space would take too long to find a good match between



Model-Based Object Recognition 155

templates and images. A random search in the presence of excessive noise and
clutter is also not beneficial. So instead of randomly choosing the transformation
parameters to generate a template, we use a genetic algorithm to search the
parameter space for all instances of objects for which the template response is
greater than Rmin. For this, each of the parameters - x and y-coordinates of the
translation vector, the rotation angle, and the scaling factor, are coded as fixed
length binary strings. The resulting string, obtained by concatenating all these
strings, gives the chromosomal representation of a solution to the problem. Note
that the domains of each of the parameters may be different and the length of the
string coding a given parameter depends on the required parameter resolution.
The fitness of a solution is taken to be the response of the weighted template,
as described in the previous section.

Since in practical situations an exact match between the model and a hypo-
thesized object is not expected, we construct the template T such that points
near the transformed model I(M) are associated with positive coefficients and
points lying further away have negative coefficients. This, along with a suita-
bly chosen value of the minimum response Rmin, offers considerable flexibility
regarding the quality of the resemblance between the model and the detected
objects.

Creation of initial population. In most GA applications, the initial popula-
tion consists of entirely random structures to avoid convergence to a local optima.
However, in this problem, the question is not of finding the global optima, but
of finding all solutions with fitness greater than Rmin. To identify prospective
regions of the search space, the hypothesize and test paradigm commonly used in
visual object recognition might be effectively used. In [6] we used a Randomized
Hough transform for this purpose. For object recognition, a variation of this me-
thod similar to the generalized Hough transform might be used to generate an
initial set of hypotheses. Towards this, pairs of points are randomly chosen and
possible transformations which map these two points onto points in the image are
computed, as in the alignment method [14]. However instead of explicitly testing
such transformations, the count, in the accumulators representing the parame-
ter space, corresponding to such transformations are incremented by one. After
repeating this process for a predefined number of times, points in the parameter
space with counts exceeding a predefined threshold represent candidate hypo-
theses. The GA searches the entire parameter space with a bias towards these
hypotheses. Corresponding to each candidate hypothesis, a suitable number of
solutions are introduced into the initial population. Further, a fixed number of
random samples from the solution space are also introduced. The total number
of solutions is kept fixed over all the generations.

It should be noted that the above mentioned method of generating candi-
date hypotheses is rendered ineffective in the presence of excessive clutter and
extreme scaling, where this scheme is no better than randomly generating the
initial population. However, for images with even moderate amounts of noise
and clutter, it can lead to a considerable speedup.
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Selection. The selection used here falls into the category of dynamic, genera-
tional, preservative, elitist selection [27]. Let there be M distinct solutions in
a given generation, denoted by S1, S2, . . . , SM . The probability of selecting a
solution Si into the mating pool is given by :

P (Si) = F(Si)∑M

j=1
F(Si)

Where F(Si) is the fitness of the solution Si. A fixed number of solutions are
copied into the mating pool according to this rule and a small number of re-
maining solutions are randomly generated. In each generation, a fixed number
of best solutions of the previous generation are copied in place of the present
worst solutions, if they happen to be less fit compared to the former. This is a
slight modification of the Elitist model where only the best solution is preserved.

Crossover and Mutation. Because of the number of parameters involved,
it is intuitive that the single point crossover operation may not be useful. So
crossover is applied to each substring corresponding to each of the parameters -
x and y-coordinates of the translation vector, the rotation angle, and the scaling
factor, the operation being the usual swapping of all bits from a randomly chosen
crossover site of the two parents, chosen randomly from the mating pool [29].
Hence this crossover is similar to the standard single-point crossover operator,
but operated on substrings of each parameter. Therefore, there are four single-
point crossovers taking place between two parent strings.

We have used a classical mutation operator in which each bit position of the
solution strings is complemented with a small mutation probability.

The overall algorithm. The initial population consisting of a fixed number
of solutions is created as already described. In each generation, the entire po-
pulation is subjected to selection, crossover and mutation. At the end of each
generation, edge pixels corresponding to solutions having fitness greater than
Rmin are removed from the edge map. After fixed number of generations, the
accumulators corresponding to the parameter space used for generating the can-
didate hypotheses are reset and the voting process is repeated to generate a fresh
set of hypotheses. Candidate solutions corresponding to these are then introdu-
ced into the population and whole process is once again repeated. This iteration
is continued until no new curve segments are extracted for a given number of
generations, which in our experiments was set to 200.

4 Test Results and Comparisons

We have experimented with two different images. For the ease of comparison
with standard methods, in our first experiment the model is a simple straight
line. Although this is the simplest possible case, as evident from the previous
sections, our algorithm is blind to this fact. For comparing the performance
of our method with Hough transform which is the most popular method for
straight line detection, we used a public domain software package XHoughtool
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[15], where a number of non-probabilistic and probabilistic Hough transform
algorithms have been implemented.

As indicated in the previous section, there are various parameters that our
algorithm uses. The parameters related to the template are its width, the coef-
ficients or weights associated with each pixel, and the threshold response Rmin.
The allowable quality or degree of correspondence between the model and the
objects extracted from the image is determined by the template coefficients and
its width. A wide template with more than one row of positive coefficients will
detect objects whose pixels are spread out along its width compared to the model
in question. Thus, a suitably designed template, along with a proper threshold
value Rmin, will be able to distinguish between an object having a relatively
weak similarity with the model, and a false attractor. In our first experiment
where the model is a straight line, we have used a template width of 3, to detect
only perfect straight lines. The coefficients of all pixels lying on the straight line
were set to 2 and the others to −1 as shown in Fig. 2. Too low a value, Rmin,
of the threshold might detect a pseudo line where as a too high value might
miss a faint, disconnected, but visually detectable line. The results shown in this
section were obtained with Rmin set to the length of the transformed line, i.e.
I(M).
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Fig. 2. A mask of width 3

For the GA parameters, we used a mutation probability of 0.1 and any po-
pulation size around 100 was found to work well. In each generation, 25% of
the solutions were randomly created and the rest copied from the mating pool
in accordance with the fitness proportionate selection. Further, the best 10%
solutions of the previous generation were copied in place of the worst solutions
of the current generation.

Fig. 3(b) shows a 512 by 512 binary image obtained after edge detection of
the corresponding gray scale image shown in Fig. 3(a). Our model in this case
consists of a simple straight line. Note the three disconnected, but visible real
lines in the image, two at the center and one the the extreme left end. The
straight lines detected by our algorithm are shown in Fig. 3(c). Altogether seven
different Hough transform algorithms are implemented in the XHoughtool pack-
age. In spite of a serious attempt being made to select the test parameters for
each method as optimally as possible, none of the algorithms gave useful results
because a large number of pseudo lines were detected. A typical result is shown
in Fig. 3(d). Since the number of edge points lying on the real lines are much less
compared to those lying on many of the pseudo lines, no suitable accumulator
threshold value exists which can detect only the real lines. Generally these algo-
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rithms work well even in the case of noisy images, where the lines are connected
and the number of edge points lying on these lines are at least comparable to
the number of noise points. It is to be noted in this example that there are
edge detectors which if used for Fig. 3(a) along with proper thresholding, would
eliminate most of the false attractors now appearing in Fig. 3(b). In such a si-
tuation, a simple HT algorithm would suffice. However, we have used the edge
detection algorithm incorporated in xv, the interactive image viewer available
on any X-window system. This, in some way artificial route, was adopted only
to illustrate a situation where the proposed method might be useful. Secondly,
the ‘lines’ detected in Fig. 3(c) are actually edges, with no width. But for the
purpose of this algorithm we do not distinguish between an edge and a line.

Fig. 3. Test results with the model being a simple straight line (a) A 512 by 512 gray
scale image (b) The corresponding binary edge map obtained after edge detection (c)
Straight lines detected by the proposed method (d) A typical result obtained using a
Hough transform algorithm

Our second example is a synthetic image shown in Fig. 4 consisting of in-
stances of the letters A and Z under various orientations and scaling, along with
random noise. The model is a letter A. Note that there are seven instances of
the letter A in the scene image. In most of the test runs the algorithm could
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detect all the seven As and avoid any false alarms. However, it was crucial to
approximately choose the value of the threshold Rmin. In this case also we used
a template width of three as in the previous example.

Fig. 4. A binary scene image where the model A is to be detected

We should emphasize here that the procedure for generating the initial so-
lutions described in the last section, is much more effective in the case of our
second example where the proportion of false attractors is much less compared
to the first.

5 Summary

The Hough transform and its variants are the most popular methods for de-
tecting analytic curves from binary edge data. However, they do not scale well
when applied to complex environments in the presence of excessive noise and
clutter. In [6] we presented a GA in combination with the Randomized Hough
transform but using a different scoring function, to deal with such environments.
This paper extended that technique to incorporate model based object recogni-
tion. Towards this we used a special form of template matching which offers a
considerable flexibility regarding the quality of the allowable matches. Although
there has been attempts to use simple random search for several computer vision
problems, a search guided by a GA is probably superior in this case.

For future work, further experimentation could be performed using a variety
of different image and model pairs to illustrate the general applicability of this
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method. One possible application domain might be automatic target recognition
where, because of its military applications, the goal is to avoid the object being
detected. It should also be possible to utilize other methods than the one descri-
bed here for generating the set of hypotheses used for initializing the population.
Further, it would be interesting to extend the set of transformations considered
here with shearing for example, to test weak similarities between the model and
the image.
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Abstract. A technique is proposed to reduce the peak power consumption of
sequential circuits du ring test pattern application. High -speed  computation
intensive VLSI systems, as telecommunication systems, make power
management during test a critical problem. A Genetic Algorithm computes a set
of redundant test sequences, then a genetic optimization algorithm selects the
optimal subset of sequences able to reduce the consumed power, without
reducing the fault coverage. Experimental results gathered on benchmark
circuits show that our approach decreases the peak power consumption by 20%
on the average with respect to the original test sequence generated ignoring the
power dissipatio n problem, without affectin g th e fault coverage.

1 Introduction

Testing a VLSI circuit is often performed through the application to its Input Pins
of a sequence of values, such that the values that one can observe on the Output Pins
of the fault-free circuit are different from the ones appearing on the same pins of any
faulty circuit. One of the main problems is how to generate a suitable sequence of
values to be applied to the Input Pins (Automatic Test Pattern Generation, or ATPG).

The economical importance of ATPG tools for digital circuits is continuously
growing, and the demand for efficient algorithms and tools able to handle the current
circuits is thus very strong. Correspondingly, there have been significant research
efforts in this field, which produced tens of proposals in terms of ATPG algorithms
and techniques.

In the last few years, several methods have been proposed for sequential circuits,
which exploit Genetic Algorithms (GAs). In fact, Evolutionary Techniques allow to
tame randomness and successfully exploit it for finding optimal solutions. Results
showed that the approach is very flexible and provides good results for large circuits,
where other methods fail. An overview of such techniques is presented in [1].

Due to the great increase in circuit size and complexity, the Test Pattern
Generation problem is traditionally considered critical from the point of view of the
required computational power, and a significant amount of research activities has
been devoted to it in the past years [2]. The ATPGs are thus evaluated according to
three parameters: the attained Fault Coverage, the required CPU time, and the number
of generated Test Vectors.

R. Poli et al. (Eds.): EvoIASP’99 and EuroEcTel’99, LNCS 1596, pp. 162−170, 1999.
 Springer-Verlag Berlin Heidelberg 1999



Now, something is changing due to technological novelties and market’s stimuli.
The recent development of complex, high-performance, low-power devices
implemented in deep submicron technologies creates a new class of more
sophisticated electronic products. Telecommunication systems are an emblematic
example of this new class of systems: they operate at high frequency, mix analog and
digital components and require high computation capabilities (e.g. wireless
communications systems). This new class of systems makes power management a
critical parameter.

Starting from the observation that the power consumption during test is
significantly higher than that during normal circuit operation [3], researchers have
devoted their efforts to the definition of new test algorithms, able to consider the
power consumption along with the previously mentioned parameters.

Several approaches have been proposed, which can be classified as:
• ATPG-integrated optimization : the test pattern is optimized for low-power

during the test generation phase [4][5].
• post-ATPG optimization: the test pattern is first generated by a classical

ATPG, then it is optimized for power [6][7][8][9].
The method proposed in this paper stems from the observation that, given a fault to

be tested, several sequences may exist able to detect it. The test sequences are
equivalent form the point of view of Fault Coverage, but they may show a
significantly different behavior as far as the power consumption is concerned. In
particular, as motivated in Section 2, peak power consumption is considered.

Our method proposes to exploit a traditional GA-based ATPG to compute a
redundant test pattern, i.e., a test pattern where a single fault is covered by several
different sequences. Then, an optimization algorithm is applied to select an optimal
subset from the pool of previously computed test sequences, in order to minimize the
peak power consumption without affecting the Fault Coverage.

To enlarge the search space of the optimization algorithm, an analysis of the fault
list is preliminarily performed to identify the faults detected only by sequences
responsible for the peak power consumption (defined as critical faults). Then the
redundant test pattern is generated targeting the critical faults, only. This approach
allows also a reduction of the CPU time overhead introduced by the redundant ATPG.

The proposed method is organized in four independent steps: critical fault
identification, redundant test pattern generation, peak power estimation and optimal
sequences selection. To demonstrate the feasibility of the approach and to evaluate its
performance we made some preliminary experiments: switch level simulation is
exploited to evaluate peak power consumption, and genetic algorithms were
implemented both to generate redundant test pattern and to select the optimal subset
of sequences for minimal power consumption. The experimental results gathered on a
subset of the ISCAS benchmark circuits show a reduction ranging from 1% to 52%
with respect to the original test patterns generated ignoring the power consumption
problem, without affecting fault coverage.

The remainder of our paper is organized as follows. Section 2 presents the
problems raised by power consumption during test application. Section 3 describes
the approach adopted to minimize the power dissipation during test application.
Experimental results on benchmark circuits are presented and discussed in Section 4.
Section 5 draws some conclusions.
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2 Motivation

In this paper, we assume that the circuit under test has been implemented by using
a static CMOS technology. The source of power dissipation in a CMOS circuit can be
classified as static and dynamic. Static dissipation is due to leakage currents, and can
be neglected since it has a small magnitude. Dynamic dissipation is due to the current
required to charge and discharge the load capacitance within the circuit, and is the
dominant term of power dissipation for CMOS circuits.

Given a CMOS gate g, its dynamic power consumption can be expressed as:

Pg = 0.5V2

dd CL Eg(sw) fswitch (1)

where Vdd is the supply voltage, CL is the physical capacitance at the output of the
gate g, Eg(sw) is the number of time the output of gate g toggles, and fswitch is the clock
frequency. For high frequency, computation extensive applications, such as
telecommunication systems, the term Eg(sw)fswitch has a significant magnitude, leading
to high power consumption.

High power consumption produces high temperatures that tend to exacerbate
several silicon failure mechanisms, in particular electro-migration [10]. To improve
circuit performance and portability, the current trend is to adopt low-power design
techniques and to reduce the package size by exactly matching the power dissipation
during the normal mode operation [4]. It is therefore necessary to apply test vectors
causing a power consumption not higher than that during normal operation or to
remove any excessive heat generated during test using cooling equipment. Due to the
constantly increasing density of circuits, the use of cooling equipment is increasingly
difficult to adopt.

The problem becomes even more evident when addressing the test of bare-dies
since the power dissipation capability of a bare-die is lower than that of a packaged
chip [11]. The test applied before packaging stresses the chip much more than in any
later stage. Hence, some of the bare-dies may fail during this test session even if they
don’t have manufacturing defects, if power dissipation constraints are not taken into
account when preparing the test sequences. Another factor that must be taken into
account is the impedance of the probes used to carry the input and power supply
signals to the bare-die, which is normally higher than that of the pins of a circuit
package [12]. High power consumption corresponds to high currents through the
power supply and ground probes. Due to the high probe impedance, the bare-die is
subject to high power and ground noise, which are given by:

dt

dI
LVnoise ⋅= (2)

where I is the current through the power supply and ground probes, and L is the
probe impedance. When L is higher than usual, the term dI/dt which is closely
correlated to the circuit switching activity) must be reduced in order to maintain Vnoise

under a threshold. Otherwise, the circuit under test could erroneously change its logic
state, failing the test, and good dies could be classified as faulty due to excessive
noise. From another point of view, this means that the test sequences for a bare-die
have to satisfy more stringent power constraints than those for a packaged chip.
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The above mentioned phenomena reduce the die-yield (which is the ratio of good
dies available for packaging to the total number of dies etched) and hence rise the IC
cost. Reduction in die-yield may not be significant for small, low-density circuits.
However, for large and high density circuits, as in the case of Multi-Chip-Modules
(MCMs), the problem becomes more significant.

In the past, the problem of power dissipation during test was a minor issue since
the test was performed at a speed lower than the normal operation speed. Conversely,
today circuits are tested at higher clock rates, if possible at the circuit normal clock
rate (at-speed testing). Power dissipation during test is therefore expected to rise [4].

During circuit design, the peak power consumption is a critical issue since it
determines the thermal and electrical limits of component, the system packaging
requirements, and heat sinks dimensions [13]. We can thus conclude that when
dealing with high-density systems as the modern ASICs or MCMs, to perform a non-
destructive test we have to satisfy all the power constraints defined in the design
phase. Therefore, the peak power consumption during test must be kept under a well
defined threshold.

3 Proposed approach

Our method exploits a GA-based test pattern generator to compute a redundant test
pattern, i.e., a test pattern where a single fault is covered by several different
sequences. Then, an optimization algorithm is applied to select an optimal subset
from the pool of test sequences previously computed, in order to minimize the peak
power consumption without affecting the Fault Coverage. The existence of multiple
sequences able to detect a given fault and the significantly different power
consumption of the sequences motivate our approach.

To minimize the CPU time required by the ATPG for computing a redundant test
pattern, an analysis of the fault list is preliminarily performed. The critical faults for
power consumption are identified: they are those faults detected only by sequences
leading to the peak power consumption. Then the redundant test pattern is generated
targeting the critical faults, only.

The whole process has been organized in four independent steps:
1. critical fault identification
2. redundant test pattern generation
3. peak power estimation
4. optimal test sequence selection.
In Fig. 1 the general environment is reported. In the following, the different steps

are analyzed.
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Fig. 1. The environment for low power testing.

3.1 Critical fault identification

A fault is said critical if all the sequences able to detect it have a high peak power
consumption. The peak power optimization process has thus to target critical faults,
only, with the intent of replacing the sequences that have a high power consumption
with others less consuming covering all the critical faults.

To identify the critical faults, a first ATPG experiment is performed. In this step no
redundancy is introduced in the test pattern. The peak power consumption of the
obtained test pattern is measured, and the faults covered only by sequences
corresponding to the peak power consumption are selected: the obtained reduced fault
list is then used as the target for the following redundant test pattern generation.

3.2 Redundant test pattern generation

A test pattern composed of several independent sequences is said to be redundant
if one or more sequences can be removed without affecting the fault coverage attained
by the test pattern.

The redundant ATPG module inserted in the flow on Figure 1 has the peculiarity of
purposely introducing a redundancy in the test pattern. This redundancy allows us to
ignore the power consumption problem during test pattern generation with the fault
coverage as the main goal of the algorithm.

The adopted ATPG does not need to be adapted to the low power objective, the
only required modification being the introduction of an artificial redundancy in the
test pattern. A fault is considered as detected only if it covered by at least M
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sequences, M being the redundancy factor. To effectively explore the search space of
test sequences, a GA-based ATPG [14] is used.

The advantage of this approach is to simply adopt a standard fault coverage
oriented ATPG with minimal modifications. The only cost introduced is an increase
in CPU time required to generate the redundant test pattern. On the other hand, being
the critical faults a small portion of the fault list, we expect to have a reduced CPU
time overhead.

3.3 Peak power estimation

The IRSIM [16] switch-level simulator is adopted to measure the peak power
consumption of a test sequence. The power consumption of each pattern belonging to
a test sequence is first computed. Then, the peak power consumption of the sequence
is computed by identifying the maximum among the values of each vector of the
sequence.

3.4 Optimal test sequence selection

The goal of this step is to generate the optimal test pattern satisfying the following
constraints:

• same fault coverage of the redundant test pattern
• minimal peak power consumption.
This goal is reached starting from the redundant test pattern generated during the

previous step. The minimization algorithm has to select the optimal subset of
sequences that satisfies the constraints. The problem is a classical set covering
problem. For the purpose of this paper we devised a Genetic Algorithm to solve the
optimal test sequence set selection. The following sub-section details the adopted
fitness function.

3.5 Fitness

The fitness function definition is a critical choice since it allows to tune the
algorithm to find an optimal solution. As it has been said before, the goal of the
algorithm is to minimize the power consumption satisfying the constraint to cover the
complete set of faults covered by the original fault list. The following fitness function
has been adopted:

• if the Fault Coverage attained by the i-th individual (FCi) is lower than the
Fault Coverage (FC) attained by the redundant test pattern, then the fitness
function is:

f(i)  = FCi – FC < 0 (3)

• if the Fault Coverage attained by the i-th individual is equal to the Fault
Coverage attained by the redundant test pattern, then the fitness function is:

f(i)  = PP – PPi > 0 (4)
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where PP is the Peak Power consumption of the redundant test pattern and PPi is
the peak power consumption of the i-th individual.

As a consequence, individuals reducing the Fault Coverage have a high probability
to be removed from the population, while the power consumption of individuals that
do not affect the Fault Coverage is minimized.

4 Experimental Results

To implement the critical fault identification step we exploited the GA-based
ATPG GATTO [14] for test pattern computation and IRSIM for peak power
estimation. To implement the remaining steps of the algorithm described above, two
tools have been written:

• RED-GATTO (REDundant GATTO) produces the redundant test pattern and
for each sequence generates the list of covered faults (without fault dropping).
RED-GATTO has been implemented starting from the GA-based ATPG
GATTO [14]. Some changes have been introduced to implement the modified
fault dropping mechanism: the redundancy factor is set to 5, i.e., a fault is
dropped only if it has been detected by at least 5 sequences.

• POPTIM (Power OPTIMizer) implements the Genetic Algorithm for optimal
test sequence set selection: its input is the set of sequences generated by RED-
GATTO (in particular the list of faults covered by each sequence) and the
power consumption measure for each sequence computed by IRSIM.

A subset of the standard set of benchmarks for sequential ATPG problems
ISCAS’89 [15] has been adopted. All the experiments have been run on a Sun
SparcStation 5/110 with 64 Megabytes of RAM. Table 1 shows the obtained results.
The attained fault coverage (FC), the number of vector in the test pattern (Vect.) and
the peak power consumption (PP) are reported for the original ATPG (GATTO) and
for the power optimized ATPG.

The results demonstrate that the approach allows to effectively reduce the peak
power consumption: 20% on the average, but circuits exist for which the reduction
reached 50%.

From the CPU time point of view, it is important to specify that the largest part of
the reported CPU time is spent by the ATPG step. The redundancy requires a lot of
elaboration time and the CPU time is approximately proportional to the redundancy
factor used by the ATPG.

From the test length point of view, we can observe that the proposed method has a
reduced impact on the number of required test vector.

When compared to an alternative post-ATPG optimization method [9], the
proposed approach performs 10% better.

5 Conclusions

Starting from the observation that for high performance VLSI systems, such as
telecommunication systems, the power consumption is becoming a problem, an
approach to generate test patterns for low power has been proposed. It is based on

168 F. Corno et al.



four separated steps namely critical faults identification, test pattern generation, peak
power estimation and optimal test sequence set selection. This approach is
independent on the adopted ATPG and it is based on the concept of redundant test
pattern generation. The ATPG to be exploited is not required to be particularly suited
to low power minimization, only the fault dropping mechanism has to be modified. In
our approach we used a modified version of the GA-based ATPG GATTO [14].

Experimental results show the effectiveness of the proposed method in reducing
the peak power consumption of test pattern.
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Table 1. Experimental results

Original ATPG Low Power ATPG
Circuit FC

[%]
Vect.

#
PP

[mW]
Vect.

#
PP

[mW]
∆PP
[%]

CPU
[s]

s208 69.3 269 1.51 157 1.38 8.6 77
s298 88.6 756 1.65 194 1.27 23.0 216
s344 98.1 122 1.93 90 1.40 27.5 126
s349 97.9 148 1.94 110 1.60 17.5 120
s382 85.2 822 2.00 646 1.62 19.0 707
s386 76.6 523 3.42 359 2.42 29.2 143
s400 87.3 936 1.92 884 1.89 1.6 940
s420 47.5 243 1.62 84 1.49 8.0 100
s526 77.8 1890 1.76 658 1.47 16.5 1383

s526n 80.8 2101 1.89 1482 1.55 18.0 1521
s641 83.2 337 2.65 279 2.02 23.8 485
s713 81.7 504 3.45 325 2.58 25.2 601
s820 39.8 219 5.05 142 2.49 50.7 134
s832 38.9 179 5.34 195 2.58 51.7 358
s838 37.2 316 2.10 219 1.67 20.5 210
s938 37.2 316 2.09 223 1.67 20.1 209
s953 98.7 1236 3.48 1058 2.64 24.1 1308
s967 89.0 547 3.32 529 2.90 12.7 973

s1269 99.6 539 18.48 371 10.45 43.4 1438
s1423 54.1 399 9.68 516 8.61 11.1 2251
s1488 76.0 354 13.98 513 10.98 21.5 1863
s1494 95.4 1492 15.13 1794 15.02 0.7 4318
s1512 54.7 393 3.43 303 3.07 10.5 810
s5378 67.8 613 19.01 730 17.35 8.7 9147

s13207 20.4 1307 22.34 584 18.11 18.9 14998
s15850 5.5 127 19.18 42 15.06 21.5 1445
s35932 76.3 407 355.37 330 326.20 8.2 59939

Average 20.1
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Abstract. The network design problem discussed in this paper deals
with optimising network parameters that characterise the following
topologies: ring, chordal ring, torus and hypercube.  These topologies
have known, advantageous characteristics that may be useful in a final
solution.  By devising a system that can measure the extent to which an
arbitrary mesh approaches these topologies multi-objective genetic
algorithms that include topology as a dimension can be developed.
Multi-objective genetic algorithms allow the designer to choose the
’ideal’ design from a pareto-optimal surface.  This paper describes a
method by which such a measure can be obtained for a topology from a
set of network parameters namely: minimum hop count, node
eccentricity, node degree and the number of links.  In order to prove
that these measures are effective in the context of a genetic algorithm,
test results are given for applying these measures as part of a fitness
function for evolving the specified topologies from an ’arbitrary’ mesh
network.  The results obtained show that the measures used are suitable
for measuring the extent to which an arbitrary mesh matches a known
topology, within a fitness function.  As a consequence the designer can
be guaranteed a range of acceptable but different choices.

1. Introduction

The network design problem discussed in this paper deals with the optimisation of
parameters associated with a particular topology.  These parameters we seek to
optimise include network diameter (maximum eccentricity), minimum hop count
between node pairs, node degree and the number of links.  There are a number of
beneficial reasons for doing this.  Certain specific topologies, particularly toroidal
networks have a number of desirable topological properties that are useful when
designing reliable and efficient telecommunication networks.  These desirable
properties include regular, symmetrical connectivity patterns, a guaranteed nodal
degree, straightforward routing, guaranteed network diameter and measures of
network vulnerability such as toughness and integrity.  For example, the Manhattan
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Street Network, a form of torus, exhibits many of these properties and has already
been proposed as a possible architecture for local and metropolitan area networks.
The relatively large number of potential paths between node pairs makes such
networks more reliable and enables heavily congested portions of the network to be
avoided.  By increasing the number of alternative paths in an appropriate manner, the
mean and maximum distance between nodes decreases, messages use a smaller
fraction of the available bandwidth and the overall throughput increases [1-3].  Thus
more efficient and economic use is made of the available resources. A direct method
of encouraging ’good’ characteristics would be to measure network toughness and
integrity [4].  The toughness is a measure of how tightly the sub-graphs of a graph G
are held together, while integrity is a measure of the overall network vulnerability
rather than local weaknesses. However, there is no known Polynomial algorithm for
finding these values, consequently these measures are impractical for use within a
genetic algorithm where many thousands of topologies need to be evaluated.  The
alternative is to encourage the network towards predetermined advantageous
topologies.

2.  Problem Description

This section will first provide an overview of the various terms and notations used in
the subsequent sections of this paper.  A description is also given of the various
parameters used in the GA optimsation.

2.1 Notation

� AE = Mean maximum node eccentricity
� SE = Standard deviation of the maximum node eccentricity
� DE = Desired mean maximum node eccentricity
� N = Number of graph nodes
� Dij = Minimum hop count between nodes (i) and (j)
� AD = Mean nodal degree
� DD = Desired mean nodal degree
� SD = Standard deviation of the nodal degree
� AH = Mean minimum hop count between all node pairs
� DH = Desired minimum hop count between all node pairs
� SH = Standard deviation minimum hop count
� W1 - W7   = Weighting factors used in fitness function
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2.2 Definitions

The degree of a node is defined as the number of links incident on to the node. The
hop count is the minimum number of hops between the nodes i and j.  The mean hop
count, AH, is defined as follows:

    (1)

Where N is the number of graph nodes and Dij is the distance in hops between the
node i and node j.  The eccentricity, e(v), of a vertex v is the minimum distance
between v and the vertex furthest from v.

  The network diameter is the maximum eccentricity, and can be defined as
follows:

(2)

For the graph G of figure 1, the nodes x, y and z have an eccentricity of 5, 3 and 4
respectively.  The overall diameter (maximum eccentricity) is 5.

Fig. 1. Example graph

The toughness of a graph G, t(G), is defined as:

(3)

where S is the vertex cut-set of G and k(G-S) is the number of remaining graph
components after the vertex cut-set has been removed.

The integrity of a graph G, i(G) is defined as:

(4)

where N(G-S) is the maximum order of a component of G-S, i.e. the number of
nodes in the largest remaining component.
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2.3 Problem Definition

The network design problem that we are interested in is that of generating graphs that
resemble the given topology, i.e. graphs whose actual parameters values match the
known ideal parameter values as closely as possible.  One way of encouraging this in
non-regular topologies is to use a fitness function that is a measure of how closely a
graph resembles the chosen topology.  Thus the fitness value is proportional to how
closely the actual parameter values match the ideal parameter values.  The metrics
used in the fitness function were the mean and standard deviation of each of the
previously mentioned parameters; an additional metric was used for the number of
network links.  The ideal values for each topology are shown below in table 1:

Table 1.  Optimal topology parameter values

Nw
Size

Topology Mean
Diam

Mean
Node
Deg

Mean
Hop
Count

No.
Links

Ring 8 2 4.266 16
Ch Ring 5 3 2.666 24

Torus 4 4 2.133 32

16
Nodes

Hcube 4 4 2.133 32

Ring 16 2 8.258 32

Ch Ring 5 3 3.161 48

Torus 6 4 3.096 64

32
Nodes

Hcube 5 5 2.580 80

Ring 32 2 16.29 64

Ch Ring 8 3 4.698 96

Torus 8 4 4.063 128

64
Nodes

Hcube 6 6 3.047 192

The fitness value used by the GA is simply a measure of how closely an individual
graph resembles the topology of interested.  The fitness function is as follows:

(5)

The weighting factors W1, W3, W5 and W7 are set at 100, while W2, W4 and W6
are set at 20.
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or

3. GA Implementation

3.1 Encoding Chromosome Solutions

The chromosomes comprise of a sequence of binary numbers to represent connections
between node pairs [5-6].  The number of genes, L, is equal to the number of potential
links that connect all possible node pairs and is given by:

(6)

where N is the total number of graph nodes.  The chromosome structure, Ci, is
represented below,

,where Ci is a binary number that represents the presence or absence of a link between
a node pair.  New offspring are allocated using a roulette wheel method, applied to
linearised fitness values.  After the new generation has been allocated, standard two-
point crossover is applied to chromosome pairs at a probability pc  to produce new
child chromosomes.  In order to maintain genetically diverse populations, a number of
mutation operators are applied with a very low probability pm and are described
pictorially in figures 2 and 3.  The single link swap shown in figure 2 deletes an
arbitrarily chosen link and adds another link at another arbitrarily chosen location that
has no link.  The double link swap shown in figure 3 deletes two arbitrarily chosen
links and replaces them at two arbitrarily chosen non-link sites.

             Fig. 2. Single link swap            Fig. 3. Double link swap

3.2 Repair Heuristics

The GA can sometimes produce ’bad’ results that need to be repaired to make them
feasible.  Unfeasible networks include disconnected networks, networks that violate
the connectivity requirements and networks that cannot survive single link or node
failures. Such networks are repaired in an arbitrary fashion, such that useful areas in
the search space are not excluded.  The repair mechanism uses a graph searching
algorithm to detect if a graph is disconnected.  Unfeasible graphs are ’repaired’ by
adding a suitable number of arbitrarily chosen links until the network is feasible.  For
networks to satisfy the connectivity requirements, the node degree, k, must fall within
the specified limits, e.g. (1<k<6).  Graphs that violate the connectivity condition are
repaired in the manner described in figure 4.

( ) 21−= NNL

{ }Li CCCCC ,...,,, 210=
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Fig. 4. Satisfying connectivity requirements

The graph shown in figure 4 shows how node (a) violates the minimum node
connectivity constraint of degree 2.  Adding a candidate link (shown as a dotted line)
arbitrarily can rectify this degree constraint violation. Figure 4 also shows how node
(c) exceeds the maximum connectivity constraint for this example.  To rectify this,
one of the existing links connected to node (c) is chosen arbitrarily and removed.

Occasionally, some networks become disconnected in such a way as to produce
two or more distinct networks, even though all network nodes may satisfy the
connectivity requirements.  This can sometimes happen when generating initial
random populations or as a result of applying genetic operators.

Fig. 5.  Ensuring graph is fully connected

The dotted lines shown in figure 5 illustrate some of the many potential candidate
links that may be added to the graph.  To reconnect the graph, candidate links are
added arbitrarily until the graph is connected.  Another feasibility constraint could be
to ensure that the loss of any single link or node should not bisect the network.  The
link and node that are indicated by the arrows in figure 6 illustrate how their removal
could disconnect the graph.  The dotted lines show some of the potential links that
could be added to make these networks immune to a single link or node failure.

       Fig. 6. Surviving single link/node failures

Existing link

Candidate link

Existing link

b

a

Existing link

Candidate link

c

d
e

k
Candidate lin
Link/node failure
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3.3 Fitness Evaluation

The chromosome fitness value is a measure of how much a graph resembles the
topology of interest, i.e. its "toroidalness", "ringness", "hypercubeness", etc.  The
higher the fitness value, the more closely the network resembles the chosen topology.
To compute the graph fitness values, we apply Dijkstra’s shortest path algorithm to
each graph to determine the minimum hop count between all node pairs. These hop
counts are used to determine the following parameters that are used in part of the
fitness evaluation: mean and standard deviation of the maximum node eccentricity
and mean and standard deviation of the minimum hop count between all node pairs.
The mean/standard deviation node degree and the total number of links are obtained
from the graph.  A summary of the algorithm is shown in the following pseudocode:

Evolutionary Algorithm
{

Generate initial population of graphs;
WHILE (Termination criteria NOT reached)
{

Apply graph repair mechanisms:
(i)  Satisfy connectivity constraints;
(ii) Ensure graph is biconnected;

Evaluate chromosomes:
(i)  Apply Dijkstra’s Algorithm;
(ii) Calculate fitness;

Select new population: Recombination and Mutation;
}

}

4. Computational Results

The graphs in figure 7 show the normalised mean and best fitness values obtained
over 500 iterations of the GA for 16, 32 and 64 node topologies.  In table 2 a
summary is given showing the best overall parameter values obtained by the GA.  The
first column in table 2 represents the size of each network, while the second column
represents the network topology.  The following three columns give the mean and
standard deviation of the parameters and also the percentage differences by which
these values differ from the optimal.  The final column shows the fitness values and
their percentage difference from the optimal values.
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Fig. 7. Mean and best fitness values obtained by the GA.

Table 2. Best parameter values obtained by the GA

N To       Eccentricity
Mean       Std Dev

           % diff          % diff

Mean Node Degree
Mean        Std Dev

          % diff           % diff

Hop Count
Mean         Std Dev

         % diff          % diff

Fitness

         % diff
R 4.26 0.00 0.00 0.00 2.00 0.00 0 0 8.00 0.00 0.00 0.00 520 0
C 2.65 0.30 0.24 12.3 3.00 0.00 0.51 25.8 4.68 6.24 0.47 23.9 488 6.02
T 2.11 0.75 0.17 8.55 4.00 0.00 0.51 25.8 3.56 10.9 0.51 25.6 484 6.86

16

H 2.11 0.75 0.17 8.55 4.00 0.00 0.51 25.8 3.56 10.9 0.51 25.6 484 6.86
R 6.67 19.1 0.43 21.8 2.25 12.5 0.44 22 12.4 22.4 0.49 24.9 438 15.7
C 3.15 0.06 0.21 10.5 3.00 0.00 0.50 25.4 5.00 0.00 0.00 0.00 505 2.77
T 3.02 2.39 0.13 6.7 4.00 0.00 0.67 33.6 5.00 16.6 0.00 0.00 484 6.76

32

H 2.40 6.78 0.10 5.1 5.00 0.00 0.56 28.4 4.00 20.0 0.00 0.00 479 7.72
R 9.64 40.8 0.43 21.7 2.21 10.9 0.41 20.8 18.1 43.2 0.88 44.1 390 24.9
C 4.06 13.5 0.18 9.3 3.34 11.4 0.54 27.0 6.85 14.2 0.35 17.5 459 11.6
T 2.87 29.1 0.08 4.4 4.46 11.7 0.59 29.5 4.00 50.0 0.00 0.00 415 20.0

64

H 2.49 17.9 0.05 2.85 6.21 3.65 0.41 20.8 4.00 33.3 0.00 0.00 455 12.3

N = Number of nodes To = Topology
R = Ring C   = Chordal Ring
T = Torus H  = Hypercube
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4.1 Example Results

The graphs shown in figure 8 show two examples of the best topology obtained by the
GA after 1000 iterations.  Table 3 compares the ideal parameter values with actual
parameter values.

               (i) Torus            (ii)  Chordal Ring
        Optimal       Best  result                 Optimal        Best Result

Fig. 8.  Comparison of best topology found with ideal result

Table 3. Ideal and actual parameter values

(i)  Torus (ii)  Chordal Ring

Parameter Value Ideal Actual % diff Ideal Actual % diff
Fitness: 520 487 6.20 520 498 4.23

Mean Hop Count: 2.13 2.00 6.25 2.66 2.76 6.25

Std Dev Hop Ct: 0.00 0.04 0.02 0.00 0.15 7.50

Mean Node Deg: 4.00 4.00 0.00 3.00 2.87 4.33

Std Dev Node Deg: 0.00 0.00 0.00 0.00 0.34 17.0

Mean Max Ecc: 4.00 3.00 25.0 5.00 5.00 0.00

Std Devn Max Ecc: 0.00 0.00 0.00 0.00 0.00 0.00

Number of Links: 32 32 0.00 24 23 4.16

4.2 Evaluating Toughness and Integrity

The toughness and integrity values were determined for a number of randomly
selected chromosomes with different fitness values.  Evaluation of toughness and
integrity were achieved by determining the number of disconnected graph
components, k(G-S), and the maximum order of the remaining components, N(G-S),
for all possible vertex cut-sets.  The target toughness and integrity values were 1 and
9 respectively.  The graphs shown in figures 9 and 10 plot the fitness value against the
toughness and integrity values for the 16 node torus and chordal ring target
topologies.
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Fig. 9.  Toughness vs Fitness

Fig. 10.  Integrity vs Fitness

5. Discussion of Results and Conclusions

The quality of results obtained by the GA is established by comparing its results with
the known optimal solutions.  In all examples the results of the GA appears to
converge after a few hundred generations.  The graphs given in figures 9 and 10 show
that as the GA approaches the ideal topology, in doing so it also reaches the target
toughness and integrity values.

The results for the 64-node graphs have the slowest rate of convergence, due to the
very large search space that this size of problem presents us with.  There was one
instance where the GA managed to generate an optimal result within 500 generations.
Beyond this point the Genetic Algorithm seems to search randomly for better
solutions and as a consequence further experiments indicate that at least 10,000
generations are required before an optimal result is reached. Ring topologies are
unusual in that a connectivity of two is both necessary and sufficient to ensure a
connected graph is a ring.  Other topologies are more complex in that they require
additional criteria.  In particular this is true of the remaining topologies studied:
chordal ring, torus and hypercube.  Other improvements could be made to make the
GA perform more efficiently, particularly when the GA has ceased to produce
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improved results.  These include more sophisticated mutation/link swapping
techniques and also hill climbing techniques.

In order to design practical networks more suitable for real-world design problems,
it is possible to use this idea as part of a multiobjective function so that the network
designer could choose networks that have been simultaneously optimised over a
variety of different parameters.  This work shows how arbitrary mesh networks can be
guided towards known topologies with good characteristics without limiting the
network to precisely match a particular topology.  In addition approaching a known
topology has been shown to encourage toughness and integrity values that match
those of the associated target topology.
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Abstract. This paper describes a new approximate approach for checking the
correctness of the implementation of a protocol interface, comparing its low-
level implementation with its high-level prototype. The possibility to validate
protocol interfaces is extremely useful in many industrial design flows and the
proposed methodology does not impose particular requirements and it is able to
fit in existing design flows: the proposed approach is based on coupling a
commercial simulator with a genetic algorithm that tries to disprove the
equivalence of an implementation with its high-level prototype. The use of a
commercial simulator guarantees a complete compatibility with current
standards and the method is able to fit painlessly in an existing industrial flow.
Moreover, the use of a genetic algorithm allows the analysis of large and
realistic designs. Experimental results show that the proposed method is
effectively able to deal with realistic designs, discovering potential problems,
and, although approximate in nature, it is able to provide a high degree of
confidence in the results.

1 Introduction

The development of protocol interfaces is a challenging task due to the increasing
complexity of both digital circuits and protocol specifications. Starting from the
protocol requirements (usually provided as a set of natural-language statements),
common design flows include several steps (sketched in Figure 1) before producing
the final, low-level hardware implementation of a protocol interface.

In the first steps, it is usual to prepare an abstract prototypical description of the
interface in some high-level hardware description language; this description should
then be validated to check if it is coherent with protocol requirements. This
description neglects many details and optimizations, but it fully reflects the
functionality of the interface. The validation process is commonly carried out by
including some checks in the design and simulating the interface with functional test
patterns. Alternatively, validation can be performed using model checkers, or other
programs, although, in this case, it is necessary to suitably express protocol
characteristic and designers tend to be unwilling to learn new formalism, such as
temporal logics.
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Unfortunately, these descriptions are often not directly synthesizable, in the sense
that it is not possible to derive directly and in an automated way the low-level
description of the interface implicitly from the high-level one. Designers have to
develop it with some manual transformation and checking the equivalence of the two
descriptions is a critical issue that requires an accurate analysis in order to test
whether all the characteristics of the high-level specification are correctly
implemented.

PROTOCOL
SPECIFICATIONS

HIGH-LEVEL
SPECIFICATION

LOW-LEVEL
IMPLEMENTATION

Coherent with
protocol
specifications?

Equivalent to
high-level
design?

Figure 1: Common Protocol Interface Design Flow

Consequently, two different types of checks are involved in the development of a
protocol interface: validating the correctness of the high-level interface with respect to
protocol requirements, and verifying the equivalence of the high-level specification of
the interface with the low-level one. This paper addresses the second problem,
proposing a methodology for checking the equivalence that is applicable to a wide set
of descriptions and able to fit almost painlessly in an existing design flow.

An important characteristic of the high-level prototypical specifications is that,
while non-synthesizable, they are usually executable (designers typically test them by
simulation). The proposed method uses the possibility of executing these descriptions
to heuristically check their equivalence with the low-level implementations. Thus, the
method does not require to write any custom model in ad-hoc languages.

At the present time, exact equivalence verification of a large high-level system
with respect to its low-level implementation is beyond the state of the art. Therefore,
we propose a partial solution to this problem, which sacrifices exactness in favor of
applicability. Indeed, all verification systems shall be considered not exact when run
on a computer system. In practice, there is always the case that the tool runs out of
memory or available CPU time before delivering a result. In our method, we simply
give up exactness explicitly: we develop an approximate equivalence verification
algorithm that is not always able to produce an answer, but is able to deal with
sequential equivalence between high-level specifications and their low-level
implementations.

The proposed approach belongs to a brand new framework that can be called
approximate equivalence verification. Given the two circuits, approximate
equivalence verification techniques employ simulation driven by heuristic algorithms
to seek a counterexample of the equivalence to be proven, i.e., an input pattern able to
produce an output behavior in one system different from the one produced by the
other. Thus, they can only provide negative responses (using these techniques, no
equivalence can ever be proved), and there is no mathematical certainty that the
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counterexample, if it exists, will eventually be found by the algorithms. Nevertheless,
experimental results show that in many practical cases the confidence obtainable with
such methods on the whole set of real circuits can by higher than the one obtainable
with more traditional, formal approaches.

In recent times, approximate equivalence verification techniques are achieving
increasing interest in the research community. Two techniques able to deal with real-
sized circuits described at low-level have recently been proposed [4] [5]. Both
approaches are based on the same low-level simulator, but they implement completely
different evolutionary algorithms to seek a counterexample. In those works,
approximation techniques were shown to successfully complement the results
obtained by exact techniques, thus improving the overall quality of the verification
process. The problem of equivalence verification of one system described at the RT-
level and one described at the gate-level was engaged in [7], while the problem of
equivalence verification of two systems described at the RT-level was tackled in [6].

The paper describes VEGA.PI (Verification of Equivalence through Genetic
Algorithm of a Protocol Interface), a new approach for checking the equivalence of a
generic high-level prototype and its low-level implementation. VEGA.PI exploits the
analysis of internal activity of the low-level description, and it can take advantage
from designers’ knowledge for identifying known correspondences in the two
descriptions.

Experimental results show that the proposed approach is effectively able to verify
large and realistic circuits, discovering problems in the design process. Furthermore,
another set of experiments, performed on smaller circuits and compared with an
equivalence verification algorithm based on exact techniques, showed that VEGA.PI
is able to provide results with a high degree of confidence despite its approximate
nature.

The paper is organized as follows: Section 2 describes the algorithm, with
particular emphasis to the heuristic; Section 3 contains the experimental evaluation of
a prototype; Section 4 concludes the paper.

2 The VEGA.PI Algorithm

For the purpose of this paper, we chose to describe protocol interfaces as VHDL
processes. VHDL is widely adopted in industrial design flows, and it is ideal to
describe protocol interface specifications, since it is well known by designers and it
allows to easily include checks in the form of assert statements directly into the
description.

Given two descriptions, a distinguishing sequence is an input pattern able to
produce an output behavior in one system different from the one produced by the
other. In this paper, we assume that both circuits start from the reset state. If such a
sequence exists, an equivalence verification tool should be able to provide it as a
counterexample; otherwise, it should provide the proof of its non-existence. The
approximated approach presented in this paper will never be able to provide non-
existence (i.e., circuit equivalence) proofs, but is meant to be effective in finding the
counterexample, when existing. Experimental results will show that, even with this
limitation, the degree of confidence that the approximated result can provide is quite
high.
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An important fact to emphasize is that both descriptions share the concept of
temporization and vectors composing sequences are applied simultaneously. Thus, we
are assuming that both systems use the same clock.

Given two descriptions that are to be proven equivalent, the information needed by
VEGA.PI is the list of corresponding primary inputs and primary outputs (that must
coincide in the two descriptions). The designer has also the opportunity to specify a
set of checkpoints, i.e., mappings between VHDL signals or variables and netlist lines
that should correspond in the two implementations. Usually, checkpoints are limited
to a subset of the memory elements, and it is straightforward to identify them, for
instance knowing the convention adopted by the synthesis tool for assigning gate
names from RT-level signal names.

Checkpoints are only used as hints to the algorithm, and their functional
equivalence is not assumed, thereby allowing the user to take benefit even from
partial or hypothetical correspondences. The higher number of checkpoints the
designer is able to provide, the more effective the heuristic algorithm is in evaluating
sequences. In the worst case, if no checkpoints are provided, a pure black box
verification is performed.

During verification, the RT-level description is considered as an almost black box,
where primary inputs are controllable and primary outputs and checkpoints are
observable. On the contrary, the internal behavior of the gate-level description is
completely accessible by the tool. The genetic algorithm aims at deriving a sequence
that causes a difference on the primary outputs, and it guides the search by analyzing
the differences that may appear on the checkpoints and by monitoring the internal
activity of the gate-level circuit.

VEGA.PI adopts a heuristic search algorithm for constructing the distinguishing
sequence (as other approximate equivalence verification algorithms); therefore, the
more it runs without finding a counterexample, the likelier it does not exist. In this
way designers are able to easily trade off CPU time with confidence on the result.

GENETIC
ALGORITHM

LOW-LEVEL

SIMULATOR

HIGH-LEVEL

SIMULATOR

STUB STUB

sequence

primary outputs
checkpoints

primary outputs
checkpoints

internal behavior

Figure 2: VEGA.PI Architecture

The architecture of VEGA.PI is shown in Figure 2. VEGA.PI constructs
counterexamples through a genetic algorithm (detailed in the next Section) which
exploits information coming from the simulation of sequences. The genetic algorithm
uses two different stubs to communicate with different simulators, one for gate-level
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descriptions and one for RT-level descriptions. These two stubs have different
characteristics because the required interaction is different: the gate-level simulator
must be highly customizable, since the internal state of the circuit is heavily observed
during the simulation. On the contrary, the main requirement for the RT-level
simulator is to be fully compatible with the VHDL standard. For this reason, we
propose the adoption of commercial tools that, while sacrificing some ability to
interact with the simulation, guarantee more applicability.

3 The Genetic Algorithm

Evolutionary Algorithms aim at applying techniques derived from biological
systems, in particular Natural Selection, to search and optimization problems.
VEGA.PI, in particular, uses a specific type of evolutionary algorithm, called Genetic
Algorithm (GA). GAs were first introduced by Holland in [10] and they are today well
known to be suited for finding nearly optimal solutions of very large problems [8].
Moreover, the use of a GA for generating input sequences has already been widely
exploited in the literature (e.g., for Automatic Test Pattern Generation [[2] [12] [11]).

The goal of the GA in VEGA.PI is to discover a distinguishing sequence, i.e., an
input pattern able to produce an output behavior that is different in the two systems
being compared. The GA evolves a population of sequences, i.e., binary vectors to be
applied to the circuit primary inputs in consecutive clock cycles starting from the
initial state.

Each sequence is characterized by its fitness, i.e., its closeness to the goal. The goal
is to excite some internal differences and to propagate them to a primary output of the
circuit. In the algorithm, the goal can be rephrased as follows: excite all possible
behaviors in the circuit while trying to retain any difference found in some
checkpoints. The following fitness function F(s) for a sequence s is thus used in
VEGA.PI:
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⋅−⋅+⋅+⋅=
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where the sum extends over all the len(s) vectors of the sequence s. After simulating
the i-th vector in sequence s:

• Ci is the number of checkpoints where the two circuits assume a different
value for the first time

• C*

i is the number of checkpoints already counted in Ci-1 or in C*

i-1 whose
difference is still present after the current vector

• Ai is the gate-level circuit activity, i.e., the number of gates and flip-flops
which have assumed a binary value never assumed before

• Ui is equal to 1 if the vector is useless, i.e., if all Ci, C
*

i, and Ai are equal to 0.
Otherwise it is equal to 0.

The coefficients α > β  > γ > δ set the relative importance of the sub-goals, in
decreasing order: forcing new differences on checkpoints; retaining differences on
checkpoints; letting the circuit explore new configurations; avoiding useless vectors.

Since all Ci, C
*

i, and Ai count an event only the first time it occurs, the coefficient δ
has the effect to penalize long sequences: vectors that are not able to force new
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differences on checkpoints neither to explore new configurations receives a negative
value.

During evolution, sequences mate and mutate to generate new sequences in the
population and best sequences are selected for survival on the basis of their fitness
function. Using this mechanism, sequences in the population tend to become fitter and
fitter as generations pass.

The mating of sequences is performed through crossover operators, that select two
parents and generate a new sequence by taking random parts of each parent; four
crossover operators are defined in VEGA.PI and they are chosen with equal
probability:

• Horizontal 1-cut crossover: the new sequence is composed of some vectors
coming from either parent, according to the position of one cut point randomly
generated in the first individual (x1), and another one randomly generated in
the second (x2).

• Horizontal 2-cut crossover: the new sequence is composed of some vectors
coming from either parent, according to the position of two cut points
randomly generated in the first individual (x1 and x2). The length of the new
sequence is the longest between the two parent ones.

• Horizontal uniform crossover: each vector in the new sequence is taken
randomly from the first or from the second parent. The length of the new
sequence is the longest between the two parent ones.

• Vertical uniform crossover: each vector in the new sequence inherits some
bit columns from the first parent and some from the second. The length of the
new sequence is the longest between the two parent ones: inputs taken from
the shortest parent are completed with random values where needed.

Sequences can also undergo mutation, where some bits are randomly modified,
inserted, or deleted. Three mutation operators are implemented in VEGA.PI and are
selected with equal probability:

• Change mutation: a vector in the sequence is replaced with a new randomly
generated one.

• Add mutation: a random vector is added in a random position, shifting
forward the subsequent vectors.

• Delete mutation: a randomly selected vector is removed from the sequence,
shifting backward the subsequent vectors.

Individuals are selected for applying genetic operators using the roulette wheel
technique on their linearized fitness: sequences with higher fitness are likelier to be
selected for crossover or mutation, so that good sequences are given more chances to
generate better ones. Evolution continues until a distinguishing sequence is found,
until a maximum predefined number of generations has been stepped through, or until
the system has reached stability (i.e., no fitness improvements are recorded for a
given number of generations).

3.1 Implementation

A prototypical implementation of VEGA.PI has been developed using the ANSI-C
language. VEGA.PI includes the genetic algorithm and the two separate stubs and
amounts to about 2,000 lines of code.
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For simulating the gate-level description, we adopted an in-house developed,
2-valued, event-driven, gate-level simulator. The stub allows examining the internal
state of each gate during simulation.

The adopted parameters for the fitness function are shown in Table 1.

Table 1: Parameter Values

Parameter Value Meaning
α # of gates Weight for exciting a difference on a checkpoint

β
10

α
Weight for keeping a difference on a checkpoint

γ 1 Weight for exploring new configurations
δ 1 Penalty for useless vectors

The GA simulates a population of 30 individuals, creating 15 new individuals at
each generation (thus preserving the best half of the population). Mutation or
crossover operators are chosen with equal probability (50%). The maximum number
of possible generations was set to 300, and the system is assumed to have reached
stability after 30 generations without any fitness improvements.

To avoid any limitations in the syntax of the descriptions, for simulating RT-level
descriptions we choose a commercial VHDL simulator: V-System 5.1 developed by
Model Technology. For the sake of efficiency, VEGA.PI runs the simulator as a
concurrent process and communicates with it via unix pipes or sockets. The
developed stub can be accommodated to interact with different simulators.

4 Experimental Evaluation

To evaluate VEGA.PI, two different sets of experiments were performed. The first
set of experiments aims at evaluating the confidence of the results provided by
VEGA.PI. The second shows the efficacy of VEGA.PI for validating the output of a
synthesis tool in presence of designer errors.

All experiments were performed on Sun SPARC-Stations 5 with 64 Mbytes of
memory, running SunOS 4.1.4.

4.1 Confidence Evaluation

VEGA.PI was used to disprove equivalence of high-level specifications with their
gate-level implementations in presence of errors. The adopted error model aims at
mimicking small and subtle mistakes: first an high-level description is synthesized;
then a random fanout-free region (FFR) is selected from the gate-level description,
and a randomly chosen single bit in its truth table is flipped; finally, the updated FFR
is synthesized back in the description. Since no checks are performed to determine if
the input configuration for the flipped bit is sequentially reachable or to determine if
the flipped bit is sequentially observable, descriptions are often sequentially
equivalent even after the modification.
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To evaluate the confidence of the result, VEGA.PI is compared with AQUILA [9],
a state of the art equivalence verification tool. This tool is not able to handle high-
level descriptions, thus, it was used to verify the equivalence between the original
gate-level implementation and the modified one. The complete experimental flow is
sketched in Figure 3.

RT-level
Description

synthesis

FFR modifiergate-level
Description

gate-level
Description

VEGA-RT

AQUILA

Figure 3: Experiment Flow

Some benchmark descriptions have been selected among publicly available VHDL
synthesizable descriptions [1]. Their characteristics are summarized in Table 2.
“#VHDL lines” and “#GATES” report the size of the specification and of the
implementation, respectively. Last three columns better detail benchmarks, in term of
number of memory elements (“FF”), primary inputs (“PI”) and outputs (“PO”).

Table 2: FFR Benchmark Characteristics

circuit #VHDL lines #GATES  #FF #PI #PO
 b06      128     66     9   4   6
 b08       89    168    21  11   4
 b13      296    309    53  12  10

Table 3 reports experiment results. In the first column (“Circuit”) the name of the
circuit is showed.  The first column group describes the characteristics of the FFR
selected for injecting the fault: the output gate name (“stem”), the number of gates
belonging to the FFR (“size”) and the number of its inputs (“#in”). The next column
group contains the different answers given by the two different tools to the question
“is the modified circuit equivalent to the original one?”. VEGA.PI is an approximate
algorithm, thus the answer can be “NO” (a counterexample was found) or “probably”
(since no distinguishing sequence has been found, the circuits should be assumed
equivalent). AQUILA is an exact tool and it is able to provide both answers: “YES”
(proven equivalent) and “NO” (proven different). Unfortunately, for the largest circuit
it fails due to memory explosion without providing any answer. Finally, column
“CPU” reports the seconds of CPU time consumed by VEGA.PI.
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Table 3: Experimental Results

stem size #in VEGA-RT AQUILA
b06 U206 9 6 NO NO 10.0
b06 U206 9 6 NO NO 3.0
b06 U208 6 4 NO NO 6.0
b06 U208 6 4 probably YES 1,014.0
b08 U331 17 11 probably YES 625.1
b08 U331 17 11 NO NO 122.2
b08 U332 17 10 NO NO 95.6
b08 U332 17 10 probably YES 1,102.0
b08 U334 26 16 probably YES 1,595.2
b08 U334 26 16 probably YES 1,366.6
b13 GT_255_U5 11 7 NO unknown 96.7
b13 GT_255_U5 11 7 NO unknown 546.8
b13 U695 6 4 NO unknown 430.8
b13 U695 6 4 NO unknown 637.6
b13 U697 7 4 NO unknown 9.0
b13 U697 7 4 NO unknown 489.0
b13 U710 8 4 NO unknown 420.0
b13 U710 8 4 NO unknown 5.0
b13 U755 5 3 probably unknown 1,526.0
b13 U755 5 3 probably unknown 1,210.0
b13 U826 7 4 probably unknown 830.9
b13 U826 7 4 probably unknown 769.7

FFR 
Circuit CPU [s]

EQUIVALENT?

Experimental results show that results provided by VEGA.PI have a high degree of
confidence. When AQUILA demonstrates the non-equivalency, VEGA.PI is always
able to find a valid distinguishing sequence: in no case the exact tool contradicts the
hypothesis made by VEGA.PI.

It should be noted that the main goal of VEGA.PI is to deal with RT-level designs
without imposing severe syntax limitations. Thus, the proposed approach sacrifices
some efficiency in the interaction with the simulators to guarantee more applicability.
It can be noted that, when verifying small descriptions, the overhead caused by the
two stubs is significantly big. However, on larger descriptions almost all CPU time is
used to run simulations, and simulation time, usually, does not increase exponentially
with circuit complexity.

4.2 Verification of Synthesis Results

To evaluate VEGA.PI on realistic problems, we tested it on two high-level
descriptions of simplified microprocessors realized by students, where the critical part
is the correctness of the bus interface. Students were not experienced designers, and
the resulting VHDL specification contains ambiguous statements that may cause a
misinterpretation. As a result, the gate-level implementation does not correctly
implement protocol specifications.
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Table 4: Microprocessors Benchmark Characteristics

circuit #VHDL lines #GATES  #FF #PI #PO
p-viper 518 3,461 247 34 54
p-80386 648 6,931 447 37 70

Table 4 summarizes the characteristics of the benchmarks in terms of number of
VHDL lines and the number of processes. For the gate-level descriptions Table 4
reports the number of gates, flip-flops, primary inputs and primary outputs. For both
circuits, VEGA.PI disproves the equivalency of the RT-level with the synthesized
gate-level implementation, thus exposing a problem in the synthesis step.

In each case, by analysis of the provided counterexample, the students were able to
pinpoint the location of the problem in the VHDL code. For the p-viper circuit, an
assignment of a 32-bit signal (declared as a VHDL integer) to a 20-bit variable
(declared as integer range 2**20-1 downto 0) caused an inconsistency in
the upper bits of the variable, since in the netlist they were not present. In the p-80386
benchmark, the pointer registers in the FIFO instruction queue were compared as
signed values in the VHDL source (since they were declared as integer range)
and as unsigned values in the netlist (since the synthesizer inferred that they always
contained positive values, i.e., addresses).

The errors were corrected by inserting a truncation operator in p-viper to drop the
upper bits in the VHDL, too, and by declaring the address pointers as unsigned in
p-80386.

5 Conclusions

This paper presented a new approximate approach for verifying the equivalence of
an RT-level design with its gate-level implementation. This task is particularly
important when designers deal with circuits (or sub-circuits) implementing protocols;
in this case, equivalence between the implementation and its high-level specification
has to be carefully verified. This verification would significantly benefit several
design steps, if the methodology do not impose particular requirements. The proposed
approach is based on coupling a heuristic algorithm with a commercial VHDL
simulator and an in-house developed gate-level simulator, thus the proposed method
guarantees a complete compatibility with VHDL standards and it is able to fit
painlessly in an existing industrial flow.

Experimental results show that the proposed approach is effectively able to verify
large and realistic RT-level designs, discovering problems in the synthesis process.
Furthermore, another set of experiments, performed on smaller descriptions and
compared with an exact equivalence verification algorithm, showed that VEGA.PI is
able to provide results with a high degree of confidence despite its approximate
nature.
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Abstract. This paper describes work in progress where we apply Ge-
netic Programming to the problem of finding routing algorithms in telecom-
munication networks, using a network simulator and the Java Bytecode
Genetic Programming System being developed at the EHPT lab.

1 Introduction

Circuit switched communication networks consist of switches connected by links.
Normally, the topology of the network only contains connections from a switch to
a small number of its neighbours. This means that a phone call originating in one
switch and destined for a non-neighbour has to be routed via other switches. The
routing problem consists in chosing algorithms for routing calls in a network with
limited node and link capacities. Network operators lose substantial amounts of
money because calls do not reach their destination. One of the reasons for this is
that switches may get overloaded, blocking the attempted call, so that the caller
gets a busy signal. A number of new techniques from artificial intelligence, such
as artificial neural networks, genetic algorithms, and ant-like agents have been
tried in attempts to improve routing algorithms.

Today, routing in telecommunications networks is often done by using a rout-
ing table to decide to which neighbouring switch a certain call should be routed.
A routing table is a mapping from the set of all possible destination switches
(determined, e.g., by the area code) to the set of neighbouring switches of the
node in question. The routing tables are usually static, i.e., they are defined as
part of the network configuration process, and are only rarely changed after that.
A routing table may contain alternative choices, so that if the first neighbour
chosen is overloaded the call is routed to the second choice listed in the routing
table, and if the second neighbour is also overloaded, an alarm to a human op-
erator may be generated. The operator has two alternatives: blocking the call,
or manually (and temporarily) updating the routing table. Considerable losses
may occur because the operator usually chooses the blocking alternative.

The aim of this project is to use GP to learn routing functions for telecom-
munication networks, utilizing the Java Bytecode GP framework developed by
the group. Both static and dynamic routing will be considered in the project.

R. Poli et al. (Eds.): EvoIASP’99 and EuroEcTel’99, LNCS 1596, pp. 193−202, 1999.
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2 Genetic Programming

An evolutionary algorithm maintains a population of structures such as computer
programs, or binary strings. These are bred much like dogs or cattle, selecting for
some desirable feature with a large number of generations passing each second.
In this way one can breed computer programs that solve problems that no hu-
man programmer can solve, using completely new and innovative programming
techniques.

One approach to evolutionary algorithms is Genetic Programming (GP) [4],
which lets the computer program itself by evolving programs, e.g., in machine
code. An overview is given in [2]. This method can be used, e.g., when theories
are lacking, and a system cannot be designed from first principles, or when there
is no time for human programming and complete programs have to be written
in a few seconds in order to adapt to new situations.

Since its introduction in 1992 GP has been used to solve a number of hard
problems, e.g., in speech and image understanding, robotic control and pattern
finding. Most of the programs generated are difficult to analyze, and it is evident
that the computer creates programs for itself in a very different way than human
beings. However, some analyzable parts show impressive, ingenious and creative
use of computer resources in solving a hard problem.

GP has not yet been extensively applied to routing problems in telecommu-
nications networks (one exception is given by ref. [3, 8]).

3 The system

The system is built around a network simulator that allows us to model a network
and the features we are interested in, such as telephone call patterns, and routing
algorithms, and to study properties of the system such as the load inflicted on
a switch when establishing a route, and the number of calls lost due to switch
overloading.

The simulator simulates the behaviour of people making phone calls via the
network for a certain period of time. Initially, very simple stochastic models
have been used to generate calls, but the aim of the project is to move to more
realistic models based on real data.

In general, the simulator can take into account various limitations built into
the system, such as

– The nodes contain one or several limited resources.
– Data processing in the nodes may take a certain amount of time.
– Links between nodes may have limited transportation capacity.
– Data transmission along the links may take a finite amount of time.

In the initial runs described below, we restrict ourselves to the case of un-
limited link transmission capacity, zero transmission time, and a single resource
at each node that is used during the duration of a call and models a resource
like buffers or ports (another example of a resource might be a processing unit
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that is only used while connecting and disconnecting a call). This means that
connecting and disconnecting calls takes zero time and zero resources.

In each node of the network, there is a single information processing and
routing entity. This software entity or program gets input from an environment
and processes it. It may produce an output, affect its environment, and/or change
its state if equipped with internal memory. It could more formally be described
as an finite automaton or Turing machine equipped with actuators.

Fig. 1.: Schematic view of a node.

The environment contains of a number of such routing entities, each one
representing a node in a communication network of predefined topology. The
nodes are linked to each other by connecting the actuators of the routing program
with the sensors of the other routing programs. All links are defined as being
bi-directional.

3.1 The Call Simulation

We simulate the behaviour of people making telephone calls via the network for a
certain period of time. The calls consist of normal circuit switched connections.
The simulator contains an event queue and a clock or counter simulating the
progress of time. There are two basic kinds of events: call-connect events and
call-disconnect events. A large number of random calls are generated before the
simulation starts. These calls are then sorted and fed into the simulated network.
Calls are taken from the event queue and dispatched to the appropriate node.

The following tasks are performed when a call, or call-connect event, arrives
at a network node:

– If the load capacity of node is exceeded then the call fails and we update the
counter for failed and blocked calls. The information about the failed call is
propagated backwards in the net decreasing the load of earlier nodes.
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– If it is detected that this call already has passed the node then the call fails
due to circular routing. The failure counter for circular calls is updated and
infomation is propagated backwards just as for the blocked call.

– If none of the problems above are encountered the call is considered successful
and if the node is the destination node of the call then the success is noted
and a call-disconnect is scheduled after the prescribed time.

– If the node is not the destination node the routing program is used to foward
the call to a neighbouring node.

A call-disconnect event causes the load of the nodes in question to be decre-
mented.

3.2 The Evolutionary System

The genetic programming framework used to represent the routing programs is
the Java Bytecode GP system developed at EHPT. Descriptions of this system
are given in [5, 6]. For the purposes of our current research we have streamlined
it to evolve functions, represented as Java methods in bytecode format, that take
only numbers as parameters and return only numbers. Thus the instructions used
in the programs are a subset of the JVM instruction set. Technically speaking,
this GP-engine is a Java method evolver (JME).

When the system is run, the JME asks the environment to evaluate the
individuals of the population, i.e. the candidate methods, by calling the environ-
ment’s evaluate-method and passing it the individual (method) to be evaluated.
The environment takes the individual and plugs it into the processor-slot of one
or more nodes of the network. Then a simulation run starts and the calls are
dispatched by the scheduler and routed according to the program of the individ-
ual. During the simulation various values are collected, such as number of failed
calls or the money earned. From these values in different experiments fitness
values can be computed which are returned to the JME. In the initial version

Fig. 2.: The relationship between JME and the environment.

of the system, one algorithm is evolved for each class of nodes with a certain
out-degree. The algorithms initially have access to information about the load
at neighbouring nodes, possibly information about distance to the goal for the
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different neighbours, or other local information. The task of the system is to
find routing algorithms for each node type that optimise the performance of the
system, measured either by the number of lost calls for a certain call sequence or
a variety of call sequences, or by the revenue with different price tags on different
calls, e.g., differentiating between local, long distance, and international calls.

In another version of the system, separate algorithms will be evolved at each
node of the network, which means having a population at each node, where each
individual program is tested for a fairly short time. Similar strategies have been
successful when using GP for robot control (e.g., [7]), and it will be interesting
to attempt to extend these ideas to a multi-agent situation. This version will
provide an interesting testing ground for different ideas on credit assignment.

4 Experiments

4.1 Restrictions in the Model

In these initial experiments we made the following choices of parameters and
restrictions compared to the final objectives:

– The network used was based on the Synchronous Digital Hierarchy network
of British Telecom used as a test case by Schoonderwoerd and others [1, 9].
In the intial experiments we have however reduced the network topology by
taking only a subset consisting of the 13 northernmost nodes of the network
into account, see Figure 1.

– The number of calls was 250 per simulation, evenly distributed over 250 time
units.

– The mean call duration was 20 time units.
– The number of call patterns was held to one: all nodes have the same prob-

ability of being the source of the calls and the same probability of being the
destination.

– The load capacity of the nodes was set to 8.

We also made a few other simplifications, e.g., we did not use any state vari-
ables or internal memory in the nodes. Furthermore all knowledge transmission
was considered to be instantaneous, and we did not consider any topological
differences between nodes. This paper describes initial experiments showing the
basic feasibility of the experiments but the evaluations are not, at present, ex-
tensive enough to enable statistically significant conclusions.

4.2 Experiment Setup

The following experiments were performed:
In Experiment A each node ran a routing program. The output of this node-

internal routing program specified the target neighbour node of an incoming call,
so that each node could directly tell which of its neighbouring nodes it should
route to. The input parameters to the routing program in each node were the
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Fig. 3.: The northen part of the SDH network of British Telecom.

destination node, the loads of the neighbouring target nodes, and their distances
to the destination node. Preliminary evaluations showed that this approach was
computationally expensive and complex to evolve, and the remaining experi-
ments were performed in a quite different manner:

A node which wants to know which neighbouring node to route to does the
following. It asks each of the neighbouring nodes to run a ”busyness program”
and return a busy-factor to the asking node. The node then simply choses the
neighbouring node with the lowest busy-factor. We performed three different
experiments with this set-up:

– Experiment B: The input parameters to an evolved ”busyness program” were
the load of a node, and its distance to the destination node of the call to be
routed. The number of lost calls was minimised.

– Experiment C: The input parameters were the load of a node, and its distance
to the destination node, as above. But in these experiments, calls to a certain
node were given a tenfold value compared to the other calls. In this case, the
revenue was maximised.

– Experiment D: The input parameters were the load of a node, and its dis-
tance to the destination node, as above; and in addition, a value, either 1 or
10, of the call to be routed. The revenue was maximised.

198 E. Lukschandl et al.



In all experiments we used the following GP-parameters:

– number of individuals: 500

– cross-over rate: 85%

– mutation rate: 5%

– percentage of randomly chosen individuals copied: 5%

– percentage of best individuals copied: 5%

5 Results

The following results were observed:

Experiment A: This experiment was abandonded as described above.

Experiment B: In this case the objective was minimising the number of lost
calls using the load and distance to the destination as parameters. The exper-
iment was performed over 100 generations, which means that a total of 50000
individuals were evaluated, or in other words that 50000 simulations of 250 calls
between 13 switches were run.

As can be seen in Figure 4 the problem is quite amenable to random search,
and the best of the 500 randomly generated algorithms in the initial generation
causes the loss of 7.6% of the 250 calls, i.e., 19 calls. Furthermore we conclude
that the improvement over time in the evolutionary process is rather moderate
leading to a call loss of 6.8% after 100 generations.

The function associated with the best simulation can be expressed as follows:

L(
1

2
d+ 2 +

1

2
d(d+ L/(d− L2)) + d (1)

where L is the load relative to the maximum load, and d is the distance to the
destination. Most of the calls are lost because of blocking situations.

Experiment C: In this case the objective was maximising the revenue using
the load and distance to the destination as parameters, see Figure 5. An in-
teresting observation in this experiment is that the percentage of lost calls is
higher than in Experiment B, 8% after 80 generations compared to 6.8%. But
as can be seen in Figure 7 showing the revenue, the amount of money earned
at generation 80 is 410 units for 230 calls, compared with 404 units for the 233
successfully routed calls in Experiment B. This suggests that the algorithm is
able to discriminate between normal and expensive calls, without having explicit
knowledge about the price, and only getting implicit information via the fitness
value.

Experiment D: Here the objective was maximising revenue using the load, the
distance to the destination, and the price of the call as parameters. The results
are shown in Figure 6. As expected, providing the algorithm with the price
parameter and maximising revenue leads to even better performance revenue-
wise, while the percentage of lost calls is the same as in Experiment B.
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Fig. 4.: Experiment B: Minimising the number of lost calls.

Fig. 5.: Experiment C: Maximising the revenue using two para-
meters.

6 Conclusion and Discussion

The preliminary results show that Genetic Programming is a feasible method
for the induction of routing algorithms and possibly a viable alternative to other
methods. The flexibility in adding arbitrary parameters, such as the price of
calls, and the ease of introducing the evolved algorithm into a running system,
encourage us to continue with this line of research.

In future work we will extend this work to study networks of more realistic
size (such as the complete SDH network mentioned above). We also intend to
study the performance of the algorithms under the influence of non-random call-
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Fig. 6.: Experiment D: Maximising the revenue using three para-
meters.

Fig. 7.: The revenue from experiments B-D.

patterns (e.g., more calls originating from one node or more calls destined for
one node), in particular call-patterns taking more statistical features of real data
into account.

We will also investigate the sensitivity of the algorithm to topology changes
in the network, such as broken links or nodes, where the genetic approach may
turn out to be useful in relearning and adapting the routing algorithm.

The experiments should also be extended to make the results truly statis-
tically significant. The simulation itself could easily be parallelized (the system
can already run transparently across a network in a distributed fashion). We
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will also carry out experiments where the programs are expressed in binary ma-
chine code, which will both improve speed in the evolution and be essential for
applications in real problem domains. The efficiency could also be further im-
proved by the use of time parsimony, i.e., including execution speed as part of
the fitness function. The results should of course also be compared more care-
fully against other approaches, from simple routing tables to more complicated
adaptive methods.
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Abstract. The need for networks that adapt autonomously to dynamic
environments is apparent.  In this paper we describe how self adaptive
networks can be optimised by means of agents residing on the nodes of
the network.  The knowledge of these agents is a set of active rules.  A
genetic algorithm dynamically prioritises these rules in the face of
dynamically evolving conditions. To our knowledge, this is the first
time that GAs have been used for this purpose. We demonstrate the
applicability of our method by presenting several experiments and
results.

1  Introduction

As telecommunication networks have become bigger and more complex, the need for
managing them effectively, optimising their capacity and reducing their operation
costs has become apparent. This need is becoming more urgent as the
telecommunications market is continuously changing and new services have to be
constructed and provided quickly and cheaply. Moreover, since users are becoming
mobile, networks have to adapt quickly to varying load conditions and traffic patterns.

There are many methods for optimising a network. Some of them solve this
problem using an analytical approach, others using an evolutionary approach. Both
categories give good results from a long-term point of view. They use statistical data
to calculate average costs, which do not change over a long period of time: weeks or
even months.

In contrast, what we propose is a method for optimising the network on the
protocol level, by using costs that can be predefined or collected at run-time. For the
optimisation procedure we combine the analytical with the evolutionary approach.
Parts of the problem are solved using a deterministic algorithm, and other more

R. Poli et al. (Eds.): EvoIASP’99 and EuroEcTel’99, LNCS 1596, pp. 203−214, 1999.
 Springer-Verlag Berlin Heidelberg 1999



complicated parts are solved using a genetic algorithm. Such a network will have the
ability to adapt to dynamic environments with little or no human intervention, so it is
termed a Self Adaptive Network.

We use software agents that reside on each node of the network and optimise it in
real time. The knowledge of each agent is expressed in the form of active rules
consisting of events and actions. The reactive part of the agent (the part that responds
to external events) is dynamically optimised by a genetic algorithm. The rational part
of the agent also uses active rules, but these are statically defined.

The outline of this paper is as follows: Section 2 describes the main features of self
adaptive networks. Section 3 describes and compares two software architectures that
work using active rules: beliefs, desires, intentions (BDI) agents and active databases.
It then describes the active rules that our system uses. Section 4 describes the genetic
algorithm that optimises the rule-based agents. Section 5 gives some experiments and
results from our system. In section 6 we present conclusions and future research
directions.

2 Self Adaptive Networks

A self adaptive network is a network that can automatically adapt to changes in its
environment without human intervention being necessary. While load conditions
change and nodes and links may fail, the network continues to operate near the
optimum state, requiring little or no assistance from its operators. In other words, the
network must be autonomous, intelligent and have distributed control. There should
be no need for global knowledge in the network. On the contrary all information must
be kept as local as possible.

Our network model is a simple yet powerful one. The network is composed of a set
of nodes and a set of connections between them. Each node can exchange messages
only with its immediate neighbours. There is no global knowledge of the topology of
the network stored in any node. There is a set of services provided by the network and
each node can provide some or all of the services.  The task for every node is to
provide the services requested from it with the minimum cost. The cost can be a
function of the number of intermediate nodes and links the service is using, as well as
of the load and spare capacity of those nodes and links respectively. Obviously, the
larger the number of intermediate nodes and links a service is using, the larger the
cost for the provision of that service.

Messages are exchanged between nodes to allow service establishment and service
cancelling. Messages can be exchanged only between connected nodes. For the time
being we use three kinds of messages, but we intend to add more in the future. The
first kind of message requests a service from a node and has as parameters the
requesting node, the service number as well as the hop-count (number of intermediate
nodes the request has used). Messages with a hop-count greater than a specific
number are canceled automatically, to avoid flooding the network with cyclic or very
long requests. The second kind of message concerns the answer to a request for a
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service. If the service can be provided, the cost is returned, otherwise the message just
rejects the request. The third kind of message cancels services already provided.

When a service is provided its cost is calculated as follows:

(1)

where i is the number of nodes and k is the number of links the service is using, and
Ni and Lk is the load imposed by this service on each node and link, respectively.
When the service can not be provided (because a node or link has reached its
maximum capacity, or because the hop count has exceeded the maximum allowed
limit), the same formula is used for the cost of the service, but i and k are now set to
the total number of nodes and links in the network respectively.  Clearly, more
sophisticated cost functions can be used in dynamic environments.

3 Active Databases and BDI Agents

Beliefs-desires-intentions (BDI) agents have been extensively studied for some years
[5], [9], [11], [2]. A BDI agent has the following components (see Figure 1):
• Beliefs Database: Contains facts about the sate of the world, as well as about the

agent's internal state.
• Desires: Contains agent's goals expressed as conditions over some interval of time

and are described by applying various temporal operators to state descriptions.

DESIRES
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Fig. 1. Typical BDI System
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• Plans: Actions the agent has to take in order to fulfill its goals. They have an
invocation condition which specifies upon which events the plan should be fired
and a context condition which specifies under what condition the plan applies.

• Intentions: Plans that are valid for firing are placed in an intentions structure where
they are executed. They can be hierarchically ordered.
Active databases are also based upon an Event-Action architecture [4] (see Figure

2). An active database system consists of the “traditional” components of a database
system plus a component that is concerned with the firing of event-condition-action
(ECA) rules. The meaning of an ECA rule is: “when an event occurs check the
condition and if it is true execute the action”. There is an event language for defining
events and for specifying composite events from a set of primitive ones. The
condition part of an ECA rule formulates in which state the database has to be, in
order for the action to be executed. The action part of an ECA rule may start a new
transaction which when executed may trigger new ECA rules. In this way we can
have trees of triggering and triggered transactions.

By comparing Figures 1 and 2 we can very easily see the correspondence between
the components of the BDI agent and active database architectures. The beliefs
database of the BDI agent corresponds to the main database store of an active
database. The desires of a BDI agent are expressed in an active database as
transactions submitted by users. The plans of a BDI agent correspond to the ECA
rules of the active database. Finally the intention structure of the BDI agent is
expressed in the active database as transactions generated by the system, i.e.
transactions generated from the activation of ECA rules.

Similarities and differences between BDI agents and active databases are discussed
in more detail in [1], [12], where characteristics such as events, actions, consistency,
query expressiveness, goal achievement and responsiveness are compared.  The most
important of their common characteristics is the way that actions are executed, in that

Fig. 2. Typical Active Database System
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upon a certain event occurring, if a condition holds a rule is fired. There may be cases
where more than one rule may be triggered by the same event occurrence.  The
system will then select the rule with the highest priority to fire, or will arbitrarily
select a rule to fire if there are more than one with the same priority.

In this paper we assume that there is an agent running on each node of the network.
The knowledge of each such agent is expressed using a set of rules. An event occurs
at a node when it is asked to provide a service. There are two possible actions that can
be triggered for this event: the service can be provided remotely, or the service can be
provided locally. When a service is to be provided remotely, a new `send request’
event is generated. The possible actions corresponding to this event are all the nodes
that the requesting node is connected with. For instance, if node 1 is connected with
nodes 2, 3 and 4 and the network provides services A, B and C, the events and actions
for node 1 are shown in Table 1 (no order is shown, just all the events and all the
possible actions for each event).

4  Using a GA to Optimise the Rule Based Agents

Our method provides an automatic way of selecting the “best” rule to fire upon an
event occurring, using a genetic algorithm to determine which rule to fire if more than
one rule is triggered. Genetic algorithms and genetic programming have been used
before in the design of agent systems [8], [10]. The novelty of our work is that we are
using GAs to dynamically optimise a set of rules in response to changes in the
environment.

Table 1. A Simple Example Rule Set

Events Actions
Provide service A Local

Remote
Provide service B Local

Remote
Provide service C Local

Remote
Send request for service A Send to node 2

Send to node 3
Send to node 4

Send request for service B Send to node 2
Send to node 3
Send to node 4

Send request for service C Send to node 2
Send to node 3
Send to node 4
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Actions for
Provide
Service A

Actions for
Provide
Service B

Actions for
Provide
Service C

Actions for
Send req. for
Service A

Actions for
Send req. for
Service B

Actions for
Send req. for
Service C

For the moment we do not support conditions in our active rules, although we plan
to cater for conditions in the future.

At each node, the system holds a list of possible actions that can be taken for each
event that may occur.  The first action is always selected, but a simple genetic
algorithm running in parallel dynamically changes the order of the actions. Obviously
this approach requires a measure of the performance of the agent, which must be
available at run-time, to be given to the genetic algorithm.

The GA is used to try out several permutations of the rule set and finally find the
best ordering. Permutations of the possible actions for each event are enumerated and
placed in the chromosome one after the other. We assign each permutation an integer
in the range 0..n!-1, where n is the number of actions. The binary representation of
this number is placed in the chromosome to encode that permutation of actions for the
event. The whole chromosome is composed of a sequence of K such numbers, in their
binary representation, where K is the number of possible events. Thus one
chromosome can encode all the rules with which each agent works1.

Each agent has a chromosome pool which is initially randomly instantiated.  These
chromosomes are evolved by the genetic algorithm to better solutions. We use a
constant population size, selection proportional to fitness, and full replacement of
parents by their children. Multiple point crossover is used for breeding. Crossover
points are set at the end of each event in the chromosome. The chromosome for the
example of Table 1 is shown in Figure 3, where the arrows show the positions of the
crossover points.

The fitness of each chromosome is calculated as follows: When a node provides a
service to another node, it also sends to it the cost of this service. This cost is a
function of the number of intermediate nodes and links the service is using as well as

1 This particular encoding of the GA was chosen initially for ease of programming,
but it was adopted since it performed well. Our current library that implements the
Genetic Algorithm, does not support other than the binary encoding. An alternative
method for describing permutations would be as ordered lists. We are in the process
of adding this feature to our library. Once we’ve done this, we are planning to test the
performance of PMX or other permutation crossovers ([3, pp. 72], [6], [13]).

Fig. 3. Chromosome Encoding
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their load and free capacity respectively. Obviously, when the service is provided
locally, the cost is minimum. Each chromosome in the chromosome pool is used for
service provision for some time and the costs of the services provided using it are
averaged. The fitness, then, for this chromosome is inversely proportional to this
average cost. So the larger the cost, the smaller the fitness of the chromosome and
vice-versa.

The fitness of each rule set is given by:

(2)

where M is the maximum cost for service provision and A is the average cost for all
the services provided using this rule set. Fitness is normalized between 0 and 1000.
The squared term helps the GA to converge more quickly to a solution.

The current implementation of our architecture is in Borland C++ Builder and runs
under Windows 95 or Windows NT. A network simulator as well as the actual agents
running on each node of the network have been built. The genetic algorithms used by
the agents have also been programmed. There is a graphical user interface that
provides for the design of the network, the design of the rules the agents are using and
the fine-tuning of the genetic algorithm that each agent runs.

Since the genetic algorithm controls the way the agents respond to events, we can
say that the reactive behaviour of the agent is controlled by the genetic algorithm. But
there can also be another part, the "rational" part, that controls the agent, for example
if our architecture is part of an agent built partially using another method and
controlled partially by the constructs this method provides. If for instance the agent is
built conforming to the BDI model, it will have facts, goals, plans and intentions.
Some of the plans will be selected for execution using the traditional approach, but
some others using the GA approach. The rational part of the agent can also control
several parameters of the GA, restart it when needed, or schedule it to be run when
the load is low.

5  Experiments and Results

In this section we present some results for several network configurations. In all the
graphs, the Y axis shows the mean fitness of the nodes’ chromosome pools, averaged
over all the nodes. The X axis shows the number of generations the genetic algorithm
has been run. While nodes are being trained, service requests have a uniform
distribution as far as type of service is concerned, across all nodes. Of course, real
traffic data can ultimately be used for more effective training.

Our first experiment uses a network of 100 nodes and 200 links. The topology has
been randomly created by our software. There are 40 services provided across the
network. We examine three different cases with varying service distribution across
nodes. In the first case all 40 services are provided by all the nodes. In the second case
there is a random distribution of services across nodes. The number of different
services provided by each node is drawn randomly from the range [1..40]. In the third
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case, services and nodes are split into 5 disjoint sets and eight services are provided
by each node. For example, nodes 1 to 20 provide services 1 to 8, nodes 21 to 40
provide services 9 to 16, etc. Graphs for all three cases are shown in Figure 4 under
the legends Totally Replicated, Random and Partitioned respectively.

As we would expect, the best performance is achieved when services are totally
replicated across all nodes. The worst performance is achieved when services and
nodes are partitioned into disjoint sets. This is because only a few of the total number
of services can be provided locally, or with a small hop-count. Random distribution of
services results in a performance between the two “extreme” cases.

Our second experiment demonstrates the fault tolerance of the network and its
behaviour is illustrated in Figure 5. There is a network, Network A, consisting of 11
nodes and 10 services. 10 of the nodes are connected in a ring and provide only 3
services each, which vary from node to node. The 11th node provides all 10 services
and is connected with all the other nodes. So it is the most important node of the
network.

The black curve in Figure 5 shows the performance of the network when node 11
is down from the beginning of the run until it finishes: we call this network Network
B. Network B is optimised to an average fitness of approximately 380. The grey curve
initially shows the behavior of Network A, which is optimised to a state higher than
Network B. After 500 generations node 11 goes down and the performance of the
network decreases initially but after approximately 500 more generations it reaches
the expected performance for Network B.  At that point node 11 comes up again and
the performance of the network is restored to its original value. After 1400
generations from the beginning of the experiment node 11 goes down again but this

Fig. 4. Varying the Distribution of Services
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time no GA is used for optimising the network. Instead the agents remove from their
rule sets any dependencies they have on node 11. To do this they degrade the priority
of actions involving node 11 to the last position in the rule set.  The performance of
the network after this point is shown by a flat line, since there is no evolution of the
rule sets. The performance is about 350, which is close to the 380 mark that the GA
can achieve after evolution and certainly near (but a bit lower) the optimum
performance for this configuration. This last observation shows that our approach can
be used for very quick network restoration and perhaps also for congestion control.

Fig. 5. Fault Tolerance Demonstration

Fig. 6. Speed of Optimisation
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It is for this reason that we keep a permutation in the chromosome, instead of a
single “best” action for each event. As we have demonstrated in our experiments the
second action for an event can be used for network restoration in case of failures. It
could be argued though that the actions at the bottom of the event action table will be
used rarely and thus that maintaining them is an unnecessary overheard.  Thus, further
investigation into the usefulness and fitness of the lower-order actions is necessary.

Finally we present a third experiment, which shows the speed the GA optimises a
network according to its size. In figure 6 we present six different cases named NXLY,
where X and Y are respectively the number of nodes and links the network has. All
six networks have a links-to-nodes ratio of two to one. All the networks provide 5
services. We see that the time taken by the GA to optimise the network is not
dependent on the size of the network. This is a very important fact that demonstrates
the distributed solution and load balancing our method supports. One can also observe
that bigger networks have better performance. This is to be expected since bigger
networks have more alternatives for providing “cheap” (i.e. lower cost, so higher
fitness) services.

6  Conclusions

In this paper we have described how self adaptive networks can be optimised by
means of agents residing on the nodes. The knowledge of these agents is a set of
active rules.  A genetic algorithm dynamically prioritises these rules in the face of
dynamically evolving environments. To our knowledge, this is the first time that GAs
have been used for this purpose. We have showed that our approach is good for
network failures and network restoration. We expect it to be well suited to more
general conditions of varying load, and more experimentation is necessary into this.
The advantages of our approach to optimising self-adaptive networks are apparent:
distributed solution, load balancing and sharing, and self adaptation to varying load
conditions and fault situations.

Our network model is connectionless and best effort. In other words it very much
matches the TCP/IP routers used to handle traffic on the Internet. It will try to
transmit a packet (provide a service in our model) using the best possible way. It will
always take the first choice of the active rule set, but if this is unavailable, then it will
take the second, and so forth. Another application domain for our approach is global
query optimisation in distributed heterogeneous databases. Such systems consist of
multiple autonomous databases, and there is little or no global information about local
cost models and database contents. We envisage that agents residing on each node
could use dynamically evolving active rules to determine the best way to process each
type of query (i.e. service) requested at that node.

One could argue that in our system the genetic algorithm can find a local optimum
and then stop. This is always a possibility with genetic algorithms, but in a network
where service distribution across nodes is done in such way that neighbouring nodes
have some services in common there are many good solutions and the genetic
algorithm will find one of them. In extreme cases where there is only one good
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solution the genetic algorithm may fail, but it can be restarted by the rational part of
the agent with many chances of finding a better solution.  Overall, the advantages of
adaptation, autonomy and distributed operation are more important in self adaptive
networks than the discovery of the best solution, especially in a dynamic and
continually changing environment where keeping track of global information would
be difficult if not impossible.

For further work we plan to construct the rational part of the agents. This too will
be based on active rules.  It will schedule, restart and fine tune the genetic algorithm.
It will also feed it with a good initial population and will provide for knowledge
exchange between neighbouring nodes. Scheduling and restarting can be done
depending on changing load conditions, on changing network topologies and on the
spare computational capacity of the nodes, since they also have to provide services to
the network. Depending on those conditions, the rational part can either use the GA to
re-optimise the network or based on the knowledge it already has can adjust the rule
base for better performance. We believe that this combination of intelligence and
heuristic search methods will lead to a much better performance than use of the latter
alone.

Finally, we plan to apply our approach to the problem of query optimisation in
distributed, heterogeneous databases, where there may be many possible ways for a
query to be answered. In this context, the rational parts of the agents will facitate
information sharing between the data sources while the reactive parts will optimise
distributed access to the data.
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Abstract. A solution of NP -hard optimization problem of constructing
optimal circulant networks with the minimum diameter for given degree
δ > 4 and number of graph nodes N > 1000 is considered. The circulant
networks and their different applications are the object of intensive in-
vestigations, and they are realized as interconnection networks in some
parallel multicomputer systems. The application to solution of the pro-
blem of a genetic algorithm based on the simulation of natural evolution
process and the comparison between it and a random and reduced se-
arch algorithms are considered. The catalogues of optimal (suboptimal)
circulant networks are obtained.

Keywords: optimal networks, circulant graphs, genetic algorithms

1 Introduction

In this work we consider fundamental optimization problem of efficient inter-
connection networks design for parallel computer architectures: the construction
of optimal networks having the minimum diameter (and, respectively, the opti-
mum of transmission delays, reliability and connectivity, speed of communicati-
ons and etc.) for a given number of nodes N and degree δ of a regular graph.
The circulant graphs [1, 3, 4, 6, 10, 13, 17, 19], characterising by high scalability,
survival and modularity, are realized as interconnection networks in multimodule
supercomputer systems (MPP, Intel Paragon, Cray T3D, etc.). For degree of a
graph δ = 4, there exists an analytical solution for synthesis of optimal circulants
[2,4,9]. But under δ > 4 and any N the problem of optimal (suboptimal) circu-
lants synthesis is known as NP -hard and an analytical approach to its solution
meets certain difficulties. Heuristic algorithms are known for synthesis of subop-
timal loop networks [1, 17] but diameters of graphs obtained are distinguished
considerably from their exact lower bounds. The algorithms of search [5, 10] do
not give solutions for large N and n, so it is necessary to develop new effective
methods. Genetic algorithms were successfully used for solution of a number
of problems in combinatorial optimization, artificial neural network learning,
? This work is partially supported by RFBR grant N97-01-00884
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graph theory, modelling evolution and Cayley graphs degree/diameter problem
[7, 14, 15, 18]. The paper presents an application of genetic algorithm based on
the simulation of natural evolution process for the synthesis of multidimensional
circulants.

2 Optimal Circulants

Definition 1. A circulant network is the graph G(N ; s1, s2, . . . , sn) with N nodes
(N is an order of graph), labelled as 0, 1, 2, . . . , N−1, having i±s1, i±s2, . . . , i±sn

(mod N) nodes adjacent to each node i.

The numbers S = (si) (0 < s1 < s2 < . . . < sn < (N + 1)/2) are the
generator set of the finite Abelian automorphism group associated to a graph.
The degree of a node in an undirected graph G δ = 2n, where n is dimension
of this graph. The graph G(N ; 1, s2, . . . , sn) when s1 = 1 is known as a loop
network [1, 3, 5, 6, 13, 16]. The optimization problem is to find a graph with the
minimum diameter (and, possibly, with the minimum mean distance) among all
possible circulants (C(N, n)) having N nodes and dimension n. The diameter
of G is defined by d = maxij dij , where dij is the length of a shortest path
from a node i to a node j. The average distance of G is d̄ = 1

N(N−1)

∑
ij dij .

Let d(N) = minS {d(G(N ; S))}. Let for any graph G ∈ C(N, n), Kn,m denote
the number of nodes that are reachable by at most m steps from the node 0,
K∗

n,m being the upper bound for Kn,m. Denote Ln,m = Kn,m − Kn,m−1, L∗
n,m

being the upper bound for Ln,m. The values of K∗
n,m, L∗

n,m for any n, m were
determined in [4, 8, 17].

In the literature, a different sense is applied to a term “optimal”. For example,
in [3, 6, 13, 16] a graph is optimal if d(G) = d(N), and it is tight optimal if d(G) =
ulb(N) (exact lower bound for d(N)). We will use the following terminology.

Definition 2. A graph G ∈ C(N, n) is limit optimal, if Ln,m = L∗
n,m for any

0 ≤ m ≤ d∗ − 1 and Ln,d∗ = N − K∗
n,d∗−1, where the diameter d∗ = ulb(N) is

given from the correlation K∗
n,d∗−1 < N ≤ K∗

n,d∗.
Limit optimal graphs achieve the exact lower bounds for the diameter and

average distance, they have the maximum connectivity among all graphs from
C(N, n) [4,8] and the minimum number of steps for realization of communication
algorithms [11] but exist not for all values of N and n > 2 [10].

Definition 3. A graph G is optimal if d(G) = ulb(N).

Definition 4. A graph G is suboptimal if d(G) = ulb(N) + 1.

The diameters of optimal circulants are computed from the expression for
K∗

n,m. In the case when n = 2 the exact lower bound for d(N) should be ulb(N) =
d(

√
2N − 1 − 1)/2e [2, 4, 9]. In [2, 4, 9] it was shown that for any N > 4 optimal

graph G(N ; s1, s2) exists for the values of s1 = ulb(N), s2 = ulb(N) + 1. The
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example of limit optimal circulant with a given description is shown in Fig. 1.
For n = 2, the necessary and sufficient conditions of existence of limit optimal
double-loop networks [12], conditions of existence of optimal ones [3, 10, 13]
were determined. For n > 2 the question about existence for any N at least
of suboptimal graphs remains open. In [5] for loop networks with degree 6 and
N ≤ 1237 optimal and suboptimal graphs and their descriptions are obtained.

Fig. 1. Circulant graph G(12;2,3) shown as a lattice

3 Two Algorithms for Finding a Graph Diameter

The basic part of computations under synthesis of optimal networks is requi-
red for finding a graph diameter. Two different algorithms for finding a diameter
were realized in the complex of genetic algorithms programs.

3.1 The First Algorithm for Finding a Diameter

Let N nodes of a tested graph G with numbers 0, 1, ..., N −1 be cycling in a loop.
An element h[i] of array h will contain a distance from node 0 to node i. At the
beginning of computations h[0] = 0, h[i] = −1 for all other i. Then, there follows
a loop in which the paths are formed from node 0 to all nodes, the lengths of
these paths and the number of nodes which may be reached from the node 0 at
given step of loop are computed (Fig.2, left). And it goes on until there are the
nodes in which a path can be built. In addition it is defined whether the graph
G is connected or not. In the latter case a diameter of G gets the value equal
to infinity. As soon as a step of the loop exceeds the value d∗ under search of
optimal circulants (or d∗ + 1 for suboptimal) the loop is finished.

3.2 The Second Algorithm for Finding a Diameter

This algorithm is a generalization of the algorithm proposed in [16] for two-
dimensional circulants and it is based on the constructive method of synthesis [9,
12, 16, 17], using the geometrical visualization and generating the constructions
of optimal circulants (Fig.2, right). Consider the algorithm for circulants with



218 E.A. Monakhova, O.G. Monakhov, and E.V. Mukhoed

Fig. 2. Scanning nodes for first (left) and second (right) algorithms for finding of
diameter

degree 6. A circulant G(N ; S) may be constructed as a octahedron-similar frame
of lattice of unit cubes in Z3 in the following way. Label each lattice point (i, j, k)
by number m = (s1i+s2j +s3k) (mod N), m being the number of graph node.
As a result every label 0 ≤ m ≤ N − 1 is repeated in the space infinitely many
times, resulting in a tessellation of octahedron-similar constructions of Z3 . All
N node labels of optimal graphs with d = d∗ must lie inside a octahedron with
a semidiagonal equal to d∗ (for suboptimal graphs d is increased by a unit). So
we scan the coordinates of lattice points in the following way: i ∈ [−d, d] and,
correspondingly, j ∈ [−(d − |i|), d − |i|], and k ∈ [−(d − |i| − |j|), d − |i| − |j|],
and label obtained numbers of nodes. If the number of labelled (uncoinciding)
nodes equals N then the optimal description is found.

3.3 The Results of Execution

As it was shown by the computer realization the improvement of the first algo-
rithm for finding a diameter as compared to the second one is of a factor 2–2.7
in execution time. The results of genetic algorithms execution presented below
in Tables were obtained under the realization of the first version of obtaining a
diameter.

4 Genetic Algorithm for the Synthesis

The genetic algorithm is based on simulation of the survival of the fittest in
the population of entities each of which presents a point in space of solutions
of optimization graph problem. The entities are presented by strings of genes
(generator sets). The function F named fitness function evaluates the degree
of approximation of a graph diameter to its exact lower bound. The purpose
of genetic algorithm is the search of global minimum of F when the initial
structure of population is given through applying to it the genetic operators:
selection, crossover, mutation.
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4.1 The Structure of Data

While searching the optimum, we use two populations: the old and new one. The
old population is produced on previous iteration (for the first iteration it is filled
with randomly chosen generator sets) and is used for filling new population.
Under the synthesis of optimal descriptions for N , changing in some range,
the generator sets that were the best ones for value of N are used as the first
population for value of N + 1.

The parameters of genetic algorithm are: N and n are the order and the
dimension of a graph, M is the number of graphs in population, iM is the
number of iterations, pm is the probability of mutation, pc is the probability of
applying crossover to pair of entities.

Each population is the set of generator sets for given N and n. Each ge-
nerator set is represented by an vector of length n + 1. The genes contain the
integers from 1 to [N/2], the [n + 1]- term describes the diameter of a graph.
The minimization of fitness function means the minimization of diameter. The
iterations are finished if the best value of F is distinguished at most on one unit
from the exact lower bound of a diameter or after a given number of steps.

4.2 The Mutation

The mutation is applied to randomly chosen generators in all set of generators
of the current population (their number is determined by pm) and produces
new ones. The mutations of two types are applied: 1) a replacement of each
chosen generator with random number from 1 to [N/2] and 2) a replacement of
a generator with random number from some neighborhood of replaced generator.

4.3 The Crossover

We apply the single point crossover to two generator sets and get two new ones.
Some arbitrary pairs are chosen with probability pc from population consisting
of M graphs. In every pair the graph generators are partitioned into two parts
in randomly chosen place and they exchange the parts between each other (see
Fig. 3).

Fig. 3. Example of mutation and crossover
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4.4 The Selection

The selection realizes the principle of the survival of the fittest. It is applied to
the old population as a whole. The diameters of all graphs in population are
computed. The selection consists in sorting the population on significance of a
graph diameter and in copying several best generator sets to the new population
which then is filled out by using crossover and mutation. The graphs with smaller
diameters are remembered separately in order not lose them under mutation or
crossover. The graphs with most diameters are displaced by the graphs with
smaller diameters.

5 Experimental Results

In the Tables 1 and 2 some results of execution of genetic algorithm (GA) for
the synthesis of descriptions of selected graphs are presented for degree 6 (Table
1) and for larger degrees (Table 2). The descriptions of optimal (suboptimal)
graphs are represented: N is the number of nodes of a graph, si is the generator,
d is the diameter of a graph, d∗ is exact lower bound for the diameter. Under
execution of genetic algorithm the following values of parameters were used:
pm = 0.18, pc = 0.5, M = 200, iM=3000.

Table 1. The fragment of catalogue of circulants with δ = 6

N d(d∗) s1 s2 s3 N d(d∗) s1 s2 s3

1561 11(10) 43 645 650 1562 11(11) 130 301 350
2047 12(11) 19 575 974 2048 12(12) 237 464 541
2625 13(12) 1096 1244 1283 2626 13(13) 65 239 562
3303 14(13) 46 238 651 3304 14(14) 229 1047 1182
4089 15(14) 133 1309 1617 4090 15(15) 347 1130 1240
11521 22(20) 823 5135 5137 11522 22(21) 2129 2626 4003
13287 23(21) 1138 1586 6042 15225 24(22) 105 337 1247

Table 2. The selected circulants with different degrees

N δ d(d∗) s1 s2 s3 s4 s5 s6 s7 s8

2236 8 8(7) 57 92 248 607
1024 10 6(5) 49 64 367 462 476
4096 12 7(6) 321 753 836 1380 1893 1990
19825 12 9(7) 92 456 1735 3952 5366 6701
16384 14 8(6) 490 1277 1645 2512 3832 4317 5448
55000 16 8(7) 855 4380 7897 10132 20068 20175 22429 25671

We compared the genetic algorithm with the reduced search (RS) [12] and
the random search (RA) algorithms. The measurements of arithmetic mean of
execution time tav(RS), tav(GA) and tav(RA) in intervals N1 ≤ N ≤ N2 for
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Table 3. Comparison between the RS, GA and RA of circulant synthesis

graph δ N1 − N2 d(d∗) tav(RS) tav(GA) tav(RA)
subopt 6 1562-1571 12(11) 0.6 0.5 0.5

1800-1809 12(11) 1.3 2.7 0.7
2048-2057 13(12) 1.2 0.8 0.2
2616-2625 13(12) 476.3 198.3 147.7

subopt 8 682-691 7(6) 0.9 0.3 0.3
980-989 7(6) 9.2 0.5 0.4

1760-1769 8(7) 58.0 1.1 0.8
optimal 6 2048-2057 12(12) 568 23.3 21.8

3304-3313 14(14) 2335 196.6 497.6
4090-4099 15(15) 3867 1633 3705

optimal 8 1300 7(7) – 8.0 15.0

obtaining the first encountered suboptimal (or optimal) description are presented
in Table 3 (in seconds, Pentium-166 MMX).

These valuations were determined for different values of N including the
beginning, the middle and the end of ranges for a given diameter. The choice
of intervals is explained by the fact that a probability of existence of optimal
(suboptimal) descriptions for circulants are decreased under increase of N for a
given d. The minimum probability is observed at the bounds of transitions from a
diameter to another one. The execution time of algorithms is considerably increa-
sed in these points on comparison with the beginning of range. The results show
that the use of GA becomes preferable for obtaining optimal circulants under the
increase of a diameter and a dimension. Under above-mentioned parameters ge-
netic algorithm allowed to synthesize the whole continuous ranges of suboptimal
(in most cases) or optimal circulant graphs with degrees δ = 6, 8, 10, 12 and or-
ders, respectively, N ≤ 3300, 3400, 3500, 3600. The considered algorithm allows
to synthesize rapidly suboptimal ( or with the diameter differing two units from
its exact lower bound) graphs for large degrees and orders. The explicit cata-
logues of optimal and suboptimal three-dimensional circulants and graphs with
larger degrees are represented at Web-page: - http : //rav.sscc.ru/ ∼ emilia/.

Fig. 4 shows the obtained number of suboptimal graphs vs number of mu-
tations and crossovers for given iM = 1000, N = 2300, M = 100 n = 3. The
maximum number of the suboptimal graphs corresponds to application of the
crossover operator to each graph of the population (cross every=1).

6 Conclusion

The results of research of genetic algorithm application to the synthesis of opti-
mal circulant network designs are presented. The genetic algorithm and random
search are suitable for perspective areas search in spaces of solutions of consi-
dered optimization problem. Their efficiency depends on probability of existing
the desired graphs for a given degree and order. Under increasing dimension
and order of a graph the appropriateness of using genetic algorithm is increased.
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Fig. 4. Number of suboptimal graphs vs number of mutations and crossovers

The genetic algorithm allowed to get the descriptions of optimal (suboptimal)
circulants for such values of N and δ which were inaccessible earlier for heuristic
[1, 17] and exhaustive search [5, 10] algorithms. The following stage of advance
in solution of the optimization problem for large degrees and orders is connec-
ted with researches developed in combination of genetic algorithms and more
powerful heuristics and elaboration of parallel versions of the algorithms.
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