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Preface

“Geoarchaeology” is the archaeological subfield that uses
the methods of geological investigation to gather informa-
tion and solve problems in the exploration of the human
past. Under the label of “archaeological geology,” it is also
the subfield of geology that explores geoscience aspects of
human antiquity. In its varied manifestations, then,
geoarchaeological research attempts to build collaborative
links between specialists in archaeology and the Earth sci-
ences and, in so doing, produce new knowledge about past
human behavior by merging methods and concepts from
the geosciences with those commonly applied by
archaeologists.

Archaeological recovery and analysis are already
geoarchaeological in the most fundamental sense because
the buried remains left by former humans are contained
within, and removed from, an essentially geological con-
text, and many of the finds are themselves composed of
earthen or rock materials. But geoarchaeology moves
beyond this simple relationship to pursue a broad range
of questions, many of which address the interactions and
influences between humans and the environments in
which they once lived. The proximate goals of
geoarchaeology might be described as elucidating the pro-
cesses of site formation, reconstructing ancient environ-
ments and the influence of humans on them at the local
and regional levels, and learning which environmental
factors were significant in the evolutionary emergence of
humankind and the cultural changes undergone by the
world’s diverse societies over time. Tactically, the toolkit
of research techniques, conducted in both field and labora-
tory contexts, includes analyses of soils, sediments, rocks,
and landforms, and a wide range of geophysical, geo-
chemical, and microscopic methods. At a finer scale of
resolution, for example, the study of archaeological
deposits to infer past human activities and behaviors —
such as agriculture, pastoralism, and fire — lies firmly
within the scope of geoarchaeology. There is an overlap
of geoarchaeological methods covered in this work with

techniques also considered to be part of archaecometry:
materials analysis, dating, methods of site location and
prospecting, and tracing raw and artifactual materials to
their sources. The ultimate goal, like many other subfields
of archaeology, is the recovery of new information that
would permit fresh and more detailed interpretations of
human antiquity.

Early studies of the natural world in Europe and Amer-
ica during the eighteenth and nineteenth centuries often
included a concern for humans and their place in nature.
Much initial prehistoric research in both hemispheres
was in fact conducted by geologists, who took an interest
in the remains of human activities (and the remains of
humans themselves) deposited along with geological
materials. In the 1950s and 1960s, a greater emphasis on
environmental factors in archaeology led eventually to a
“contextual approach” involving “geoarchaeological”
investigations proposed by Karl Butzer in the 1970s. The
subfield is therefore relatively young compared to archae-
ology and the geosciences in general. Yet, for archaeolo-
gists, the specialized preparation needed in order to
understand the geological complexities of their research
has made geoarchaeology relatively inaccessible to many.
Most geoarchaeologists working today have had some
interdisciplinary training in the Earth sciences, or their
degrees were earned wholly in the geosciences. Such cre-
dentials are necessary for those exploring prehistoric
periods, as they must acquire the expertise to obtain accu-
rate dating of sites and finds, understand the depositional
history of a site and its contents over long intervals, and
reconstruct paleoenvironmental conditions to interpret
ancient lifeways in their original settings. Archacometric
research holds a significant place in the archaeology of
historical periods, but with some exceptions, field
geoarchaeological practice and familiarity with its
methods and knowledge base tend to be lesser compo-
nents of archaeological research conducted on recent cul-
tures and sites. New World historical archaeology tends to
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place little emphasis on geoarchaeological matters, while
the archaeology of Roman and later periods in Europe is
more likely to use it in the analysis of sites.

The potential benefit of geoarchaeological applications
to all archaeological investigations has prompted the
present volume. While specialized treatises on
geoarchaeology began to appear in the 1960s and 1970s,
it was Rhodes Fairbridge, founding editor of the Earth
Science Encyclopedia Series (EEES), who proposed that
an encyclopedic work on geoarchaeology be added to
the list of published volumes. He enlisted a newly minted
Ph.D. in Anthropology at Columbia University, Allan Gil-
bert, to help with the project, and the first publication con-
tract was signed in 1981. The geoarchacological
landscape 35 years ago was distinctly incipient, with but
a limited number of active practitioners engaged in
research and publication, and a small body of basic knowl-
edge that had already accumulated. Had that volume been
realized, it would have been restricted to only the few
geoarchaeological projects and subject areas that had been
explored at the time, and much of the rest would have
comprised entries on archaeological or geological topics.
Sadly, but perhaps luckily, the contract was cancelled in
the mid-1980s due to a change in publishers and a realign-
ment of priorities at the new publishing house. The vol-
ume then began a lengthy search for a new agreement
elsewhere. It did not find solid grounding with a new pub-
lisher until Springer offered to contract the project in 2002.
Fairbridge passed away in 2006, and in the subsequent
years Gilbert enlisted the assistance of four established
geoarchaeologists (Paul Goldberg, Vance Holliday, Rolfe
Mandel, and Rob Sternberg) to serve as associate editors
and help assemble a new entry list that incorporated the
advances and discoveries made within the subfield over
the preceding two and a half decades. This volume is ded-
icated to the memory of Rhodes Fairbridge, whose appre-
ciation for archaeology’s contributions to Quaternary
geoscience prompted his insistence that a reference work
on geoarchaeology belonged within the stable of volumes
he guided into print over his 40 years of editing the EEES.

This encyclopedia, appearing so many years after its
initial conceptualization, contains data and discussion

from a far wider range of practicing geoarchaeologists
working within a far more mature discipline than would
have been the case at its inception. It defines terms, intro-
duces problems, describes techniques, and discusses the-
ory and strategy, all in a language designed to make
specialized details accessible to students and nonspecial-
ists. It covers subjects in environmental archaeology, dat-
ing, prospection, materials analysis, soil and sediment
investigation, and landforms, among other matters, and
it includes a sampling of the most important sites known
for their geoarchaeological contributions. The volume
does not cover sites, civilizations, and ancient cultures
that are less germane to the geoarchaeological focus
and better described in other encyclopedias of world
archaeology.

As mature as geoarchaeology has become, it is still a
young and dynamic area of research. New applications
are constantly emerging as the results of novel investiga-
tive techniques fill the pages of professional journals
(notably Geoarchaeology, An International Journal,;
Archaeological and Anthropological Sciences; Journal
of Archaeological Science; and Archaeometry), and as
geoarchaeological approaches are aimed at different
archaeological problems in different parts of the world.
Original insights emanating from such developments will
inevitably require revisions of this volume to keep up with
progress, and coupled with the fact that lacunae remain in
this book and will always exist in any comprehensive
compilation, the Encyclopedia of Geoarchaeology will
doubtless grow in detail and inclusiveness once this first
edition appears. We look forward to constructive sugges-
tions from readers about what is missing or in need of
updating, as no editorial supervision will ever control the
enormous diversity of innovation that will surely charac-
terize the near future of geoarchaeology.

Allan S. Gilbert
Paul Goldberg
Vance T. Holliday
Rolfe D. Mandel
Robert S. Sternberg
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Definition

’Ain Ghazal (“Spring of the Gazelles”) is a major Neo-
lithic settlement located near Amman in northwestern Jor-
dan. The site is situated on footslopes and toeslopes in the
Zarqa River valley, the second largest tributary of the Jor-
dan River. Archaeological excavations were conducted at
’Ain Ghazal during seasons beginning in 1982. Although
a relatively small portion of the site has been excavated,
the findings have been remarkable and have brought about
the reevaluation of some basic assumptions regarding
Neolithic life (Simmons, 2007). The most significant dis-
coveries at the site relate to chronology, size and popula-
tion, economy, ritual and artistic life, ecological
adaptation, and the ultimate abandonment of the site.

Covering an area of at least 12 ha, ’Ain Ghazal is three
times the size of Jericho and represents one of the largest
aceramic Neolithic sites recorded in the Near East. Hence,
it probably was a major population center, although the
entire site may not have been occupied at the same time.
At its peak, ’Ain Ghazal probably had a population of sev-
eral thousand people, but after 8,500 cal years BP, the pop-
ulation dropped sharply.

Based on a large suite of radiocarbon ages, a major
occupation occurred at *Ain Ghazal between ca. 10,200
and 8,000 cal years BP, which corresponds to the
Pre-Pottery Neolithic B (PPNB) (Simmons et al., 1988).
There also was an occupation during the succeeding
Pre-Pottery Neolithic C, and the site continued to be

occupied into the Pottery Neolithic component, locally
known as the Yarmoukian (Rollefson, 1993). The
Yarmoukian component at ’Ain Ghazal dates to
ca. 7,700 cal years BP (Kafafi etal., 2012: 27). In addition,
Chalcolithic pastoralists appear to have occupied the site
during two brief intervals around 7,200 and 6,500 cal
years BP (Zielhofer et al., 2012). Aceramic and ceramic
components often occur at major Neolithic sites, but they
are often separated by a hiatus in the period of occupation.
This is not the case at Ain Ghazal; a transitional phase
from aceramic to ceramic was documented, the aforemen-
tioned Pre-Pottery Neolithic C (PPNC) (Simmons et al.,
1988). The PPNC component shares elements common
to both the PPNB and Yarmoukian, yet it is unique in
many ways.

The recovery of abundant faunal and floral remains at
’Ain Ghazal provided a wealth of information about sub-
sistence strategies during the periods of occupation. Goats
dominate the faunal assemblage and, along with cattle,
were used in a domestic sense (Kohler-Rollefson et al.,
1988), although they may not have been morphologically
domestic (Simmons et al., 1988). Also, a remarkable vari-
ety of wild animals were consumed at the site during the
PPNB, with over 50 taxa identified in the assemblage,
although by the second half of the 8th millennium, the
wild component drops dramatically (von den Driesch
and Wodtke, 1997). Gazelle, pig, hare, fox, and turtles
are especially abundant. Plant foods appear to be domi-
nated by legumes (primarily peas and lentils), though
wheat, barley, chickpea, fig, and a wide variety of wild
plants also were consumed (Donaldson, 1984; Neef,
2004).

’Ain Ghazal contains remarkably sophisticated and
well-preserved architecture. During the Middle PPNB,
housing consisted mostly of two-roomed rectangular
dwellings with walls made of stones set in mud mortar.
The interior faces of the structures were covered with
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mud plaster and coated with a thin layer of fine plaster,
often decorated with red ochre. Floors were made of a
high-quality plaster burnished to a high gloss and usually
painted with red ochre. Sunken plastered hearths occur in
the main living quarters, and often second rooms appear to
have functioned as storage and food-processing areas.
Wooden posts ran up some of the walls and from central
portions of the floors to support the roof.

The most spectacular discovery at the site was two
caches of human statues and busts in the Middle PPNB
levels. The statues are 80—100 cm tall and consist of
high-quality white plaster around a core of bundled reeds;
the busts also are made of plaster. In all, 32 plaster figures
were recovered, 15 full figures, 15 busts, and two frag-
mentary heads. The statues have painted clothes, hair,
and, in some cases, ornamental tattoos or body paint.
The alignment of the statues in two tiers and the arrange-
ment of the busts in an arc at the feet of the statues point
to ritual behavior at ’Ain Ghazal.

Additional ritual behavior at *Ain Ghazal is evidenced
by smaller clay figures, including numerous human and
animal figurines. Also, the treatment of the dead is
strongly ritualistic. In most cases, the deceased individual
was placed in a flexed position beneath the floor of
a dwelling, and the burial pit was then plastered over.
Sometime later, the burial was exhumed and the skull
was removed. The location of most of the detached skulls
is unknown; only a few caches of 13 skulls with evidence
of plaster have been recovered (cf. Bonogofsky, 2001).

Clearly, the Middle and Late PPNB was a period of
prosperity at *Ain Ghazal, as indicated by the presence
of a rich variety of domestic and wild animal and plant
resources, an unprecedented level of artistic achievement,
numerous animal and human figurines, remarkable statu-
ary, and highly evolved ritual behavior (Rollefson and
Simmons, 1987; Simmons et al., 1988). Also, sophisti-
cated architecture evolved during this period, and during
the Late PPNB, virtual “apartment houses” were
constructed to house up to three to four families
(Rollefson, 1997). However, perhaps as early as the
PPNC, and certainly by the Yarmoukian, a dramatic shift
in the subsistence strategy occurred that led to the aban-
donment of the site (Kohler-Rollefson and Rollefson,
1990). From heavy reliance on domesticated plants and
animals, but supplemented by wild resources, the econ-
omy changed to one that relied on pastoralism, with goats
or sheep (or both) becoming the primary food source
(Simmons et al., 1988). The areal extent of *Ain Ghazal
decreased significantly during the Yarmoukian, and the
archaeological record suggests that the village became
impoverished and may have been occupied on a seasonal
basis.

The results of a geoarchaeological investigation at *Ain
Ghazal indicate that the landscape became unstable
toward the end of the PPNB and especially during the
PPNC and Yarmoukian periods (Mandel and Simmons,
1988). Also, there is evidence for increased aridity during
these periods (Zielhofer et al., 2012). Erosion was

stripping soil off the steep sideslopes above the site, and
sheetwash was depositing the “soil sediment” on the
footslopes and toeslopes, resulting in burial of successive
occupations. So what drove the landscape instability? At
’Ain Ghazal, it is likely that nonirrigated cultivation and
animal husbandry initially were complementary subsis-
tence strategies before a critical population size was
reached and before the local environment began to deteri-
orate (Simmons et al., 1988). As the economy shifted to
a strong dependence on goats and sheep, it is likely that
overgrazing affected the fragile environment and acceler-
ated soil erosion. Degradation of the environment would
have forced the inhabitants of ’Ain Ghazal to move their
goat herds farther and farther away. In sum, the environ-
mental degradation caused by over 3,000 years of inten-
sive land use during the Neolithic, combined with
aridification, may have rendered the landscape surround-
ing ’Ain Ghazal incapable of supporting a major agricul-
turally based community, leading to the abandonment of
the site around 7,000 years ago.
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Akrotiri Aetokremnos is a collapsed rock shelter on the
southern coast of Cyprus’s Akrotiri Peninsula. The site is
on a steep cliff overlooking the Mediterranean Sea, some
40 m below. Excavations at Aetokremnos, in 1987—1988
and 1990, uncovered a 1.0-1.5 m thick package of
deposits preserved beneath massive roof-fall blocks.
These deposits contained cultural features and artifacts in
direct association with huge amounts (nearly 300,000
bones representing at least 505 individual animals) of
extinct pygmy hippopotamus (Phanourios minutus) and
pygmy elephant (Elephas cypriotes) representing at least
three individuals, as well as numerous bird and shell
remains (Simmons, 1999).

Aetokremnos is the oldest well-documented archaeo-
logical site in Cyprus. Full details of its radiocarbon chro-
nology are provided in Simmons and Wigand (1994).
A total of 36 radiocarbon determinations are available
for the site. Three of these were from surface specimens,
and the remainder was from sealed contexts. Materials
dated included marine shell, Phanourios bone, sediment,
and charcoal. Based on statistical analyses, Aetokremnos
was occupied for a relatively short time centered around
11,800 cal. BP. Even with newly documented
Pre-Pottery Neolithic A (PPNA) sites on the island
(Manning et al., 2010; Vigne et al., 2011), Aetokremnos
predates the Neolithic occupation by about 500 years.

A total of 1,021 chipped stone artifacts were recovered
from Aetokremnos. Over 95 % came from subsurface con-
texts, many in stratigraphic association with burned and
unburned bones. Small, well-made “thumbnail” scrapers

dominate the assemblage of 128 formal, retouched tools.
Other tools include additional scraper forms, burins,
retouched pieces, truncations, notches, and microliths.
All of these artifacts were manufactured using locally
available materials.

Geoarchaeological investigations of Aetokremnos were
undertaken during the course of the excavation, in part to
answer the questions raised concerning the association of
the cultural materials and faunal remains (Mandel and
Simmons, 1997). Four major stratigraphic units, num-
bered 1-4 from uppermost to lowermost, were identified
at the site, with cultural features and artifacts concentrated
in Strata 2 and 4. The duration of human occupation, as
represented by cultural deposits in these two strata, was
relatively short, perhaps a few hundred years or less.

Most of the sediments that accumulated in the rock
shelter are a product of roof fall, disintegration of bedrock
(attrition), and wind action. In addition, a small volume of
slopewash entered the back of the shelter through solution
cavities and is confined to less than 5 % of the site.
Although some of the strata have been slightly affected
by leaching and clay translocation, there is no evidence
of soil development in the shelter. The physical and geo-
chemical properties of the strata indicate that the sedi-
ments and associated cultural materials rapidly
accumulated on the floor of the shelter soon before the
roof collapsed, isolating the underlying deposits from sub-
aerial weathering and other site-disturbance processes.
This explains why there has been very little mixing of arti-
facts and bones between Strata 2 and 4; the cultural
deposits at Aetokremnos have near-pristine vertical and
horizontal integrity.

In summary, Aetokremnos is significant for two reasons.
First, it is among the best-documented ancient sites on any
of the Mediterranean islands. Second, and more controver-
sially, artifacts are associated with the extinct endemic
island fauna, notably pygmy hippopotami. Prior to the dis-
coveries at Aetokremnos, such an association had never
before been demonstrated, and humans may have been par-
tially responsible for the early Holocene extinction of these
unique animals (Simmons and Mandel, 2007).
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Definition

The term alluvial geoarchaeology denotes the practice of
geoarchaeology in fluvial drainage systems, with an
emphasis on the discovery, excavation, and contextual
analysis of archaeological records in alluvium, i.e., sedi-
ments deposited by water, and existing within varied allu-
vial settings.

Introduction

The study of alluvial systems and their geologic records
has been an important part of the earth sciences since the
1830s, when Charles Lyell focused on alluvial records as
part of his famous Principles of Geology. In his Antiquity
of Man (1869), arguably the first major work in
geoarchaeology, Lyell recounted many discoveries of arti-
facts and fossils in alluvium, using these to present one of
the first chronicles of human cultural and environmental
history.

Since that publication, archaeologists and geologists
have constructed an increasingly detailed record of human
occupations in alluvial environments. The oldest known
stone artifacts, 2.6 million-year-old flakes and cores, were
recovered from alluvial sediments of the paleo-Awash
River in Gona, Ethiopia (Semaw et al., 2003). Succeeding
phases of cultural evolution are documented by Paleolithic
finds in Africa and Eurasia that were preserved in alluvial
deposits (van Andel and Tzedakis, 1996; Potts et al., 1999;
Holliday et al., 2007; Rosen, 2008; Patnaik et al., 2009;
Marder et al., 2011), and some of the most important sites
bearing on the peopling of the New World are preserved in
alluvium (Wagner and McAvoy, 2004; Haynes and
Huckell, 2007; Mandel, 2008; Waters et al., 2011). In both
the Old World and the New World, intense utilization of
fluvial environments by sedentary agriculturalists has also
been documented by geoarchaeologists (Rosen, 1997;
Guccione, 2008; Huckleberry and Duff, 2008; Nials
etal., 2011).

Today, it is both important and challenging to summa-
rize this branch of geoarchaecology because so much
highly productive archaeological research is conducted
in alluvial settings. Accordingly, alluvial settings figure

prominently in major works on geoarchaeology (Butzer,
1982; Needham and Macklin, 1992; Waters, 1992;
Brown, 1997; Rapp and Hill, 1998; Holliday, 2004).
There are three main reasons for this. First, humans have
always exploited alluvial environments because they pro-
vide water, diverse food resources, fuel, and means of
travel and transport. Second, alluvial sedimentation pro-
motes burial and preservation of archaeological sites.
Third, alluvial landforms, sediments, soils, and associated
paleontological materials provide excellent opportunities
to place archaeological records in temporal and environ-
mental context. Significant overlap in the goals, strategies,
and methods of alluvial geoarchaeology exists with
geoarchaeological investigations conducted in other geo-
logic settings, and therefore, consulting the cross-
referenced entries in this encyclopedia will provide
expanded discussions and illustrations of many issues
considered here.

The goal of the following discussions is to provide an
overview and guide to further study of both alluvial geol-
ogy and how geoarchaeology is practiced in alluvial set-
tings. This is supported by references to general works
and specific investigations that illustrate major features
of alluvial systems and many aspects and results of
geoarchaeological research.

Alluvial geology and geomorphology

Students of alluvial geoarchaeology can benefit from the
extensive treatment of alluvial geology in both introduc-
tory and advanced texts. Streams and rivers are introduced
in all textbooks on physical geology. Geomorphology
texts, such as Bloom (2004) or Ritter et al. (2011), provide
thorough reviews of alluvial processes and the resulting
geologic records of landforms and bodies of sediment.
Other recommended sources on alluvial geology include
Schumm (1977) and Leopold (1994). A major focus of
many syntheses is the responses by streams to climate
change; these responses prove to be especially pertinent
to the interests of archaeologists, who seek to document
and understand ancient cultural responses to climatic and
environmental changes over long intervals (Knox, 1983;
Bull, 1991; Frederick, 2001; Macklin and Lewin, 2008).
The following discussions will illustrate that
geoarchaeologists also contribute directly to alluvial geol-
ogy in the course of their research. First, an overview of
alluvial geology is presented by way of an introduction
to the major kinds of processes that have shaped alluvial
geologic records; then the discussions turn to major issues
in the field of alluvial geoarchaeology.

On the most general level, alluvial geology is the study
of landforms, sedimentary deposits, and associated fea-
tures that are the result of erosion, transport, and deposi-
tion within a drainage system. Drainage systems
comprise a trunk stream and its tributaries, and they are
defined by topographic catchments whose boundaries
are in turn delineated by interfluves (essentially, ridges
that divert surface runoff of precipitation into one or
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another drainage). The drainage basin for a given system
extends from its headwaters to its termination in an ocean
or lake basin. Streams and their tributaries exhibit marked
changes in behavior and scale along a downstream
(longitudinal) direction. Such changes in typical drainages
include: (a) a decrease in channel gradient (steepness),
(b) an increase in discharge (the volume of water per unit
of time passing a point along the channel), (c) an increase
in the sinuosity of the channel, (d) an increase in the load
of the stream (the solid and dissolved materials carried in
the water), and (e) an increase in sediment storage
(alluvial deposits). Over time, a typical stream and its trib-
utaries will erode down through the bedrock creating an
increasingly large system of valleys that are connected at
confluences. Stream valleys typically preserve sediment
(alluvium) that was deposited in channels and on flood-
plains (the portion of the valley that is periodically inun-
dated by floodwaters). Because archaeological sites are
often buried in alluvium, deposits under floodplains and
terraces are the target of archaeological surveys and subse-
quent excavations, as discussed below.

Most alluvial systems are subject to periodic and/or epi-
sodic changes in geologic activity. Floods are the most
common kinds of change. The frequency and magnitude
of floods vary considerably. In general, the common,
smaller floods result in (a) the addition of sediment to
floodplains (alluviation) when high water overflows
a stream’s banks and (b) minor shifts in channel positions.
Over periods of centuries or even millennia, these changes
often appear to have been quite gradual. However, large
floods, as well as external forces such as climate change
or tectonic activity, can effect more significant changes,
including entrenchment of the channel into the underlying
bedrock or older alluvium. Such incision can be accompa-
nied by floodplain abandonment, which transforms the
former floodplain into a terrace (a bench-like landform
that stands above the new, active floodplain). Multiple ter-
races signify several episodes of valley entrenchment,
with increasingly older sediments preserved under each
higher terrace surface (Bull, 1990; Bridgland and
Westaway, 2008).

Sedimentation on floodplains

The accumulation (aggradation) of sediments on the
floodplains of streams and rivers is usually the most
important aspect of alluvial geology for archaeologists
simply because this is the means by which archaeological
sites are buried and preserved (Ferring, 1986a; Ferring,
2001). Floodplain sediments register the response of the
fluvial system to both internal and external agents, and
therefore, they are a major focus for geologists who study
alluvial records with regard to climate change, tectonics,
sea-level fluctuations, and other factors. The most impor-
tant differences in alluvial geology are caused by climatic
and tectonic factors (Frederick, 2001). In terms of climate,
it is important to contrast alluvial processes and geologic
records that occur within humid environments (Ferring,

1990; Mandel, 1995; Ferring, 2001; Bettis et al., 2008;
Guccione, 2008; Kesel, 2008) to those that occur within
arid ones (Cooke and Warren, 1973; Patton and Schumm,
1981; Freeman, 2000; Waters, 2000; Cordova et al., 2005;
Butzer et al., 2008; Harden et al., 2010). Tectonic controls
on alluvial geology are frequently important, especially in
ancient contexts (Bull, 1991; Noller, 2001), e.g., many of
the important Lower Pleistocene archaeological records
from East African Rift valleys come from alluvial settings
that were subject to tectonic processes (Potts et al., 1999;
Feibel, 2004; Sikes and Ashley, 2007; Feibel, 2008;
Dominguez-Rodrigo et al., 2009; Feibel et al., 2009).
Within these different settings, the varied contexts condi-
tion the general processes of alluviation, soil formation,
and erosion on floodplains.

It is convenient to consider floodplain sedimentation in
two major settings: in and near channels and farther from
channels within the flood basin (Lewin, 1978). Different
kinds and rates of deposition on a floodplain result in the
construction of distinctive landforms called depositional
geomorphic features; these include point bars, cutbanks,
natural levees, and the flood basin (Figure 1). In addition
to these geomorphic features, the properties and contents
of the sediments (called sedimentary facies) are used to
reconstruct the particular depositional setting, more prop-
erly called the sedimentary environment.

Alluvial sedimentary facies are “packages” of sediment
in the geologic record that are defined by their texture
(grain size), sedimentary structures (such as bedding),
and their organic content (Miall, 1992). Facies analysis
includes the description and study of those properties in
order to identify and reconstruct the sedimentary environ-
ments responsible for their creation in space and time. The
analysis is conducted together with actualistic compari-
sons to modern streams so that characteristics of the older
sediments can be compared to those typical of ongoing
depositional processes. This is especially important in
the study of geoarchaeological records, because both past
occupation potentials and site formation processes vary
considerably by specific depositional environment. Based
on extensive studies, many alluvial facies have been for-
mally defined by sedimentologists (Reineck and Singh,
1980; Miall, 1992; Houben, 2007).

An exposure of sediments in a cutbank of the Trinity
River in Texas illustrates a sequence of alluvial facies
(Figure 2). The lower part of the section consists of steeply
dipping beds of sand and silt that “fine upwards,” i.e.,
become finer higher in the section; these were deposited
on a point bar. As the channel migrated away from this
location, the environment shifted to that of a flood basin,
where episodic deposition of clays was accompanied by
soil formation from ca. 2000 to 1000 BP (Ferring, 1990;
Ferring, 1992). Later, the channel returned to this position,
and the natural levee deposits (thin beds of sand and silt)
accumulated. This is a common sequence of facies, which
are stacked into a vertical “facies association” (Miall,
1992). Note that this sequence of sediments records
a spatial shift in sedimentary environment because
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Alluvial Settings, Figure 1 Geologic features of a meandering river valley. Note the major sedimentary environments: C channel,
P point bar, CB cutbank, FB flood basin, OB oxbow lake, T terrace, S strath, AF alluvial fan. Point bars are locations on the inside, or
convex, banks of a meandering stream where sediment tends to be deposited. Cutbanks are steep erosional surfaces on the opposite
outside, or concave, banks of a meandering stream. Oxbow lakes are rounded bodies of water created when extreme meander bends
in the river join and give rise to a straighter main stream and a curved cutoff filled with standing water. Straths are terraces previously
etched into underlying bedrock prior to alluvial buildup within a valley.

Alluvial Settings, Figure 2 Sedimentary facies of alluvium on the West Fork Trinity River in northern Texas. This cutbank exposes
sediments of a Late Holocene point bar and floodplain, overlain by a recent natural levee.

meandering channels constantly migrate laterally across
the floodplain. These normal variations in floodplain
alluviation need to be documented prior to making
unsubstantiated assertions, for example, suggesting that
they reflect a change in climate. As discussed below, the
prospects for finding preserved archaeological materials
in a section like this are best in the floodplain clays, which
accumulated for a longer period of time in a setting
favored by Archaic and late prehistoric populations,

ca. 3000-600 BP. The levee deposits accumulated after
the arrival of Europeans.

Alluvial facies vary significantly in both space and
time. Meander belts are the zone within valley floors
across which meandering rivers periodically shift their
courses; rapid sediment buildup along these meander belts
can promote avulsion of the channel system to a lower part
of the floodplain (Ferring, 1992; Tornqvist and Bridge,
2002; Phillips, 2011). Longitudinal (downstream)
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changes in facies are also common, owing to increases in
discharge, changes in sediment load, and changes in bed-
rock geomorphic controls such as valley constrictions.
Because of higher gradients, greater erosional potentials,
and different vegetation patterns, alluviation in tributary
streams can leave records that differ significantly from
those in trunk streams. This is well documented in valleys
of the Great Plains, which contain rich archaeological
records (Mandel, 1995; Bettis and Mandel, 2002; Bettis
et al., 2008; Mandel, 2008).

The rate of sedimentation is a significant variable in the
record of alluvial sediments and associated archaeological
materials (Ferring, 1986a). Indeed, the rate of sedimenta-
tion largely defines the potential for preservation of allu-
vium (Lewin and Macklin, 2003), as well as
archaeological materials deposited on floodplains. Even
without changes in climate or other external factors, sedi-
mentation rates vary across floodplains, mainly in
response to more rapid deposition of coarser (sand and
silt) sediments near channels. When flooding rivers over-
run their banks, the swift moving water slows down as it
escapes the confines of its channel, and coarser sediments
entrained by the formerly rapid flow are dropped closer
the channel. This deposition results in the construction
of raised meander belts, as mentioned above. Slower
deposition in distal floodplain settings (i.e., farther from
channels) is usually associated with finer suspended
sediments (clay and silt) that are carried a greater
distance away by floodwaters. Rates of sedimentation
are also controlled by geomorphic factors, such as valley
constrictions that impound floodwaters. Significantly,
overall rates of floodplain aggradation may “wane” in
response to long-term aggradation, which effectively
raises floodplains above their channel bases. However,
one of the most important implications of changing rates
of sedimentation concerns soil formation on floodplains
(Ferring, 1992).

Alluvial soils

The study of alluvial soils is important for both geologic
and archaeological investigations. Alluvial soils, like
those that form in other environments, are indicators of
surface stability (Holliday, 1992; Birkeland, 1999;
Holliday, 2004). On floodplains, soil formation signifies
reduced rates of deposition, which allows time for soil
profiles to develop. While some alluvial soils simply reg-
ister a shift in sedimentary environments as mentioned
above, regional climatic changes resulting in penecontem-
poraneous soil formation in multiple drainages are well
documented (Ferring, 1990; Ferring, 1992; Mandel and
Bettis, 2001; Beeton and Mandel, 2011). Particularly in
North American settings, where archaeological records
are dominantly Holocene in age, floodplain soils are gen-
erally weakly developed. Soils with A-C profiles are the
most common, although weakly developed B horizons
(Bw, Bk, or Bt) are found in some settings (Holliday,
2004).

Alluvial Settings, Figure 3 Profile at Delaware Canyon,
Oklahoma, with an overthickened, buried soil (Ab). This soil
preserved stratified Plains Woodland artifacts, faunas, and
features. The small sample holes were for pollen analysis, while
the larger samples were used for physical and chemical analyses
of the sediments and soils. The lack of visible stratigraphy within
the soil horizons mandated the use of arbitrary 5 cm levels for
excavation.

Especially for geoarchaeological investigations, it is
important to consider that floodplain alluviation and soil
development often occurred simultaneously. In these
cases, soil development alters the original properties of
the sediment. This situation led to the definition of
“pedofacies” (Kraus and Brown, 1988) or “soil facies”
(Holliday, 2004, 79), which recognizes variations in allu-
vial sediments caused by the formation of soil features.
This is particularly common in soils formed on flood-
plains. One consequence of time-transgressive deposition
and soil development is the formation of cumulic soils
(Birkeland, 1999, 165; Holliday, 2004, 90). A common
result of cumulization 1is the development of
overthickened soils, particularly thick A horizons. An
example developed in Late Holocene alluvium at Dela-
ware Canyon, Oklahoma, is shown in Figure 3. The
overthickened buried A horizon (Ab) formed roughly
between 1900 and 1000 BP, and it contains well-preserved
artifacts and faunas of Plains Woodland groups who
repeatedly camped on the floodplain of Delaware Creek
(Ferring, 1986b). In the photo, note that the Ab horizon
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is underlain by a weakly developed B horizon. Prominent
krotovina (rodent burrows), with several generations of
fill, testify to post-occupational disturbance. The fill from
these burrows was excavated separately and discarded to
minimize the effects of mixture of bone and artifacts
between occupation surfaces. Analysis of alluvial soils is
a key component of site formation studies, as discussed
below.

Site discovery

Methods for archaeological survey in floodplain settings
must be tailored to the fact that many sites are deeply bur-
ied. Perhaps the most common means for discovering
deeply buried sites is by careful examination of natural
cutbank exposures (Figure 3). During such surveys, par-
ticular attention is paid to sedimentary facies and buried
soils, which are important guides to both the age and
depositional environments pertinent to site discovery.
Well-established stratigraphic-soil sequences have been
developed to target particular temporal/cultural periods.
On the Great Plains, survey strategies have been devel-
oped for the whole range of cultural periods, including
Paleoindian (Bettis et al., 2008; Mandel, 2008), Archaic
(Mandel, 1995), and Late Prehistoric (Ferring, 1990). It
should be noted that surface surveys of large, complex
river systems are also an important research strategy
(Wells, 2001). An exemplary case study is the survey of
sites in the Missouri, Red, and Mississippi River valleys
by Guccione (2008). Hundreds of sites were located in
diverse geologic settings, resulting in a comprehensive
analysis of settlement intensity and settlement patterns
over the Holocene.

Both mechanical techniques and remote sensing are
also useful in the survey of alluvial deposits. Coring and
trenching are frequently used to discover buried sites
under floodplains. Both methods were used in the Ohio
River Valley to define geologic contexts as well as dis-
cover deeply buried Woodland and Late Prehistoric age
sites (Stafford and Creasman, 2002). Similar approaches
were used to explore alluvial deposits that buried a series
of Middle Holocene (ca. 5000 BP) Archaic mounds in
the lower Mississippi Valley (Arco et al., 2006). Rosen
(1997) used trenching as well as natural exposures to
locate and study Neolithic-Bronze Age sites in Turkey.
Remote sensing techniques include resistivity, magnetom-
etry, and ground-penetrating radar (Kvamme, 2001).
These approaches are best geared to defining the lithology
and contacts of buried alluvial units, as a prelude to
mechanical testing.

Alluvial terraces

Alluvial terraces are landforms created by the abandon-
ment of a floodplain by means of channel incision or
entrenchment (Bull, 1990). This process may be caused
by tectonic uplift, climate change, or, in localities near
coasts, falling sea level (Bull, 1991). When alluvial depo-
sition slows or ceases, permitting a transition to surface

stability, the sediments below the terrace surface are
subjected to new soil-forming environments. Soils on pro-
gressively higher, older terraces (Figure 4) have devel-
oped over longer periods, resulting in a soil
chronosequence running up through the terrace structure
(Birkeland, 1999, 192). Because of the relatively recent
peopling of the New World, sites buried in terrace deposits
are uncommon in North and South America; however, the
surfaces of terraces were favored locations for Late Pleis-
tocene and Holocene occupations because of their proxim-
ity to streams coupled with protection from floods
(Ferring, 1992; Guccione, 2008). Archaeological records
within terrace deposits are quite common in the Old World
because of the much greater time depth of occupations
compared to the New World (van Andel and Tzedakis,
1996; Cordova et al., 2005; Schuldenrein, 2007; Patnaik
et al., 2009).

Alluvial fans and colluvium

Sediments derived from steep valley slopes are frequently
deposited along the margins of valleys, where they can
accumulate on terrace surfaces or become interstratified
with floodplain deposits. These deposits include general-
ized slope deposits called colluvium and more discrete
bodies called alluvial fans, described below. Because
these deposits represent aggrading surfaces usually above
the active floodplain, they were frequently occupied and
are generally good environments for the preservation of
archaeological sites. Colluvium is most often preserved
as “aprons” along the base of slopes, underlain by sedi-
ments that accumulated as a result of gravity (creep or
mass movements) and/or sheet wash (Bloom, 2004).
Changes in sediment supply, precipitation, and vegetative
cover are among the factors that led to alternating periods
of rapid deposition and periods of slower deposition with
soil formation along valleys of the Midwestern United
States (Bettis, 2003). Numerous archaeological sites are
preserved in those colluvial deposits. At the famous Paleo-
lithic Kostenki-Borschevo sites in Russia, colluvial
deposits are interstratified with alluvium, loess, and volca-
nic ashes (Holliday et al., 2007). In China, a Middle-
Upper Pleistocene series of terraces, each with associated
alluvial fans, has been defined and dated as part of an
intensive survey for Paleolithic sites (Lu et al., 2010).
Alluvial fans comprise major sedimentary environ-
ments that have been studied in many settings, ranging
from humid to arid (Reineck and Singh, 1980, 298; Miall,
1992). In contrast to colluvium, alluvial fans are distinct,
fan-shaped depositional landforms that develop at the
intersection of steep tributaries with either terrace surfaces
or floodplains. In desert settings, adjacent alluvial fans
often coalesce into continuous features called bajadas
(Bloom, 2004). Alluvial fans are characterized by inter-
mittent sedimentation, with frequent shifting of channel/
gully positions, and a general fining of sediment texture
from proximal to distal positions down the fan to the bot-
tom, where closed playa lakes are common. Especially in
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Alluvial Settings, Figure 4 Alluvial terraces and soils: (a) Late Pleistocene terrace of the Tedzami River near Gori, Republic of Georgia;
(b) Late Pleistocene terrace deposits and soil on the Trinity River near Dallas, Texas. The soil of the Trinity River deposits has been
forming since the Late Pleistocene floodplain was abandoned by incision ca. 22-25 Ka. Surficial archaeological sites, often
palimpsests created by the superposition of repeated occupations, are common on the terrace surface, while fossils of extinct fauna
are preserved in the underlying sediments of the sandy channel facies.

humid environments, such as in the Midwestern United
States, alluvial fans have built up over earlier Holocene
deposits, preserving numerous archaeological sites under-
neath (Bettis and Mandel, 2002; Bettis, 2003). Periods of
slower fan aggradation were accompanied by soil forma-
tion, which assist in stratigraphic correlation among differ-
ent fans. Alluvial fans were commonly chosen for
occupation from the Early to the Late Holocene, as illus-
trated by excavations at the Koster and Napoleon Hollow
sites in the Illinois River Valley (Wiant et al., 1983.) Allu-
vial fans and bajadas are very common in the western
deserts of the United States, and they are prime targets
for archaeological surveys (Waters, 1992, 2000; Nials
etal., 2011).

Eolian deposits

Eolian sands or loess are frequently found in association
with fluvial deposits, especially in the Midwestern United
States. Pleistocene loess is a major source for younger
alluvium that now fills river valleys (Mandel, 1995; Man-
del and Bettis, 2001; Bettis and Mandel, 2002; Bettis et al.,
2008). Eolian sands accumulated along drainages in the
southwestern United States and buried early Holocene
sediments in the “draws” of the Southern High Plains
(Holliday, 1995). At the Mockingbird Gap site in New
Mexico, Clovis artifacts were buried in eolian sands along
Chupadera Draw (Holliday et al., 2009). Research in those
settings illustrates the careful geologic analysis of

sediments and soils necessary to reconstruct sedimentary
environments and site formation processes, both of which
are important goals of most geoarchaeological studies.

Paleoenvironmental studies

Alluvial deposits often preserve important evidence of
past environments, which is frequently studied in concert
with archaeological investigations. As described above,
alluvial facies provide records of sedimentary change,
especially in response to environmental shifts (Knox,
1983; Bull, 1991; Bettis et al., 2009; van de Wiel et al.,
2011), and alluvial soils are also used extensively as part
of paleoenvironmental studies (Holliday, 2004). Study of
stable isotopes of carbon and oxygen is conducted on both
organic matter and pedogenic carbonates in alluvial soils
(Humphrey and Ferring, 1994; Nordt, 2001; Sikes and
Ashley, 2007). Changes in patterns of sedimentation as
well as soil formation on floodplains need to be investi-
gated first with respect to normal shifts in sedimentary
environments (Figure 3), however.

Site formation processes

Site formation studies are important in virtually all
geoarchaeological contexts (Butzer, 1982). In alluvial set-
tings, formation processes and formation histories are
complex, owing to different rates and patterns of sedimen-
tation and exposure on floodplains and terraces (Ferring,
1992; Ferring, 2001). In the main, floodplains are good
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formation contexts because burial occurs by low-energy,
post-occupational deposition. However, rates of sedimen-
tation vary markedly both longitudinally (downstream)
and in different sedimentary environments within shorter
reaches of a valley (Ferring, 1986a). Rates of sedimenta-
tion are important to document, for they exert strong con-
trols on formation processes during and after occupations,
often resulting in marked differences in artifact density
and bone preservation among sites.

Sites in alluvial settings are subject to many weathering
and disturbance processes, including bioturbation and
pedoturbation (Wood and Johnson, 1978), which high-
lights the need for careful analysis of both sediments and
soils, as at the Cactus Hill site (Wagner and McAvoy,
2004) and the Big Eddy site in Missouri (Hajic et al.,
2007), both of which contain important records of
Paleoindian occupations. There are often strong textural
controls on formation processes. Sites that formed in
sandy alluvium may be more prone to artifact trampling
and bioturbation by insects and micromammals (see
Figure 3). Fine-grained (clay-silt) sediments, common to
floodplains, are more prone to pedoturbation by shrink-
swell of vertisols and turbation by earthworms. Field
observations and standard textural-chemical lab analyses
are often supported by micromorphology, providing
detailed evidence about sedimentary environments, soils,
and anthropogenic features (Courty, 2001; Macphail and
Cruise, 2001; Dominguez-Rodrigo et al., 2009). At the
Friedkin site in Texas, micromorphology was applied to
study possible effects of pedoturbation within Paleoindian
and “pre-Clovis” deposits (Waters et al., 2011).

Stratigraphy and dating

Alluvial records often provide excellent opportunities for
establishing detailed chronologies for sediments and their
entrained archaeological and paleoenvironmental data
(van Andel and Tzedakis, 1996; Frederick, 2001; Macklin
etal., 2002; Holliday, 2004; Feibel, 2008). As in other set-
tings, most efforts at dating begin with stratigraphic stud-
ies of  landforms, sediments, and soils.
Morphostratigraphy addresses the sequence of alluvial
landforms — including terraces — and alluvial fans, as well
as depositional landforms such as floodplains, natural
levees, cutoff channels, and oxbow lakes (Wells, 2001).
The stratigraphic relations of these landforms are usually
established by field description and mapping; however,
the use of remote sensing (such as air photos and satellite
images) 1is an increasingly productive approach
(Guccione, 2008). In many cases, buried soils are critical
stratigraphic markers, both within and between drainages
(Holliday, 1995; Holliday, 2004). Allostratigraphic units
are formally defined stratigraphic units in alluvial contexts
(Miall, 1992; NACSN, 2004). These are packages of allu-
vial sediments, often comprising different facies, which
are defined on the basis of bounding discontinuities, such
as soils (representing intervals of stability) or erosional
disconformities (representing intervals of sediment loss

and the creation of abrupt discontinuities within the strat-
igraphic sequence). Although these are lithostratigraphic
units — defined on the basis of sedimentary units in contact
with one another — they also provide the necessary frame-
work to support sampling for chronometric dating, leading
to the definition of chronostratigraphic units.

Absolute dating of alluvial deposits employs a range of
specific methods that are chosen to meet the availability of
datable materials as well as the age range of the deposits.
Radiocarbon dating is the most commonly employed
method for deposits less than about 40,000 years old;
however, optically stimulated luminescence (OSL) is
increasingly used on silicate fractions of sediments,
despite the generally high error factors (Holliday et al.,
2007; Waters et al., 2011). For older deposits, uranium-
thorium dating of pedogenic carbonates (Sharp et al.,
2003) and Ar/Ar dating of associated volcanic rocks and
sediments are employed (Feibel et al., 2009; Zaim et al.,
2011).

In the central and eastern Great Plains, comprehensive
stratigraphic sequences (lithosequences and
chronosequences) of Late Quaternary alluvial deposits
have been established, resulting in a framework for the
discovery and study of archaeological records (Bettis
and Mandel, 2002). A detailed stratigraphic framework
has been developed for locating Paleoindian sites in the
central Great Plains by Mandel (2008); a stratigraphic
basis for site discovery was also developed for the Cotton-
wood River Basin in Kansas (Beeton and Mandel, 2011).
Other useful examples of alluvial stratigraphy include the
work in the lower Mississippi Valley (Kesel, 2008), the
upper Mississippi Valley (Bettis et al., 2008), and in Holo-
cene deposits in France (Berger, 2011). In the southwest-
ern deserts of the United States, complex alluvial
stratigraphic records have been established on the basis
of both lithostratigraphy and radiocarbon dating (Waters,
2000). An excellent example is the work done in the San
Pedro Valley (Arizona), where Haynes (2007) conducted
detailed stratigraphic-dating research at the famous Mur-
ray Springs site (Haynes and Huckell, 2007). There,
a superb record of Clovis activities was recovered at the
base of a thick alluvial sequence (Figure 5).

Summary

This brief summary of alluvial geoarchaeology has dem-
onstrated that many important records of human history
are preserved in sediments and on landforms created by
streams. Although much geoarchaeological research is
conducted in other geologic settings, many archaeologists
and the geologists/geomorphologists they collaborate
with will work in alluvial settings at some time in their
career. For them, much can be learned from the older,
important works, as well as the many recent examples of
research cited here. This is especially true for archaeolo-
gists engaged in Cultural Resource Management (CRM),
since many land use projects impact archaeological
records in alluvial settings. Both CRM investigations



ALLUVIAL SETTINGS 11

Alluvial Settings, Figure 5 Alluvial deposits along Curry Draw, Arizona. Note the vertical walls of the modern arroyo, typical of desert
streams. Clovis artifacts and fossils of numerous extinct megafauna were found just below the prominent “black mat” in the lower
part of the section. These have been dated to ca. 10940 BP (Haynes, 2007).

and grant-supported research should exploit the contribu-
tions of alluvial geologists and geoarchaeologists as they
design and implement research strategies. The extensive
body of published research on alluvial geoarchaeology,
some of which is cited here, is an important resource for
researchers developing programs of site discovery, exca-
vation, and contextual study.
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York, UK

Synonyms
Amino acid geochronology; Amino acid racemization;
Aminostratigraphy

Definitions

Amino acid racemization: a spontaneous reaction describ-
ing the interconversion between the chiral forms of an
amino acid.

Chiral: describes molecules that may exist as mirror
images of themselves that are nonsuperimposable; such
molecules exhibit chirality.

Enantiomer: one of a pair of nonsuperimposable mirror
images; also called an optical isomer.

Stereoisomer: molecules that possess the same elemen-
tal composition but different three-dimensional arrange-
ments of atoms.

Diastereomer: a stereoisomer that is not a mirror image,
that is, not an enantiomer.

Amino acids are the building blocks of proteins. They
are found in all living tissues and can be preserved in fossil
biominerals such as bone, teeth, and shells. The 20 natu-
rally occurring amino acids all have a central carbon atom
(the a-C) with four attached groups: an amino group
(NH3), a carboxylic acid group (COOH), hydrogen (H),
and a side chain (R) that defines the type of amino acid.
In glycine, the side chain is H, but for all other amino
acids, the o-C has four different groups. The four distinct
groups connected by single bonds make the «-C a chiral
center, meaning that it can exist as two stereoisomers:
the levo (L-form) and dextro (p-form), named after the
optical activity of glyceraldehyde. Such stereoisomers
are enantiomers because they are not only chemically
identical, but they are also nonsuperimposable mirror
images of each other (Figure 1). In living organisms,
proteins are almost exclusively made from the rL-form.
However, this artificial dominance of the one form is
unstable, so after death, a spontaneous reaction occurs to
redress the balance. The extent of amino acid racemization
(AAR) is recorded as a D/L value; AAR continues until

CH,
[
H 77 C-CO,H

CH,
|

Hozc -C Y H

H,N NH,

L-alanine D-alanine

Amino Acid Racemization, Figure 1 L- and p-amino acid
structure of alanine. Bonds depicted as hatched wedges go into
the page, while those that are thick wedges come out of the
page. The central carbon atom has four different functional
groups attached to it; it is therefore a chiral center, and two
chemically identical, but nonsuperimposable, mirror images can
occur: L- and p-alanine.

a dynamic equilibrium is reached (usually D/L = 1).
Depending on the amino acid, this process can take
thousands or millions of years and therefore is applicable
over Quaternary timescales. First applied to fossil shells
(Hare and Abelson, 1968), AAR geochronology measures
the extent of this degradation in fossils as an index of
relative age (an aminostratigraphy), which can provide
calibrated ages in combination with known-age samples
or detailed temperature records.

Protein degradation consists of a series of chemical
reactions that are dependent not only on time but also on
environmental factors. The original protein composition
is important, so AAR will occur at different rates in differ-
ent species, precluding direct comparison in most cases.
Environmental factors (e.g., temperature, pH, availability
of water) can also affect AAR rates, leading to a focus
on analyzing “closed-system” protein from fossil samples
(Towe, 1980). A chemically protected organic fraction
found in mollusk and egg shells (the “intracrystalline”
fraction) appears to be shielded from the environment
and does not lose any material through leaching, meaning
that the protein degradation within this fraction is solely
time and temperature dependent and therefore predictable.
This technique has been particularly successful in dating
carbonate fossils (shells, eggshells, foraminifera, ostra-
cods). Advances in chromatography, preparative methods,
and choice of material for dating have resulted in
greatly improved temporal resolution, demonstrating the
technique’s potential for developing regional Quaternary
chronologies around the world (e.g., Parfitt et al., 2005;
Wehmiller, 2012).
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Introduction

In the context of archaeological research soil/deposit
chemical analysis should be viewed as an additional data
set or tool for interpreting the archaeological record.
Because chemical signatures are not exclusively anthro-
pogenic (they are not uniquely of human construction like
artifacts), there is always a non-anthropogenic component
or effect. Human activity either indirectly modifies a soil’s
chemical characteristic, as with pH, or it directly adds or
subtracts material creating an anomaly by altering the
amount of carbon, phosphorus, nitrogen, or carbonates
in the deposits. Anomalies can only be detected if there
is baseline data that characterizes the deposits prior to
human intervention. This is accomplished by setting up
control sampling locations or, if that is not possible,
obtaining background data from preexisting sources
(e.g., from sources like Shacklette and Boerngen, 1984).
Interpretation of chemical data in archaeological contexts
involves comparisons to control samples and an under-
standing of the evolution and maintenance of the anthro-
pogenic soil anomaly (Carr, 1982). This is no small feat
given the complexity of temporal and spatial occupation
histories at many archaeological sites and the complex
pedogenic response over time to anthropogenic activity.

Because this entry is about soil chemical analysis in
archaeology, it seems appropriate to define soil from
a soil chemist’s perspective:

Soils are multi-component, open, biogeochemical systems
containing solids, liquids and gases. That they are open sys-
tems means they exchange both matter and energy with the
surrounding atmosphere, biosphere, and hydrosphere. These
flows of matter and energy to or from soil are highly variable
in time and space but they are the essential fluxes that cause
the development of soil profiles and govern patterns of soil
fertility. (Sposito, 1989, 3)

The definition emphasizes that soils are open systems
that adjust to variations in input. Knowing or hypothesiz-

ing about those adjustments after anthropogenic input
over archaeological time scales is important for

interpreting chemical data from archacological contexts.
The state factor’s model of soil formation first developed
by Jenny (1941) and advanced in geoarchaeology
by Holliday (1994, 2004a) is an excellent conceptual
framework for interpreting soil chemical data in archaeo-
logical contexts. The model consists of five external
factors that govern soil formation. They are (1) climate,
(2) organisms (plants and animals), (3) relief (landscape
position), (4) parent material (anthropogenic and
non-anthropogenic deposits), and (5) time. Both these
factors and soil-forming processes vary, resulting in
changes in soil morphology, hydrology, and chemistry.
The human animal can be considered with all the other
organisms involved in soil formation or, perhaps, more
appropriately as the sixth factor. Human populations,
although they are just a player in the ecological drama,
are the dominant one. They modify all of the factors of soil
formation in major ways at scales from a single dwelling
to the global climate (Hooke et al., 2012).

Control sampling

Chemical analysis in geoarchaeology is comparative so it
demands two or more data sets to be of much analytical
use. Control samples should be taken in the field and ana-
lyzed to determine the background or natural level of the
chemical of interest. This is equivalent to analyzing blanks
in the laboratory, a standard and necessary procedure. The
point of control sampling is to determine the
non-anthropogenic or natural background chemistry of
the soil off-site, and the state factor model is again a good
conceptual guide. Thus, it is best to pick landscape posi-
tions off-site, where all of the state factors are similar to
the sampling loci on the site. Multiple control locations
may be necessary. In many situations (e.g., modermn or
ancient urban areas), finding a location that has not been
previously utilized or occupied or that you know has not
been utilized or occupied is difficult but should be
attempted. Certainly a number of authors have advocated
using control samples or have effectively used control sam-
ples in their research (see Proudfoot, 1976; White, 1978;
Bakkevig, 1980; Carr, 1982; Sandor, 1992; Entwistle
et al., 2000; Wells et al., 2000; Holliday, 2004a). In addi-
tion all samples should be analyzed using the same tech-
niques/procedures and by the same laboratory to reduce
unnecessary sources of error and uncertainty (see Holliday
and Stein, 1989; Holliday et al., 2004c).

In many geoarchaeological investigations that use soil
chemistry, a suite of chemical analyses is used to address
research questions. For this reason geoarchaeological
applications will follow the discussion of each of the
chemical techniques.

Carbon/organic matter
Sources and transformations in soils and deposits

Carbon occurs in soils in organic and inorganic forms
(Stevenson and Coles, 1999). Organic forms occur as
living plants and animals and as the by-products of the
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decomposition of plants and animals referred to collec-
tively as the soil’s organic matter fraction (SSSA, 1997).
Inorganic forms can also be added to the soil by plants that
contain crystals of calcium oxalate or opaline silica
(Weiner et al., 2002; Piperno, 2006; Prychid et al.,
2008). Calcium oxalates would contribute some carbon
to a total carbon assay. However, most inorganic carbon
is derived from the parent material (carbonate rocks and
dust) (Birkeland, 1984; Nelson and Sommers, 1982). In
non-calcareous soils almost all of the carbon is in the
organic fraction of the soil (Nelson and Sommers, 1982).
Carbon is a part of organic matter that is introduced into
the soil by natural process and anthropogenically as plant
tissue with a more minor contribution from animal tissue.
Plant residue consists of 25 % solids that are made up of
carbon, oxygen, hydrogen, and ash (Brady, 1974). The
ash contains the macronutrients (phosphorus, potassium,
calcium, magnesium, and sulfur) and micronutrients
(zinc, iron, copper, boron, manganese, and molybdenum)
as well as minor trace elements (Brady, 1974). These are
relevant to studies of soil chemistry at archaeological sites
as they form part of the anthropogenic and natural chemi-
cal load in soils and deposits. As soon as organic matter is
added to the soil, it begins to decay. The rate of decay and
the products of decomposition depend on the soil environ-
ment (Brady, 1974). In turn, the nature and strength of
any anthropogenic anomaly depend on the nature and
intensity of occupation and the soil-forming environment
(Carr, 1982).

Anthropogenic additions, subtractions, and
transformations

Human populations are major players in cycling organic
material in the environment. The organic carbon fraction
is of interest in geoarchaeological studies because it is
a component of building material (wood and adobe), food,
waste, and a by-product of food preparation, material
processing, and heating (e.g., charcoal) at human habita-
tions and ultimately in archaeological deposits. It is con-
tinually moved from place to place in the process of food
production, settlement construction, and waste disposal.
As a result, it is added to the soil, directly and indirectly,
in the form of waste from a variety of activities
in and around settlements, for example, the dark earths
in Amazonia (McCann et al, 2001) and Europe
(Chapter “FTIR” in Courty et al., 1989). And it is removed
from the soil in places where farming or resource extrac-
tion (removal of tress or crops), for example, occurs. The
most significant anthropogenic transformation of organic
matter is by burning. This reduces organic matter to the
much more decay-resistant and carbon-rich charcoal. In
chemical analyses charcoal is measured as a part of the
organic matter or total carbon fraction of the soil. It can
also be used, for example, to determine the species
(Asouti and Austin, 2005; Marguerie and Hunot, 2007)
of wood being exploited for fuel and building material or
if the wood was collected dead or alive (Moskal-del Hoyo

et al., 2010). Charcoal is only relatively stable. It can
be degraded and disseminated into small particles in
alkaline soils (Dufraisse, 2006; Braadbaart et al., 2009)
and can be attached by soil fauna and flora (Thery-Parisot
et al., 2010). Reduced particle size has implication for site
formation processes and chronology as the charcoal is
more mobile in the soil profile. Stein (1992) provides
a general summary of organic matter in archaeological
contexts.

Analytical methods

Total carbon in soils can be determined by wet or dry
combustion techniques (Nelson and Sommers, 1982).
Note this technique measures all forms of both the organic
and inorganic carbon in the soil. The basic principle is to
drive off and capture the CO, and then measure the
amount captured gravimetrically or titrimetrically. This
is generally done with automated laboratory instruments
designed for carbon analysis (see Nelson and Sommers
(1982) for examples and procedures). Another measure
of soil organic matter is near-infrared reflectance spectros-
copy (see entry “Anthrosols” by Woods this volume).

The most commonly used procedures to determine
organic carbon are Walkley-Black (Nelson and Sommers,
1982; Singer and Janitzky, 1986) and loss-on-ignition
(Dean, 1974) techniques. With Walkley-Black the sample
is digested in dichromate and sulfuric acid, and the amount
of carbon is determined by titration or colorimetrically.
This procedure uses strong acids and needs a laboratory
setup to do the digestion.

Loss-on-ignition is a simpler procedure, is as accurate
(Dean, 1974) as Walkley-Black, and can also be used to
determine carbonate in the sample. The procedure consists
of placing oven-dried soil in a small pre-weighed crucible
and heating it in a muffle furnace to 550 °C, cool to room
temperature in a desiccator and reweighed. The difference
is the amount of organic carbon ignited. The sample and
crucible are placed in the oven and reheated to a higher
temperature to determine the carbonate content (see
section on carbonates below). The number of samples that
can be done at one time is only limited by the size of the
muffle furnace. Loss-on-ignition can also be done using
automated thermogravimetric analyzers, which can
process many samples at one time with direct computer-
ized calculations, producing immediate tables and plots
of results.

Nitrogen

Most nitrogen in the soil is associated with organic matter
or soil humus (Brady, 1974) that can be slowly released
by the actions of microorganisms and made available
to plants. The soluble ammonium and nitrate is
readily available to plants but is also easily leached from
the soil. Because nitrogen compounds are rapidly fixed
(unavailable to plants) and mobile (available but easily
leached), heavily cropped soils need a constant artificial
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supply of nitrogen fertilizer especially in modern mecha-
nized agricultural systems.

Sources and transformations in soils and deposits

Inputs of nitrogen to the soil come from addition of
organic matter during the process of plant growth and
decay, fixed by microorganisms from the atmosphere,
and brought in to the soil in the form of ammonium and
nitrate salts by precipitation (Brady, 1974). Once in the
soil nitrogen is generally immobile or fixed except for
small amounts of inorganic nitrogen in the form of nitrates
and ammonium nitrates. Some ammonium nitrogen is also
fixed in the lattices of clay minerals where it is very slowly
available to plants during weathering. These later forms
are available to plants and are mobile in soil water. Most
nitrogen is rapidly cycled (Stevenson and Coles, 1999),
a process whose rate depends on soil conditions (factors)
especially climate.

Anthropogenic additions, subtractions, and
transformations

Human activity alters the nitrogen cycle by adding organic
matter (waste and garbage) or fertilizer/manure in some
places and removing it in others (movement of plants
and building material to settlements). Because nitrogen
is added to the soil along with carbon and other elements
when disposing of plant or animal waste or fertilizing agri-
cultural fields, it creates an anomaly that is closely associ-
ated with organic matter (carbon) anomalies. As organic
matter breaks down, much of the nitrogen is rapidly vola-
tilized and lost to the atmosphere or becomes mobile in the
soil water (Brady, 1974). The remaining nitrogen is fixed
by clay mineral or combines with soil organic matter.
Because nitrogen cycles rapidly, it may not maintain
a anthropogenic anomaly over long time spans, so it is
not a good indicator of anthropogenic load (Holliday,
2004a) except, perhaps, on young archaeological sites
(Woods, 1982) or in arid areas (Homberg et al., 2005).

Analytical methods

There are two types of analysis that deal with total nitro-
gen: Kjeldahl wet combustion and Dumas dry combustion
(Bremner and Mulvaney, 1982). In the Kjeldahl analysis
the nitrogen in the samples is converted to ammonia
(NH,"—N) by heating in sulfuric acid in the presence of
catalysts. The amount of nitrogen is determined by mea-
suring the amount of NHj; liberated from the digest when
distilled in an alkali. Dumas analysis involves heating
the sample with CuO and exposing the liberated gas to
hot Cu to reduce the nitrogen oxides and then to CuO to
convert the CO to CO,. The N,—CO, mixture is then
collected and exposed to a concentrated alkali that
removes the CO,, and then the volume of N, is measured.
Both methods are complex and have recovery problems
that researchers should be aware of before choosing
a procedure (see Bremner and Mulvaney, 1982).
Automated N analyzers are capable of processing samples

relatively rapidly and produce results comparable to the
wet chemistry methods (Thomas et al., 1967; Schuman
etal., 1972).

pH

The measure of the activity of ionized H (H+) in the soil
solution is called pH (Mc Lean, 1982). It is one of the most
indicative measures of soil chemistry (Boul et al., 1989)
and is important in determining (after Mc Lean, 1982)
the (1) solubility and hence mobility of compounds
in the soil, (2) the bonding of ions to exchange sites,
(3) activity of microorganisms, and (4) availability of
plant nutrients. The pH scale ranges from 1 (most acidic)
to 14 (basic), 7 being neutral.

Sources and transformations in soils and deposits

Soil pH is not an element or compound that can be
added or subtracted from the soil but instead is
a condition of the aqueous phase of the soil environment
that is very dependent on the interaction and evolution of
the soil-forming factors. Many chemical reactions,
weathering trajectories, and soil—plant relationships are
pH dependent. Because soil water system is open, external
inputs of water (including its dissolved constituents) and
organic and inorganic particles — both natural and anthro-
pogenic — can rapidly change the soil pH (Sposito, 1989)
and therefore the pedogenic trajectory and the mainte-
nance of the anthropogenic anomaly.

Anthropogenic additions, subtractions, and
transformations

The degree to which soil pH is modified by anthropogenic
additions depends on the initial soil pH, buffering, and
pedogenic context. Anthropogenic modifications of pH
are direct and indirect. Direct addition of wood ash, lime-
stone (especially burnt), and shell maintains alkalinity
(Cook and Heizer, 1965). Addition of organic matter indi-
rectly lowers pH because the decay of OM produces acids
(Brady, 1974). Soil pH is an important parameter for
predicting the degree of bone preservation, including bone
proteins used in DNA analysis, and metal and charcoal
preservation in archaeological deposits (Tylecote, 1979;
Gordon and Buikstra, 1981; Pate and Hutton, 1988;
Nielsen-Marsh et al., 2007; Braadbaart et al., 2009; Adler
et al., 2011). Sheppard and Pavlish (1992) have shown
that among other soil chemical variables, pH is important
in the weathering of chert. Soil pH is also one factor in
determining the potential for preservation of phytoliths
(see Piperno 2006; Cabanes et al., 2011). In most
geoarchaeological investigations that use soil chemistry,
pH is one of a suite of chemical analyses used to character-
ize the soil as background for interpretations.

Analytical methods

Determination of pH is accomplished using either colori-
metric or electrometric techniques (Mc Lean, 1982).
Colorimetric techniques use dyes or acid—base indictors
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that react by changing color in different pH environments.
In its simplest form the electrometric technique consists of
a glass electrode that measures the hydrogen ion activity
and a reference electrode that completes a circuit so volt-
age can be measured (Mc Lean, 1982). The pH is typically
measured in a 1:1 soil-water mixture (see Janitzky 1986
or Mc Lean, 1982). Many portable colorimetric and
electrometric systems are available for field measurement
of pH.

Phosphorus

The most widely used soil chemical technique in archaeo-
logical research is certainly the analysis of phosphorus.
This is because humans are very proficient at concentrat-
ing P in and around places where they live and much of
the P added to soils is considered fixed (Brady, 1974;
Walker and Syers, 1976). The source of the P is the plant
and animal remains and waste left at sites that ultimately
ends up in the soil. The association of high soil phospho-
rus levels and human settlements was first documented
in the 1920s by Swedish soil scientist, G. Arrhenius (see
Eidt, 1985 or Wells et al., 2000 for brief history). Since
that time, P analysis has been used in many archaeological
contexts to aid in determining site and feature boundaries,
intra-site activity areas, intensity of occupation, and types
of land use (for recent studies, see Barba et al., 1996; Par-
nell et al., 2001; Fernandez et al. 2002; Barba, 2007; Mid-
dleton et al., 2010; Roos and Nolan, 2012).

There are a number of reviews of archaeological/
geoarchaeological research using phosphorus that should
be consulted as an initial source before developing
a research strategy that includes P analysis. The most
recent and most thorough reviews can be found
in Holliday (2004b) and Holliday and Gartner (2007).
They cover basic chemistry, common methods of
extracting and measuring soil P, and the use of soil P in
chronosequence studies. Proudfoot (1976) provides
a general review of the extraction procedures and chemis-
try of P in soils, anthropogenic additions, and sampling
issues as well as an example of P analysis from an archae-
ological site in Britain. Bakkevig (1980) provides more of
a cautionary tale pointing out the importance of under-
standing the natural P background and the geomorphic
context of any sampling site. White (1978) also stresses
the importance of having background data.

Sources and transformations in soils and deposits

The chemistry of soil P is complicated, in part because the
P anions can bind with a number of cations in the soil to
form compounds where the P bond varies in strength.
P chemistry is strongly pH dependent which in turn is
dependent on the soil factors at a particular site and on
the natural and anthropogenic evolution of the site.
A detailed explanation of P chemistry is beyond the scope
of this entry, so P will be covered in a simple way under
the heading of additions, subtractions, and transformation.

Almost all of the phosphorus in the soil system ulti-
mately came from weathering of the inorganic
P minerals (primarily apatite) in the soil parent material
(Walker and Syers, 1976). The soluble P is taken up by
plants, and upon death, they add organic matter to the soil.
Once the system is established, most of the soil phospho-
rus is contained in soil organic matter (Brady, 1974). Soil
microorganisms mineralize the organic forms of P to solu-
ble inorganic forms (H,PO,~, HPO, ") that are available
to plants and can be leached out of the soil with the soil
water. These latter processes are ways P can leave the soil,
although on landscapes that are not cropped, the P is
recycled. Of course weathering continues and small
amounts of P still enter the soil from that source.

Most of the phosphate anions that enter the soil quickly
form calcium (Ca), aluminum (Al), or iron
(Fe) phosphates. Which compounds form depends on the
soil pH and the amount and kind of each cation present.
Brady (1974) divides P compounds in the soil into three
major groups: (1) readily available phosphates that are
generally water soluble (non-occluded P); (2) slowly
available P including newly formed Al, Fe, and Mn
phosphates, Ca phosphates, and mineralized organic
phosphates; and (3) very slowly available phosphates of
Fe, Al, and Mn, apatites and stable organic phosphates.
His view of P is from the perspective of agronomy and soil
science, where most basic research on P in soils has taken
place. Laboratory analyses designed to study P in soils
reflect the kinds of P found in soil (see below). Anthropo-
genic addition of P to the soil is also held at different loca-
tion in the soil so to detect the anthropogenic anomalies
P must be extracted either totally or differentially by
chemically targeting the different phosphate compounds.

Soil phosphorus is only relatively stable over time
because as soil factors change in response to environmen-
tal change and pedogenic processes adjust, P can be
removed from the soil system or reorganized within the
soil (see Walker and Syers, 1976; Tiessen et al., 1984;
Roberts et al., 1985). On geomorphically unstable land-
scape facets, where erosion or deposition is occurring,
the retention of P and the post-depositional evolution of
the any anthropogenic P anomaly change.

Anthropogenic additions, subtractions, and
transformations

Anthropogenic sources of P come from domestic refuse,
food waste, plant and animal remains, human bodies
(especially bones), human and animal excrement, and
wood ash (Cook and Heizer, 1965; Carr, 1982; Woods,
1982). Human populations are a factor in the P cycle and
as such alter the process of P cycling. These alterations
can be detected in the soils on archaeological sites.

Analytical methods

Analysis of P in soils has two stages. The first stage is
extracting the P from the soil (Olsen and Sommers,
1982; Meixner, 1986a). The extractant used depends on
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which form or forms of P are being targeted. The second
stage is the determination of the amount of P in the
extractant. This is accomplished by using a colorimetric
method. In P fractionation multiple extractants are used
in sequence to determine the different forms of P in the
soils.

Spot test or ring test is a qualitative measure of P that
can be done in the field with simple tools and reagents
(Gundlach, 1961; Eidt, 1973; Woods, 1975). The test uses
a weak acid extractant to measure the available P. Color is
developed on filter paper based on a qualitative scheme
(see Eidt, 1973). The advantage of the spot test is fast,
low-cost results, but the disadvantages are qualitative
non-reproducible results (Holliday, 2004b).

Available P refers to techniques that extract the water-
soluble P and weakly held P fractions (Olsen and Somers,
1982). This involves extracting the P with weak acid
and developing color intensity that can be read in
a spectrometer. Available P types are often referred to by
the name of the person who developed them such as
Olsen P, Bray 1, or Mehlich II tests. They are differenti-
ated because they use different extractants. Available
P can also be done in the field with a portable spectrometer
(see Terry et al., 2000).

Phosphate fractionation is the process of sequentially
extracting P beginning with the most weakly bound
P using extractants that target specific P compounds
(Olsen and Somers, 1982; Meixner, 1986b). As many
as eight different fractions, grouped into non-occluded P
(three extractions), occluded P (three extractions), calcium
bond P (one extraction), and organic P (one extraction),
can be involved (see  Meixner, 1986b).
Most P fractionations in geoarchaeological applications
use a three-fraction extraction sequence developed by Eidt
(1977). This is an intensive wet chemistry procedure that
targets the weakly bound Fe and Al-P and the reabsorbed
Ca-P as fraction I (Eidt, 1977). Occluded P is fraction II
and calcium P and apatite are fraction III.

Total P can be determined by using very strong acids to
completely digest the soil, and P is measured colorimetri-
cally (Olsen and Somers, 1982; Meixner 1986¢). Total
P can also be measured using ICP spectrometry, usually
as one of a suite of elements. The ICP measures the
P content so the type of P measured still depends on the
extraction procedure.

Carbonates

The origin of carbonate in soils is either from eolian
sources, inherited from calcareous parent material, or
weathered from non-calcareous parent material
(Birkeland, 1984). Pedogenesis results in carbonate accu-
mulations in soils in arid and semiarid climate zones and
in its removal from the soil system in humid and tropical
climatic zones (Birkeland, 1984; Boul et al., 1989).
Carbonates are often measured as a part of soil/deposit
characterization by determining the presence or absence
of free carbonate using a few drops of HCI or less often

by laboratory analysis. Results are used to determine the
presence or absence of an anthropogenic carbonate load
by comparison of control samples or other regional soil
data and, if carried a step further, to interpret the anthropo-
genic changes in the pedogenic trajectory relative to site
formation processes. For example, carbonates can domi-
nate the soil chemistry in part by their effect on pH which
in turn affects artifact preservation, especially bone and
shell, and the post-depositional evolution of any anthropo-
genic additions (e.g., see Weiner et al., 2002).

Sources and transformations in soils and deposits

The source of the carbonates in soil is atmospheric dust
containing carbonate and Ca®" ions (Machette, 1986;
Birkeland, 1984) and carbonate in parent materials
(limestone, gypsum, dolostone, loess, glacial deposits
from carbonate terrain). Parent material weathering in
non-calcareous soils cannot account for the large amount
of carbonate in arid and semiarid soils (Birkeland, 1984).
In arid and semiarid regions, pedogenic processes form
calcic soil horizons (K horizons) (Birkeland, 1984;
Machette, 1986). In humid and tropical soils with lower
pH, the carbonate is disassociated and is leached out of
the soil system or accumulates as minor secondary carbon-
ates in the C horizon (Boul et al., 1989).

Anthropogenic additions, subtractions, and
transformations

Anthropogenic additions that may increase the carbonate
content in soils or lead to the formation of secondary
carbonates are limestone and dolostone for cooking and,
in some cases, pottery manufacturing and/or food
processing, building material (plaster and stone), wood
ash, and shell (Cook and Heizer, 1965; Woods, 1982;
Schiegl et al., 1996). The age of the archaeological site,
soil conditions, and landscape position are some factors
that affect the post-depositional modification of anthropo-
genic carbonate additions. For example, physical and
chemical processes during pedogenesis may destroy or
fragment shell or carbonate rock adding secondary
carbonate to the soil or removing it from the soil system
entirely. Soil — geomorphic and stratigraphic — studies at
archaeological sites record the soil carbonate status for
characterization purposes with little geoarchaeological
interpretations. Woods (1982) interprets the high carbon-
ate levels in a midden in Illinois to be the result of the
addition of ash to the midden. Indirectly human activity
(e.g., land clearing and agriculture) that causes geomor-
phic instability may result in wind erosion, which could
also add carbonate to soil.

Analytical methods

The simplest measure of the presence of carbonate in soil
is to observe the strength of soil reaction to 10 % HCI. The
strength of the reaction is measured by the violence of the
effervescence. The more carbonate, the more violent the
reaction.
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The loss-on-ignition (LOI) (Dean, 1974) method is
used to determine both OM and carbonate. A sample is
placed in a furnace first to 550 °C to destroy the organic
matter, cooled and weighed, then put back in the furnace
and heated to 1,000 °C to drive off the CO, in the carbon-
ate. The sample is cooled and weighed again to determine
the percent carbonate. Dean (1974) compared the LOI
method with acid extractions and then titration and with
determination of total Ca with atomic absorption and
found that they yielded very similar results. Thermogra-
vimetric analyzers have now completely automated the
above procedure.

In the acid neutralization method, the carbonates are
dissolved in acid and the amount of carbonate is deter-
mined by titration (Nelson, 1982). The gravimetric
method uses a Chittick apparatus to determine the volume
of CO, evolved during acid digestion (Machette, 1986).

Geoarchaeological applications

The section on applications begins with examples of
the use of phosphorus in geoarchaeological studies. Phos-
phorus data have been used as a tool in geoarchaeological
investigations for nearly a century, and the literature is rel-
atively extensive (see Eidt, 1985; Wells and Terry, 2007).
The treatment below is not comprehensive and attempts to
group the investigations by type. Chemical analyses,
including phosphorus, are a part of a suite of measures
used in the study of the Amazonian dark earths and are
not included here (Glaser and Woods, 2004; see Woods
this volume). Most investigations focus on the spatial dis-
tribution of P anomalies on the landscape surface within
and around sites. The goal of these studies is to find site
boundaries or to identify activity areas within sites. This
involves examining both positive and negative
P anomalies.

Skinner (1986) investigated P levels at five archaeolog-
ical sites in Ohio. The goal of the investigation is to
determine if P can identify anthropic soils and locate
site boundaries determined by artifact distributions. Three
different extraction techniques are compared for available
P and one for total P. The conclusion is that the reliability
of P as an anthrosol indicator depends on the geomorphic
and pedogenic context specifically whether or not
a soil/site was subject to inundation (i.e., located on
a floodplain).

Roos and Nolan (2012) used available P (Mehlich II
extraction) levels from 131 samples at a late prehistoric
village site in Ohio to map intra-site activity areas. They
were able to identify a ring midden and plaza using
P data supported by magnetic data and artifact
distributions.

Schuldenrein (1995) used soil chemistry (pH, OM, K,
Ca, Mg) including available P, total P, and
P fractionation, to detect activity areas at two sites in
contrasting environments: the semiarid plains and humid
temperate woodlands, both in the USA. Comparisons of
control sample series with on-site and feature sample

series indicate anthropogenic anomalies are present at
both sites and is most strongly characterized by levels of
P and K or P and selected other measures depending on
the physical and cultural context. Plots of the three
P fraction loadings on ternary diagrams are proposed as
a graphic means of differentiating types of activity areas.

Woods (1982) found the following chemical trends at
archaeological sites in Illinois. Carbon (organic matter)
and nitrogen level were higher in midden soils than in
control soils and both decreased in magnitude with depth.
He found pH levels to be significantly more alkaline than
control samples due to the large amount of wood ash in the
middens that in effect neutralizes the acidifying effect of
decaying organic matter. He also attributed carbonates in
the middens to the addition of wood ash in an alkaline
environment. P is high in the middens and absolute levels
correlate with soil texture with P levels higher in clayey
soils.

A number of interdisciplinary investigations have been
conducted at the Piedras Negras site and surrounding
modern settlements in Guatemala. These studies all use
a field test procedure based on a Mehlich II acid extraction
and measurement with colorimetry modified for use in
relatively primitive field conditions (Terry et al., 2000;
Wells et al., 2000; Parnell et al., 2001). The investigation
identified a good correlation between P levels, density of
ceramics, and boundaries of disposal areas. Fernandez
et al., (2002) and Terry et al., (2004) investigated soil
chemical signatures in modern settlements and a Mayan
archaeological site to explore the relationship between
chemical data (P, pH, Mg, Na, K, and trace elements)
and household human activities. Phosphorus was high in
areas of food processing, consumption, and disposal. Food
preparation areas had high levels of P, Mg, and K and were
more alkaline, while food consumption areas had high
P and Na and were more acid. Traffic lanes had low
P and refuse disposal areas have high P.

Dunning (1993) used total P to distinguish different
types of land use and P fractionation to differentiate
between agricultural and nonagricultural soils. High
P levels are interpreted as areas that were gardens and
likely fertilized and areas with depleted P as places of
more intensive field agriculture.

Sandor (1992) compared the morphological and chem-
ical characteristic of terraced cultivated soils and
uncultivated soils at a 1,000—1,500-year-old prehistoric
site in New Mexico, USA. Cultivated soils lost organic
matter, N, and phosphorus (total and moderately avail-
able) and lowered pH. In contrast soils in terraced fields
in Peru have elevated levels, relative to uncultivated soils,
of total and available P, nitrate nitrogen (NO,-N), total
nitrogen, and organic carbon. Soil pH tended to be more
acidic due to the increased organic matter. The chemical
data, supplemented the archaeological evidence and soil
morphological data, indicating the agricultural soils in
New Mexico were not amended or fertilized and the
agricultural soils in Peru were amended and fertilized.
More recently similar methods including chemical
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analysis of soils was applied on a more regional scale to
Native American agricultural system in the American
southwest (Sandor et al., 2007) and more specifically to
prehistoric Zuni agricultural systems (Homberg et al.,
2005). Note these studies are among only a few that mea-
sured any form of nitrogen in geoarchaeological contexts
(also see Woods, 1982).

Cavanagh et al. (1988) used HCl-extractable P data to
map boundaries of sites in Greece. A positive correlation
was found between high pottery sherd densities and high
P levels.

The following investigations examine P distributions
stratigraphically. Lippi (1988) used stratigraphic data
(including artifacts), obtained from cores, and P data,
obtained using the field ring test, to map paleosols and
activity areas at the Nambillo site in Ecuador. The strata
and soil description and P data provided an excellent
framework for planning excavations and for making inter-
pretations of land use on the buried landscape surfaces.

Katina (1992) used fractionation to test Eidt’s ideas
about the correlation of total P with intensity of land use
and the use of fraction II/1 ratio to determine relative time
elapsed since phosphate enrichment. Results of the frac-
tionation were very difficult to interpret because of the
land-use palimpsest, but the total P and fraction II/I ratio
was used to support soil landscape degradation during
the Bronze Age followed by less intensive use during the
Middle Ages.

Davidson (1973) used total P (fused with sodium car-
bonate and measure colorimetrically) from a tell strati-
graphic sequence to measure intensity of occupation.
P indicates that the (1) intensity of occupation increased
up section and (2) the tell sediments have higher P than
the local alluvium. He concluded that “phosphorus analy-
sis confirms what might be expected-the tell evolved as
a result of occupation and thus the activities of people
who occupied the site. . .. accounts for the growth of the
tell” (Davidson 1973, 146).

Bakkevig (1980) claims to get good results from the
spot test in part because large numbers of samples can be
processed quickly allowing a researcher to obtain
data from a large area. The research questions involved
correlation of land use with P levels and identifying cattle
trails.

Ahler (1973) investigated the distribution of total P
(perchloric acid/nitric acid digestion), available P (Brays
Strong P test), OM (Walkley-Black), and pH from
a stratigraphic sequence at the Rogers Rockshelter in
Missouri. Results of the chemical analysis are compared
with the distribution of lithic debris and micro-debris
(sand-sized material of cultural origin). Ahler’s results
point out the importance of context for interpreting
the chemical data. There is a strong correlation among
lithic debris, micro-debris, and total P throughout the
sequence and a strong correlation with available P and
total P in the lower part of the sequence. The difference
between the upper and lower stratum is due to higher
sedimentation rates during the accumulation of the lower

stratum not allowing pedogenesis to alter the distribution
ofthe available P. It is concluded that total P is more useful
for locating intra-site activity areas and available P is more
useful for subsurface detection of sites and buried
soils especially in strata with pHs similar to those at
Rogers shelter.

Conclusions

This brief overview of the uses of carbon, nitrogen, pH,
phosphorus, and carbonate analysis in geoarchaeological
investigation is far from exhaustive but hopefully illus-
trated the potential such analyses have for answering
archaeological questions. When formulating research
questions that involve data generated by chemical analy-
sis, the plan should always have some type of control sam-
pling and an understanding of the physical context of the
samples. Control samples are necessary because all of
the elements, compounds, and measures covered in this
overview occur naturally without any anthropogenic
input. So by default the analysis has to be comparative.
Context is always important but it is particularly important
for chemical analysis because of the multiple physical
(stratigraphic/pedogenic), chemical, and anthropogenic
transformations that occur during and after human occu-
pations. In many cases the evidences for some types of
human activity are all or in part chemical signatures and
as such are a valuable tool for targeted geoarchaeological
investigations.
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Definition

Soils or sediments exhibiting significant chemical inputs
as well as obvious physical changes resulting from human
activity are called anthrosols.

Introduction

In the FAO (2006) soil classification system, anthrosol is
one of the major soil groupings for a broad array of soils
“in which human activities have resulted in profound
modification or burial of the original soil horizons”
(p. 61). Anthrosols vary widely in their physical and
chemical characteristics, and few traits are universal.
There are several characteristics that are common or that
serve as clues to the presence of significant modification
due to human activity. The most obvious is the presence
of archaeological debris within the soil, in particular
organic detritus such as bone and charcoal in a surface
horizon, i.e., they tend to be associated with middens.
Other physical features, typically applying to surface hori-
zons, include: abrupt, smooth boundaries between hori-
zons or layers; abrupt, laterally discontinuous layers;
and dark matrix colors (low value and chroma in the
Munsell color system) extending to greater-than-expected
depths for natural soils in the area (following Collins
and Shapiro, 1987). The greater-than-expected depth is
usually due to artificial upbuilding. Chemical signatures
include higher-than-expected values of organic matter
relative to natural soils and, in particular, phosphate
(see below). Anthrosols may also have been subjected to

some form of pedogenic alteration albeit relatively minor
pedogenesis in many instances.

Types of anthrosols

Anthrosols can include a wide array of soils, but three
types have been described at some length: Plaggen, Dark
Earths, and Terra Preta. Various other kinds of middens
may also qualify as anthrosols.

Plaggen soils are most common on the sandy land-
scapes of the Netherlands, Germany, and Belgium, but
similar soils are reported from other parts of northern
Europe and Great Britain, Crete, Peru, and New Zealand
(Kalinina et al., 2009; Van Mourik et al., 2011). They
developed in the Middle Ages, probably around the tenth
century (Pape, 1970; Heidinga, 1988; van de Westeringh,
1988). Manure was the preferred fertilizer, so in order to
gather it, the floors of stables were strewn with forest litter,
heather turves (slabs of heather cut from the ground), or
grass sod to absorb the droppings from sheep and cattle.
The mixture of manure, bedding, and mineral matter was
then hauled out and strewn on fields. The mineral material
brought in with the bedding sometimes provided addi-
tional nutrients. The mixture of manure, bedding, and
mineral matter increased water-holding capacity and also
deepened the plow zone, thus minimizing crop failure.

The Dark Earth is common in cities throughout much
of Europe (“Urbic Anthrosols” of FAO, 2006). “Dark
Earth” is a term applied to dark-colored, seemingly homo-
geneous urban deposits. In many ways, they can be con-
sidered anthropogenic sediments rather than soil, but
they have undergone surface weathering and are typically
considered a soil. In Britain, these soils are linked to late-
or post-Roman, Saxon, Viking, Medieval, and perhaps
post-Medieval occupation. General characteristics of Dark
Earths include “an exceedingly uniform color” of dark
grayish brown (with Munsell color coding 10YR 4/2)
dry, to very dark gray (10YR 3/11) moist, mildly alkaline
pH, some CaCOs; (<10 %), 1-2 % organic carbon, some
phosphate, and abundant midden debris (Courty et al.,
1989, 262). )

The terra preta do Indio (“black earth of the Indian”) or
simply Terra Preta soil of the Amazon Basin is a well-
drained soil characterized by the presence of a thick black,
or dark gray, topsoil which contains artifacts (Figure 1).
They are found on upland areas adjacent to waterways
along older terraces and also on interior uplands (Woods,
1995; Woods and McCann, 1999; Schmidt et al., 2014).
In all settings, the dark colors of the Terra Preta contrast
strongly with underlying subsoils which are red to yellow
Ultisols, Oxisols, Spodosols, and eutrophic Oxisols
(Sombroek, 1966; Smith, 1980; Lima et al., 2002). Terra
Preta vary considerably in their distribution, morphology,
and genesis. The classic black Terra Preta and associated
midden debris represent household or near-household
trash dumps (e.g., Birk et al., 2011; Schmidt, 2014), but
the more ubiquitous dark brown Terra Mulata, largely
devoid of artifacts or other obvious human debris, may
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Anthrosols, Figure 1 A Terra Preta soil of the Brazilian Amazon
containing ceramic debris (Photo by William Woods).

represent agricultural soils modified by repeated mulching
and frequent burning. This model of soil genesis has some
important archaeological implications. It suggests
long-standing habitation sustained by permanent gardens
and fields. It also contradicts long-held models of settle-
ment in the Amazon based on presumed agricultural limi-
tations of upland and interior soils (see Denevan, 2001).

More broadly, the most widespread activity leading to
development of anthrosols is agriculture (see entry on
Soils, Agricultural in this volume). The development of
agriculture probably has had more pervasive physical
and chemical effects on soils than any other activity by
preindustrial societies (Goudie, 2000, 29). Agriculture
has imposed host of far-reaching effects on the landscape
and on soils. The original plant cover can be partially or
completely removed, leaving the ground bare for at least
some part of the year and subject to erosion by water or
wind. Cultivation loosens the soil and the hooves of
domesticated animals can further loosen or compact
it. Devegetation alters soil moisture and can affect ground-
water. Plowing, excavation of irrigation ditches, and con-
struction of terraced fields all physically disturb soils as
well. Devegetation, new kinds of plant residues (from
burning and cropping), and additions of fertilizer can all
alter soil chemistry. Changes in groundwater conditions
can drastically affect the soil forming environment. An
elevated water table as well as irrigation also induces sali-
nization if salts are present.

The unique morphological (macro- and micro-) and
chemical characteristics of soils provide an excellent
backdrop against which agricultural activities may be
identified (Limbrey, 1975; Courty et al., 1989; Holliday,
2004). The physical signatures of agriculture in soils are
related to the disruption of the lateral continuity of and
vertical gradations between soil horizons. These disrup-
tions result largely from plowing and the cutting of ditches

and furrows. Probably the most obvious initial effect of
farming is mixing of the upper solum by plowing. This
process is widely recognized today in the identification
of the “Ap” plowzone horizon.

At microscopic and chemical scales, impacts on soils
due to human activity are generally much more subtle than
physical impacts and usually require laboratory analyses
for identification. Microscopically, the effects of agricul-
ture include evidence for rapid infiltration of coarse-
grained illuvial coatings from downward percolation of
solutes or fine particles due to deforestation, and poorly-
sorted mineral coatings and infillings of charcoal and
SOM (soil organic matter; see below) due to farming.

Chemical impacts on soils come from human refuse
and waste, burials, the products of animal husbandry in
barns, pens, and on livestock paths, or intentional enrich-
ment from soil fertilizer. With the advent of metallurgy
and later industrialization, a much broader spectrum of
chemicals and chemical compounds was added to the soil,
such as heavy metals and hydrocarbons. The most com-
mon chemical elements added to soils by human activity
are carbon, nitrogen, phosphorus, and calcium, with lesser
amounts of potassium, magnesium, sulfur, copper, and
zinc. The most common chemical compound added to
soils by humans in agricultural and preagricultural socie-
ties and that is also easily recognizable in the field is soil
organic matter (SOM). Human activity, largely through
discard of organic waste (either in middens or as fertil-
izer), can add significant amounts of organic matter to
the soil surface. Further, additional SOM can be produced
and added to the soil by stimulation of soil biota and
above-ground biomass subsequent to human activity due
to more favorable nutrient conditions often associated
with anthropogenic changes. These are notable character-
istics of the anthrosols described below.

Anthropogenic additions of carbon, nitrogen, phospho-
rus, calcium, potassium, magnesium, and sulfur in theory
can be used as indicators of past human activity. Most of
these elements are removed from soil more or less readily
by leaching, oxidation, reduction, or plant uptake, how-
ever (Eidt, 1977; Carr, 1982, 127-131), and the nature
and rates of these losses from the soil are determined by
local biological and pedological processes. Phosphorus
in its common form as phosphate, however, is stable and
generally immobile in soils and is thus a sensitive and per-
sistent indicator of human activity. Among the elements
left in the soil by humans, only P leaves a prolonged signa-
ture of its human origins because natural and anthropo-
genic P tend to be strongly fixed in soils. The sources of
anthropogenic phosphorus include (1) human and animal
waste; (2) refuse derived from bone, meat, fish, and plants;
(3) burials; and (4) manure used as fertilizer (Provan,
1971; Proudfoot, 1976; Eidt, 1984, 29-30; Bethell and
Maté, 1989). When people add P to the soil as organic
products or inorganic compounds, the P quickly bonds
with Fe, Al, or Ca ions (depending on local chemical con-
ditions, particularly pH) to form relatively stable chemical
compounds of inorganic phosphate minerals (Proudfoot,
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1976; Bethell and Maté, 1989; Holliday and Gartner,
2007). In most soils, removal of these compounds cannot
be stimulated by normal oxidation, reduction, or leaching
processes, as is true of other elements (Proudfoot, 1976;
Eidt, 1977, 1984, 1985). When humans add P to the soil,
therefore, it accumulates at the site of deposition. With
prolonged occupation, the accumulation of anthropogenic
P can become quite large (by orders of magnitude) in com-
parison to the content of natural P in the soil. Other ele-
ments are cycled much more rapidly, assisted by
microorganisms and plants in their cycling through the
ecosystem, so the record of their association with people
is lost.

Another factor which makes P suitable for
geoarchaeological study is that anthropogenic P can exist
in the pH range of most soils. Under acidic conditions,
P combines with iron and aluminum, whereas under basic
conditions, P combines with calcium. Consequently, soil
P analysis can be used successfully in a wide variety of
archaeological contexts. Indeed, where there is little or
no surface evidence of human occupation, soil P analysis
may be an appropriate tool for detecting traces of human
activity and for determining the particular form and func-
tion associated with that presence.

The proportional relationships of certain ions have also
been investigated archaeologically. Soil pH, which is an
expression of the proportion of H' ions (or protons) to
OH™ (hydroxyl) ions, has some sensitivity to anthropo-
genic inputs. The concentration of cations (positively
charged ions) in the soil strongly influences
pH. Prolonged or more intense occupations tend to release
more cations to the soil, and therefore, pH tends to be
higher within deposits laid down under longer, denser, or
more intensely occupied sites (Carr, 1982, 112).
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Synonyms
Ar—Ar dating; Argon—argon dating; K—Ar dating

Definition
K—Ar geochronology. A geochronometer (geologic
dating method) used to date potassium-bearing rocks,
based on the decay of parent isotope “’K to daughter
isotope “°Ar.

“4rP°Ar geochronology. A variant of the K—Ar
geochronometer, where *°Ar is measured as a proxy for
the parent isotope *°K.

Introduction

The K—Ar method and its derivative, the *°Ar/°Ar
method, are based on the radioactive decay of “°K to the
noble gas “°Ar (sometimes symbolically indicated as
“OAr*, or radiogenic Ar). Potassium (K) is a major element
in the Earth’s crust and is abundant in many rocks and
minerals. It possesses two stable isotopes: *°K (93 %)
and *'K (7 %). After some early indications that a radioac-
tive isotope of potassium of mass 40 might exist (for
details see McDougall and Harrison, 1999, and references
therein), it was definitively identified by Nier (1935).
It was not until later that rocks enriched in *°Ar were
identified and the first K—Ar ages produced on
K-bearing feldspar and salt minerals (Aldrich and Nier,
1948). Evernden and Curtis (1965) presented the first
application of the K—Ar method to constrain ages of
paleoanthropological localities by dating rock layers, such
as tephra and basalt at Olduvai Gorge, that lie stratigra-
phically above or below a si§niﬁcant archaeological
deposit. Since then, K—Ar and *’Ar/*°Ar have been used
to constrain the age of numerous paleoanthropological
localities, including archaeological events as recent as

the AD 79 eruption of Vesuvius that buried the Roman
towns of Pompeii and Herculaneum (Renne et al., 1997).

Problematic issues with the K—Ar method (see below
for details) were resolved with the introduction of neutron
irradiation of samples prior to analysis (Merrihue and
Turner, 1966). Irradiation converts some ¥K to ¥Ar,
allowing for determination of parent and daughter
isotopes using single samples and ultimately permitting
single-crystal analyses. Early applications of the
“OAr/*° Ar method included efforts to constrain the age of
the KBS Tuff in Koobi Fora, Kenya (Fitch and Miller,
1970; Fitch et al., 1974; Fitch et al., 1976; McDougall
et al., 1980; McDougall, 1981).

Today, 4dAr/ 3% Ar geochronology has largely superseded
K—Arand is applied to volcanic units at archaeological and
paleontological sites globally. The method continues to
play a key role in establishing timescales of human
biological and behavioral evolution in regions with
volcanic deposits.

Principles of K-Ar and *°Ar/*°Ar geochronology

The K—Ar and related **Ar/*° Ar methods are based on the
constant rate of decay of *°K to “°Ar. A common measure
of decay is the half-life, during which time half of the *°K
atoms in a given system will decay. The *°K decay
isa branched one, where about 90 % of atoms decay to 40Ca,
while about 10 % of atoms transform into “’Ar. Application
of'these systems to archaeological environments is based on
their ability to record the age of eruption for in situ volcanic
rocks, which have been shown to be related in some way to
archaeological remains, e.g., as a capping or underlying
layer. Thus, the ages of crystallization for newly formed
rocks or minerals are determined and used to bracket the
dates of deposition for archaeological or paleoanthropolog-
ical sites that are stratigraphically related.

The process often begins in a magma chamber within
the Earth’s crust, where K-bearing crystals of minerals
such as feldspars, biotite, and hornblende form prior to
eruption. At the high temperatures 4]:0)resent in magma
chambers, any *’Ar created by *°K decay within
a crystal naturally diffuses out of the crystal. Upon erup-
tion and subsequent cooling, argon diffusion is slowed
so that any *°Ar created after the eruption is quantitatively
retained within the crystal, thereby starting a radioactive
“clock.” By measuring the ratio of the “daughter” isotope
(*°Ar) to the “parent” isotope (*°K), combined with values
of the half-life for the branched decay of *°K, one can cal-
culate the time that has passed since cooling. In the K—Ar
method, assays must be conducted on two aliquots of the
same sample, i.e., two crystals (or groups of crystals) from
the same source: one to determine the amount of *°K and
another to determine the amount of *°Ar.

The *°Ar/°Ar method has ameliorated a number of
issues involved with application of the K—Ar method,
including that it allows for the measurement of K and Ar
on a single-sample aliquot. This *°Ar/*’Ar variant relies
on neutron irradiation of samples prior to analysis to
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“°Ar/*°Ar and K-Ar Geochronology, Figure 1 Examples of “°Ar/>*’Ar data presentation. (a) Relative probability diagram for total
fusion data from single crystal analyses. The youngest population, which is interpreted here to represent eruption age, is shown in
black; xenocrystic contamination by older grains shown in gray (analytical data) and dashed lines (probability). Reproduced with
permission from Morgan et al. (2012). (b) Same data as (a) graphed onto an inverse isochron diagram. The mixing line fit to the data
indicates a trapped “°Ar/>Ar component nearly indistinguishable from the atmospheric value of 298.56, and a radiogenic
component with an age of ca. 879 ka. Reproduced with permission from Morgan et al. (2012). (c) Age spectrum from incremental
heating data. Data from argon released during consecutive heating steps are shown from left to right. Note that consistent ages are
identified over the last nine steps represented by the horizontal line; the weighted mean of these steps is presented as the plateau
age (ca. 170 ka), which is read on the vertical axis. Earlier steps are inconsistent and omitted. Reproduced with permission from
Morgan et al. (2009).

convert some fraction of the *°K present in the sample to A major advantage of the “°Ar/*°Ar system is that it
3Ar and therefore permit the measurement of *’Ar as  allows for all required measurements to be made on a
a proxy for the parent isotope “°K. This is possible by  single-sample aliquot. Thus, analysis of single crystals
using a natural value for the global “°K/*°K ratio (for pur-  becomes possible, permitting the identification of contam-
poses of most applications, this value is reasonably ination from older, embedded crystals (or xenocrysts) that
assumed to be constant). can be masked when using multigrain aliquots (Figure 1a).
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In order to provide reliable ages, samples for “°Ar/*°Ar
analysis must be coirradiated with standards of a known
age to determine the precise neutron flux of the reactor
during irradiation. These standards may have been previ-
ously dated via K—Ar analyses (Lanphere and Dalrymple,
1966; McDougall and Roksandic, 1974; McDougall and
Wellman, 2011) or based on intercalibration with other
systems, such as the astronomical timescale (Kuiper
et al., 2008) or the U-Pb geochronometer (Renne et al.,
2010 Renne et al., 2011). The standard ages and decay
constant values used to calculate “’Ar/*°Ar ages have
changed over time, typically as more precise and accurate
values are determined. Understanding and comparing
“OAr/*? Ar ages thus requires knowledge of the values used
for their calculation.

When single grains are sufficiently large and/or old
(thereby Erovrdlng greater amounts of radiogenic *°Ar),
the “°Ar/*°Ar system can be further exploited by incre-
mentally heating samples (rather than releasing all gas in
a single, “total fusion” heating step). The “age spectrum”
(Figure 1c) obtained by an incremental heating analysis
can be used to identify problematic samples, assess the
homogeneity of argon in crystals, and understand the ther-
mal history of a sample.

Finally, when using the K—Ar method, one must make
the assumptron that (agon trapped in the crystal upon
cooling had an *°Ar/*°Ar value equivalent to that of'the pre-
sent atmosphere. Most atmosphenc argon is “°Ar (99 6 %)
and was produced by the decay of * K while argon in the
solar system and beyond is largely * Ar (85 %), which is
rare on Earth and forms a ratio of *°’Ar/*°Ar in Earth’s
atmosphere 0f 298.56:1 (Lee etal., 2006). This assumptron
can be tested using the “*Ar/*°Ar method by viewing either
total fusion or incremental heating data on an inverse iso-
chron diagram (Figure 1b). This dia agram shows the mixing
between the trapped component r/40Ar (Y-intercept)
and the radiogenic component *°Ar/*°Ar (X-intercept).
Deviations from an atmospheric trapped component,
which are particularly important for young samples, can
be identified and rectified.

Sample materials

In archaeological settings, K—Ar and *°Ar/*°Ar geochro-
nology are often applied to various kinds of lavas and con-
solidated volcanic ashes, or tuffs. Within these materials,
frequently analyzed potassium-bearing minerals include
feldspars (particularly K-rich sanidine but also
anorthoclase and plagioclase), biotite, and hornblende.
Because of their young age, samples relevant to archaeo-
logical sites require higher potassium concentrations to
obtain precise ages, so the utility of minerals with less K,
such as plagioclase feldspars, is limited. For all samples,
impurities such as fluid inclusions and alteration products
should be avoided. For single-crystal work on young sam-
ples, desired grains are typically >250 pm. Although
recent analytical improvements and optimum samples
allow for analysis of grains as small as 50 pm, smaller

grain sizes produce unreliable results due to nuclear
effects during irradiation (Paine et al., 2006; Jourdan
et al., 2007).

Analyses of lava flow samples can be conducted on
mineral separates (e.g., one of the K-bearing minerals
listed above), groundmass (microcrystalline matrix), or
whole rock. Groundmass analyses require the separation
of phenocrysts from a crushed sample, while in the case
of whole rock, sample fragments are sufficient. Although
care must be taken, some Volcanlc glasses such as
obsidian can be a viable material for *°Ar/*°Ar analyses,
but glass shards from volcanic ashes have been shown to
yield unreliable results that are difficult to recognize as
inaccurate (Morgan et al., 2009).

The method can be applied to rocks as old as the Earth
and, depending on their K content and required precision,
as young as 1 ka. For example, basalts as young as 3 ka
have been dated with precisions of 1 ka (1o, here and
throughout) (Hicks et al., 2012). Similarly, K-rich feld-
spars as young as the eruption of Vesuvius that destroyed
Pompeii in AD 79 have been dated (accurately according
to historical records) to 1.925 £+ 0.047 ka (Renne et al.,
1997). Precision typically degrades as signal size
decreases (along with K content, age, and grain size), but
it is important to distinguish analytical precision from
accuracy, especially when comparing ages from different
chronometers. Calibrations of standard ages and decay
constants can result in total (analytical + systematic)
uncertainties as low as <0.2 % at ca. | Ma (Renne et al.,
2010; Renne et al., 2011), but perhaps more typical are
uncertainties at the 1-2 % level (see case study below).
However, recent calibrations of standard ages and decay
constants do vary at the 0.3 % level in the same time frame
(Kuiper et al., 2008; Renne et al., 2011) and are particu-
larly important to consider when comparing ages obtained
using different chronometers.

Sampling procedures

Successful sampling for “°Ar/*° Ar analyses requires care-
ful preparation and implementation. Typical targets
include volcanic ashes (e.g., tuffs) or lava flows that have
been identified as having some relationship with the
paleoanthropological material of interest. Accurate ages
first and foremost require the careful documentation of
stratigraphic and structural relationships between the
dated unit and the horizons containing the archaeological
evidence needing an age determination, as these field rela-
tionships ultimately control the significance of any
obtained age constraints. Sampling volcanic ashes often
requires care to avoid contamination from plant roots,
both ancient and modern, which can rework sediments
and introduce material of different ages into a sample.
Success rates improve by examining a volcanic ash in
anumber of localities to identify the best one for sampling
(i.e., the most crystal-rich and stratigraphically clear area).
Lava flows can be variably altered, and success is
improved by sampling the least altered regions.
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Laboratory procedures

The first step of sample processing involves separating
K-bearing minerals from a bulk volcanic ash or lava sam-
ple by crushing (if the sample is indurated), sieving, and
separation of minerals based on magnetic and density
properties. Ultimately, individual grains are visually
selected for further analysis; this can involve from tens
to hundreds of grains per sample. Lava flows may alter-
nately be run as “whole-rock” or “groundmass” aliquots,
where either the entire crushed sample or the groundmass
is selected for further analysis. Groundmass analyses
require the removal of any phenocrysts present in the sam-
ple. Selected grains are often treated with hydrofluoric
(HF) acid to remove alteration and weathering products
as well as any remaining volcanic glass from grain sur-
faces. One exception to this is biotite, the argon systemat-
ics of which can be affected by acid treatment. Following
these procedures, the samples are wrapped in aluminum
packets along with appropriate standards and sealed in
a quartz glass tube. Standards used should be of an age
similar to that of the sample. For example, when dealing
with quaternary samples, many workers use the 1.2 Ma
Alder Creek sanidine standard (Nomade et al., 2005;
Renne et al., 2011). Samples and standards are then sent
for irradiation, where they are placed in the core of
a nuclear reactor and thus experlence a neutron flux. This
induces the nuclear reaction *’K(n,p)*’Ar, in which
aneutron is cac})tured by the 39K atom and a proton is emit-
ted, creating ~ Ar. A number of other interfering reactions
also occur, for Wthh corrections must be made.

Following irradiation, samples and standard grains are
transferred individually from irradiation packets into
a disk for laser analyses (typically stainless steel or copper,
with small pits for each grain), or foil packets for furnace
analyses, which are loaded into the extraction line. The
extraction line (which is directly connected to a noble
gas mass spectrometer) is heated to ca. 100—150 °C under
vacuum for at least several hours to decrease atmospheric
argon contamination and reach pressure levels associated
with an ultrahigh vacuum (ca. 10~ mbar). Individual ali-
quots (typically single grains for volcanic ash samples) are
then heated with a laser or furnace to release Ar from the
grain. Laser analyses have lower “background” contami-
nation than furnace analyses and thus are more commonly
used for single-grain work.

The aim of total fusion analyses is to reach
a temperature sufficient to release most Ar in a single step.
Quantitative release of Ar is not necessary for age determi-
nations. Incremental heating analyses (see above) begin at
lower laser or furnace power; subsequent analyses
increase that power sequentially. During and following
heating (for either total fusion or incremental heating),
released gas expands into an extraction line containing
“getters” that trap reactive gases and thus serve to purify
the noble gases (largely Ar) which do not react with getter
material. Some laboratories also expose released gas to

a “cryotrap,” which freezes out water and other condens-
able phases.

Purified gas is subsequently expanded into a mass spec-
trometer, where atoms are ionized via an electron impact
source, accelerated through a flight tube, turned and sepa-
rated according to isotopic mass by a magnet, and then
detected. Recent advances allow for the simultaneous
detection of multiple isotopes via multicollector detector
arrays, though many systems still in use produce excellent
data with single collectors by employing peak-hopping
methods to measure each isotope multiple times. Between
sample and standard analyses, system blank values are
measured by reproducing all steps apart from powering
the laser or furnace; values determined for each isotope
are subtracted from each sample and standard analysis.
A correction is also made for mass-dependent isotopic frac-
tionation (or “discrimination’ ) in the mass spectrometer.
This 1s achieved by comparing the difference between
AL CAr Values in an aliquot of cleaned natural air and
the known “’Ar/*°Ar values of the terrestrial atmosphere,
first estimated by Nier (1950) and updated by Lee
etal. (2006). Although this is not always the case for histor-
ical ages, sufficient data should be published to allow for
future age recalculation using different standard ages and
half-life values. See Renne et al. (2009) for a complete
description of reporting norms and requirements to allow
for age recalculations using updated parameters.

“Absolute” ages, uncertainties, and comparisons
with other methods

Age interpretation from any chronometer often relies on
the ability to associate or calibrate the system with other
chronometers or calendar years. Although some chronom-
eters conventlonally calculate ages relatlve to a particular
time (e.g., "*C), the K—Ar and *°Ar/*°Ar systems yield
ages relative to the time of analysis. As d1scussed above,
calibration is dependent on the half-life of “°K and stan-
dard ages applied to age calculations. Values for these
parameters have been measured numerous times, and
results can vary considerably between measurements
(e.g., Beckinsale and Gale, 1969; McDougall and
Roksandic, 1974; Steiger and Jager, 1977; Renne et al.,
1998; Min et al., 2000; Kuiper et al., 2008; Renne et al.,
2010; McDougall and Wellman, 2011; Renne et al.,
2011). Fortunately for paleoanthropological situations,
relatively recent determinations (Kuiper et al., 2008;
Renne et al., 2011) agree within 0.5 % of the age for rela-
tively young samples (Renne, 2014), which is well within
the geologic uncertainty (e.g., the association of dated
material to the archaeological material) in most cases.
Comparisons of legacy data with newer results, however,
may require age recalculation to modern standard and
decay constant values; this can be accomplished when suf-
ficient analytical information has been provided.
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“°Ar/*°Ar and K-Ar Geochronology, Figure 2 Composite stratigraphic section for Gademotta and Kulkuletti, Ethiopia. The “°Ar/*°Ar
method was used to constrain the ages of tephra from units 10, 12, and D. Artifacts found in Unit 9 are some of the oldest known
Middle Stone Age artifacts in Africa. Reproduced with permission from Sahle et al. (2014).

Case study

Some of the earliest evidence for Middle Stone Age
(MSA) archaeology in Africa is found in the Gademotta
Formation near Ziway, Ethiopia. First excavated and dated
by K—Ar in the 1970s by Fred Wendorf and colleagues
(Wendorf and Schild, 1974), the ages of sites in the type
locality and the nearby Kulkuletti area were revisited
using the *°Ar/*’Ar method in the 2000s (Morgan and
Renne, 2008). Ages were obtained on sanidine crystals
from two key tephras in the stratigraphy, Units 10 and D
(Figure 2), and glass shard geochemistry linked the
tephras between the two localities. The *°Ar/*° Ar method
yielded ages even older than those from K—Ar, likely due
to incomplete degassing of feldspars during the K—Ar ana-
lyses. Artifacts found below Unit 10 (279 + 2 ka) indicate
that Gademotta contains some of the earliest known MSA
artifacts. Renewed interest in the site led to further excava-
tions (Sahle et al., 2013; Sahle et al., 2014), in which addi-
tional “°Ar/*°Ar work yielded an age for a previously
undated layer (Unit 12). Archaeological data indicate that

the lowermost Gademotta site contains the earliest evi-
dence for stone-tipped projectiles (Sahle et al., 2013).

Summary

K—Ar and *°Ar/*’ Ar geochronology exploit the decay of
40K to “°Ar. They have been used to constrain the ages
of numerous paleoanthropological localities in areas with
suitable volcanic deposits around the world. The age con-
straint is typically obtained for a volcanic rock
interbedded or otherwise associated with archaeological
and/or paleontological material, and thus the analyzed
sample yields minimum or maximum ages for that mate-
rial, depending on the association.
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Introduction

Archaeologists have utilized stratigraphy in order to corre-
late sediment layers and archaeological assemblages for
well over a century (Harris, 1989; Lyman and O’Brien,
1999; O’Brien and Lyman, 1999; Stein, 2000; Mills and
Vega-Centeno, 2005). Relative-age determination based
on the law of superposition and context is now used in
essentially all archaeological excavations, and it is the
foundation of almost every other dating technique as well
as being more frequently applied than any other method.
A site may contain hundreds of superimposed sediment
layers, or built structures such as plazas, foundation walls,
and streets, but in every case, stratigraphy is needed to
interpret the age relationships of the artifacts and architec-
ture. Stratigraphy is also crucial in reconstructing the land-
scape of occupation and past environments and in
understanding site formation processes (see entry on Site
Formation Processes in this volume). There have been
few attempts to establish a systematic approach to archae-
ological stratigraphy and a nomenclature for its concepts
and terms, however.

In contrast, geologists have compiled stratigraphic
guides in response to the need “for uniform standards
and common procedures in defining and classifying for-
mal rock bodies, their fossils, and the time spans
represented by them” (North American Commission on
Stratigraphic Nomenclature, 2005, 1555). In these guides,
the language used to denote rock units and their spatial and
temporal relations has been formalized. In most geological
stratigraphic guides, subdivisions of rock sequences are
based on lithology (lithostratigraphic units), on fossil
content (biostratigraphic units), and on the time periods
in which rocks were deposited (chronostratigraphic
units). Stratigraphic classification also includes soils and
related weathering phenomena (soil-stratigraphic or
“pedostratigraphic” units) and bounding discontinuities
(allostratigraphic units) (see entries on Stratigraphy and
Soil Stratigraphy in this volume) (North American Com-
mission on Stratigraphic Nomenclature, 1983, 2005).

To establish stratigraphic schemes at archaeological
sites, some archaeologists and geoarchaeologists have
simply followed the rules of the Code of Stratigraphic
Nomenclature established by geologists (North American
Commission on Stratigraphic Nomenclature, 1983, 2005)

or the International Stratigraphic Guide (Hedberg, 1976;
Salvador, 1994; Murphy and Salvador, 2000). This can
work as far as the Code goes, but it was established by
and for geologists working with bodies of rock and spans
of time longer than would be encompassed by most
archaeological sites. Further, some archaeological sites
contain geologic or occupation records that are very com-
plex within very small areas (e.g., a cave or a tell). In geol-
ogy, local complexities can be subsumed within the
characteristics of larger bodies of rock. In archaeology,
the localized geologic complexities of sites may be of par-
ticular interest because they have a direct bearing on
interpreting the occupation record and the site formation
processes. For example, local spring deposits may hold
a crucial component of the archaeological record in
a larger site, and thus establishing a nomenclature for
those spring deposits is essential. Typical for many site
stratigraphies are simple letter or number sequences
(e.g., strata 1, 2, 3 or units A, B, C) with subdivisions
(e.g., 1A, 1B or Al, A2). Formation/member terminology,
following the North American Commission on Strati-
graphic Nomenclature, has been applied in a few
geoarchaeological situations (e.g., Laury and Albritton,
1975; Stafford, 1981; Haynes and Huckell, 2007).

Following the example of geologists, some archaeolo-
gists and geoarchaeologists have proposed a set of rules
for clarifying terminology and classification in archaeo-
logical stratigraphy. Schiffer (1972, 1976, 1983, 1987)
proposed a classification scheme for the archaeological
record based on objects found within deposits rather than
on the physical characteristics of the deposits themselves.
Harris (1977, 1979, 1989; Harris et al., 1993) made
a significant contribution when he proposed a modest clas-
sification system, with special emphasis on how to record
stratigraphy. The “Harris Matrix” may be the best known
and most widely applied archaeological stratigraphic clas-
sification system, but it is best applied in sites with
a complex history of occupation with numerous features
and abundant artifacts (see also papers in Roskams, 2000).

Gasche and Tunca (1983) were the first to propose
a formal archaeological stratigraphic nomenclature based
on geological guides as well as three separate formal units
for archaeological strata based on lithology, artifactual con-
tent, and time periods. The purpose of Gasche and Tunca’s
guide is to “facilitate and even to stimulate the exchange
and correlation of all information produced from archaeo-
logical sites . . . and to establish a cross-referencing system,
which would be as objective as possible . . . and that would
eliminate the ambiguities brought about by an arbitrary lan-
guage” (Gasche and Tunca, 1983, 325).

Gasche and Tunca proposed three stratigraphic units for
dividing archaeological sediments: (1) on the basis of
lithology, i.e., lithologic units; (2) on artifactual content,
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Archaeological Stratigraphy, Table 1 Formal stratigraphic terms used in geoarchaeology and geology

Classificatory basis Stratigraphic classification

Formal subdivisions

Stratigraphic classification Formal subdivisions

Geoarchaeology Geology
Lithology (physical chemical composition) Lithologic unit Layer Lithostratigraphic
and/or Time-transgressive Sub-layer unit
Inclusion Time-transgressive

Formation, member,

Elemental sediment unit

bed
Time Chronostratigraphic unit Set Geochronologic unit Eon, era, period,
Specific time interval Phase Specific time interval epoch, age
Sub-phase
Fossils Biostratigraphic unit Biozone Biostratigraphic unit Biozone
Time-transgressive Time-transgressive
Artifacts Ethnostratigraphic unit Zone None None
Time-transgressive Supra-zone
Subzone

i.e., ethnostratigraphic units; and (3) on time periods, i.e.,
chronostratigraphic units. They argued that archaeostra-
tigraphy can be accommodated by two additions to
existing geologic stratigraphic guides and codes: (1) a
lower-ranking lithostratigraphic unit called the Layer that
would include subdivisions of strata useful for archaeol-
ogy and microstratigraphy and (2) ethnostratigraphic units
called the Zone, Supra-zone, and Subzone that would
divide sequences of layers according to their artifactual
content. This scheme has not been widely adopted, but it
provides a good starting point for a broader discussion of
archaeological stratigraphy (Table 1).

Lithologic units

A lithologic unit is a “three-dimensional body character-
ized by the general presence of a ... (dominant) . .. litho-
logic type, or by the combination of two or more of these
types, or even by the presence of other particularities that
confer on the unit a homogeneous character. ... Among
other particularities, detailed attention should be paid to
the lithologic content, the structure, texture, and color of
the content, and the degree of erosion or denudation and
their geometry” (Gasche and Tunca, 1983, 328, 329). In
the archaeostratigraphic guide, the lithologic unit is equiv-
alent to the lithostratigraphic unit in other geological
stratigraphic guides and codes. Lithologic units are termed
“Layers” (the basic unit used in stratigraphic correlations),
“Sub-layers” (lithologic units that form part of a Layer),
and “Inclusions” (smaller units that are part of a Layer or
Sub-layer).

Although Gasche and Tunca (1983) were the first in
archaeology to define a lithologic unit comprehensively,
Fedele (1976, 1984) had suggested a similar unit earlier.
Fedele defined an elemental sediment unit (ESU) as “a
unit constituting the smallest geologically homogeneous
entity as perceived in excavation ... (and) contained
between two consecutive recognizable discontinuities”

(Fedele, 1976, 34). An ESU could be a stratigraphic divi-
sion, a lateral (facies) differentiation, or a pedological
horizon. An ESU isa “. . . formally named fact in the struc-
ture of a given site, whose mappable distribution can
eventually be used as a marker” (Fedele, 1984, 11).

The proposal to adopt “lithologic unit” in
geoarchaeology led to much discussion and some favor-
able reviews (Colcutt, 1987; Fedele and Franken, 1987,
Farrand, 1984; Le Tensorer, 1984; Stein, 1987). The new
unit was seen as needed due to (1) problems of scale;
(2) disagreement as to the importance and nature of dis-
continuities in archaeological lithologic units, in contrast
to the importance and nature of discontinuities in geolog-
ical lithostratigraphic units; and (3) the need to describe
archaeological sediments with attention to characteristics
that are appropriate for archaeological stratigraphic
inquiry. Stein (1990), however, argued that there was
insufficient reason to propose a new type of lithostra-
tigraphic unit. Rather, there was need for a formal
lithostratigraphic unit (i.e., in the North American Com-
mission on Stratigraphic Nomenclature) smaller than the
existing unit of lowest rank (the Bed).

The first and most obvious dissimilarity between an
archaeostratigraphic “Layer” and other lithostratigraphic
units is in scale. The primary lithostratigraphic unit for
geologists is the formation. Its spatial characteristics are
purposely vague. The authors of the International Strati-
graphic Guide say that “the thickness of units of formation
rank follows no standard and may range from less than
a meter to several thousand meters . . . [and that the] prac-
ticability of mapping and of delineation on cross sections
is an important consideration in the establishment of for-
mations” (Hedberg, 1976, 32). The authors of the North
American Stratigraphic Code state that “thickness is not
a determining parameter in dividing a rock succession into
formations; the thickness of a formation may range from
a feather edge at its depositional or erosional limit to thou-
sands of meters elsewhere. . .. No formation is considered
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valid that cannot be delineated at the scale of geologic
mapping practiced in the region where the formation is
proposed” (North American Commission on Stratigraphic
Nomenclature, 2005, 1569). Mappability is a crucial
determinant in these two definitions. In archaeology, strata
are differentiated in much the same way as in geology (i.e.,
on the basis of physical characteristics), but typically on
the scale of a few meters down to centimeters or millime-
ters. Archaeological strata are also convenient for map-
ping at a scale appropriate for an archaeological site, but
not always for a geologic region.

Layers that terminate laterally over short distances are
common in archaeological sites (Tunca, 1987; de Meyer,
1984), and often they cannot be condensed into one gen-
eral sequence (Cordy, 1987a). Correlations in stratigra-
phically complex archaeological sites frequently depend
on the order of deposition of small disparate layers
(discerned by recording overlapping edges) rather than
on major stratigraphic units extending over the whole site.
Thus, archaeologists do not expect to use “layers” in the
same manner as geologists use “formations.”

The importance and nature of discontinuities in
archaeological stratigraphy generated some discussion,
centering on an argument that discontinuities generated
by humans are different from, and more numerous than,
geologic discontinuities, and they therefore need their
own terminology (Gasche and Tunca, 1983, 329). Logic
argues that archaeological discontinuities should be
described using a descriptive classification based on geo-
logic terms (e.g., abrupt conformities, angular unconfor-
mities, disconformities).

Strata in archaeological contexts tend to be described in
much the same way that sedimentologists describe sedi-
ments. Basic descriptors include grain size, grain shape,
mineral composition, sedimentary structure, and color.
Archaeologists have also examined distinctive attributes
of cultural deposits to see if they are different from tradi-
tional sedimentological analyses. Schiffer (1987) pro-
posed that, in addition to traditional sedimentological
descriptions, certain attributes of artifacts are distinctive
and diagnostic in the interpretation of cultural deposition
(e.g., roundness of sherd edges). Stein and Teltser (1989)
showed that grain-size distributions of separate composi-
tional types of artifacts (e.g., ceramics, lithics, bone) pro-
vide a basis for interpretations of archaeological
deposition (see also Fladmark, 1982; Rosen, 1986; Hull,
1987; Dunnell and Stein, 1989). Whether non-geological
or cultural attributes are necessary in archaeological
descriptions of sediment, a standardized, descriptive
(nongenetic) terminology is necessary for the description
of archaeological (and geological) stratigraphic relations.

An important similarity between the geoarchaeological
lithologic unit and the geological lithostratigraphic unit is
that they can be time-transgressive (“diachronic”), that is,
the age of the upper or lower contacts, or both, is not nec-
essarily the same everywhere. This can be due to varying
rates and timing of sedimentation, localized erosion, or
localized burial. The correlation of lithologic units does

not mean that they are of the same age and, therefore, they
may not contain archaeological materials or features of the
same age.

Ethnostratigraphic units

Gasche and Tunca (1983, 331) proposed the term
“ethnostratigraphic unit” for deposits identified on the
basis of their anthropic content (i.e., artifacts). The terms
“Zone” (the basic unit), “Supra-zone” (contains one or
more Zones), and “Subzone” (subdivision of a Zone) are
subdivisions of ethnostratigraphic units. Like the fossils
that define biostratigraphic units, the artifacts of ethnostra-
tigraphic units must be only those artifacts whose age of
manufacture or use is coeval with the age of deposition
of the strata, that is, the artifacts must be products of cul-
tural activities taking place contemporaneously with the
deposition.

To determine that an object was made or used concur-
rently with deposition requires that the observer determine
the artifact’s age and compare that with the age of the
depositional event. Identification of an object as contem-
poraneous with deposition is, of course, an interpretation
and a fundamental issue in fieldwork. Thus, because the
goal of stratigraphy is to provide a descriptive system,
selection of artifacts whose age of manufacture is contem-
poraneous with deposition is problematic. Clearly, correct
interpretation of an artifact assemblage as contemporary
with deposition depends on the training of the person
examining the artifacts.

Archaeological stratigraphers follow the example of the
International Guide and the North American Strati-
graphic Code, by dividing strata that contain artifacts as
distinct stratigraphic units on a level with lithostra-
tigraphic and biostratigraphic units (Cordy, 1987a; Cordy,
1987b; Gasche and Tunca, 1983; Le Tensorer, 1984; van
der Plas, 1987). Biostratigraphy and lithostratigraphy are
recognized as means of subdividing a sequence of rocks
based on different kinds of data. Lithostratigraphic units
are subdivisions of rock bodies based on lithologic attri-
butes, while biostratigraphic units are subdivisions-based
biological attributes. Ethnostratigraphic units, therefore,
are subdivisions of archaeological sediments (essentially
unconsolidated rock) based on artifactual attributes. Arti-
facts accepted as being relevant to ethnostratigraphic
description derive from artifact typologies and archaeo-
logical theory.

Gasche and Tunca (1983, 331) suggested that descrip-
tions of ethnostratigraphic units be based on artifact clas-
ses. Lithologic units are characterized by the classes of
artifacts they contain and then are regrouped such that all
layers with the same classes of artifacts form one
ethnostratigraphic unit. Gasche and Tunca did not discuss
necessary conditions for defining a class of artifacts, how-
ever. Cordy (1987a, 1987b, 31) suggested that the artifact
content of units is not the material on which ethnostra-
tigraphy should be described. He suggested that culture
(entité palethnologique) is the appropriate basis for
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definition. Cultures are interpreted from artifact assem-
blages, but archaeologists do not agree whether this is
really possible (Willey and Phillips, 1958; Clarke, 1968;
Dunnell, 1982; Binford, 1983; Watson et al., 1984).

Using artifact classes provides a more objective means
for identifying ethnostratigraphic units, but such classes
are not always standardized in a way that makes correla-
tion from site to site possible. Different archaeologists
with different research objectives might describe artifacts
in grossly different ways and would certainly argue over
the appropriateness of any given class, making strati-
graphic correlations across regions extremely challenging.
As with biostratigraphy and lithostratigraphy, archaeology
needs a formal description of artifacts (separate from the
concept of types and classes) that is routinely made at
every site. A basic set of descriptive attributes on which
all archaeologists would agree would be difficult to select,
however. Archaeologists have been arguing about artifact
classification for decades (e.g., Krieger, 1944; Spaulding,
1953; Ford, 1954).

Archaeologists routinely define so-called cultural
groups on the basis of artifact assemblages, however.
These seem to be reasonable approaches to ethnostra-
tigraphy whether or not these groupings truly represent
discrete cultures. Examples include a wide variety of
ceramic assemblages representing cultural-historical
groups such as those in the southwestern USA (e.g.,
Hohokam). Lithic assemblages are widely used to clas-
sify and subdivide archaeological records such as
Paleo-Indian in North America (and subgroups such as
Folsom and Clovis) or Paleolithic or Stone Age in the
Old World (including Lower, Middle, and Upper Paleo-
lithic as well as further subgroups such as Acheulean or
Gravettian). The assemblages include descriptions of
length, width, and shape of lithics and the temper, paste,
surface decorations, and shape of ceramics. Once the
assemblages are described and established, sequences
of deposits can be grouped and divided on the basis of
the presence, absence, or abundance of artifacts with cer-
tain attributes.

According to the archaeostratigraphic guide, ethnostra-
tigraphic units are defined by the presence of the classes of
artifacts that they contain. The decision about which clas-
ses are to be used is problematic, but it is best decided by
someone trained in the theory and methodology of archae-
ology. As long as stratigraphers recognize that a body of
rock can be subdivided by various schemes of classifica-
tion, each independent of one another and developed for
specific needs, ethnostratigraphic units should be consid-
ered as valid stratigraphic units distinct from lithostra-
tigraphic or biostratigraphic units.

The use of artifacts, as opposed to deposits, to establish
stratigraphic sequences in archaecology permits interpreta-
tions of reversed stratigraphy, and primary and secondary
deposits. When labeling a sequence as “reversed,” archae-
ologists are referring to the temporal order of the age of
manufacture for objects contained in the deposit. The
terms “primary” and “secondary” deposits describe the

history of individual objects within the deposit rather than
the deposit itself. The concept of secondary deposit in
archaeology refers to the source of the individual artifacts
within the deposit. A deposit is considered secondary
when at least one of the artifacts within it was transported
from another location where it was part of a primary
deposit.

Like the lithologic unit, ethnostratigraphic units cannot
be assumed to be the same age everywhere. They can be
time-transgressive. Artifact assemblages can appear later
or last longer in some areas, but not others. Unfortunately,
artifact or assemblage correlations are routinely used to
make numerical age correlations. Artifact assemblages
generally can be the same age from place to place, but
the timing of their appearance or disappearance cannot
be assumed.

Chronostratigraphic units

“Chronostratigraphic units” are suggested as archaeologi-
cal time-stratigraphic units that are characterized by their
duration and by their temporal relations (Gasche and
Tunca, 1983), similar to their use in formal geological stra-
tigraphy. Chronostratigraphic units include one or several
strata whose sedimentation took place during a specific
time interval. The term “Phase” is proposed as the basic
time unit. A phase is a grouping of adjacent strata of
anthropic origins with a separate grouping of adjacent
strata for those of natural origins. A “Set” is a group of
phases, and a “Sub-phase” is a subdivision of a phase
(1983, 330).

Gasche and Tunca (1983) only minimally discussed the
chronostratigraphic unit, and they provided no valid argu-
ments for accepting it as something different from geolog-
ical chronostratigraphic units. Obviously, they considered
the phase to be a subdivision of archaeological sediment
that was deposited during a certain period of time, but they
did not emphasize the difference (if any) between these
sediments and geologic sediments. Rather than elaborate
on the purpose of these units and how they differ from
geological stratigraphy, Gasche and Tunca elaborated on
the “constitution of chronostratigraphic units” (1983,
330). They detailed the manner in which a phase is to be
grouped. They emphasized the need to separate deposits
that have natural origins from those that have cultural ori-
gins and the need to distinguish from natural deposits
those “... anthropic deposits whose sedimentation is
caused by positive occupation by man (occupation of liv-
ing floors) or negative occupation by man (filling, raising,
etc.)” (p. 330). These preoccupations with natural versus
cultural origins are another way of saying that they are
subdividing the rocks by their artifact content or as
ethnostratigraphic units. This perspective is an ethnocen-
tric view of sedimentation, appropriate for creating
ethnostratigraphic units, but it has nothing to do with
chronostratigraphic units.

In both geology and archaeology, stratigraphers order
strata in temporal sequences. In geology the temporal
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scale is often longer than in archaeology, but the difference
is not sufficiently great to warrant, proposing a new time-
stratigraphic unit. Lower-ranking time-stratigraphic units
appropriate for archaeological stratigraphy are already
inherent in the geologic stratigraphic codes. Both disci-
plines depend on superposition and isotopic dating to
order strata, and both have problems with strata
representing deposition that transgresses time (Watson
and Wright, 1980).

Archaeological stratigraphy needs shorter but neverthe-
less formal time terms. In the Americas, for example, the
Late Pleistocene and the Holocene, both formal compo-
nents of the geologic time scale, encompass all of archae-
ological time; both terms are widely used, including
subdivisions of the Holocene into Early, Middle, and
Late. Formal definitions of those subdivisions were
only recently proposed (Walker et al., 2012), however.
In the Old World, chronostratigraphic subdivisions
of the Pleistocene (Early, Middle, and Late) are widely
used time terms and are well defined geologically
(Gibbard and Cohen, 2008), but they span long temporal
intervals.

With the advent of coring glaciers, shorter spans of time
are being formalized for the Late Pleistocene. As formally
defined, the Late Pleistocene began at the start of the last
interglacial cycle (~130,000 years ago) and ended with
the start of the Holocene. This interval encompassed
a broad and complex array of behavioral and biological
changes among hominins across Europe, Africa, and Asia,
so chronostratigraphic subdivisions are useful. In the
Anmericas, archaeological interest in the Late Pleistocene
generally focuses on the final few millennia, so subdivi-
sions are likewise useful. The Younger Dryas chronozone
is a good example. Originally based on plant assemblages
in northern Europe (a biostratigraphic unit), the term even-
tually became synonymous with a cold interval
(a climatostratigraphic concept) in the last millennia of
the Pleistocene. But plant assemblages and climate inter-
vals are time-transgressive and not always globally syn-
chronous nor even recognizable (Meltzer and Holliday,
2010). So now the Younger Dryas is most commonly
intended as a time term (Bjorck, 2007) that is useful in
both the Old and New Worlds.

Chronostratigraphic units in geoarchaeology, like
their geologic equivalent, are not time-transgressive.
Their upper and lower boundaries are the same age
everywhere. For example, the lower boundary of the
Holocene is about 10,000 radiocarbon years ago every-
where (Bjorck, 2007). Arguments over the age of the
boundaries are normal and to be expected, but by defini-
tion they cannot be diachronic (shift around in time). The
point of chronostratigraphic units is the designation of
previously agreed-upon intervals of time. In our modern
lives, each month has an agreed-upon beginning and end
to serve our purposes of time keeping. If the beginning or
end of chronostratigraphic units varied in time, the point
of having such stratigraphic subdivisions would be
defeated.

Summary

Archaeologists recognize the need to minimize ambiguity
and clarify the distinctions among different kinds of strat-
igraphic units. To this end, Gasche and Tunca (1983) pro-
posed an archaeostratigraphic guide, which introduced
stratigraphic units: lithologic, ethnostratigraphic, and
chronostratigraphic. The history and viability of archaeos-
tratigraphy and proposed stratigraphic units was further
examined and discussed by Stein (1987, 1990, 2000).

Gasche and Tunca proposed the “lithologic unit,” simi-
lar to the lithostratigraphic units of geologic stratigraphic
codes and guides, but subdivided into subunits with rank-
ings of “Layer,” “Sub-layer,” and “Inclusion.” The only
characteristic of these subunits, however, that is different
from previously proposed geologic lithostratigraphic units
is the inferred difference in scale. Rather than proposing
an entirely new lithologic unit with three ranks, Stein
(1990) proposed that “Layer” suffice as a single, smaller-
ranking unit of geological lithostratigraphy.

The “chronostratigraphic unit” discussed in the pro-
posed archaeostratigraphic guide is not sufficiently differ-
ent from geologic chronostratigraphic units to be justified.
For purposes of archaeology, the chronostratigraphic and
geochronologic units proposed in the various geological
stratigraphic codes are adequate. Chronology is important
in both archaeology and geology, and although the inter-
vals of time on which each discipline focuses vary, the dif-
ferences do not warrant creating a new chronostratigraphic
unit for use in archaeology.

The “ethnostratigraphic unit” is a valid unit in which
stratigraphic classifications of strata are based on their arti-
factual content. As with biostratigraphic units, divisions of
ethnostratigraphic units are based on their content. The
ethnostratigraphic unit requires a separate name because
it involves separate theoretical and taxonomic principles.
Although archaeologists may not yet agree as to the stan-
dardized description of artifact classes, the division of sed-
iment sequences according to the presence of various
artifacts is a valid stratigraphic practice and deserves to
be recognized. Archaeologists have long used what could
be described as ethnostratigraphic unit in various cultural-
historical constructs.
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Synonyms
Archaeointensity dating; Archaeomagnetism; Directional
dating; Magnetic dating

Definition
Archaeomagnetism. The study of the magnetic properties
of archaeological materials.

Archaeomagnetic dating. The dating of archaeological
materials that retain fossilized records of the Earth’s mag-
netic field by comparing the direction and/or strength of
the material’s magnetism with known records of changes
in the Earth’s magnetic field through time.

Geomagnetic secular variation. Changes in the
strength and direction of the Earth’s magnetic field with
periods of a year to millions of years (Merrill et al.,
1998); not to be confused with polar reversals, which have
periodicities of hundreds of thousands to millions of years.

Introduction

At its root, archacomagnetic dating grew out of the early
observations that fired materials become magnetized par-
allel to the ambient magnetic field (Boyle, 1691; Gilbert,
1958) and that the geomagnetic field changes through
time (Halley, 1692; see Tarling, 1983). More focused
research in the late nineteenth and early twentieth centu-
ries on the magnetization of baked clays and lava flows
(Melloni, 1853; Folgheraiter, 1899; Mercanton, 1918;
Chevallier, 1925) further refined and linked these observa-
tions, providing the foundation for modern paleomagnetic
studies, including archacomagnetism. As a discipline,
archaeomagnetic studies were firmly established through
the work conducted by Emile Thellier and his students
between 1930 and 1960 (Thellier, 1936, 1938; Thellier
and Thellier, 1959). During this period, these researchers
explored and described the magnetic properties of baked
clays, developed sampling techniques for recovering
archaeomagnetic materials from the field, and designed
and developed laboratory equipment and techniques for
analyzing archacomagnetic samples. By 1960, these
methods had been greatly refined, and archacomagnetic
studies were undertaken in various parts of Europe

(Cook and Belshé, 1958; Aitken, 1958), Japan
(Watanabe, 1959), and the Soviet Union (Burlatskaya
and Petrova, 1961). A few years later, the technique was
introduced to archaeologists working in the American
Southwest (Dubois and Watanabe, 1965), and by 1967 it
was being used to date archaeological sites throughout that
region (Weaver, 1967).

Today, archaecomagnetic dating is well established
throughout Europe (Kovacheva et al., 1998; Le Goff
et al., 2002; Schnepp and Lanos, 2005; Zananiri et al.,
2007), the American Southwest (LaBelle and Eighmy,
1997; Lengyel, 2010), and parts of Mesoamerica
(Wolfman, 1990; Hueda-Tanabe et al., 2004), and it is
finding increasing success in areas such as the Middle East
(Speranza et al., 2006), Northern Africa (Rimi et al.,
2004), the American midcontinent (Lengyel, 2004), and
parts of South America (Goguitchaichvili et al., 2011;
Lengyel et al., 2011). Until recently, the majority of this
work had been undertaken by paleomagnetists and geo-
physicists, who are primarily interested in using
archacomagnetic data to examine changes in the Earth’s
magnetic field over time. To a lesser extent, archaeological
interest in the technique as an alternative dating method
has either enabled or driven the development of the tech-
nique (Eighmy and Sternberg, 1990). New collaborations
between these two groups of researchers — see, for exam-
ple, the papers in Batt and Zananiri (2008) — have led to
more synergistic approaches to archaeomagnetic dating.

Archaeomagnetic principles

Archaeomagnetic dating depends on two related phenom-
ena. First, the Earth’s magnetic field changes in strength
(intensity) and direction (inclination and declination)
through time (i.e., geomagnetic secular variation), with sig-
nificant changes occurring on the order of decades to centu-
ries. Second, the soils that make up many archaeological
features contain ferromagnetic minerals, such as hematite
and magnetite, that can record the direction and strength
of the geomagnetic field under certain conditions. By com-
paring the magnetization recorded by an archaeological fea-
ture to a calibrated record of secular variation, the age of the
feature can be estimated. If the global geomagnetic field
was produced by a simple geocentric dipole, similar to
a bar magnet at the center of the Earth, it would be uni-
formly distributed, and a global model of geomagnetic field
change through time could be used to determine when an
archaeological feature was magnetized. However, only
80-90 % of the geomagnetic field at the Earth’s surface
can be ascribed to an inclined geocentric dipole. The
remaining 10-20 % of the observed geomagnetic field is
variably distributed across the global surface and concen-
trated primarily within six or seven continent-sized features
that grow, shrink, and move through time. This is the
non-dipole field, and it may add to, subtract from, or have
no effect on the main dipole field in any given location. This
heterogeneity of the non-dipole field necessitates the use of
region-specific secular variation records for areas separated
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by several thousand kilometers. Thus, the age of magnetiza-
tion can be ascertained only in areas for which this record
has been established.

Typically, archacological artifacts and features acquire
a magnetization through heating. This thermoremanent
magnetization (TRM) is acquired when archaeological
materials are heated close to or above mineralogically spe-
cific temperatures (i.e., Curie temperatures; 580 °C for
magnetite, 680 °C for hematite) and then cooled to ambi-
ent temperatures. As these materials cool below the Curie
temperature, the ferromagnetic minerals will become
magnetized parallel to the prevailing magnetic field. The
material can retain this remanent magnetization unless it
is reheated to a similar temperature, at which point a new
magnetization will be acquired. Additionally, the material
must remain stationary after magnetization in order to pre-
serve the directional orientation (the declination and incli-
nation) of the acquired remanence; the intensity of the
remanence, however, is unaffected by physical move-
ment. For this reason, archacodirectional studies can be
used to date stationary archaeological contexts only, such
as fire pits, burned structures, or kilns, while
archaeointensity studies can focus on portable objects,
such as bricks and pottery, in addition to in situ archaeo-
logical features. It should be noted that archacointensity
tends to be less faithfully recorded than archaeodirection
by some archaeological materials, and the identification
of suitable materials is currently a hot topic in
archaeointensity studies (Casas et al., 2005; Ben-Yosef
et al., 2008; Shaar et al., 2010; Morales et al., 2011).

In some cases, anthropogenic water transport or con-
tainment features, such as canals or reservoirs, can acquire
a depositional remanent magnetization (DRM) or
postdepositional remanent magnetization (pDRM), which
occurs when ferromagnetic grains physically rotate as
they settle subaqueously during and/or after deposition
to align with the geomagnetic field. As deposits accumu-
late, it becomes physically difficult for the grains that have
been buried to continue rotating, and the magnetization
acquired during or shortly after deposition becomes
locked in. These types of features are encountered, and
archaecomagnetically dated, much less frequently than
thermal features (Eighmy and Howard, 1991).

For a more in-depth discussion of remanent magnetism
and basic archaeomagnetic principles, see Tarling (1983),
Butler (1992), and Merrill et al. (1998).

Sampling methodologies

A variety of terminologies and sampling methodologies
have been developed for recovering appropriate materials
for archaeomagnetic dating (see Lanos et al., 2005;
Trapanese et al., 2008). In all cases, the sampled material
relates to a specific archaeological context that is assumed
to have been homogeneously magnetized during a single
event. For some researchers in the USA, the context is
referred to as a feature, and the recovered material is
referred to as a single archaeomagnetic sample, which

is composed of multiple specimens. In most other regions,
the context is referred to as a site from which multiple
samples are recovered. In all cases, successful sampling
begins with the identification of appropriate contexts for
dating, taking into consideration the extent of firing
(or deposition), the inclusion of appropriate ferromagnetic
minerals, the size and preservation of the context, and, for
directional studies, the integrity of the context (see
Eighmy, 1990, for a thorough discussion).

For directional studies, sampling methods have been
designed to remove individual pieces of material in such
a way as to preserve the in situ orientation of the magne-
tized grains. Typically, between 6 and 20 oriented samples
are recovered from a single context, providing
a statistically valid dataset for the feature that can be used
to calculate the mean direction of the magnetic remanence.
This sample size has also been shown to minimize the
effects of magnetic noise and random errors on the averag-
ing statistics (Tarling and Dobson, 1995). In many cases,
collectors employ some version of the original technique
developed by Thellier (1967), which involves isolating
material for recovery, with or without the use of square
molds, encasing the material in nonmagnetic plaster or
plastered bandages (Schnepp et al., 2008), marking the
sample orientation on the plaster, and then removing the
samples to the lab for further consolidation and
subsampling. Typically, subsampling involves cutting
anywhere from 1 to 20 cubic specimens (~4—27 cm?) from
each of the oriented samples (Kovacheva and Toshkov,
1994; Schnepp et al., 2004). In the USA, separate speci-
mens are oriented and collected in the field, and the
roughly 15 cm® specimens arrive in the laboratory ready
for analysis (Eighmy, 1990). In the UK, collectors typi-
cally glue 2.5 cm plastic disks, leveled with a spirit level,
to the flattened surface of well-consolidated material,
mark the sample orientation on the disk, and then remove
the disk with attached material to the lab for analysis. For
less consolidated materials, these collectors push small
plastic tubes (2.5 cm in diameter) into the material, mark
the orientation, and then remove and seal the tubes before
transporting them to the lab (Clark et al., 1988; Linford,
2006). For very hard materials, such as bricks or extremely
well-fired kiln floors, samples can be removed with the
standard water-cooled drilling method employed by most
paleomagnetists (Collinson, 1983; Butler, 1992). In all
cases, samples are oriented prior to removal, typically
with a magnetic compass or a sun compass.

Archaeointensity sampling is less complicated and typ-
ically proceeds much more quickly, since the samples do
not need to be oriented. Prepared specimens may be simi-
lar in size and shape to those collected for archaeodir-
ectional analysis, or they may be smaller ~1 cm’
microsamples (Donadini et al., 2008).

Laboratory procedures

Archacomagnetic laboratories have developed a number
of techniques for isolating and measuring the
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characteristic remanent magnetization (ChRM) that is car-
ried by archaeomagnetic samples. This is the primary
magnetization that was acquired during the heating or
depositional event of interest, and it is the information that
must be retrieved in order to date the archaeological con-
text. Over time, primary magnetization is overprinted with
weaker and/or unstable secondary magnetic components
that must be removed before the sample’s ChRM can be
determined. Typically, this is achieved by subjecting the
individual specimens to sinusoidally decaying, weak alter-
nating magnetic fields (AF demagnetization) or heating to
low temperatures and then cooling within a zero magnetic
field (thermal demagnetization). Both of these techniques
have the effect of randomizing the magnetization of weak
or unstable magnetic grains, effectively zeroing their con-
tribution to the sample’s overall magnetization. Most lab-
oratories will measure the specimens prior to
demagnetization in order to establish their baseline mag-
netization or natural remanent magnetization (NRM).
Measurement is done with either a spinner or cryogenic
magnetometer. Once the NRM is established, the demag-
netization experiment begins by subjecting the specimen
to low-level alternating fields, typically on the order to
5—-10 mT (millitesla), or heating it to 50—100 °C. The
specimen is then remeasured in the magnetometer, before
being demagnetized at a higher temperature or peak field
strength. Typically, labs will progressively demagnetize
and remeasure specimens over a sequence of increasing
temperatures or peak field strengths until the secondary
components are removed. The changes in strength and
direction that are measured over the course of demagneti-
zation are statistically analyzed using principal component
analysis (Kirschvink, 1980) to determine the specimen’s
primary direction of magnetization. Specimens that
exhibit too much variation over the course of demagneti-
zation are considered unstable and are excluded from fur-
ther statistical analysis. Once the ChRM has been
determined for each specimen, the results from all speci-
mens are statistically averaged (Fisher, 1953) to calculate
the mean direction of magnetic remanence, and associated
error, for the sample. These values are then used to date the
associated feature (see below).

Until recently, most labs routinely measured only the
direction of the acquired magnetic remanence, due to the
difficulties in reliably determining archaeointensities.
However, the potential value of archacointensity determi-
nations, both for paleomagnetic field investigations (e.g.,
global field reconstructions) and archacomagnetic dating
purposes, has led several researchers to focus on improv-
ing the procedures used to determine these values
(Le Goff and Gallet, 2004; Chauvin et al., 2005; Donadini
et al., 2007, 2008; Ben-Yosef et al., 2008; Shaar et al.,
2010). In theory, the strength of a sample’s TRM (J) will
be linearly proportional to the strength of the ancient geo-
magnetic field (H) that was present during cooling, such
that H = J/ytrMm, Where ytry 1S @ proportionality constant
that indicates the material’s susceptibility to TRM acquisi-
tion. Thus, by measuring the sample’s intensity and then

determining its proportionality constant by heating and
cooling it within a known magnetic field, the intensity of
the ancient geomagnetic field could be calculated. This
straightforward approach presumes, however, that the
sample retains a single magnetic component and that the
magnetic mineralogy has remained unaltered since initial
TRM acquisition, conditions that are rarely met in prac-
tice. Therefore, a much more complicated and time-
consuming experiment is needed to establish the propor-
tionality constant and estimate the paleointensity of the
ancient field. Typically, researchers employ some form
of the original experiment designed by Thellier (1938)
and Thellier and Thellier (1959), in which individual spec-
imens are repeatedly heated and cooled within a known
field at increasing temperature intervals, twice at each
temperature, in order to determine the range of tempera-
tures over which the proportionality ratio remains con-
stant. A variety of checks are employed throughout the
experiment to monitor for laboratory-induced thermo-
chemical alterations as well as the effects of nonideal mag-
netic grain sizes, cooling rates, and anisotropy of the
specimen material (see Donadini et al., 2007). The exper-
iment is repeated for all specimens in a sample, and a mean
archaeointensity is calculated for the sample from a subset
yielding statistically consistent results.

Secular variation curves

Archaeomagnetic data obtained from an archaeological
feature can be used to estimate that feature’s calendrical
age by comparing the data to a calibrated reconstruction
of secular variation, often referred to as an
archacomagnetic reference curve. The reference curve
can be depicted either as changes in inclination (I), decli-
nation (D), and, if available, paleointensity through time
(Schnepp and Lanos, 2005; Zananiri et al., 2007) or as
changes in the location of the virtual geomagnetic pole
through time (Lengyel, 2010). Because secular variation
changes randomly and the geomagnetic pole appears to
“wander” spatially over time, reference curves are created
from sources such as historically recorded direct observa-
tions of the field (Barraclough, 1994; Jackson et al., 2000;
Korte et al., 2009), archacomagnetic measurements of
independently dated archaeological features (LaBelle
and Eighmy, 1997; Zananiri et al., 2007; Valet et al.,
2008), paleomagnetic measurements of dated sediment
deposits (Nilsson et al., 2010) or lava flows (Hagstrum
and Champion, 2002), or some combination of the above
(Lengyel, 2004; Finlay, 2008; Hagstrum and Blinman,
2010). Archaecomagnetic or paleomagnetic data included
in these datasets must be dated independently through
other techniques, such as dendrochronology or radiocar-
bon dating, and precision criteria often require these data
to have independent date ranges of 200 years or less
(e.g., LaBelle and Eighmy, 1997: 432).

Furthermore, these curves can be calculated from either
a regional dataset (Zananiri et al., 2007) or directly from
a global model (Lodge and Holme, 2009). Curves that
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are based on regional datasets are typically calculated by
smoothing archaeomagnetic data from within a 1,000 km
area through some form of running average (Sternberg
and McGuire, 1990; Le Goff et al., 2002) or within
a Bayesian statistical framework (Lanos et al., 2005). Each
of these methods utilizes some form of the conversion-via-
pole method (Noel and Batt, 1990), which allows
researchers to relocate archacomagnetic data recovered
from localities scattered across a region to a single reference
location, such as London in the UK or Paris in France. This
is done for each pair of measured declination and inclina-
tion values by first calculating the virtual geomagnetic pole
for that pair of values at the respective sampling site and
then calculating the subsequent declination and inclination

081

AD 1600

AD 1300

AD 1350

Southwest dating
curve, SWCV2010

values for that same virtual geomagnetic pole from the ref-
erence locality. In some studies, particularly those in the
USA, the regional archacomagnetic data are simply
converted to virtual geomagnetic poles, and subsequent cal-
culations use these pole positions rather than the converted
declination and inclination data. It has been shown, how-
ever, that the relocation of data to a central location intro-
duces potentially significant geographic error (Casas and
Incoronato, 2007). As has been demonstrated recently, this
error can be avoided by calculating local reference curves
directly from global models, a method that has the added
benefit of producing reference curves for specific locations,
such as an archaeological site (Lodge and Holme, 2009).
Because data coverage varies between global models, it

L

AD 1850/1875

Archaeomagnetic Dating, Figure 1 Archaeomagnetic sample data plotted against the American Southwest reference curve

SWCV2010. This figure illustrates the regional secular variation curve for the American Southwest between AD 1 and AD 2000, and it
depicts the virtual locations of the geomagnetic pole over that interval. Note the prominent loops in the curve at roughly AD 400, AD
825, AD 1125, and AD 1550. The sample data plots near a crossover in the curve at roughly AD 675 and AD 910, thereby intersecting
more than one segment of the curve. This is a common situation in archaeomagnetic dating and results in more than one possible
date range for the archaeomagnetic sample. Unlike radiocarbon date calibration, each archaeomagnetic date range obtained from

the reference curve constitutes a unique 95

% probability range for that sample. Typically, other sources of chronometric data are

consulted to determine which archaeomagnetic date range provides the best age estimate for the sampled archaeological context.
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Archaeomagnetic Dating, Figure 2 Mathematically derived 95 percent probability curve for the archaeomagnetic sample data
plotted in Fig. 1 when compared to the SWCV2010 reference curve data via Sternberg and McGuire’s (1990) statistical method. Spikes
in the probability curve above the 5 percent significance line indicate time periods during which there is no statistically measureable
difference between the sample data and the curve data. In other words, these are the time periods during which the sample data is
said to “date” against the reference curve. Each spike constitutes an individual 95 percent date range for the respective sample.

may be less robust for some areas and/or time periods than
is currently available through regional datasets, limiting the
application of this method.

Dating methodologies

The creation of archacomagnetic reference curves and the
dating of archaeomagnetic samples both rely on the under-
lying principle that archaeomagnetic materials that are the
same age should exhibit similar geomagnetic characteris-
tics. Thus, the data obtained from an archacomagnetic
sample can be compared to those of a calibrated reference
curve for the region in question in order to ascertain the
time periods during which both exhibit the same direc-
tional and/or intensity characteristics (Figure 1). This can
be done visually or mathematically. The visual method is
intuitively obvious and involves plotting the sample data
and confidence limits against the regional reference curve.
Visual inspection reveals the time period(s) during which
the sample data were most similar to the magnetic field
location and/or intensity, indicating the best-fit date
range(s) for the associated archaeological feature.
A greater variety of mathematical methods is available
for estimating a sample’s date range (Sternberg and
McGuire, 1990; Le Goffetal., 2002; Lanos, 2004; Pavon-
Carrasco et al., 2011; e.g., Figure 2), and in most cases
these methods are preferred over the visual one due to their
greater objectivity and the replicability of their results.
However, the use of these methods is dependent on the
availability of appropriately constructed reference curves
with associated measures of uncertainty. Regardless
which method is used, multiple dating solutions are often
obtained because the path of secular variation loops back
on itself through time, making it likely that sample data
will match more than one segment of the reference curve.
The use of the full magnetic vector for dating (i.e., both
directional and intensity data) can alleviate this ambiguity,

but the relatively limited spatial and temporal coverage of
intensity curves currently restricts this approach to regions
such as Central FEurope (e.g., Kostadinova and
Kovacheva, 2008). In most regions, researchers are
advised simply to select the most likely dating option
based on other archaeological evidence from the site.
Because archaeomagnetic data can be related directly to
specific anthropogenic events, they lend themselves to
addressing interesting archaeological dating questions.
Typically, archacomagnetic data are used to assess the
age of individual archaeological features, such as kilns,
furnaces, ovens, and hearths (Zhaoqin and Noel, 1989;
Riisager et al., 2003; Jordanova et al., 2004; Casas et al.,
2007), which have acquired the observed magnetic rema-
nence during normal use. In some cases, archacomagnetic
data may provide one of the few methods for dating
a specific context, such as unfired lime-plaster surfaces
(Hueda-Tanabe et al., 2004) or hematite-pigment-painted
murals (Zanella et al, 2000). Furthermore,
archacomagnetic data are especially well suited for
reconstructing the use history of complex thermal sites
such as glass-making installations (Linford and Welch,
2004), metallurgical workshops (Hus et al., 2004), and
ceramic potteries (Kovacheva et al., 2004; De Marco
et al., 2008), for which data from multiple features can
be obtained and compared. Likewise, archacomagnetic
data recovered from multiple features at a single site can
be used to resolve questions about a site’s stratigraphy
(Jordanova et al., 2004) or to address complex questions
of site use through time (Donadini et al., 2012). In the
American Southwest, in particular, it is not uncommon
for extremely large suites of archacomagnetic data to be
recovered from numerous features (N > 25) across
a single site for the express purpose of reconstructing the
use history of the site, including the identification of dif-
ferent periods of occupation within a site’s history and
the ability to relate contemporaneous features across
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a large site (Sternberg et al., 1991; Chenault and Ahlstrom,
1993; Eighmy and Mitchell, 1994; Henderson, 2001;
Deaver and Whittlesey, 2004; Lengyel, 2011). Finally, at
even greater scales, archacomagnetic data recovered from
across archaeological culture areas may be used to assess
and constrain cultural chronologies and the timing of
archaeological phases within those chronologies. This
has been particularly useful in the American Southwest,
where archaecomagnetic data have played a key role in
defining the Hohokam cultural chronology (Dean, 1991).

Summary

Archacomagnetic dating uses changes in the Earth’s mag-
netic field through time to date archaeological contexts
such as kilns, fire pits, and canals. These contexts acquire
a remanent magnetization parallel to the ambient geomag-
netic field under conditions such as firing to relatively
high temperatures or fluvial deposition, and the magneti-
zation is retained unless the material is reheated or dis-
turbed. The context is dated by comparing its remanent
magnetization to a calibrated record of geomagnetic secu-
lar variation, using the principle that contemporary
archaecomagnetic materials will share similar geomagnetic
characteristics. Until recently, researchers typically used
only the directional component of the remanent magneti-
zation to date archaeological contexts. However, renewed
recognition of the value of utilizing the full vector for dat-
ing, as well as for geomagnetic field reconstructions, has
prompted several researchers to focus on improving the
methodology used to determine paleointensity values
and to advocate for expanding the spatial and temporal
coverage of paleointensity records.
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The term archacomineralogy is relatively new.
It was used by Mitchell (1985) for a brief bibliography,
by Rapp (2002, 2009) for books, and by Kostov et al.,
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(2008) and Rapp (2008) as part of the first international
meeting on archaeomineralogy. This subdiscipline is quite
distinct from the history of mineralogy. Archaeomi-
neralogy is a subdiscipline of archaeology or
geoarchaeology. It is the study of the exploitation of rocks
and minerals by humans since prehistoric times for imple-
ments, ornaments, building materials, paints, and as raw
material for metals, ceramics, and other processed prod-
ucts. Archacomineralogy attempts to date, source, and
characterize artifacts made from earth materials as well
as put this information into geographic and historical
contexts.

Scholars who could be called archacomineralogists
go back to ancient times and were located around the
globe. Among the most prominent were the Hellenistic
Greek philosopher Theophrastus (ca. 372-287 BCE),
the Greek physician Dioscorides (ca. 40—90 CE), the
Italian Pliny the Elder (ca. 23-79 CE), the Spaniard
Isidore of Seville (ca. 560—636 CE), the Arab authors
Al-Biruni (973-1048) and Avicenna (980—1037), the
Chinese writer Su Song (1070), the Italian Albertus
Magnus (ca. 1206—1280), and the German Georgius
Agricola (1494—1555); various Sanskrit texts from India
mention the use of a wide variety of minerals in medicine
(Rapp, 2009).

The early Egyptians had one of the best understandings
of mineralogy and lithology in the practice of medicine
and the manufacture of monuments and ornaments
(Lucas, 1989). Rock names such as basalt, syenite, por-
phyry, and alabaster have their origins in ancient Egypt.
The igneous rock “basalt” appears to have the oldest roots,
in use as early as 2000 BCE. The ancient Mesopotamians
also had a well-developed understanding of rocks and
minerals in industrial uses (Morrey, 1985).

In ancient times color was the most important charac-
ter to classify rocks and minerals. Colors had significant
symbolic attributes (mourning, purity, passion, danger)
and minerals and rocks had medicinal and magic proper-
ties. Alchemists equated color with the essence or true
nature of a substance. Modern understanding of the phys-
ical and chemical nature of mineral properties was
established only in the early years of the nineteenth cen-
tury by Joseph-Louis Proust’s Law of Constant Compo-
sition in 1799 and John Dalton’s Atomic Theory in
1805, and the development of accurate methods of chem-
ical analysis.

It should be noted that early rock and mineral identifi-
cation frequently was haphazard, often relying on color
alone. The names given to many mineral species have
changed over time and even today some minerals have
a variety of names and synonyms (de Fourestier, 1999).
Although there are more than a thousand names given to
rock lithologies, sorting out what rocks were exploited in
antiquity is somewhat easier than for minerals. An excel-
lent guide to rock names is the “Glossary of Geology”
(Neuendorf et al., 2005). This glossary presents historical
definitions and obsolete variations in names and
meanings.
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Synonyms
Earthquake archaeology; Seismic archaeology

Definition
The study of ancient earthquakes at archaeological sites.

Introduction

Earthquakes have disrupted human societies throughout
history and prehistory. Whereas hunter-gatherer cultures
may have been relatively little affected by seismic events,
the built environment of sedentary societies can be quite
vulnerable to collapse of structures by earthquake-induced
ground motion. Understanding the severity and frequency
of past earthquakes is important for understanding the his-
tory, consequences, and responses of past societies to
these seismic disasters, as well as the hazards posed to
modern populations. In many parts of the world, the recur-
rence of earthquakes is so infrequent that modern instru-
mental seismic data do not adequately represent the
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Archaeoseismology, Figure 1 The study of instrumentally
recorded earthquakes is the field of seismology.
Pre-instrumental earthquakes are studied by other methods,
including historical seismology that encompasses written
history, archaeoseismology that documents earthquakes at
archaeological sites, and the geologic studies of
paleoseismology and neotectonics (Modified after Caputo and
Helly, 2008).

earthquake potential. Therefore, other methods to docu-
ment the history of earthquakes are needed.

Various sources of data provide evidence of earthquake
occurrence and magnitude, albeit at varying resolutions
and over different time scales. Seismology, or the study
of earthquake data recorded on analog seismographs,
and now digital seismometers, is a field that has
documented the date, time, and other parameters of seis-
mic events over the past century or so. Information on
earthquakes prior to the late nineteenth century relies on
other research fields, including historical seismology,
archaeoseismology, paleoseismology, and neotectonics
(Figure 1). The figure clearly shows that the time domain
for each field of earthquake study overlaps, often signifi-
cantly. In historical seismology, the record of written his-
tory varies across geographic regions, and only a few
cultures in the Near and Far East have produced written
accounts of earthquakes that extend as far back as two to
four millennia. Furthermore, historical texts become
increasingly incomplete with increasing antiquity, as well
as in regions of sparse population or discontinuous habita-
tion. In many areas, historical records are completely
absent. The physical remains of complex societies extend
thousands of years farther back in time, well beyond the
earliest historical accounts, and they are distributed more

widely over the globe. Thus, the evidence of earthquakes
at archaeological sites revealed by archaeoseismology
may potentially fill a much-needed void in the record of
seismic events. Geologists have also studied faults, defor-
mation, and ground rupture from modern, historical, and
ancient earthquakes within the well-established fields of
paleoseismology and neotectonics.

History of the field of archaeoseismology

Ambraseys (1971, 1973) was one of the first to advocate
the modern use of archaeological data to help define
a region’s earthquake history and other seismic hazards.
Deciphering and dating evidence of earthquake damage
at archaeological sites is the goal of the modern field of
“archaeoseismology” — a term first coined in the paper
by Karcz and Kafti (1978). Several other terms have been
used for this emerging field, including “seismic archaeol-
ogy” (e.g., Guidoboni, 1996) and “earthquake archaeol-
ogy” (e.g., Sbeinati et al., 2010).

Many archaeologists have documented “destruction
horizons,” i.e., stratigraphic layers that show signs of fire,
instantaneous destruction, or massive structural collapse
with evidence of smashed, in situ vessels on living sur-
faces, toppled masonry, or other catastrophic building fail-
ures. These destruction horizons have been interpreted as
evidence for ancient earthquakes since the late 1890s
and early 1900s, when large-scale excavations of sites
across the Mediterranean and Near East were launched
(e.g., Arthur Evans’s excavations of the Minoan palace
at Knossos on Crete). While outlining the clear benefits
of archaeological data in earthquake research, Ambraseys
(1971, 1973) also cautioned that modern structures
respond differently from ancient buildings to ground shak-
ing. Because some ancient structures are still standing, it
should not be concluded that the hazard of future earth-
quakes is low. Further, he observed that earthquakes
should not be indiscriminately used to explain a sudden
abandonment or large changes in cultural history.

The field of archaeoseismology investigates both earth-
quake collapse horizons within archaeological strati-
graphic contexts and damaged extant buildings and
structures. Earthquake damage is, however, difficult to
differentiate from other causes of building failures, includ-
ing static collapse due to lack of maintenance and disre-
pair, slumping or gravitational sliding, foundation
subsidence, and other geotechnical issues (e.g., Karcz
and Kafri, 1978; Rapp, 1986; Stiros and Jones, 1996;
Galadini et al., 2006; Marco, 2008). Buildings and monu-
ments damaged in an ancient earthquake may also show
signs of repair. But again, many authors have noted that
reconstruction phases may relate to expansion due to pop-
ulation growth repairs after military conflict, or political,
social, or religious reorganization (e.g., Guidoboni and
Ebel, 2009), and they cannot be strictly interpreted as evi-
dence for an earthquake.

Archaeological excavations have traditionally concen-
trated on monumental structures and cities. Therefore,
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Archaeoseismology, Figure 2 Archaeoseismic quality factor (AQF) is a two-branch logic tree that can be utilized to evaluate whether an
archaeological site is favorably located to record earthquake damage (site potential factor) and the extent to which features can be used
as evidence for an earthquake based on the type of damage, its dating, and regional distribution (After Sintubin and Stewart, 2008).

the so-called hinterland or rural, agricultural villages and
farmsteads have not received as much attention. The
advent of survey archaeology, which systematically
records sites and artifacts across the landscape, allows
estimation of settlement patterns and population trends
during different sequential periods of occupation.
Guidoboni et al. (2000) analyzed the archaeological data
around the area of southern Italy and Sicily that was
affected by the 1908 M7 earthquake in the Strait of
Messina; they concluded that evidence of earthquakes
can be identified based on changes in habitation patterns.
From the archaeological survey data, in conjunction with
epigraphic, archaeological collapse horizons, reuse of
inscribed blocks, and potential tsunami deposits, they
suggest that contraction of settlements was a response to
a large damaging earthquake circa 350-363
CE. Guidoboni et al. (2000, 45) call this method “territo-
rial archaeoseismology.”

Several papers have highlighted how earthquakes at
archaeological sites, if not independently dated through

artifactual or numismatic means, can lead to circular rea-
soning (e.g., Ambraseys, 2005, 2006; Rucker and Niemi,
2010). In such cases, historical earthquake catalogs are
used to assign dates to archaeological collapse horizons,
and then the evidence of collapse from the archaeological
site is entered into the earthquake catalog as evidence for
a particular seismic event. Because earthquake catalogs
are inherently incomplete, this practice can lead to amal-
gamation and distortion of seismic event dates and loca-
tions. As is clear across all subdisciplines of
geoarchaeology, interpretive problems can be avoided
largely through direct field collaboration between archae-
ologists and earth scientists within an interdisciplinary or
multidisciplinary approach to research (e.g., Guidoboni,
1996; Ambraseys, 2006).

Understanding the tectonic, geologic, and geomorphic
setting of an archaeological site has long been recognized
as fundamental to understanding archaeoseismic evidence
(e.g., Karcz and Kafri, 1978; Rapp, 1986). Sintubin and
Stewart (2008) proposed a two-branch logic tree that can
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Archaeoseismology, Figure 3 (Continued)
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be utilized to evaluate whether an archaeological site is
favorably located to record earthquake damage (site
potential factor) and the extent to which features can be
used as evidence for an earthquake based on the type of
damage, its dating, and regional distribution (Figure 2).
These authors introduce an archaeoseismic quality factor
(AQF) as a numerical means to evaluate confidence levels
for the archaeoseismic data. The AQF has been applied to
a couple of sites, including Sagalassos in southwestern
Turkey (Sintubin and Stewart, 2008) and Baelo Claudia
in southern Spain (Griitzner et al., 2010).

Archaeological evidence of past earthquakes
Earthquake damage to structures

Stiros (1996) provided one of the first published lists of
criteria to identify earthquake damage at an archaeological
site. Buildings of blocks (brick or stone) and mortar
behave differently from a building of large dimensional
stones set on top of each other (dry masonry). Buildings
of mudbrick or wood framing also have a specific
response to seismic shaking. Much of what has been
developed in archaeoseismology has focused on the Med-
iterranean region. Characteristic seismic damages to struc-
tures, here summarized from Stiros (1996), Galadini
etal. (2006), and Hinzen (2009), include: (1) cross fissures
in the vertical plane due to shear forces and diagonal
cracks in rigid walls; (2) triangular corner expulsion due
to orthogonal motion of walls; (3) lateral and rotational
horizontal and independent motion of blocks within
awall, seen as open vertical fractures; (4) height reduction
due to vertical crashing; (5) deformation of arch piers
including collapse of keystones; (6) wall tilting and distor-
tion; (7) rotation or toppling of pillars and column drums
often aligned in a row or laid out “domino style”; and
(8) impact of architectural elements on pavement. Photo-
graphic examples of these features are shown in Figure 3.

Scientific inquiry into the fall direction of monuments,
statues, and structures largely began with Robert Mallet’s
(1862) investigation of the 1857 Naples earthquake in
Italy. Numerous investigators have postulated that the fall
direction of building columns or column drums and other
architectural elements of a building has azimuthal rele-
vance with respect to the causal earthquake. It should be
evident, though not always acknowledged, that freestand-
ing columns or monuments, such as an obelisk, will
respond differently from a line of columns supporting
a structure, such as a temple or church. A column that is

carrying a load, like the superstructure of a building, is
not free to fall in any direction. Numerical modeling of
a single standing column using “input motion from 29 -
strong-motion records indicates little correlation between
downfall directions and back azimuth” (Hinzen, 2009,
2855). This study showed that, although columns often
fall in a parallel alignment, the data cannot be used to
determine the direction to the earthquake epicenter.

A variety of scales have been developed to quantify the
intensity of ground shaking and the effects of an earth-
quake on people and animals, as well as damage to the
built environment (e.g., the modified Mercalli scale). To
measure earthquake intensity from seismically induced
ground features recorded in the natural environment, the
International Union for Quaternary Research (INQUA)
developed the environmental seismic intensity (ESI) scale
(Michetti et al., 2007). More recently, Rodriguez-Pascua
et al. (2011) proposed an earthquake intensity scale for
seismic damage at archaeological sites called the Earth-
quake Archaeological Effects (EAE), which is modeled
after the ESI scale (Figure 4). The EAE scale divides
earthquake damage into two categories: (1) those events
affecting building fabric, either from seismic shaking of
the superstructure or strain on the foundation, and (2) geo-
logic effects on ancient buildings caused by faulting or
other seismically induced ground failures. It is clear, how-
ever, that many of the features in the EAE scale (e.g., tilted
or displaced walls, deformed or fractured pavement, cave
or other structural collapses, among others) can occur
under natural soil movement and gravitational conditions
without invoking seismic excitation. Therefore, identifica-
tion of one or two features in the EAE scale should not be
interpreted as evidence for an earthquake without
assessing the geological conditions of the site or
performing something equivalent to the AQF test.

Quantification of earthquake damage at archaeological
sites is complicated, as the conditions of the building before
and after the earthquake in antiquity are not known. Extant
buildings may have also experienced ground motion from
multiple earthquakes originating from different source
areas. Stiros (1996) cautions that recognition of earthquake
damage can be assured only if other mechanisms of defor-
mation such as differential ground subsidence, gravitational
ground failures (i.e., slumps, landslides, rockfalls, etc.),
shrinking and swelling soils, or poor construction, among
other natural and structural engineering issues related to
building collapse and failure, can be eliminated. Many frac-
tures, warps, and collapses cannot unequivocally be desig-
nated as damage from an earthquake.

Archaeoseismology, Figure 3 Evidence of earthquakes at various archaeological sites: (a) destruction horizon at the Chalcolithic site
of Hujereit al Ghuzlan in Aqaba, Jordan; (b) fallen columns at Petra, Jordan; (c) shifted keystone at the Crac des Chevaliers Crusader
castle in Syria; (d) rotated, horizontally shifted blocks of gypsum at the Roman fortified city of Dura-Europos in Syria — in this case, the
deformation is caused by military undermining of the wall during the siege of the city; (e) the collapsed wall of the city gate at
Hierapolis, Turkey; (f) fracture crossing a stepped cistern at the Qumran site in Israel - the fracture is likely due to unstable lake marls
beneath the reservoir rather than a through-going fault; and (g) impacted pavement at the Magnesia site, Turkey.
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Archaeoseismology, Figure 4 The Earthquake Archaeology Effects seismic intensity scale divides earthquake damage into events
affecting the building fabric, either from seismic shaking of the superstructure or strain on the foundation, or those geologic effects
on ancient buildings caused by faulting or other seismically induced ground failures (After Rodriguez-Pascua et al., 2011).
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Several studies have used detailed mapping of damage
to extant archaeological structures to calculate ground
motion that created the structural failures. Hinzen (2005)
modeled the natural reactions of the soil under conditions
of a local source earthquake and the resultant displace-
ment to an ancient construction. He concluded that an
earthquake caused the wall cracks, displacements, and
rotations in the Roman fortifications at the Tolbiacum
site in Germany. Kamai and Hatzor (2008) used the dis-
continuous deformation analysis method to calculate
the peak ground acceleration that produced slipped
keystones of arches at the Mamshit and Nimrod
Fortress archaeological sites in Israel. These methods hold
promise for quantifying earthquake parameters from
archaeological data.

Coseismic offset at archaeological sites

One of the ways archaeological data can be used to quan-
tify a seismic source is to define the amount of fault slip
from a past earthquake (i.e., coseismic slip). Based on
modern empirical relationships between earthquake mag-
nitude and fault slip (e.g., Wells and Coppersmith,
1994), matching features that were offset across a fault,
whether they are natural geologic (such as a riverbed) or
cultural (such as a wall), can lead to estimation of the mag-
nitude of an ancient earthquake. The advantage of utiliz-
ing archaeological piercing points (points that can be
matched across a fault that have been displaced by an
earthquake) is that they can often be more precisely dated
than geologic deposits. The type of fault offset expected at
an archaeological site depends on its tectonic setting.
Thus, any number of deformations can be expected
including strike slip (horizontal displacement), dip slip
(vertical displacement), or oblique slip (both horizontal
and vertical displacement), and land level changes due to
tectonic uplift, subsidence, or folding. Offset archaeologi-
cal data were summarized in Noller (2001), although addi-
tional work has clearly been conducted since his
compilation.

The isolated observation of a single offset architectural
feature from an archaeological site is not sufficient to dif-
ferentiate between coseismic faulting and other shear
plane failures, such as landslides. Landslide scarps, ten-
sional fractures, and other features due to gravitational
sliding can also produce offsets at an archaeological site.
It is necessary to map the areal extent of fractures or offsets
in order to interpret whether they represent an arcuate
landslide scarp or a through-going fault rupture. Aseismic
differential settling of a structure can also produce features
that appear like fault offsets (e.g., Karcz and Kafti, 1978).
Therefore, the interpretation of offset strata or structures at
an archaeological site needs to be evaluated within the
context of geologic and geomorphic site characterization.

Strike-slip faults laterally offset features either in a right-
or left-shear sense across the fault or in a combined oblique
slip. Perhaps one of the earliest and most spectacular

documentations of offset is the three-meter right-lateral
and two-meter horizontal displacement of the Great Wall
of China in the 1739 earthquake (Zhang et al., 1986).
A number of studies have documented strike-slip offset
of ancient architectural features across the Dead Sea Trans-
form (Figure 5). These include the fortification wall of the
Crusader castle of Vadum Jacob (Ateret fortress) in north-
ern Israel (Marco et al., 1997), the aqueduct and reservoir
at Byzantine Qasr Tilah in Jordan in Figure 5a (Haynes
et al., 2006), Neolithic tell and Roman road near Antakya,
Turkey (Altunel et al., 2009), and the Al Harif Roman aque-
duct in Syria (Meghraoui et al., 2003; Sbeinati et al., 2010).
The last study clearly shows that after the first two fault rup-
tures, the aqueduct was repaired preserving a left-lateral
bend. Archaeological sites that lack architecture can also
be used to measure coseismic slip as is exemplified in the
displacement of Native American middens along the San
Andreas fault system in California (Noller and Lightfoot,
1997; Noller, 2001).

Extensional tectonic areas (regions where the continent
is being stretched) are characterized by normal faults with
steep triangular-faceted mountain fronts adjacent to linear
valleys. Because of the abundance of normal faulting in
Greece, western Turkey, and Italy and the extensive
Bronze Age through Classical period archaeological exca-
vations, many archaeoseismologic studies describing
earthquake damage have been published from this region.
However, few studies document direct normal-fault slip of
archaeological remains, but rather show activity of
normal faults adjacent to a site, as in the study of the
Helike fault in Greece (Koukouvelas et al., 2001).
The Helike fault study also suggested regional Gulf of
Corinth tectonic subsidence to partially explain the burial
of the Helike archaeological site. Hancock and Altunel
(1997) report offset walls and water channels from the
Roman to late Byzantine period at the site of Hierapolis
in Turkey. Other examples of normal fault offset include
a 4-m offset of a Roman aqueduct in southern Italy
(Galli et al., 2010) and small offsets in Sicily (Barreca
et al., 2010).

Tectonic geomorphological studies in convergent tec-
tonic regions show that surface deformation in
a compressive earthquake is complex. Depending on the
specifics of the tectonic setting and the location of the
archaeological site, an earthquake can produce fault rup-
ture, or surface subsidence or uplift. Harbor sites are par-
ticularly good in recording deformation because sea
level provides a datum for land level changes. The site
of Phalasarna in western Crete was identified as early as
the 1850s as an uplifted ancient harbor (Figure 5).
Stefanakis (2010) summarizes the extensive research
conducted into the great subduction zone earthquake of
365 CE that produced about eight to nine meters of
coseismic uplift, leaving the ports of Phalasarna and
Kissamos isolated. This earthquake also caused
a devastating tsunami that crossed the eastern Mediterra-
nean. Identification of tsunamis in archaeological context
is discussed elsewhere in this book.
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Archaeoseismology, Figure 5 An archaeological site that is located directly over an active fault may record offset of an architectural
feature or other anthropogenic layer in an earthquake, including: (a) offset of the Al Harif Roman aqueduct in Syria, (b) offset of the
aqueduct by about 2 m at the Qasr Tilah site in Jordan (Haynes et al., 2006), (c) the ancient harbor of Phalasarna in Western Crete was
uplifted more than 8 m in the earthquake of 365 CE (e.g., Stefanakis, 2010), and (d) detail of the port boat ties.

Liquefaction

In many areas of the world, the archaeological record does
not include an abundance of monumental stone buildings.
Consequently, methods to decipher earthquakes in the
Mediterranean do not necessarily transfer readily to other
regions of the world. In areas where the predominant
building style is post and wall construction with organic
materials, as is typical in many seminomadic cultures, or
where building traditions preclude heavy masonry
because of building tradition or lack of suitable resources,
other methods of describing earthquake damage need to
be devised. One successful method to document earth-
quakes in these regions is mapping and dating liquefaction
features within archaeological sites.

Liquefaction occurs when shallow, saturated, loose
sand loses strength and flows due to cyclical loading of
seismic waves. Several features are diagnostic of liquefac-
tion, including fluidized sedimentary structures, sand
dikes, sand sills, sand blows and craters, land subsidence,
and lateral movement (spread) of surface sediment toward
topographically low areas. Native American occupation
sites and artifacts buried or deformed by liquefaction

(Figure 6) have been extensively used to date
paleoearthquakes in the New Madrid seismic zone in the
stable craton (interior) of North America (e.g., Tuttle
et al., 1996, 2011). Other pioneering work utilizing lique-
faction features to date earthquakes at archaeological sites
has been conducted in Japan. Barnes (2010) provides
a comprehensive summary of the Japanese
archaeoseismologic studies.

Summary

The field of archaeoseismology developed out of dual
needs: (1) to verify the historical record of earthquakes
at sites and (2) to document earthquakes that are silent in
the historical accounts but may have played a pivotal role
in local and regional cultural history. Damage from earth-
quakes at archaeological sites has been widely observed in
stratigraphic destruction horizons and in damaged archi-
tectural features and buildings. Cracks, fissures, tilted,
distorted, and displaced walls, columns, floors, and pave-
ments, slipped keystones, collapsed but aligned columns
and walls, subsidence, slides, warping, and other deforma-
tions of the architectural elements of buildings and other
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Archaeoseismology, Figure 6 Liquefaction features from the New Madrid seismic zone of the Central United States showing
a sandblow crater formed in an earthquake that buries and deforms the lower occupation layer. Younger Native American deposits

are found on top of the sandblow feature (After Tuttle et al., 1996).

structures have been cited as evidence of earthquake dam-
age. This type of data cannot be interpreted as seismically
induced until other causes have been eliminated.

In addition to dates of past earthquakes, archacoseismic
methods can provide either a measure of the amount of
coseismic slip or the intensity of ground motion, both of
which can be used to estimate the magnitude and epicenter
of a paleoearthquake. In areas with a tradition of predom-
inantly timber construction, the typical physical evidence
of earthquake damage may be liquefaction. Working
directly with the archaeologist in the field through an
interdisciplinary approach or using unpublished original
plans, maps, section drawings, and field notes is prefera-
ble to relying on published archaeological summaries.
Archaeoseismology is a new and developing field that is
evolving from its early focus on qualitative observations
to more recent measurement of quantitative data to learn
about past earthquakes.
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Definition

Arctic geoarchaeology is concerned with how natural pro-
cesses affect archaeological site formation in high-latitude
northern environments. Perhaps the most significant site
formation issue that produces the most serious problems
in Arctic geoarchaeology is cryoturbation, which is the
effect of repetitive freezing and thawing on sediment and
soil. Frost heaving, gelifluction, and ice wedging are the
most common cryoturbation processes that can signifi-
cantly alter archaeological site matrices, disturbing strati-
graphic order and displacing artifacts vertically and
horizontally.

Frost heaving

Frost heaving results from upward movement of ground
materials during freeze-thaw events (Taber, 1929). At
archaeological sites, this process can reorient artifacts
and ecofacts (Johnson and Hansen, 1974; Johnson et al.,
1977). Much of the Arctic is underlain by permafrost,
which is soil or other substrate that is permanently frozen,
often to great depths. In the warm months, the upper,
active layer of the ground thaws, but the still frozen base
prevents drainage, leaving the surface generally covered
by wet, hydromorphic soils. Winter brings freezing condi-
tions and ice forms within the saturated, frost-susceptible
sediment. As it does, it expands upward in the direction
of heat loss (Konrad, 1999), which is the only direction
in which it can expand as it is blocked by permafrost
below. This upward movement squeezes large objects
such as rocks and artifacts as freezing water expands in
volume with great force, thrusting them upward as well
(Bowers et al., 1983). Under certain conditions, frost
heaving eventually produces patterned ground, where
the repeated freeze-thaw cycles sort large stones and finer
sediments into polygonal or linear geometrical shapes
(Kessler and Werner, 2003). The longer an artifact is in
the ground, the more it can be displaced (Johnson et al.,
1977).

Telltale signs at sites affected by frost heaving include
(1) large-sized artifacts found in on-surface or near-
surface positions and (2) vertical orientation of buried,
displaced artifacts (Schweger, 1985). Archaeological sites
in areas of tundra, especially sites of greater age, can be
completely unstratified through the effects of frost heav-
ing acting over many centuries to move artifacts from ini-
tially layered deposits below ground to mostly near-
surface positions (Thorson, 1990; Holliday, 2004, 279).

Gelifluction

The process of gelifluction occurs where snowfall accu-
mulation is great, sediment overlying permafrost annually
thaws and refreezes, and the ground surface is sloped.
Rapid melting of snowfall in spring saturates the upper
sediment zone. On a slope, saturated sediment succumbs
to gravity, flowing or creeping downslope over the under-
lying impermeable permafrost zone. Displaced materials
then refreeze in their new locations during autumn, creat-
ing ribbon-like involutions or folds of the upper sediment
zone and displacing associated archaeological materials
both vertically and laterally. As the lobes of geliflucted
sediment bulge downhill, they can attenuate upslope cul-
tural deposits, thinning them sometimes to the point of
leaving gaps as the mobile material bunches and folds
over itself downslope (Hopkins and Giddings, 1953;
Thorson and Hamilton, 1977; Holliday, 2004, 279-281).

Ice wedging

Ice wedges form when sediment overlying permafrost
becomes freeze-dried, contracts, and cracks under the
cold, winter conditions. Due to tensional forces acting on
the sediment, these cracks form in a polygonal pattern on
the ground surface (patterned ground), but below the sur-
face, the cracks can penetrate to permafrost depth. During
the summer months, snowmelt seeps into and fills the
cracks and then refreezes during the subsequent winter
months. As this water freezes, it expands to form an ice
wedge. The following year, the cycle repeats as the ice
wedge cracks and seepage fills it again. The process con-
tinues so that year after year this cycle of crack, thaw,
and freeze widens and deepens the ice wedge. The impli-
cations for geoarchaeology are that surface sediment and
artifacts can slip down into the cracks, entrained by melt-
water seepage, as additional materials filling the ice
wedges as they grow. As ice thaws, deformed fill features
or ice-wedge pseudomorphs are left behind (Lachenbruch,
1962).

Pseudo-paleosols

A further behavior of soils in Arctic environments
involves the concentration of fine particulate matter to
form dark layers resembling buried paleosols. Under
moist but not saturated soil conditions, thin layers of
organic material, clays, and silts can be sorted by the freez-
ing process seasonally, creating a layer that, in warmer
months, traps downward moving illuvium, thereby
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producing color banding that appears to be a buried
ancient soil (Thorson, 1990, 406; Holliday, 2004, 281).

Cryoturbation in pleistocene age sites

During the glacial advances of the Pleistocene epoch,
Arctic-like conditions moved southward in step with the
expanding ice sheets and down the slopes of high moun-
tains carried by the ice flows emanating from upper eleva-
tions. Ancient sites dating to the last ice age can also
display signs of cryoturbation given the extreme cold of
the time. Lower and Middle Paleolithic remains in Britain
are often found in alluvial terrace fill, which preserves the
best record of such periods (Basell et al., 2011).
Cryoturbation features illustrating the effects of frost
heaving, gelifluction, and ice wedges have been found in
such sites indicating periglacial or frost conditions
(Basell et al., 2011, 29). Similarly, the effects of cold con-
ditions due to the Last Glacial Maximum can be seen in
the sediments and soils of Upper Paleolithic sites buried
in alluvium in the Kostenki area along the Don River in
southwest Russia (Holliday et al., 2007). On the Seward
Peninsula of western Alaska, a fluted-point site dating to
12,400 calendar years ago shows evidence of
cryoturbation in the form of frost-shattered grains and len-
ticular pores, suggesting the presence of ice in the soil
(Goebel et al., 2013).
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Definition

Conservation of archaeological finds is a critical part of
excavation and curation. It is the activity that assures the
permanence of the physical artifacts and preservation of
the information they contain, and it includes specific
methods and standards for examination, documentation,
treatment, and preventive care of archaeological materials.
These activities are performed by specialists who belong
to professional societies that promote education, research,
and adherence among its practitioners to a code of ethics
and standards of practice.

History

When an early human repaired or rejuvenated a stone tool
to extend its working life, he was not engaged in conserva-
tion as we now understand the term since the preserving
activity did not result from an academic tradition of
research and education to explore and improve upon the
suitability and compatibility of methods and materials. In
Europe, it was not until the Renaissance when such an
approach was applied to antiquities; sixteenth-century res-
toration practices were recorded by Benvenuto Cellini in
his memoirs (Cellini, 1823). Subsequent discoveries of
fragile finds at archaeological sites in Egypt, Italy, the Near
East, and elsewhere showed the need for a disciplined
approach to the development of preservation practices
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based on testable methods. In the eighteenth and nineteenth
centuries, that need was met by the application of the scien-
tific method in what would eventually become the field of
materials science. Investigations of specific ancient mate-
rials began the process of consolidating the research and
recommended methods of the previous century; these
appeared in texts such as The Preservation of Antiquities
by Friedrich Rathgen (1905) and a book of the same title
by Harold Plenderleith (1934) which was subsequently
expanded and updated as The Conservation of Antiquities
and Works of Art: Treatment, Repair and Restoration until
its final printing (1974). The discovery of Tutankhamen’s
tomb with its wealth and diversity of antiquities spurred
research in archaeological materials science at the British
Museum under Arthur Lucas (1926). These efforts together
with those of other research centers formed the foundations
of what would become academic postgraduate or certificate
programs of study starting in the 1930s at Harvard’s Fogg
Art Museum and University College London’s Institute
for Archaeology. Today, universities and other cultural
organizations throughout the world train conservators in
graduate schools and certificate programs. Worldwide pro-
fessional societies, such as the International Institute for
Conservation (IIC) and the American Institute for Conser-
vation of Historic and Artistic Works (AIC), support con-
servators by sponsoring journals and congress
proceedings for the publication of juried research.
UNESCO’s International Council of Museums supports
the Council for Conservation (ICOM-CC), which hosts
a worldwide triennial congress of conservation.

Professional activities

This entry will introduce the professional activities of the
conservator. Recent comprehensive studies can be found
in Conservation Treatment Methodology (Appelbaum,
2007); Conservation Skills: Judgement, Method, and
Decision Making (Caple, 2000); Contemporary Theory
of Conservation (Muioz Viiias, 2005); and Conservation:
Principles, Dilemmas and Uncomfortable Truths
(Richmond and Bracker, 2009).

Examination

Conservators examine artifacts to determine composition
and condition prior to considering whether a treatment is
needed. They approach every artifact individually and
spend a considerable amount of time in this initial phase.
Typical protocols for examination start with naked eye
inspection under standard and raking visible light as well
as ultraviolet light to detect common autofluorescent
materials. Microscopic analysis often follows using a -
low-power reflected light inspection microscope to begin
characterizing minor components. Micro-sampling of
these components may be done at this point and the sam-
ples mounted for polarizing transmitted light microscopy
to further identify and describe the actual physical condi-
tion of the artifact. More technical examinations include
x-ray fluorescence spectroscopy and x-ray diffraction to

identify elemental and mineral components, respectively.
Many other analytical methods are used as needed.
Though examinations are done in preparation for treat-
ment, thorough explorations of artifacts whose construc-
tion is unfamiliar to specialists in the field can become
ends in themselves, and they may be published without
reference to any treatment phase under the rubric of tech-
nical studies. For example, in their paper “An Egyptian
cartonnage of the Graeco-Roman period: Examination
and discoveries,” Scott et al. (2003) relate their discovery
of unexpected pigments and construction techniques in
a 350 BC coffin liner from ancient Egypt. Here, the con-
servators and conservation scientists brought together
diverse technologies such as radiocarbon dating, x-ray dif-
fraction analysis, energy-dispersive x-ray fluorescence,
Fourier transform infrared spectroscopy (FTIR), thin-
layer chromatography, and gas chromatography with mass
spectrometry (GC-MS) to show the influence of contact
with Roman culture on traditional Egyptian practices.

Documentation

The results of each artifact examination are recorded in
a standardized treatment database along with other essen-
tial information, such as dimensions, detailed condition
descriptions, and photo-documentation. The practice of
photographing artifacts before and after treatment is
a hallmark of conservation, as the appearance of artifacts
can change due to the treatment. Care is taken to record
accurately those characteristics of identification and con-
dition such as color, surface condition, completeness,
and size. Catalog numbers are always included in the
frame of the photograph along with a color balance card
and metric measurement scale. Typically, at least six over-
views are taken of three-dimensional objects, four side
views, a top view, and a bottom view. Additional close-
ups or detail views are added as needed to document the
pretreatment state. The importance of documentation and
especially photo-documentation has caused these prac-
tices to be periodically codified through publication. See,
for example, The AIC Guide to Digital Photography and
Conservation Documentation (Warda, 2011).

Treatment

Proposed treatments are determined by the preceding
examination. Because the artifacts are considered to con-
tain archaeological data, the conservator generally limits
treatment as much as possible to stabilization, and mate-
rials applied in this process should be removable, i.e., pro-
cedures should be reversible in the ideal. Waterlogged
wood objects will crack when dried in air, so they receive
treatments with intracellular bulking agents, such as poly-
ethylene glycol, to maintain their dimensions after drying.
Without such treatment, the wood might deform into
a shape having no resemblance to either its original form
or that which it had when recovered in the field. After
recovery, some metal artifacts can begin to corrode rapidly
in air; these will require treatments to remove the soluble



60 ARTIFACT CONSERVATION

salts that catalyze such corrosion. Textiles and other
fibrous artifact fragments are among the most challenging
to conserve. They can disintegrate during initial field
inspection and, as a result, often require a method called
blocklifting, wherein the artifact is kept encased in its sur-
rounding soil or sediment and the entire sediment block is
removed to a conservation laboratory where it can be
micro-excavated under controlled conditions. Heavily
corroded artifacts and complex composite artifacts can
also require block retrieval. The care and ingenuity that
such lifting techniques require in the field are described
in Robert Payton’s edited volume, Retrieval of Objects
from Archaeological Sites (1992), including the recovery
of 30 ton sculptures from Argo Island on the Nile and
the extremely fragile human remains at Herculaneum.

Often excavations can be collaborative with the archae-
ologist and conservator listening closely to the wishes of
the local community, including heritage groups and
descendant groups. Collaborating at the Trowel’s Edge,
an edited volume by Steven Silliman (2008), and Preserv-
ing What Is Valued, by Miriam Clavir (2002), describe the
breadth and complexity of the working relationships that
result from community-based research. Such relationships
can change the routine academic priorities of conservation
performed simply as data preservation. Indigenous peoples
are often collaborators with a strong concern for how the
earth and its recovered artifacts are handled during and after
an excavation. Sacred artifacts will usually receive no con-
servation treatment in order to preserve their unique
unaltered state and avoid leaving preservative agents within
the artifact that may be viewed as contaminants. Nonsacred
artifacts having special significance to the local community
will often receive extra conservation care as these objects
often become symbols of local heritage.

Preventive care

Conservators limit the preservative chemicals they apply
to all cultural objects. Archaeological collections that are
curated primarily for their data require even greater atten-
tion because any resinous coating, consolidant, or other
chemical can interfere with future chemical analyses.
The archaeological conservator then attempts to provide
preservation to control physical and environmental deteri-
oration. These can include custom cushioned storage
mounts that support weak areas and allow casual inspec-
tions without direct handling of the artifact. Termed hous-
ing or rehousing techniques, these supports can be
enclosed to make passive microenvironmental control
possible. Buffered or desiccating silica gel may be added
to enclosed storage units or even to individual object hous-
ings to limit the range and rate of fluctuation in relative
humidity. Instructions for preventive care are often
included as part of the treatment database. See Carolyn
Rose and Amparo Torres, Storage of Natural History
Collections, for this aspect of preservation through
environmental modification in the museum setting
(Rose and de Torres, 1992). In the fieldwork setting,

a recent offshoot of this focus on the modification of the
environment is the movement toward Preservation of
Archaeological Remains In Situ (PARIS). In this applica-
tion of preventive care, sites that cannot be excavated for
some reason are remotely monitored to prevent damage
from, for example, soil water table fluctuations, which
could decrease the preservation of organics and metals in
burials (Kars and van Heeringen, 2008).

Research

Besides their close work with archaeologists and curators,
archaeological conservators also maintain a tradition of
research and publication that is independent of the schol-
arship devoted to the interpretation of artifacts. It is in
large measure practical research meant to develop new
or improved methods for the examination, analysis, treat-
ment, and care of artifacts. Most investigations of this kind
focus on how to characterize the materials of which arti-
facts are made, how those materials degrade, and how to
apply new materials and technologies to their preserva-
tion. The research is published mainly in journals of the
conservation community’s professional societies and
institutions, including Studies in Conservation (the jour-
nal of the International Institute for Conservation), the
Journal of the American Institute for Conservation, The
Conservator, the Journal of the Institute of Conservation
(London), and the Research and Conservation series of
the Getty Conservation Institute.

Because conservation is highly interdisciplinary, it also
gathers information from wide-ranging areas of research,
including anything from the latest filling materials used
in modern dentistry to the lives of subterranean termites
and the damage they do to wood. Such data are best
accessed through two custom online, searchable data-
bases: the Conservation Information Network and Art
and the Archaeology Technical Abstracts Online.

Other databases include those that evaluate the com-
mon properties of the chemicals and commercial materials
used in the treatment of artifacts. They represent an essen-
tial resource to conservators because the formulas for
commercial materials are changed by their manufacturers
over time. Two of these databases are the Conservation
and Art Materials Encyclopedia Online (CAMEQ) and
the Art Materials Information and Education Network
(AMIEN). They are always consulted since every treat-
ment requires its own research.

Education

Until the mid-twentieth century, conservation training took
the form of apprenticeships under recognized conservators.
Archaeological object conservation was a subdivision of
museum objects conservation, which tended to concentrate
on the aesthetic aspects of artifacts rather than on details
such as use-related wear and accretions due to long inter-
vals of surficial deposition or chemical alteration. As
archaeological conservation developed, such details
became a focus for study and preservation, as they contain
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information about the unique histories of individual arti-
facts. This approach is now central to the conservation of
artifacts as archaeological data. For example, surface stains
that would previously have been removed as disfigure-
ments are now preserved for interpretation by the archaeol-
ogist. Ultimately, this trend toward viewing all aspects of an
artifact as potential data has led to the current goal of pre-
serving archaeological artifacts in ways that will make the
least alteration and leave the fewest residues.

Since the mid-twentieth century, university-based grad-
uate programs in art and historical artifact conservation
have emerged around the world, and this is now the dom-
inant way that new practitioners enter the field (though
some internship programs continue to offer certificates in
select specialties). Since the 1970s, graduate programs
have recognized the trend toward specialization and
started incorporating museum and field archaeological
materials as areas of instruction and study; such programs
exist at the University of California at Los Angeles,
University College London, and the University of Applied
Science in Berlin.

Ethics

Archaeological conservators are charged with recogniz-
ing, preserving, and enhancing the information potential
of an artifact in ways that do not compromise future study,
and they accomplish this without interpreting its meaning,
characterizing its place of provenance, function, author-
ship, or date. This is analogous to preserving a book with-
out commenting on its text. In this role, conservators
approach their work very conservatively with respect to
actions that change the artifact, even in small ways. For
instance, routine artifact cleaning methods must be con-
sidered carefully since the wrong application could
unintentionally strip off use-related substances or leave
behind detergent residues that could confound future
organic microanalyses. This position of advocacy for the
uninterpreted artifact distinguishes the archaeological
conservator from those disciplines that use the collections
to reconstruct human behavior. Conservators can some-
times be so protective of cultural property that they seem
to discourage any use of it for data acquisition, but, in fact,
compromises are always reached that promote stable col-
lections management while facilitating academic study
and exhibition. Noninvasive analytical methods are usu-
ally promoted over those that require sampling of the arti-
fact. Appropriate handling methods are routinely followed
to lessen the wear and tear on artifacts during study.
Recently, the issue of preservation sustainability has
received increased attention as part of the mix of compro-
mises that the ethical conservator must consider.

Geoarchaeological conservation

The act of unearthing an artifact can create physical and
chemical instabilities that often lead to the artifact’s dete-
rioration with consequent loss of data. Prior to its excava-
tion, the artifact lies in soil or other sediment, its weight

supported by the matrix, and often at chemical and biolog-
ical equilibrium with its surroundings. When it is first bur-
ied, the artifact becomes part of an evolving
microenvironment that is related, but not identical, to the
general sediment environments of the site. In practical
terms, the artifact will either (1) decay, disintegrate, and
disappear as an intact object within the site soil, or (2) it
will develop a boundary layer at its surface brought about
by local geochemical and biological conditions. Examples
of these alteration boundaries include simple discolor-
ations, corrosion layers on metal objects, or insoluble salt
accretions on wood, ceramics, and other materials. The
initial boundary, which can appear as a crust, a softened
layer, or a discoloration, can be unstable and invasive,
eventually destroying the artifact, or it can be stable and
insulating, protecting the artifact from the surrounding
sediment. Many materials form such boundary layers.
Wooden artifacts, when degrading within wet sediments,
will experience a buildup of toxic byproducts at their sur-
faces that gradually slow the rate of biodeterioration as the
artifact — i.e., the food source — becomes less attractive to
destructive bacteria and other organisms. Some metal arti-
facts form thin corrosion layers that transform the object’s
surface and prevent the underlying metal from further loss.
Once formed, such layers must often be preserved along
with the rest of the artifact because they may retain the
original surface patterning; removing them in order to
return the artifact to an unaltered appearance can actually
strip away important surface detail. These boundary/alter-
ation layers also yield clues to the geochemistry of the site
soil or sediment, providing information that can be used to
understand site formation processes. By focusing on pre-
serving the artifact’s surficial boundary layer,
geoarchaeological evidence relevant to soil conditions,
alteration, diagenesis, and other aspects of the burial envi-
ronment may be conserved.

Summary

Artifact conservation is a young and rapidly developing
field. Conservators continue the traditional activity of cre-
ating new and better methods of artifact treatment in order
to safeguard the collections that form the basis of archae-
ological inference. At the same time, the conservation pro-
fession is evolving and expanding as an academic
discipline, offering its own insights into artifact micro-
analysis and site development processes.
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Definition

Atapuerca, or Sierra de Atapuerca, is a rich archaeological
and paleontological site complex located 12 km east of the
city of Burgos, in north central Spain (Figure 1). The sites
consist of deeply stratified Lower Pleistocene to Holocene

archaeo-sedimentary infills of different karstic caves and
conduits within a Mesozoic limestone anticline at the
boundary between the Tertiary basins of the Duero and
Ebro rivers. Among the key sites, Gran Dolina, Galeria,
and Sima del Elefante (the railway trench sites) have
yielded remains of Lower and early Middle Paleolithic
occupations by different hominin species (Carbonell
et al., 1999; Rosas et al., 2001; Carbonell et al., 2008).
Sima de Los Huesos, a small, paleontologically rich
gallery at the end of a 14-m deep sinkhole, has yielded
a rich accumulation of hominin skeletal remains
(Arsuaga et al., 1991, 1993, 1997, 1999). While the bulk
of the Atapuerca sites span the Lower and Middle
Pleistocene, two sites, El Mirador and Portalon, include
Holocene deposits: Neolithic and Bronze Age remains have
been explored in El Mirador (Verges et al., 2002; Caceres
et al., 2007; Cabanes et al., 2009), and occupations from
Upper Paleolithic to the Middle Ages have been found in
Portalon (Carretero et al., 2008; Ortega et al., 2008).

All of the deposits are characteristic of cave entrance
settings and consist of mixed quartz sand and sandy
aggregates from nearby soils, red clay originating within
the local karstic system, and limestone rubble from the
immediate surroundings. The stratified sequences from
the different sites each record a succession of high
and low energy modes of gravitational deposition, includ-
ing debris flows, runoff, and roof spall facies, as well as
exokarstic stratified and microstratified waterlain deposits
(Vallverda 1999, 2001; Pérez-Gonzalez et al., 2001;
Mallol and Carbonell, 2008). None of the depositional
sequences are continuous, and stratigraphic unconfor-
mities are frequent. The Holocene deposits from Portalon
and El Mirador are primarily anthropogenic.

Postdepositional carbonate and phosphate diagenesis is
prominent throughout the Pleistocene deposits. Overall
preservation of bone is good, the smaller-than-2 cm
fraction being most affected by diagenetic breakdown
linked to decalcification. The Atapuerca flint comprises
two geological types — one Neogene and the other
Cretaceous in age. The former is highly susceptible to
diagenesis due to its elevated percentage of moganite
(a polymorph of quartz), and recovered artifacts made with
this flint type are often found in poor states of preservation.

The Gran Dolina-TD6 deposit shows pedogenic
evidence of calcareous brown soils suggestive of an
Atlantic climate and sharp facies changes indicative of
strong climatic fluctuations (Vallverdii et al., 2001).
In contrast, the rest of the Gran Dolina and Galeria
deposits are weakly decalcified and bioturbated indicating
a mixed Mediterranean/continental temperate climate
(Pérez-Gonzalez et al., 2001).

In-situ human occupation floors have been documented
at Galeria in layers GII and GIII, as well as in Gran Dolina
layers TD10 and TD6, the latter in association with
cut-marked human remains. No evidence of anthropo-
genic fire has been identified in any of the Pleistocene
deposits. The Holocene sites, Mirador and Portalon, have
yielded well-preserved combustion features and ashy
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anthropogenic deposits. Rich stabling deposits and human
burials dating to the Bronze Age have also been
documented at Mirador (Céceres et al., 2007; Angelucci
et al., 2009; Carrancho et al., 2009).
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The Bering Land Bridge and Beringia: definitions
and geography
The relatively shallow Bering Sea continental shelf lies
between the Arctic and Pacific Oceans separating the
coasts of Alaska and Siberia (Figure 1); it was exposed
during periods of extensive continental glaciation, as
moisture was locked up in the glaciers and sea level
dropped about 100 m below modern levels. The exposure
of this shelf established what is referred to as the Bering
Land Bridge, a nearly 1,000 km wide land-based connec-
tion between northeastern Asia and northwestern North
America. This area, when exposed, forms the once
~34 million acre continental mass known as Beringia
(Hopkins, 1959; Hultén, 1968; Barber, 2005). During the
major episodes of glaciation of the Pleistocene, the exten-
sive northern North American Laurentide and Cordilleran
ice sheets coalesced in the region of Alberta, Canada, cre-
ating barriers for biotic migration to the east and south.
During this period, Alaska and portions of far northwest-
ern Canada were effectively part of northeastern Asia, per-
mitting the exchange of animals, flora, and humans
between the two continents and forming the unique blend
of Asiatic and North American biotic and cultural systems
(Hultén, 1968; Hopkins et al., 1982; Guthrie, 1990;
Hoffecker and Elias, 2007).

Hultén (1968) first coined the term “Beringia” to refer
to the Bering Land Bridge itself; however, its use has
taken on a variety of geographic meanings. Others have

broadened the geographic boundaries for the term to
include extensive portions of unglaciated Northeast Asia,
Alaska, and the Yukon and Northwest Territories of
Canada (see Hopkins et al., 1982; Hoffecker and Elias,
2007; and Dixon, 2013 for excellent discussions on the
history of the concepts of the Bering Land Bridge and
Beringia).

Typically, Beringia has been subdivided into three
regions: central, eastern, and western. The unglaciated
areas of Northeast Asia, generally from the eastern Sibe-
rian Verkhoyansk Range to the western shores of the
Bering Strait, comprise western Beringia, while those of
Alaska, Yukon, and the Northwest Territories compose
eastern Beringia. The area of the Bering Land Bridge itself
is usually referred to as central Beringia (West, 1981;
Hoffecker and Elias, 2007), consisting of the submerged
lowlands of the Bering Sea continental shelf and the for-
mer highlands that are now the islands of the Bering and
Chukchi Seas. Others have recently extended the defini-
tion of Beringia to include portions of southeastern Alaska
and the northwestern coast of British Columbia that were
once exposed unglaciated lands along coastlines during
the Last Glacial Maximum (LGM: 23,000—19,000 cal
BP; Dixon, 2013).

The exposure of the Bering Land Bridge forced the oce-
anic moisture sources of the Pacific and Arctic Oceans far-
ther away from interior regions of Beringia. During the
LGM, coastal air masses that currently provide moisture
to eastern Siberia, Alaska, and northwestern Canada had
to travel farther, and the large glacial masses in the moun-
tain ranges became moisture barriers for the interior
regions of Beringia (Manley, 2002; Brigham-Grette
et al.,, 2004). This situation fostered periods of extreme
continentality in the climate, exceptionally clear skies,
and a remarkable environment that has no distinct modern
analog (Guthrie, 1990, 2001; Anderson and Brubaker,
1994). Across the regions of Beringia, glaciated and
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periglacial environments provided the dominant geologi-
cal processes that controlled depositional regimes, geo-
morphology, and pedogenic development. Beringian
high latitude environments were some of the last Asian
regions to be colonized by humans (Goebel, 1999;
Hoffecker and Elias, 2007; but cf. Pitulko et al., 2004
and below), and the same adaptive strategies (high resi-
dential mobility, possibly microblade technology, and
large mammal hunting) apparently enabled expansion into
the Americas (Goebel et al., 2008).

Beringian paleoenvironments
The Last Glacial Maximum

There has been considerable discussion as to the general
characteristics of the Beringian environment during the
LGM, which is understandable given Beringia’s vastness.
In the 1980s and 1990s, two dichotomous views of the
general Beringian environment colored most of this dis-
cussion: a barren polar desert versus relatively biologi-
cally diverse steppe tundra “grassland.”

Glaciers and their associated outwash deposited an
immense amount of silt and sand deposits into drainages;
these deposits were subsequently redeposited across much
of the Beringian landscapes through wind mobilization.
Higher landforms nearest to glaciers were stripped of
overlying unconsolidated sands and silts by high-energy

katabatic winds creating ventifacted surfaces (Péwé,
1975, 1977). Landscapes farther away from glaciers
developed sand sheets and extensive loess (wind-blown
silt) deposits that capped hilltops, terraces, and fans.

Loessic and fluvial deposits across Beringia have
yielded prodigious amounts of animal fossils dating to
the LGM and earlier periods (Guthrie, 1990; Ukraintseva
et al., 1996; Froese et al., 2009; Boeskorov et al., 2014).
Steppe bison (Bison priscus), Yukon horse (Equus
lambei), and  woolly —mammoth  (Mammuthus
primigenius), in that order, are the most prevalent species
occurring in these deposits in eastern Beringia. Caribou
(Rangifer tarandus), camel (Camelops sp.), musk ox
(Ovibos moschatus), saiga antelope (Saiga tatarica),
sheep (Ovis sp.), wapiti (elk; Cervus canadensis), and
yak (Bos sp.) were present in lower numbers. Carnivores
included short-faced bear (4rctodus simus), saber-toothed
cat (Smilodon sp.), brown bear (Ursus arctos), wolf
(Canis lupus), coyote (Canis latrans), and lion (Felis
sp.). Megafauna were abundant and represented a larger
amount of biomass on the Beringian landscape than any
that exists in the northern hemisphere today. Many of
these species did not survive in eastern Beringia much past
the LGM; however, key subsistence species for early
humans in the region did survive into the Late Glacial
and early Holocene, including bison and caribou
(Guthrie, 2006; Potter, 2011).
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Based on small and large mammalian fossil assem-
blages recovered from loessic deposits in eastern Beringia,
Guthrie (1968, 1990) proposed that a relatively homoge-
neous expanse of cold and arid steppe-like grassland,
often referred to as the “mammoth steppe,” extended east
to west from the Yukon, Canada, to northern Europe. This
grassland supported a diverse set of grazing megafauna
with horse, bison, and mammoth as the dominant large
mammal species. Some palynologists suggested, based
on pollen influx analyses from lake cores, that the
Beringian landscape was covered by sparse tundra during
the LGM and could not have supported sizable
populations of large mammals (Cwynar and Ritchie,
1980; Colinvaux and West, 1984).

More recent research on insect fossils and buried vege-
tation indicates that a geographically limited north-south
mesic zone, possibly with more shrub tundra vegetation,
was present on the exposed Bering Land Bridge (Hofle
et al., 2000; Elias and Crocker, 2008). This more mesic
zone may have prohibited some species (woolly rhinoc-
eros, bonnet-horned musk ox, and North American
camels) from migrating east or west over the land bridge
(Guthrie, 2001; Elias and Crocker, 2008). Guthrie (2001)
has referred to this mesic region as a north-south-trending
“buckle” within the expansive mammoth steppe grass-
lands. This mesic buckle served as a refugium for mesic-
adapted species and a barrier for several grassland-adapted
North American and East Asian large mammal and insect
species that never crossed the Bering Land Bridge, but
inhabited adjacent arid environments (Guthrie, 2001;
Elias and Crocker, 2008). Recent paleoecological studies
have placed a wider emphasis on regional variation of tun-
dra and shrub communities throughout Beringia with gra-
dients of xero-, meso-, and hydrophytic plants depending
on more local factors such as available moisture, evapo-
transpiration rates, soil temperatures, elevation, topogra-
phy, and aspect (Anderson and Brubaker, 1994; Elias
et al., 2000; Brigham-Grette et al., 2004; Zazula et al.,
2006; Elias and Crocker, 2008). Thus, the current picture
we have of the LGM Beringian climate and environment
was highly continental, arid, and treeless across much of
the Beringia, with shrubs likely occurring in lowland
riparian zones of central Beringia.

During the LGM, central Beringia likely had a greater
number of lakes than eastern Beringia (Ager, 2003), prob-
ably due to an east-west moisture gradient and potential
difference in evapotranspiration rates (Guthrie, 2001).
Many of the lakes in eastern Beringia were not initiated
until after 15,000 cal BP as a consequence of the highly
arid environment of the LGM (Shuman and Finney, 2007).

Late Glacial and Holocene

Around 18,000—16,000 cal BP, the climate began to ame-
liorate, and the extreme glacial conditions began to abate,
which marks the beginning of the Late Glacial period. By
16,000 cal BP, shrub tundra vegetation with an increase in
the presence of Betula (birch) expanded across many parts

of eastern Beringia (Bigelow, 2007). Populus trees
expanded northward beyond their current ranges by
12,900 cal BP (Mann et al., 2002). The expansion of shrub
tundra caused widespread zonation of steppe tundra at
higher elevations, thereby shrinking and fractionating the
distribution of large mammal-grazing habitat (Guthrie,
1990). Humans, moose, and wapiti appear to have
migrated into eastern Beringia at roughly the same time,
coincident with the expansion of shrubs (Guthrie, 2006;
Meiri et al., 2014). However, moose remained a very
minor part of the overall subsistence economy throughout
the late Pleistocene and Holocene (Yesner, 1989), while
wapiti played a more prominent role (Potter, 2005, 2008).

Across Beringia, climatic fluctuation and ecological
and landscape changes that were coincident with general
hemispheric cooling during the Younger Dryas
Chronozone (12,900—11,700 cal BP) seem to have been
highly variable across and within regions (Kokorowski
et al., 2008; Borzenkova et al., 2013). Several palynolog-
ical records in western and eastern Beringia document the
increase in herbaceous tundra taxa and decrease in woody
vegetation (Mann et al., 2002; Kokorowski et al., 2008;
Borzenkova et al., 2013), and localized glacial advances
coincident with the Younger Dryas have been recorded
in mountain ranges in interior, eastern Beringian regions
(Briner et al., 2002; Reger et al., 2008). An increase in
wind-blown sand deposition is recorded in a limited num-
ber of geologic sections in interior eastern Beringia imply-
ing localized sparse vegetation, exposed sediment
sources, and increased wind intensity (Bigelow et al.,
1990; Dilley, 1998). Other paleoenvironmental records,
however, show increases in shrub tundra and deciduous
species, soil formation, and continuing climatic ameliora-
tion (Carlson and Finney, 2004; Hoffecker and Elias,
2007).

Paleofaunal records show a substantial change in the
character and distribution of large and small mammal
communities that coincide with regional changes in cli-
mate, geological environments, and vegetative communi-
ties. Habitat reduction, decreases in belowground
biomass, introduction of toxic plants, and increases in
moisture and paludification have been put forward as
some of the primary processes leading to changes in inte-
rior Alaskan mammalian biodiversity from the LGM to
the Holocene (Guthrie, 1984, 1990, 2001). The distribu-
tions of small mammals, such as ground squirrels, large
browsers and grazers, and smaller mammals, became
more restricted from the Late Glacial into the early Holo-
cene, with some species becoming locally extinct
(Guthrie, 1990, 2006; Mann et al., 2013).

The inundation of the Bering shelf and separation of
northeastern Asia and western Alaska occurred between
12,000 and 10,000 cal BP (Elias et al., 1996, 1997,
Manley, 2002). This inundation reconnected the waters
of the Chukchi Sea of the Arctic Ocean to the Bering
Sea of the North Pacific Ocean. Air circulation patterns
began to fluctuate regionally and seasonally as the heights
of the large ice sheets were reduced. Coastal air masses
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were no longer blocked and bifurcated by the glaciers. The
early Holocene maintained a general trend of increased
warming and effective moisture. Multiple climate proxies
indicate that summer insolation and July temperatures
may have reached their maximum between 11,000 and
8,000 cal BP, a period referred to as the Holocene thermal
maximum (Kaufman et al., 2004). Deciduous and conifer-
ous forests expanded in many regions of Beringia, as well
as paludification (Bigelow, 2007; Borzenkova et al.,
2013). Sea-level rise began to stabilize around 6,000 cal
BP, reaching modern levels at about 4,700 cal BP
(Mason and Jordan, 1993; Mason et al., 1997), and the for-
mer highlands of central Beringia became islands and
peninsulas.

Beringia: the geoarchaeological record
Western Beringia

The geoarchaeological record in Western Beringia
exhibits considerable variability (see review in Brigham-
Grette et al., 2004) and has affected archaeological
research strategies. In much of Chukotka and Kamchatka
with few exceptions (e.g., Ushki Lake, Kheta), sites have
been discovered in areas with relatively little sediment
deposition, and surficial (or near surficial) archaeology
has largely limited analyses to typological approaches in
the absence of deep stratigraphy and secure radiocarbon
dating (Dikov, 1997; Slobodin, 1999). A more substantial
record of stratified and generally well-dated Late Paleo-
lithic sites (mainly post-LGM) has been discovered along
the Lena River and tributaries such as the Aldan River,
including Diuktai Cave, Verkhne-Troistakaya, and
Ust-Mil 2 (summarized in Mochanov and Fedoseeva,
1996). The Yana RHS (Rhinoceros Horn Site) site (over
70° N. latitude), with an occupation dating to ~28,000
'%C BP, pushes human occupation in Western Beringia
to before the LGM (Pitulko et al., 2004; Nikolskiy and
Pitulko, 2013).

Much archaeological research has focused on the earli-
est colonization of Northeast Asia, the presence/absence
of humans during the LGM (Goebel, 2002 vs. Kuzmin
and Keates, 2005; Kuzmin, 2008; and later papers by
Kuzmin), and identifying the ancestors of the earliest
Americans (see review in Hoffecker and Elias, 2007).

Many archaeologists have typically used culture
history-based approaches to Siberian archaeology, and
geology, where it is considered, has been focused on chro-
nology (e.g., Okladnikov, Mochanov, Dikov), though
there are examples of more geoarchaeologically informed
approaches (e.g., Tseitlin, 1979; Waters et al., 1999; Buvit
2008, 2011). More recently, site-based and regional
geoarchaeological approaches have become more com-
mon (Nikolskiy et al., 2010; Basilyan et al., 2011;
Nikolskiy and Pitulko, 2013). New dating approaches
such as OSL dating have been applied with varying suc-
cess (e.g., Huntley and Richards, 1997; Waters et al.,
1999).

The cultural chronology of Western Beringia has seen
considerable debate, with various labels applied to the
same materials — e.g., the Diuktai, Selemdzha, and
Kamchatkan Paleolithic (Mochanov and Fedoseeva,
1996; Dikov, 2004; see Vasil’ev, 1993). The earliest
undisputed occupation, at Yana RHS, is a Middle Upper
Paleolithic site similar in certain respects to contempora-
neous southern Siberian sites (e.g., Mal’ta) and unrelated
to the later Diuktai culture, which is associated with wide-
spread post-LGM expansion to into western and eastern
Beringia (Yi and Clark, 1985; Goebel, 1999).

Central and eastern Beringia

Archaeological research in central Beringia concentrating
on Late Glacial and early Holocene sites has been limited
to identifying the potential for submerged landforms dat-
ing to these periods through geophysical remote sensing
and coring. The only extensive archacological excava-
tions that have been conducted in central Beringia are on
islands that were once the highlands of the Bering Land
Bridge; no human occupations have been found that date
older than 4,000 cal BP.

Eastern Beringia holds some of the oldest archacologi-
cal sites in North America and what has long been
suggested as a unique record of technological variability
during the Late Glacial and early Holocene that blends
Old and New World technological traits (i.e., prismatic
core and blade and bifacial projectile point technologies,
respectively). The mechanisms that have led to variability
in the eastern Beringian record have been highly debated
with reasoning invoking stylistic and technological differ-
ences among cultural groups, differences in seasonal
resource procurement strategies, and variation in raw
material quality, abundance, and size and shape.

Many of the sites in the northern part of eastern
Beringia (Seward Peninsula, the Brooks Range regions,
and northern coastal plain) have been found on bedrock
promontories and glacial outwash features. The overlying
unconsolidated sediments are generally shallow (<1 m
thick) and consist of eolian fine sands and silts and rego-
lith (Reanier, 1982; Rasic, 2011; Goebel et al., 2013).
Soils on these landforms above the Arctic Circle tend to
cryic in nature and generally either gelisols or inceptisols
that form under moist and wet tundra vegetation in cold,
dry environments (Ugolini, 1986; Muhs et al., 2000).
Podzolization in these regions primarily occurs under
the presence of acidic tundra-heath vegetation and at the
tree line of the coniferous forests.

The sites that have tended to garner the most attention
are those that are associated with what has been termed
the “Northern Paleo-Indian tradition” (Dixon, 1993;
Reanier, 1995; Smith et al., 2013). Many of these assem-
blages contain distinctive styles of lanceolate and fluted
projectile points that date between 12,900 and 11,200 cal
BP and what may be regionally separated into three com-
plexes: the Mesa, Northern Fluted Point, and Sluiceway
complexes (Smith et al., 2013). The Mesa site is one of
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the more well known of these types dating to the Late Gla-
cial and early Holocene and one of the type sites for the
Mesa complex. A grouping of sites in the western Brooks
Range has formed the basis of the Sluiceway complex
(Rasic, 2011). Many sites containing so-called Northern
Fluted Points have been used to define the Northern Fluted
Point complex, and many of the finds have occurred on the
surface of landforms or in very shallow undated contexts
(Dixon, 1999). Recently, two sites were excavated in
northwestern Alaska, Raven Bluff, and Serpentine Hot
Springs that contain buried fluted point assemblages as
well as relatively well-defined stratigraphy that has
yielded age determinations from 12,400 to 11,200 cal BP
(Goebel et al., 2013; Smith et al., 2013).

Microcore and blade technology has been recognized at
several of these northern Beringian sites; however, they
are generally assumed to have been produced by the later
American Paleoarctic tradition or the Denbigh Flint com-
plex (Giddings, 1964; Anderson, 1970) occupations of the
region. The shallowness of the overlying unconsolidated
sediments along with postdepositional disturbance of the
deposits may have created a palimpsest and mixture of dif-
ferent occupations. However, several studies have been
able to separate different components and occupations
by fine-grained intrasite spatial analyses of activity areas
(Bowers, 1982; Bever, 2000; Rasic, 2011). In addition,
the lack of sufficient deposition over the archaeological
materials makes for poor protection and increases the rate
of degradation of organic materials at surface and near-
surface sites. Well-preserved faunal remains associated
with sites such as these are uncommon, with the exception
of caribou at Raven Bluff (Smith et al., 2013).

Other depositional settings in which northern eastern
Beringian sites occur are dunes (e.g., Nogahabara I: Odess
and Rasic, 2007), caves (e.g., Trail Creek and Bluefish
Caves: Larsen, 1968; Cing-Mars, 1979), and alluvial ter-
races (e.g., Onion Portage: Anderson, 1988).

The earliest traces of humans in interior eastern
Beringia appear to be associated with landscape stability
and soil development. Human colonization of interior
Alaska occurred during a period of the Late Glacial in
which birch (Betula sp.) shrubs and likely willow (Salix
sp.) expanded across the landscape (Bigelow and Powers,
2001; Hoffecker and Elias, 2007). Soil development inten-
sified during the Late Glacial, likely associated with the
expansion of shrubs and then dramatically increased
throughout the early Holocene as forests began to expand.

In interior Alaska and the Yukon, Canada, relatively
deep loess and eolian sand deposits (>1 m thick) contain
excellent records of well-stratified soil sequences dating
back to the Late Glacial — ~14,500 cal BP (Dilley, 1998;
Hoftecker and Elias, 2007; Reuther, 2013), although some
landforms in more wind intense environments were par-
tially denuded of unconsolidated fine sediments. Surface
and near-surface sites in these environments potentially
suffer from similar multiple occupation palimpsest and
preservation issues similar to those mentioned above at
sites in northern eastern Beringia. In addition,

postdepositional movement due to freeze-thaw of sedi-
ments (cryoturbation) and downslope movement
(solifluction/gelifluction) can become a hindrance to
deciphering potentially mixed occupations. Several sites
that played a significant role in the development of eastern
Beringian archaeology suffered from many of the issues
outlined above, including many of those that were used
initially to define the Denali Complex (West, 1967,
1975), e.g., the Campus site (Mobley, 1991) and sites
around the Tangle Lakes region (West, 1996).

Extensive geological and geoarchaeological investiga-
tions have been conducted in two main river valleys in
interior eastern Beringia: the Nenana and Tanana.
Geoarchaeological studies during the North Alaska Range
Early Man Project established a relatively consistent Late
Glacial and early Holocene loess and sand sheet deposi-
tional sequence with intermittent soil development and
landscape stability throughout the Nenana River Valley
(Thorson and Hamilton, 1977; Powers and Hoffecker,
1989). Immature tundra soils (Cryothents) were wide-
spread in the Nenana Valley during the Late Glacial and
early Holocene occupations, while incipient forest soils
(Cryochrepts) began developing later in the Holocene in
areas where eolian deposition waned (Thorson and Ham-
ilton, 1977; Power and Hoffecker, 1989). Geological work
associated with the project also helped refine the glacial
sequences and alluvial terrace development in the region
(Ten Brink and Waythomas, 1985). Several important
early sites in the Nenana Valley and adjacent valleys are
situated on alluvial and outwash terraces and fans, includ-
ing the Carlo Creek, Dry Creek, Eroadaway, Moose
Creek, Owl Ridge, Panguingue Creek, Walker Road, and
Teklanika West sites. Several of these sites helped to clar-
ify the antiquity of the Denali Complex (West, 1967,
1975) dating it back to 13,000 cal BP, along with the rec-
ognition of an earlier regional and stratigraphically lower
occupation, the Nenana Complex, dating back to
13,300 cal BP (Powers and Hoffecker, 1989; Goebel et al.,
1991).

Several sites in the Tanana River Valley contain excel-
lent organic preservation due to the rapid accumulation
of, and calcareous nature of, the loess (Dilley, 1998;
Reuther, 2013) and an incredible wealth of faunal
assemblages that date to the Late Glacial and early Holo-
cene. Like the Nenana Valley, immature soils
(Cryothents) were widespread in the Tanana Valley during
the Late Glacial and early Holocene occupations due to
competing processes of soil formation and vegetation
growth versus loess deposition. However, the Late
Glacial and early Holocene Tanana Valley soils were
likely associated with a shrub tundra and scattered
open deciduous forest. Incipient forest soil (Cryochrepts)
development began in the early part of the Holocene
(Dilley, 1998; Potter, 2005; Reuther, 2013), likely associ-
ated with an open deciduous forest. As loess deposition
decreased throughout the Holocene, coniferous forests
and peats began to develop across the Tanana Valley,
and landscapes became more stable.
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Early sites in the middle and upper portions of the Tan-
ana River Valley reveal a rich history of hunter-gatherer
occupations that date back to 14,000 cal BP and the earli-
est unequivocal evidence for the settlement of northern
North America (Holmes, 1996, 2011; Potter et al., 2013).
Sites are generally situated on bedrock bluff edges and
knolls (e.g., Bachner, Broken Mammoth, Chugwater,
Gerstle River, Little John, Mead, McDonald Creek, Swan
Point, the Healy Lake Village, and Linda’s Point sites) and
stabilized sand dunes (e.g., Upward Sun River and Key-
stone Dune sites) that were adjacent to wetlands during
the time of the Late Glacial and early Holocene occupa-
tions, which allowed access to a wide diversity of animals,
birds, and fish (Yesner, 2007; Potter et al., 2011, 2013).
While many of the early sites in eastern Beringia are hunt-
ing and secondary processing camps, at least two sites in
the middle Tanana Valley are base camps — the Upward
Sun River and Mead sites — giving us a glimpse into more
residential life, including mortuary practices (Potter et al.,
2011, 2013, 2014).

In other regions of interior eastern Beringia, we are just
beginning to get a glimpse of the Late Glacial and early
Holocene records as more archaeological and
geoarchaeological investigations are being conducted.
Higher elevation landscapes in the central Alaska Range
and the Talkeetna Mountains were used shortly after
deglaciation as evident at 11,000—12,000 cal-year-old
sites such as Bull River II, Jay Creek Ridge, and the
Phipps sites (West et al., 1996; Dixon, 1999; Wygal,
2010).

Late Glacial and early Holocene cave archaeological
sites are few in interior eastern Beringia, the most well
documented being Lime Hills Cave I in southwestern
Alaska with occupations that date back to 12,000 cal BP
(Ackerman, 2011). Other caves have yielded important
paleontological data dating back to 18,000 cal BP, but they
have yet to yield early archaeological remains (Sattler
et al., 2001).

The coastal zones of southern Alaska and northwestern
British Columbia, beyond what is traditionally viewed as
Beringia proper, contained areas that remained
unglaciated during the LGM or were deglaciated very
early in the Late Glacial period (Carrara et al., 2007;
Misarti et al., 2012). These ice-free areas provided habitat
for many terrestrial mammals (Heaton and Grady, 2003).
Several early sites on raised terraces and in caves in south-
eastern Alaska and northwestern British Columbia (Dixon
etal., 1997; Fedje et al., 2011; Carlson and Baichtal, 2015)
date back to 12,000 cal BP. The earliest sites in the islands
and peninsulas of the Bering Sea region date to no earlier
than 9,500 cal BP (Davis and Knecht, 2010).

Summary

Beringia was a vast and geologically complex region no
matter how its borders are defined by researchers. Past ter-
restrial mammalian diversity through the LGM and into
the Late Glacial appears to have been much higher than

many of the regions in northern Asia and northern North
America today. The marginality of the interior northern
environments that we see in these regions today may be
more the product of Holocene changes in the climate and
environment. During the Late Glacial and early Holocene
interval, we see broad similarities in technology, subsis-
tence, and settlement systems across many regions of
Beringia. These systems became more regionalized into
the Holocene with an adaptation to new changes in land-
scapes and the abundance and types of resources.
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BIG EDDY SITE, MISSOURI

Edwin R. Hajic
GeoArc Research, Inc., Santa Fe, NM, USA

The Big Eddy site (23CE426) is located in the lower Sac
River valley at the Plains-Eastern Woodlands boundary
in southwest Missouri, USA (Hajic et al., 2007). It is
a rare, documented site that contains distinctly stratified
and radiocarbon-dated Early Paleoindian through Late
Archaic cultural deposits. Early projectile points recov-
ered from excavations at the site include Gainey,
Sedgwick (Eastern Folsom), Dalton, and San Patrice
(Hope and St. Johns varieties) (Lopinot et al., 1998,
2000). There is a scant and inconclusive evidence for
a pre-Early Paleoindian cultural horizon, represented
by a large possibly utilized flake, refit fragments of
a possible anvilstone, and a poorly preserved bison-sized
bone fragment.

Early cultural material is contained within alluvial
deposits belonging to an early submember of the Rodgers
Shelter Member (a series of alluvial fills) that span the
metamorphosis from a braided to meandering regime in
the Sac River valley. Alluvium in the lower and middle
part of the early submember aggraded between
ca. 15,300 and 13,250 cal year BP through a transition
from braid-bar to upper point bar depositional environ-
ment at the site. Pre-Paleoindian-age material is contained
in at least the uppermost 0.7 m of this sequence. Alluvium
in the middle and upper part of the early submember that
hosts the Paleoindian sequence is 0.7 m thick and
aggraded between ca. 13,250 and 11,870 cal year BP
through the transition from point bar to floodplain

depositional environment. A complex buried soil altered
deposits with Paleoindian and pre-Paleoindian material.
The buried soil has a cumulic A horizon and is welded
onto a paleogeomorphic surface at the top of Middle
Paleoindian material that stabilized during the Younger
Dryas (Hajic et al., 2007; Dorale et al., 2010).

Nearly 3 m of fine-grained floodplain alluvium, with
a basal age of about 11,250 cal year BP, buries and pre-
serves the Paleoindian record, and it contains stratified
cultural material representing nearly the entire post-
Paleoindian prehistoric cultural sequence as well. Post-
Paleoindian alluvial stratification at the site resulted
from lateral migration of the stream and aggradation of
thick floodplain overbank and terrace veneer deposits of
Early and Middle Holocene age, as well as a thin terrace
veneer deposit of Late Holocene age at the top of the sec-
tion. Overlying deposits are thick enough to mask
completely the relief characterizing the buried Paleoindian
alluvial landscape. At least seven distinctly stratified
Early Archaic components are represented within the mid-
dle submember, including Breckenridge, Scottsbluff,
Cache River, Graham Cave, Rice Lobed, and Hidden
Valley. At least five later Archaic components are
represented in both floodplain and terrace veneer deposits
in different spatial locations at differing depths in associa-
tion with a younger buried soil developed in the top of
the middle submember. Minor Woodland and Mississip-
pian components are within the uppermost increment of
the late submember terrace veneer that is altered by the
surface soil.

Big Eddy may not be a unique locality but rather part of
a Paleoindian district in the lower Sac River valley.
A cutbank survey along the steep eroding face of the river
identified 22 Paleoindian sites, including at least one Clo-
vis site, along 49 km of the lower Sac River (Ray and
Lopinot, 2005). Valley geomorphic mapping and cutbank
stratigraphy suggest other Paleoindian sites are likely
associated with paleotopographic highs at the tops of
former braid bars.

For further reading, see Lopinot and Ray (2007, 2010),
Lopinot et al. (1998, 2000, 2005), and Ray et al. (1998,
2000, 2009) including papers within.
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BLOMBOS CAVE

Magnus M. Haaland and Christopher S. Henshilwood
Department of Archaeology, History, Cultural Studies and
Religion, University of Bergen, Bergen, Norway

Blombos Cave is located in Blombosfontein Nature
Reserve on the southern Cape coastline of South Africa.
The site is situated within a south-facing cliff on the upper
part of a coastal slope, ca. 34.5 m above sea level, some
100 m from the present-day shoreline. The cave formed
at the base of the sandy limestone bed of the Wankoe
Formation (Mio-/Pliocene aeolianites) at its contact
with the underlying Table Mountain Group (quartzitic
Ordovician sandstones).

The outer talus is stabilized by large, semi-exposed
blocks and presents a gently sloping platform that extends
4-5 m southward. The cave interior comprises a main
chamber with an accessible surface area of ca. 40 m®.

Irregular cavities and smaller interconnected channels and
chambers extend inwardly. The sediments at the base of
the cave contain detrital particles of the substratum which
are most likely related to the disaggregation of the limestone
during the initial stage of cave formation. The seaward
extension of the original limestone bedrock was at one stage
truncated by marine erosion sometime during the Plio-
Pleistocene, resulting in the opening of the cave. Following
this exposure, infill sediments from the cave exterior accu-
mulated and intermixed with limestone roof spalls.

In the excavated part of the cave, near the cave
entrance, the sedimentary sequence is more than 3 m deep.
It contains a well-stratified and unconsolidated deposit
that is characterized by three major lithostratigraphic
units. At the base is a layered and finely laminated
sequence that contains Middle Stone Age (MSA) artifacts
and anthropogenic material. In the middle, there is
a coarse, sandy horizon representing an occupational
hiatus, and on top lies a thin, silty, and sandy deposit that
contains Later Stone Age (LSA) material. The hiatus,
which can be found over more than 95 % of the excavated
area, shows no major disturbance from the overlaying
LSA deposit (Henshilwood, 2005). Decomposed marine
and terrestrial faunal remains (fish, shellfish, and animal
bones) and organic material are found within the sandy
LSA and MSA layers. Larger combustion features,
smaller hearths, and ash-rich horizons are also observed
throughout the sequence.

The MSA sequence in Blombos Cave has been dated to
ca. 101-70 ka using a number of methods, including ther-
moluminescence (TL), optically stimulated luminescence
(OSL), uranium-thorium series (U/Th), and electron spin
resonance (ESR). The occupational hiatus between 70 and
2 ka suggests that the cave was sealed off by acolian dune
sand during this period. The cave entrance may have
reopened during the mid-Holocene transgression
(ca. 4-3 ka), when high sea levels eroded away most of
the nearby sand dune. Remnants of this eroded dune system
are still visible in the surrounding coastal landscape. The
LSA sequence is radiocarbon dated to 2000—290 years BP.

The most informative archaeological material — some
of it ascribed to the Still Bay techno-complex — has been
recovered from the MSA sequence and includes worked
and engraved ocher, ocher processing kits, engraved bone,
marine shell beads, polished bone tools, and bifacially
worked stone tools (Henshilwood et al.,, 2002,
2004; Mourre et al., 2010; Henshilwood et al., 2011).
The archaeological material recovered from Blombos
Cave shows that, during the MSA, humans had developed
a diverse set of subsistence and procurement strategies
and were regularly manufacturing composite tools.
The evidence for personal ornaments and abstract depic-
tions represents some of the earliest occurrences of sym-
bolically mediated behavior. The MSA sequence at
Blombos Cave is thus central to our current understanding
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Boxgrove, Figure 1 Panoramic view of Blombos Cave interior (Photo by Magnus M. Haaland).

of the behavioral, cognitive, and cultural development
of early humans in southern Africa during the Late
Pleistocene (Figure 1).
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BOXGROVE

Richard I. Macphail
Institute of Archaeology, University College London,
London, UK

The Lower Paleolithic site of Boxgrove, West Sussex,
UK, is located 12 km north of the present day coastline
of the English Channel, in a buried early Middle Pleisto-
cene landscape that extends 26 km from east to west
(Roberts and Pope, 2013). The area has had a long history
of geological and archaeological investigation dating back
to the nineteenth century. The main excavations
were carried out in two gravel quarries that covered
a 1 km stretch of paleocoastline (Roberts and Parfitt,
1999). A tibia and two teeth, probably from Homo
heidelbergensis (Stringer et al., 1998), were recovered
from a depositional sequence of marine followed by ter-
restrial sediments that were rich in artifacts and faunal
remains.

The sediments record a change from interglacial/tem-
perate (MIS 13) to glacial/cool conditions (MIS 12).
Three marine cycles were found, with the highest point
of marine transgression recorded at 43.5 m above sea level.
However, this height is attributable to post-depositional
neo-tectonics rather than a true eustatic rise in sea level
only. Terminal marine regression led to the deposition of
intertidal silts (Unit 4a/b) over nearshore sands (Unit 3)
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laid down during the transgression phase. Current date
estimates for the warm-phase hominin occupation range
between 500 and 478 ka. The lowermost major hominin
occupation occurred in Unit 4b, with examples of
large animal (e.g., horse) butchery and Acheulian hand
axe manufacture preserved within laminated silt and
chalky clay intertidal mudflat sediments as indicated by
invertebrate microfossils (foraminifera and ostracods).
The most extensive occupation, however, is recorded in
Unit 4c, where concentrations of worked flint occur
within a thin (now only ~40 mm in places) Aquic
Udifluvent soil (calcaric-alluvial soil) formed by terres-
trial ripening (weathering) of the uppermost Unit 4b. This
process involved decalcification and a loss of mass
(some 20-30 % by weight), which possibly developed
briefly over ~100 years. Very few micro-pedological
features (burrows and small invertebrate excrements) are
preserved, but those present are consistent with small
mammal fauna (voles and moles). This soil and overlying
organic bed Unit 5a have now been mapped by boreholes
across some 13 km of the full 26 km extent of the paleo-
landscape, outside the original quarry site. The sediments
record the silting up and terrestrial landscape evolution
of a large Middle Pleistocene marine embayment
(Roberts and Pope, 2013). Uniquely at Quarry 1, a proba-
ble spring-fed freshwater pond was formed by eroding
through Units 4a/b down into Unit 3, the freshwater event
being coeval with the formation of Unit 4c elsewhere.
Numerous hand axes, abundant bones of large fauna such
as extinct rhinoceros, and preserved hominin remains
were found here in calcareous sediments (Roberts et al.,
2015). Anomalous inundation then affected the whole site,
forming microlaminated and often ferruginous Unit Sa
that likely originated as a carr (waterlogged woodland)
colonized by alder. One borehole near Slindon, 5 km to
the east, found a Unit Sa, in which both enigmatic coarse
broad-leaved wood charcoal and remarkable examples of
preserved, albeit degraded, wood occur (Macphail et al.,
2010). Upward, the sequence eventually becomes domi-
nated by cool-phase sediments, but even these include
instances of refitting artifact scatters, i.e., lithic flakes that
conjoin, or refit, back into parts of their original core,
thereby giving evidence of undisturbed occupation resi-
due and not simply reworked material displaced from ear-
lier occupations. Both an occupied interstadial (within
Unit 8) and cool, humid soliflual deposits (Unit 11) are
recorded.
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BUILT ENVIRONMENT

Joseph Schuldenrein
Geoarchaeology Research Associates, Yonkers, NY, USA

Synonyms
Cultural landscapes; Human-engineered cultural, social,
and physical landscapes

Definition

The built environment refers to landscapes that are largely
generated by people to sustain human activity. These set-
tings include buildings, parks, and infrastructure facilities.
They are viewed on a variety of scales ranging from neigh-
borhoods to cities and surrounding municipalities that
constitute “greater metropolitan areas.” The archaeology
of the built environment refers to the performance of sur-
vey, testing, and more extensive excavation of cultural or
heritage resources. In the current age of sustainability,
archaeology undertaken in wurban settings assumes
increased significance because space is confined, and the
nearly continuous development intrudes upon older his-
toric resources that represent actual archives of urban
growth. Such intrusions are lateral, vertical, or both, and
they impose complex stratigraphic disturbances upon
remains that possess inherent archaeological importance.
In fact, significant cultural resources are contained within
the complicated accumulation of sediments laid down by
natural and anthropogenic processes. These resources are
subsequently disturbed or otherwise overridden by suc-
cessive phases of development and landscaping.

There is a “top-down” bias in ranking the archaeologi-
cal remains of the built environment. Traditional heuristic
templates and theoretical models hold that stratified urban
deposits assume increased importance with depth (i.e.,
age) and degree of preservation (i.e., retention of “archae-
ological integrity and context”). In the United States, for
example, where the 50-year rule enacted under
Section 106 of the National Historic Preservation Act
(NHPA, 1966) determines the classification of a resource
as formally significant (if it is older than 50 years), upper
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sediments in an urban sequence are considered to be “fill,”
or effectively undifferentiated depositional bodies. As the
word “fill” implies, such sediments, with or without
embedded cultural materials, are almost entirely dismissed
out of hand archaeologically under the presumption that
they carry no apparent worth other than functioning to
level out a surface. However, older sediments,
reconfigured for the same purpose as fill but 100-200
years earlier, may be deemed significant because they
formed the foundation of a historic structure or municipal
feature whose antiquity potentially affords it archaeologi-
cal significance. The plethora of archaeological investiga-
tions in urban settings has called into question these
traditional models, in step with the increasing acceptance
of the concept of the Anthropocene, a “new human-
dominated geological epoch” (Lewis and Maslin, 2015).
This epoch is largely founded on the premise that human
impacts account for the unique and dense deposits of an
increasingly urbanized contemporary world. Within that
context, it can be argued that the built environment will
constitute a more prominent, even dominant, arena for
archaeological exploration. For geoarchaeologists,
today’s land use patterns, and their present and evolving
sedimentary and depositional contexts, are pivotal to the
performance of “future archaeology.” It follows that more
sophisticated methods in geoarchaeology must be devel-
oped to analyze, for example, sediment bodies impacted
by a broad range of anthropogenic inputs and residue dis-
aggregation patterns that possess multiple origins, some
never before encountered in the archaeological record.

Introduction

The built environment’s boundaries and structural compo-
nents are not easily charted geographically for a given
metropolitan area. They will extend outward to suburban,
exurban, and even rural areas in which support facilities
for human activities have been constructed. This entry will
consider modern built environments, but the analytical
framework postulates that similar processes of anthropo-
genic construction and disturbance can be traced back in
time to the earliest settlements comprising durable archi-
tecture. Modern infrastructure components considered
here include the utility, supply, and distribution networks
that allow built environments to function in maintaining
contemporary lifeways. Major utilities encompass water
and sewerage systems, electric and gas grids, fiber-optic
lines, transportation networks, and energy facilities.
A corollary to the function of the built environment is that
the utilization of spaces by their occupying populations
creates activity loci that record evidence of work and lei-
sure time behaviors. Thus, this perspective of the built
environment represents an anthropological approach to
the continuity of patterned behavior. Its study implies that
contemporary activities are the eventual archives of past
human behavior as it will be seen in the future.

For archaeology, the built landscape may be viewed as
composite and functional geographic settings wherein

archaeology is performed — generally for legal and com-
pliance purposes but also for research, the latter typically
on a smaller scale. Archaeological work is legally man-
dated in settings that stand to be modified by construction
and related activities. Firms contracting for these projects
engage in what is called Cultural Resource Management
(CRM), of which the charge is to mitigate the destruction
of cultural remains, or remove them in a controlled, scien-
tific manner, for the benefit of the citizenry. When devel-
opment of these settings is undertaken, legally defined
adverse effects may accrue to buried cultural resources
(per NHPA, 1966). Accordingly, when project designs
necessitate disturbances to lands that are both slated for
development and funded by public monies, mitigation
measures may be mandated by law. Empirically, this
means that if (formally defined) significant archaeological
resources are encountered, these must be documented,
recovered, or bypassed depending upon projected impacts.
It is stressed that decisions on mitigating impacts to cultural
resources within the built environment require unique
cooperative arrangements between regulators, stake-
holders, developers, engineers, and planners, as well as
the cultural resource teams implementing the work.
Decision-making is driven by cost-benefit analyses and
implemented by private contractors (e.g., for constructing
housing complexes) and by public development agencies
(e.g., for expanding subway lines). Ultimately, the perfor-
mance of archaeology in urban settings must be meticu-
lously coordinated by archaeological teams, construction
engineers, and urban planners to guarantee that the activi-
ties of each do not delay or otherwise impede those of the
other. Scheduling and use of space in these efforts is of par-
amount importance — see Carver (2013) for a discussion of
logistics and planning in London’s Crossrail project.

Geoarchaeologists are beginning to play a significant
role in planning and applying mitigation strategies
because of an increased emphasis on noninvasive data
prospection and recovery in this “age of sustainability”
(Brown et al., 2011). This approach is a practical result
of limited accessibility (see below) to the urban substrate,
which is packed with dense configurations of utilities as
well as communication and resource networks.

The built environment in urban areas will typically pre-
serve both discrete and disparate locations where much, if
not all, of the surface and subsurface terrain has been pre-
viously disturbed, sometimes in the earlier historic past.
Archaeological resources in such settings are often diffi-
cult to assess formally because, as noted above, sediment
bodies currently classified as historically insignificant
“fill” may extend to nineteenth- and eighteenth-century
layers (or earlier) and thereby acquire increased impor-
tance because they bear on land use and discard practices
of historic antiquity. Since these layers are often “stacked”
(i.e., formally stratified), they effectively constitute suc-
cessive occupations or multilevel archaeological sites.
Paradoxically, while such buried pockets of cultural resi-
dues are dominated by “disturbance” activities that may
compromise their archaeological integrity, the array of
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deposits and the artifacts within them preserve unique
archaeological features (in the standard sense). Such
deposits should not be dismissed as fill horizons since they
represent historic practices that have changed through
time. Moreover, deeper strata in the historic succession
generally reflect lower-level “disturbances,” since older
technologies generally resulted in less disaggregation of
primary occupation loci. One could contend, with reason,
that systematic excavation of an urban footprint exposes
strata within a single, multicomponent historic site, and
that each and every horizon holds archaeological signifi-
cance in documenting the evolution of the city.

Viewed from a contemporary perspective, in exurban
and rural areas where less extensive and often shallower
disturbance has taken place, elements of built environ-
ments may be anomalous and unique. Examples of limited
impacts in rural areas are single-purpose constructions
such as sewer lines and roadways. Rural areas are likely
to have larger expanses of intact land, which may be more
likely to contain undisturbed evidence for prehistoric cul-
tural resources, while more urban tracts may preserve
“palimpsests” or complex superpositions of archaeologi-
cal remains representing occupations ranging from the
prehistoric to historic. The upper limits of this time line
extend to the subrecent and recent. Preliminary assess-
ments of archaeological sensitivity are often the initial
steps in the legal compliance process that provide both
developers and cultural resource regulators with strategic
guidelines  for archaeological exploration. For
geoarchaeologists, the key issues involve reconstructions
of site formation processes indexed by chronologies. Such
syntheses are often assembled by linking horizontally- and
vertically-fragmentary natural stratigraphies with cultural
residua that have often been displaced by earlier construc-
tion and secondary mobilization from their primary
(in situ) activity areas. Stratigraphic taxonomies are criti-
cal for sequencing and codifying time-transgressive chro-
nologies at historic sites. These may extend vertically
from complex anthropogenic horizons (at the top of the
sequence) to largely geogenic soils and sediments (at the
bottom). At historic sites, and especially within the built
environment, the “laws of superposition” become prob-
lematic and may require site-specific modification based
on complex interfingerings of laterally- and vertically-
compromised features and strata. The practitioner is
advised to consult Harris (1989, Chaps. 5 and 6) as
a baseline for developing an overarching sequence, in part
grounded by the Harris Matrix.

When addressing issues attendant to the archaeology of
the built environment, researchers must be focused on one
of two specific objectives, both of which bear on
geoarchaeological elements: (1) Is the goal to examine
only targeted archaeological contexts beneath strati-
graphic layers of extant and older (recent to subrecent)
debris as probing proceeds through vestiges of present
and former built environments? or (2) Must investigators
concern themselves with vertical documentation of the
entire stratigraphic complex of remains up through and

including the time of interest? These questions are cur-
rently being framed by twenty-first-century archaeologists
in conjunction with the general concern that even contem-
porary landfills and dumps — signature archaeological
components of built environments — must be considered
future archaeological features going forward. It can be
argued, for example, that today’s landfill sites and the pro-
cesses that account for their accumulation reflect
a technology and functional urban context that will pro-
vide clues for archaeologists of the twenty-second cen-
tury; in short, they will help reconstruct the cultural
lifeways of the present day. These questions characterize
contemporary archaeological debate in conjunction with
the controversial designation of the Anthropocene as
a unique time-stratigraphic unit whose signature is the
record of multiscalar events largely attributable to human
interference.

In general, however, the focus of this entry is methodo-
logical, and concentrates on the first question: specifically
the performance of archaeological work in complex, mod-
ern built environments. Here, the prevailing need is to
extract maximum archaeological information in
compromised  (subsurface) stratigraphic  contexts
(although see the entry on “Dumps and Landfill” else-
where in this volume).

Historic background

Updated concepts of the built environment have their roots
in anthropological archaeology and were developed by
scholars who explored the connection between environ-
ment and human behavior (Rapoport, 1990). In a broad
sense, such theoretical foundations expand upon the
theme of the symbiotic relationship between adaptive
behaviors and changing landscapes, an idea initially
pioneered by Karl Butzer (1964) and referenced as the
“man/land relationship.” The pace of landscape change
accelerated in historic times, and patterns of cultural adap-
tation emerged in response to diverse landscape transfor-
mations that increasingly included humanly engineered
physical geographic settings.

A recent review of heuristic trends in anthropological
archaeology argued that one of the most pressing issues
in twenty-first-century archaeology was to explore “. . .the
ways in which the built environment, including the visible
remnants of past settlements and monuments, has shaped
patterns of culture change” (Rodning, 2010). Over the
long term, the interdependence between the environment
and culturally structured behavior systems provides for
evolutionary changes in the human condition and
accounts for the transition from foraging to farming, to cite
just one pivotal example. Dynamic environmental zones
are seen as accommodating different subsistence patterns,
and, by extension, they can variously impact sociopolitical
and economic systems. More recent scholarship implicitly
links the built environment to the aforementioned
Anthropocene (Lewis and Maslin, 2015) wherein the
prevailing and accelerated impacts of human activity have


http://dx.doi.org/10.1007/978-1-4020-4409-0_132

80 BUILT ENVIRONMENT

left sedimentological and stratigraphic records attributed
to products of both cultural activities and climate change
(Ruddiman, 2013; Waters et al., 2014). Viewed through
a human ecological lens, Butzer’s “man/land relationship”
has changed to a point where the evidence of that record is
now dictated more by human impacts and less by land-
scape transformations generated by unimpeded ecological
cycles.

A compelling case has been made that two dates, AD
1610 and AD 1964, should be considered as marking the
beginning of the Anthropocene based on the global scale
of such impacts — known as a Global Stratotype
Section and Point, or GSSP (Lewis and Maslin, 2015,
173). In support of the earlier date, there is evidence
(from the Greenland ice cores) that AD 1610 marked
a low point in CO, emissions worldwide. The latter date
(AD 1964) marks the initial global effects of '*C peaks
due to nuclear weapon detonation. Broader interpretations
equate the onset of the Anthropocene to the immediate
post-Pleistocene (ca. after 10,000 BP) and even turning
points thereafter, based on expanding regionally derived
patterns of cultural impact on landscapes. For example,
both the Industrial Revolution and the expansion of
Euroamerican culture within the New World have been
invoked as changes that triggered the epoch (Nevle and
Bird, 2008; Fischer-Kowalski et al., 2014). While the
argument in support of a globally-based date for the
Anthropocene is ongoing, and falls beyond the scope of
this presentation, the concept of the built environment fac-
tors deeply into all considerations of archaeological prac-
tice in contemporary urban settings. It can be argued that
once complex societies take root and city-states are func-
tionally or structurally recognizable in the archacological
record, the built environment is effectively introduced. It
constitutes a separate archaeological domain together with
the methodological challenges attendant to maximizing
systematic recovery and interpretive yield from that con-
text. Accordingly, time ranges for the onset of the built
environment can vary significantly, from the third millen-
nium BC in the ancient Near East to the eighteenth- and
even ninieteenth-century in many parts of contemporary
North America. For present purposes, however, the use
of the term should probably be confined to archaeological
activities performed in and around urban centers where
basal infrastructures are seen as the foundations of pro-
gressively more functional and efficient variants of those
surviving at the tops of sequences in contemporary cities.

The need to understand the archaeology of the built
environment is clear. Urban landscapes house archaeolog-
ical records associated with prominent cultural remains
and their distributions, and these remains increase in rich-
ness through time. On a global scale, dominant demo-
graphic shifts from rural- to urban-based lifeways
strongly indicate that local and regional investigations
exploring the dynamics and timing of such trends mirror
the evolution of the urban human condition. Perhaps even
more important is that when researchers infer advances in
infrastructure technology (through material culture studies

of the same), they are effectively in a position to help
develop future urban planning strategies. The watchwords
“the past is the key to the future” are nowhere more com-
pelling than in urban centers in the age of sustainability,
where the management of finite resources is key, and
where the lessons of patterned urban growth are preserved
in deep urban stratigraphies. The latter provide timelines,
explanatory models of growth, and ultimately help furnish
guidelines to assist planners in managing and calibrating
urban growth without depleting limited resources.

For the geoarchaeologist, the built environment pre-
sents a vast array of quandaries. These vary from
narrowing investigative efforts to target single compo-
nents, expanding strategies to explain the broader pro-
cesses of site formation, documenting burial and
stratification of later archaeological components, or even
articulating the characteristics of contemporary cover sed-
iments (i.e., landfills) that would make them key to under-
standing future site formation trajectories under the
50-year rule. In most cases, development projects will
center on delineated project footprints that will be exposed
for limited duration, not to be exposed again in the short
term. Within a CRM framework, formal research designs
help structure investigations, but very often in the practice
of excavation, and despite the limited size of the footprint,
new finds are exposed often resulting in a restructuring of
project objectives based on interim interpretations and the
restricted access to stratigraphic sections. Experience
shows that a range of evidentiary resources must be drawn
upon when fieldwork is limited by access. To
geoarchaeologists, this means that in-field strategies must
focus on the exposures available at specific points in time
and space. Models of site formation are then grounded on
inductive and/or deductive projections of sequences based
on background studies (i.e., landscape chronologies for
prehistoric settings as well as maps and documented histo-
ries for historic components) and, of course, detailed
microstratigraphies when these are available. A further
corollary is that under most CRM and heritage-based pro-
tocols, the steps attendant to documentation and investiga-
tion center around a preference for preservation in place,
and not disturbance. That said, the broader arena of the
built environment is implicitly a disturbed context. The
footprint of the planned impacts (i.e., apartment building
complex, subway line, sewerage system) has already
undergone initial vetting such that it is ultimately fixed
and cannot be avoided, effectively rendering that foot-
print — and further disturbance to it — a foregone conclu-
sion. In most cases, the archaeologist is called upon to
salvage systematically the vestiges of features and intact
components lying within the impact zone slated for
development.

The archaeology of the built environment has risen to
prominence over the past two decades for two main rea-
sons: (1) climate change and new ideas emphasizing sus-
tainability and (2) accelerated migrations to urban areas,
often but not exclusively from Third World countries. In
both cases, the need to reconfigure and modernize
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infrastructures has resulted in lateral expansion of city
boundaries as well as pressure to reconfigure and expand
existing urban facilities. In the case of the latter, ongoing
updates to utility networks and transport systems (i.e.,
trains and highways) require episodic access to existing
underground infrastructures and progressive disruptions
to modern, historic, and even prehistoric geological and
cultural sequences. In North America, a recent example
is the “Big Dig” in Boston, a subsurface downtown high-
way expansion project where novel discoveries of early
colonial architecture and land use were exposed (Lewis,
2001). In another example, an eighteenth-century sailing
sloop was found in lower Manhattan (New York City) dur-
ing construction for the Freedom Tower, a structure
designed to replace the post-9/11 World Trade Center
complex. A spate of books discussing the unique chal-
lenges confronting the practice of archaeology in North
American cities has underscored the need to develop
new methodological approaches in future urban excava-
tions (e.g., Seasholes, 2003; Rothschild and diZerega
Wall, 2014).

Globally, current high technology detection surveys
and excavations associated with major transit projects
have revamped the scale and scope of built environment
research in unprecedented ways (see Hattam, 2015). In
London, the long-standing Cross Rail project (Crossrail
Project) has exposed deeply stratified geoarchaeological
contexts for that city’s human and landscape histories
since the Upper Pleistocene. It has been uniquely informa-
tive for the record of the plague and the Great London Fire
of 1666. In Istanbul, decade-long research at the site of
a massive subway expansion has revealed one of the
world’s largest collections of Byzantine shipwrecks as
well as burial structures and evidence of prehistoric activ-
ity. That work has revised the antiquity of the city’s origins
by 6000 years and has involved extensive cooperation in
interdisciplinary work among underwater archaeologists
and geologists (Peringek, 2010; Istanbul Arkeoloji
Miizeleri, 2012; Pulak et al., 2015). Since 2012, expansion
of Rio de Janeiro’s subway complex has produced one of
the most telling treasure troves of seventeenth- to
nineteenth-century trash from that city’s aristocratic sec-
tor. In Rome, a Metro (railway) design project beneath
the Piazza Venezia has disclosed a two-story cultural cen-
ter built by Emperor Hadrian two millennia ago (Egidi
et al., 2010). This discovery, together with evidence for
farming complexes several kilometers outside of the for-
mer city center, attested to structural and economic rela-
tionships between the administrative center and exurban
agricultural areas.

The nature of geoarchaeological exploration will vary
depending on both the known archaeological potential of
a location (based on previous exploration) and otherwise
implicated potential. The latter refers to documented evi-
dence of occupation or the presumption of such, either
prehistoric or historic. Investigative methods and logistics
are adjusted with respect to the origins and processes of
subsurface disturbance, which may be broken down

categorically according to developmental complexity.
Categories range from minimal or single-source impacts
in exurban to suburban locations to intensive and fre-
quently multisource impacts in urban centers. Finally,
levels of effort are formalized through memoranda of
agreement (MOASs) dictated by planned impacts and
agreed upon between developers, regulators, stakeholders,
and the CRM teams with whom the geoarchaeologist
coordinates in all phases of the endeavor.

Geoarchaeology in the exurban built environment
(minimal disturbance)

Typically, exurban locales are affected by a single distur-
bance activity or several that are grouped together in order
to minimize disruption and constrain construction foot-
prints. The usual cases tend to include linear service routes
such as pipeline corridors, water and sewer lines, and even
roadways. Very often, such undertakings will not disturb
laterally extensive swaths of land, and depths of distur-
bance may be shallow or minimal depending on the tech-
nologies applied for implementing construction.
Construction of rights-of-way (ROWSs) may also follow
floodplains and river terraces, or parallel drainageways,
as in the case of sewerage lines. Such settings are prime
for containing stratified prehistoric sites.

For prehistoric projects in particular, it should be noted
that landscape considerations factor significantly into
research strategies. The geoarchaeologist will consult US
Geological Survey (USGS) topographic maps to obtain
broad guidelines for field relations — i.e., landforms and ter-
rain gradients — and US Department of Agriculture
(USDA)/Soil Conservation Service (SCS) county soil maps
to obtain a preview of subsurface soil development, which
provides a measure of subsurface stability along
a floodplain. The latter is a predictor of prehistoric site pres-
ervation. For archaeological purposes, the question of bur-
ied soils is paramount. Equally significant are surficial
geology maps, which present the distribution as well as
the age of surface sediments. These maps are typically
issued by state geological surveys and represent the collec-
tive mapping efforts of staff experts in regional Quaternary
and bedrock geology. More recently LIDAR mapping has
become available in many parts of North America, and such
images enable researchers to discern landform and cultur-
ally based landscape disturbances beneath densely vege-
tated canopies or across otherwise obscured terrains.
Expeditious application of map resources, together with
a variety of historic documents and land use histories, pro-
vide the researcher with a preview of the antiquity and com-
position of the surface relations that his/her project is likely
to encounter. Plans for systematic subsurface testing to
locate cultural resources are refined on the strength of soil
and sediment maps, their projected antiquity, and the
known soil and landform associations of archaeological
sites in the project area.

Figure 1a and b illustrates the application of this strat-
egy to an extensive surface survey and subsurface testing
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program for a sewer line expansion project. The line spans
a prehistorically sensitive terrace and more subtle alluvial
features overlooking a tidal reach of the Raritan River in
northern New Jersey. Simple shovel testing was deemed
inappropriate by regulators because of obvious distur-
bance to upper deposits, which consisted of an undiffer-
entiated organic fill clearly derived from localized
swamp impoundments; the disturbed sediments were
redistributed above an eroded soil cover (Schuldenrein,
2006). By superposing the footprint of the pipeline on
the surface geology map (Stone et al., 2002), it was possi-
ble to identify areas of buried prehistoric potential that
intersected with the line of impact. Sensitivity assessments
were based on mapped distributions and ages of Late Qua-
ternary deposits and landforms as well as the proximity of
the line to a previously known archaeological site of Late
Holocene age (Figure 1a).

The next step was systematic placement of geoprobe
cores that ground-truthed the landform mapping units
and isolated pristine alluvial deposits that were sampled
for dating purposes (Figure 1b). Bulk organic determina-
tions confirmed the age of the paleosol at < 4000 BP. It
was possible to eliminate disturbed tracts from testing to
confirm the antiquity of buried deposits corresponding to
the known Late Archaic to Woodland occupations in the
area, and to isolate the only intact buried segment of the
landscape that could potentially preserve archaeological
materials. The geoprobe sections were linked together
across the length of the line, and they disclosed the preva-
lence of the paleosol (Bw horizon), albeit with pockets of
disturbance (probably by land releveling activities along
the western segment; Figure 1b). The fill-paleosol uncon-
formity was the key to understanding the prominence of
a buried but once stable surface. As a result of this testing,
the sewer authority was able to determine if it wished to
test for additional prehistoric site potential or to reroute
a small segment of the line. They opted for the former,
with the regulator’s approval. The geoarchaeological sur-
vey and testing effort produced the baseline for a limited
area-wide excavation that was both scientifically sound
and cost effective (Schuldenrein, 2006).

Geoarchaeology of the urban built environment
(significant disturbance)

In heavily disrupted urban settings, performance of inten-
sive background research is critical in developing research
strategies for any project. The dimensions of a project’s
footprint become the target of any background research

to be performed because the most direct disturbances will
occur there and in the immediate vicinity. Since the con-
struction or development will be made atop a previous
substrate, recent maps and plans documenting previous
building on the location may indicate the existence of ear-
lier design maps and construction plans. These, in turn,
could reference buried sediment types, architectural fea-
tures, utility components, and fill elements that might
inform about former site use and landscapes of historic
and even prehistoric antiquity.

The density of cultural materials within a confined
urban setting often precludes broad, bird’s-eye perspec-
tives on site stratigraphy and sedimentation patterns. In
such cases, it is important that the geoarchaeologist be
familiar with as much background history as possible.
Excavations for a subsurface tunnel at the Metropolitan
Corrections Center (MCC) in lower Manhattan, New York
City, afforded stratigraphic inspections of a complex
sequence during evening hours only. Further, such sec-
tions were accessible through minimal windows; here,
wide exposure could not be provided because of the com-
plex shoring structure needed to maintain on-site stability.
A 7 m deep profile exposed a continuous sequence of three
stratigraphic sets that facilitated a generic classification of
the range of land use succession from later prehistory to
the present (Yamin and Schuldenrein, 2007). Each strati-
graphic set consisted of sequential depositional bodies that
registered a common site formation history. The sets were
unconformable (discontinuous) with respect to each other
because each successive set marked a turning point in site
formation history. Such a classification is useful for the
built environment because it introduces a common
denominator that helps to isolate patterns of site use and
subsequent disturbance.

At MCC, the lowermost 1.5 m of sediments was con-
sidered a geogenic set (Figure 2) and comprised alluvium
that was laid down before the first Euroamerican occupa-
tions on Manhattan Island. The matrix was largely
a homogeneous silty sand capped by a thin, weathered soil
(Bw horizon) that marked the uppermost level of the
undisturbed river-laid flood material. Radiocarbon dates
placed the age of the upper soil at ca. 500 BP. The set is
referred to as geogenic because of its geological origins
and the absence of any evidence of human impacts within
the matrix. Significantly, however, the antiquity of the
upper part of this basal profile was equivalent to the time
of initial Euroamerican presence in the region.

The overlying 2 m contained evidence for approxi-
mately 200 years of historic activity and land use.

Built Environment, Figure 1 Distributions of late Quaternary landform-deposit complexes for geoarchaeological testing along
planned sewer line route on the Raritan River, New Jersey. Ages of landforms are per Stone et al. (2002). (a) Numbered boxes denote
Geoprobe stations selected for coring and analysis. Known archaeological sites are identified. (b) Composite stratigraphy of the
sequence based on linked soil and sediment sequences. Radiocarbon dates of archaeological age signify tracts of prehistoric site
potential. Segment R-9 to R-11 contains the most sensitive deposits.
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Built Environment, Figure 3 Geoarchaeological sediment stratigraphy for the Second Avenue subway project, Manhattan, New

York. (a) Field core locations superposed on a historic landform map of the area (Viele, 1874). The tidal drainage net was reconfigured
in the eighteenth and nineteenth centuries (From Schuldenrein and Aiuvalasit (2011: Fig. 3)). (b) Schematic stratigraphy across the
seven-block-long project area. Analytical Units are identified by depositional origin and antiquity (From Schuldenrein and Aiuvalasit

(2011: Fig. 9)).

Deposition was characterized by sequential accumulations
of more intricate and thinner sediment bodies with pri-
mary clasts and finer-grained deposits intermixed with
alluvium. The organic component of the matrix was not
simply a vegetation mat but also included decayed finds
from disaggregated animal parts as well as wood, organic
mats, and various debris associated with hide-processing
activities; by-products of the former tanneries that
surrounded a water impoundment named the Collect Pond
by the earliest Dutch settlers of Manhattan. Features of the
tanneries were preserved intact — see the barrel identified
as Feature 2 (lower left) in Figure 2. Component deposi-
tional bodies of this second set were poorly sorted and typ-
ically had no cohesive soil or sediment structures. Upon
closer inspection and follow-up analyses, microstrata
were separable from each other. Their common aspect
was that they represented separate stages in a site forma-
tion record of eighteenth-century tanning activities,
including hide preparation, processing, discard, and resul-
tant sediment disaggregation. This second set preserved
the historic levels (Figure 2) and represented the first
sustained phases of Euroamerican occupation of the local
landscape.

These historic levels were, in turn, overlain by 3 m or
more of what would be currently recognized in any verti-
cal exposure as the signature debris of the (late historic to
contemporary periods) built environment (Figure 2). The
parent matrix was a thick, poorly to nonsorted mass of
“fill,” very locally offset by pockets of a discrete sediment
body. In general, the dominant sands of the parent matrix
surround identifiable features of the present environment,
specifically structural elements of the subsurface

infrastructure (brick-sewer pipe was most prominent, as
were water main segments). Within the generic “fill” were
pockets of colluvium, debris flow, and even sections of
floor that attest to the range of disturbance processes sig-
naling the emergence of the built environment. Isolated
archaeological features in this strata set were similar in
type to those within the historic levels.

The three sets of strata distill a complex site stratigra-
phy into the primary phases of site formation history.
The Late Holocene stream whose top formed the surface
of a stable (probably) prehistoric landform (Set 1) was
engineered and modified by the early Dutch and British
colonists who utilized it to develop a tanning facility (Set
2). The latter gave way to leveling of the terrain, a sign
of the emergence of New York City as a major administra-
tive center in the New World, a position the city holds to
this day.

Geoarchaeology of the urban built environment
(future strategies)

As the previous example shows, there is an inverse rela-
tionship between advancing time and the availability of
urban tracts for classic, large-scale, and area-wide archaeo-
logical excavations. Advances in remote sensing, GIS
mapping, and the application of interdisciplinary methods
in sediment analysis (e.g., pollen, microfauna, foraminif-
era, and malacology) allow geoarchaeologists to expand
their interpretive domains as field working opportunities
diminish. A major subfield that has emerged is paleoenvir-
onmental reconstruction and, specifically, the ability to
develop models of late Quaternary landscape history
targeting urban areas. For New World cities, regional
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Pleistocene chronologies (in glaciated and nonglaciated
areas, shore, riverine, and estuarine environments) were
typically unmodified anthropogenically until the
Euroamerican arrivals 500 years ago. Colonial accounts
coupled with detailed settlement and geological histories
present excellent baseline referents for premodification ter-
rain reconstructions. In the Old World, such chronologies

a 20,000 yr B.P. b

are typically of late Holocene antiquity. For example, mod-
erate to large-scale impacts can generally be dated to the
Roman period in Europe, while in the Near East, they
can extend back to the third millennium BCE. An idealized
strategy for exploration in an urban setting is to probe to the
contact of the initial natural/cultural-based interface. Very
often coring can be applied within such settings, since the
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probing causes minimal disturbance, and recovery of bur-
ied sediments is often substantial enough to characterize
the depositional context of the uppermost natural strata.

A major study of this type was performed in 2009 along
the footprint of the proposed 2nd Avenue Subway line in
New York City’s Upper East Side (Schuldenrein and
Aiuvalasit, 2011). Here, the density of the underlying util-
ity network was such that a total of only five deep cores
could be excavated to terminal Pleistocene levels over
a distance of six city blocks (Figure 3a). Preliminary indi-
cations of the predisturbance landscape were afforded by
historic maps. Moreover, nearly a century ago, an exten-
sive series of nearly 100 borings was conducted in
advance of the same subway line, and nearly complete
core samples were housed in a storage facility maintained
by the NYC Metropolitan Transportation Authority.
Examination of these older core specimens allowed
researchers to “retrofit” the stratigraphy of the older cores
using the newly extracted cores as a stratigraphic baseline.
Taken together, the refined 2009 descriptions coupled
with the more aerially extensive subsurface mapping of
the initial coring effort produced a comprehensive sedi-
ment stratigraphy, indexed by radiocarbon dates and bro-
ken down by six lithostrata that document the
depositional chronology (Figure 3b).

The succession of events begins with the Late Pleisto-
cene lake and upland tills; the subsequent disappearance
of the lake and attendant erosion of the till margins; the
emergence and sustained evolution of an estuary regu-
lated by marine shoreline cycles during the Middle to

Late Holocene; and finally the Euroamerican settlement
and rapid modification of the natural shoreline during
the industrial and commercial phases of neighborhood
development. While the sequence is chronicled by
unconsolidated sediments and the radiometric materials
that date them, there are temporal gaps of equal or
longer duration, attesting to extensive intervals of
nondeposition.

Sustained erosion coupled with long-term edaphic
adjustments probably account for the absence of early
postglacial sediments, while the missing record of the
pre-Euroamerican estuary is probably a function of intru-
sive and large-scale reclamation projects and
relandscaping during the historic to recent periods. Addi-
tional concerns, for the estuary in particular, include
changing sediment budgets (net accretion vs. loss) over
the course of a particular geomorphic cycle.

The most detailed chronostratigraphies and reconstruc-
tions were developed for estuarine environments that
evolved over the interval 4600—3200 BP based on earlier
sea-level curves (see Schuldenrein et al., 2007). The sig-
nificance of that time frame is that it is coincident with
the Late Archaic to Woodland transition, which is a key
adaptive phase in the regional prehistory of the northeast-
ern coast.

The incorporation of project stratigraphies with
regional landform histories permitted the generation of
a diachronic model for the evolution of Hell Gate Bay.
This is depicted in a time-transgressive, graphic represen-
tation of landscape form and process (Figure 4). The “time

Built Environment, Figure 4 GIS-based reconstruction of landscape history in the Second Avenue project area near Hell Gate. A thin
line marks the later location of the subway jobsite under construction as of this writing (From Schuldenrein and Aiuvalasit (2011:
Fig. 11)). (@) Pleistocene glacial Lake Hudson-Bayonne complex inundates most of the project area. Lake elevations are ~30 ft (9 m)
higher than modern sea level. The terrain above 92nd street was submerged; the segment between 90th and 92nd streets was not.
This is consistent with field results because lacustrine sediments were not identified between 90th and 92nd streets but were
prominent in all cores to the north. (b) Drainage of the glacial lakes and incision of lacustrine deposits. By 13,000 year BP, the
proglacial lakes had drained, and sea level was 22 m below modern levels. Exposed, steep-sided terraces flanked the ancestral

trenches of the Harlem and East Rivers. The project area was perched above the floodplain. It is probable that small tributaries from
Manhattan drained across the project area, although no evidence for these was observed in the cores. (c) Emerging nearshore
environment. By 6000 year BP, sea level had risen to —11 m, and marine waters encroached onto the proximal edges of the lake
terrace. During this very dynamic time, a complex of freshwater fluvial sands and transgressing marine deposits began aggrading
atop the lacustrine terrace surface. (d) Estuarine formation. At 4000 year BP, the entire terrace surface was subject to tidal cycles, as
sea level had risen to between —6 and —7 m. Organic muck and silts suggest the formation of marshes, which would have
transgressed across the project area commensurate with rising sea level. The presence of freshwater pollen species indicates that, at
these early stages of estuarine formation, the marsh still had a significant freshwater component. This would have been a habitat
optimally suited for prehistoric (Late Archaic) activity, with convenient access to marine and terrestrial resources. (e) Zoned salt flats.
Landward advance of mesohaline marshes (proximal) and subaqueous saline mud flats (distal). By 3000 year BP, fringing marsh
biomes continued to develop, and the majority of the project terrain consisted of subaqueous mud flats. From 4000 to 3000 year BP,
estuarine sedimentation is registered by mineral and organic sediment, reflecting pulses in sea-level rise. Shortly after 3000 year BP,
the mud flats had stopped aggrading in response to general deceleration of sea-level rise. The environment would have remained
attractive to later prehistoric groups (transitional Archaic to Woodland). (f) Stabilized subaqueous saline mud flat. At 1000 year BP, the
landscapes reached a homeostatic state. This is signaled by the minimal accumulations of organic material on the mud flat bottoms.
(g) Historic saline, thinly vegetated mud flat. The landform is referred to historically as a “meadowlands.” During the early
Euroamerican period, surfaces were level, subject only to tidal cycles. Thin and diffuse organic lenses and minor peats implicate
changing (humanly influenced) edaphic conditions as subaqueous vegetation communities expanded across the landform. (h)
Modern land surface built up by domestic debris, construction material, and fill. The infilling during the late nineteenth century
reclaimed the major land segments of Hell Gate Bay. The landform was capped with ~3-6 m of fill material to raise shore elevations
4-4.5 m above sea level.
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slices” were created using a combination of modern eleva-
tion data, historical bathymetry, historical landform maps,
and projected sea-level information. A digital elevation
model (DEM) for the Central Park Quadrangle (USGS
7.5 min series topographic maps) was used as the base,
and it was modified within a Geographic Information Sys-
tem (GIS) to reflect the pre-landfill topography of parts of
the Harlem plain. Bathymetry was digitized from
a georeferenced digital image of the “Navigation Chart
of Hell Gate and its approaches” (Survey of the Coast of
the United States, 1851) retrieved from the image archives
ofthe Historical Map and Chart Collection of the Office of
Coast Survey, National Ocean Service, NOAA. This chart
was considered more accurate than modern bathymetric
data, as it predates most of the late nineteenth- and early
twentieth-century dredging activities. The location and
outline of the historic period’s low-lying wetlands was
digitized from a georeferenced image of the map “Sanitary
& Topographical Map of the City and Island of New York”
(Viele, 1874). The elevation of this wetland was lowered
for older time periods in accordance with information gen-
erated in the course of this study’s subsurface
investigations.

This model generated eight temporal projections for
landform evolution (Figure 4a—h). The temporal projec-
tions correspond to key occupation periods in the north-
eastern prehistoric chronology and afford a glimpse at
the subsistence environments utilized during these time
frames.

More challenging geoarchaeological issues await as the
reach of historic site formation studies extends into the
analyses of anthropogenic sediments. Accordingly, the
multiple transformations of sediments and soils are just
now being explored by specialists utilizing x-ray diffrac-
tion and florescence methods as well as elemental chemi-
cal assays using inductively coupled plasma-mass
spectrometry (ICP-MS). While these approaches have
been successfully applied to reconstructing land use prac-
tices in early complex settlements (i.e., Near Eastern tells,
late prehistoric North American villages), the multiplicity
of post-abandonment factors modifying historic sediments
and artifact clusters are only now being explored — see
Holliday (2004) and Howard et al. (2015).

Summary

The geoarchaeology of the built environment represents
a new platform for research. Its development is intimately
connected with the emerging template of a new geological
epoch, the Anthropocene. Geoarchaeological work can
and must be coupled with a changing archaeological prac-
tice, one that views opportunity through the prism of sus-
tainability and research designs that are fashioned by the
new imposed research universe. The archaeology of the
built environment is guided by an almost “minimalist”
approach wherein high data yield through science and
technology is rapidly replacing labor-intensive strategies
in large and expansive dig sites. Geoarchaeology will be

undertaken across landscapes that are increasingly
affected by human impacts. Since funding and opportu-
nity will be generated by development interests, the
methods and strategies applied by geoarchaeologists will
be increasingly oriented toward urban environments
where stratigraphies are complex and predominantly cul-
tural. Within the built environment, natural processes of
sedimentation will likely become less significant. These
changing archaeological landscapes provide new and
uncharted opportunities for geoarchaeologists to practice
their craft.
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Synonyms

Burnt-rock features; Fire-altered rock features; Fire-
cracked rock features; Fire-modified rock features; Heat-
retainer features; Thermally altered rock features

Definitions

Burned rock. Rock, commonly limestone, sandstone,
quartzite, basalt, granodiorite, and metamorphic mud-
stone, that was purposefully heated to 500 °C or higher,
resulting in discoloration, cracking, and fragmentation.

Burned-rock features. In situ concentrations of burned
rocks representing the heating elements of thermal facili-
ties as well as exhausted/discarded parts thereof. These
features were most commonly used for baking, steaming,
stone-boiling, and grilling food; also for hot-water and
steam bathing; as flooring in metal-making furnaces,
ceramic and charcoal kilns; and for other manufacturing
purposes.

Cook-stone technology. Processes employed in the pro-
curement, utilization, and discard of rocks that served as
heating elements for cooking food; in regions where suit-
able rocks did not occur naturally, people often
manufactured cooking stones by shaping and firing clay
nodules.

Introduction

Burned-rock features are known worldwide from histori-
cal, ethnographic, and archaeological records. This entry
focuses on cooking-related, burned-rock features, which
account for the most common and ancient usage of heated
stones from as early as ca. 32,000 years BP. Such stones
are widely known archaeologically as fire-cracked rock
(FCR). As products and byproducts of human activity,
FCR from cooking features is among the most ubiquitous
of artifacts. In behavioral realms, FCR served primarily as
heating elements — cook-stones — in surface hearths, earth
ovens, steaming pits, and for boiling. Composed mainly of
cobble-size rocks (6.4—25.6 cm in maximum dimension),
cook-stone features are structurally resistant to natural,
soil/sediment-disturbance processes, and hence, they have
considerable research value.

Research contexts and status

The human digestive tract requires consistent intake of
cooked foods (Wrangham, 2009). Compared to short-term
cooking over direct flames and on/in hot coals, prolonged
baking and stone boiling render many foods more calorie-
rich. Worldwide similarities in hot-rock cooking tech-
niques and features result from the fact that plant and ani-
mal tissues with comparable biochemical properties
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CLOSED COOKING FACILITIES
b

Earth Oven with Rock Heating
Element Fired In Situ

—] Packing material

Pit Steaming with Rock Heating
Element Fired Nearby

|| Cook stone  [@®] Food packet

OPEN-AIR COOKING FACILITIES

Cook-stone Grill Fired In Situ
(in shallow basin)

Stone Boiling with Cook Stones Fired
Nearby (in bark/paunch/hide-lined pit)

Burned-Rock Features, Figure 1 Four generic cook-stone feature types found in western North America: (a) earth oven; (b) steaming

pit; (c) surface griddle; (d) stone boiling.

respond similarly to the application of heat and moisture
(Wandsnider, 1997). The advent and proliferation of
earth-oven and stone-boiling techniques have been identi-
fied as indicators of dietary changes and human evolution,
notably smaller teeth, via increased consumption of fat,
well-cooked meat, and complex carbohydrates (e.g.,
Brace, 2005; Thoms, 2008a). Integration of hot-rock
cooking into subsistence strategies affords fuel-sparing
and heat-conserving benefits that facilitate utilizing
a greater proportion of a given region’s food-resource
potential (Thoms, 2009).

In North America (especially the south-central region),
Europe, and Australia, cook-stone technology research
is well developed, and it is increasingly underway else-
where around the world (Driver and Massey, 1957;
Doleman, 1996; Petraglia, 2002). Burned-rock features,
nonetheless, remain under-studied. They lack a unifying
nomenclature equivalent to lithic and ceramic technolo-
gies or soil-formation processes. Widely available synthe-
ses tend be geographically limited, temporally restricted,
or focused on specific hot-rock cooking techniques
(e.g., Wandsnider, 1997; Odgaard, 2003; Straus, 2006;

Thoms, 2008b; Nelson, 2010). Much of the relevant
research remains obscure, presented in proceedings vol-
umes (e.g., Buckley, 1990; Hodder and Barfield, 1991;
Frere-Sautot, 2003), cultural resource management mono-
graphs (e.g., Schalk and Meatte, 1993; Black et al., 1997;
Mehalchick et al., 2004), dissertations (e.g., Wolynec,
1977; Thoms, 1989; Soler Mayor 1996; Peacock, 1998;
Stark, 2002; Yu, 2006; Lucquin, 2007; Graf, 2008), and
theses (e.g., Jackson 1998; Clabaugh, 2002; Acuiia,
20006).

Functional and morphological variation

Figure 1 illustrates four generic types of hot-rock cookery
from western North America that are also common around
the world. Each exhibits considerable variation in con-
struction, size, morphology, and rock type(s), as demon-
strated by varied descriptions of earth ovens and stone-
boiling features (e.g., Thoms, 1989; Black et al., 1997;
Wandsnider, 1997; Stark, 2002; Nelson, 2010). Figure 2
illustrates examples of cook-stone features from sites in
western North America that are also exemplary of those
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Burned-Rock Features, Figure 2 Examples of cook-stone features at archaeological sites in western North America: (a) small surface
griddle in south-central Texas; (b) small earth oven exposed along a reservoir shoreline in east-central Texas; (c) plan view of a large
earth oven in northeastern Washington; (d) cross section of another large earth oven at the same site in northeastern Washington; (e)
cross section of burned-rock mound with embedded large earth ovens in central Texas; and (f) base of a large, slab-lined earth oven in
the same mound at the same site in central Texas (various scales; author’s photographs).

found in many other regions. Open-air/griddle hearths,
earth ovens, steaming pits, and stone-boiling features
40-100 cm in diameter are suitable for family-size groups
within or outside residential structures. Larger features,
for example, earth ovens with heating elements 2—-3 m in
horizontal extent, are indicative of outdoor cooking exclu-
sively. Most FCR mounds (ca. 6—15 m x 0.75—1.5 m) are
accumulations — spanning decades, centuries, and, occa-
sionally several millennia — of spent rocks from large
ovens or from small cooking facilities at a nearby residen-
tial site.

Non-cooking activities also yield FCR. Ethnographic
accounts of steam bathing in hot-rock saunas are common,
but resulting features are underrepresented archaeologi-
cally (Barfield and Hodder, 1987). A few burned-rock
mounds in Ireland and the United Kingdom are interpreted
as the remains of hot-water or steam-bathing facilities.
Other burned-rock features in Europe, and likely else-
where, served as flooring in ceramic and charcoal kilns,
metal-making furnaces, and for other manufacturing pur-
poses (Buckley, 1990; Hodder and Barfield, 1991; Frere-
Sautot, 2003).
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Analytical methods

Ground-penetrating radar, magnetometry, and other
remote sensing techniques are used to locate buried
burned-rock features (e.g., Mehalchick et al., 2004).
Geoarchaeological studies afford reliable measures of
their structural integrity (e.g., Leigh 2001; Thoms,
2007). Paleomagnetic analysis can distinguish between
rocks heated and cooled in place, as would be expected
of earth ovens and griddles, and those heated in one place
and cooled in another, as in stone boiling (Gose, 2000).
Actualistic and laboratory cooking experiments suggest
that rocks exhibit distinctive fracture patterns and other
thermal weathering characteristics depending on whether
they cooled slowly, as in earth ovens, or rapidly, as in
stone boiling (e. g., House and Smith, 1975; McParland,
1977; Schalk and Meatte, 1993; Jackson, 1998). With
varying degrees of success, gas chromatography, fatty
acid, Fourier transform infrared spectroscopy (FTIR),
and plant-microfossil analyses have been applied to FCR
to determine what foods they cooked (e.g., Quigg et al.,
2001; Buonasera, 2005; Lucquin, 2007; Cummings
et al., 2011; Laurence et al., 2011; Malainey, 2011; Perry
and Quigg, 2011). Luminescence dating has been done
on FCR and fired clay nodules from earth ovens
(Roberts, 1997). Distributions and ages of burned-rock
features figure prominently in establishing geomorphic
histories of landscapes (e.g., Mandel, 2000; Fanning
et al., 2008).

Age and global distribution

Hot-rock cookery and, hence, formation of burned-rock
features was underway 35,000-31,000 years ago in
Europe (Movius, 1966; Straus, 2006), Japan (Dogome,
2000), Australia (Gillespie, 1997), and the Bismarck
Archipelago (Torrence et al.,, 2004). It was evident by
the terminal Pleistocene or early Holocene in Africa
(e.g., Zerboni, 2011), the Middle East (McCorriston
et al., 2002), India (e.g., Nambi and Murty, 1983), China
(e.g., Madsen et al., 2006), Siberia (e.g., Graf, 2008),
and North America (Homsey, 2009; Thoms, 2009).
In Greenland, slab-lined, rock-filled heaths (i.e.,
box-hearths) were common in paleo-Eskimo houses by
4500-3900 BP (Odgaard, 2003). Earth ovens were in
use by 6000 BP in South America (Stahl and Oyuela-
Caycedo, 2007; Iriarte et al., 2008; van den Bel, 2010)
and in Polynesian by 1000 BP (e.g., Carson, 2002). Most
of the world’s regions witnessed increases in diversity,
density, and size of burned-rock features during the Holo-
cene (e.g., Stark, 2002; Thoms, 2009).

Summary

Burned-rock features are known worldwide; most com-
monly they represent the remains of thermal facilities
and exhausted/discarded parts of such installations that
were used in baking, steaming, stone-boiling, and grilling
food. Integration of cook-stone technology into land-use

strategies, beginning ca. 32,000 BP, afforded an important
means of utilizing a greater proportion of a given region’s
food resource potential and thereby contributed signifi-
cantly to the long-term maintenance of our species. The
information potential of cook-stone features, however,
remains surprisingly under-studied, given that they are
ubiquitous, often well preserved, and span tens of
millennia of the human experience.

Bibliography

Acuila, L. L., 2006. The Economic Contribution of Root Foods and
Other Geophytes in Prehistoric Texas. Unpublished Master’s
Thesis, San Marcos, Department of Anthropology, Texas State
University.

Barfield, L. H., and Hodder, M. A., 1987. Burnt mounds as saunas
and the prehistory of bathing. Antiquity, 61(233), 370-379.

Black, S. L., Ellis, L. W., Creel, D. G., and Goode, G. T., 1997. Hot
Rock Cooking on the Greater Edwards Plateau: Four Burned
Rock Midden Sites in West Central Texas. Austin: Texas
Archeological Research Laboratory, The University of Texas.
Studies in Archeology, Vol. 22.

Brace, C. L., 2005. “Neutral theory” and the dynamics of the evolu-
tion of “modern” human morphology. Human Evolution, 20(1),
19-38.

Buckley, V. M. (ed.), 1990. Burnt Offerings: International Contri-
butions to Burnt Mound Archaeology. Dublin: Wordwell.

Buonasera, T., 2005. Fatty acid analysis of prehistoric burned rocks:
a case study from central California. Journal of Archaeological
Science, 32(6), 957-965.

Carson, M. T., 2002. Ti ovens in polynesia: ethnographic and
archaeological perspectives. Journal of the Polynesian Society,
111(4), 270-339.

Clabaugh, P. A., 2002. Preserving the Feature Record: A Systematic
Analysis of Cooking and Heating Features from the Richard
Beene Site (41BX831), Texas. Unpublished Master’s Thesis,
College Station, Department of Anthropology, Texas A&M
University.

Cummings, L. S., Puseman, K., Logan, M. K., and Varney, R. A.,
2011. Pollen, macrofloral, organic residue (FTIR) analysis, char-
coal identification, and AMS radiocarbon dating of samples
from Sites 45SN28 and 45SN303, Washington. In Chatters,
J. C., LeTourneau, P. D., and Rooke, L. C. (eds.), Understanding
Olcott: Data Recovery at 45SN28 and 45SN303, Snohomish
County, Washington. Bothell: AMEC Erath & Environmental.
Appendix F (not paginated), vol. 2. Granite Falls Alternate
Route Project, Department of Public Works, Snohomish County,
Washington.

Dogome, H., 2000. Summary [in English]. In Sakaguchi, K., and
Dogome, H. (eds.), Yokomine C Site [in Japanese]. Kagoshima:
Minamitane-cho Board of Education, pp. 1-2.

Doleman, W. (compiler), 1996. FCR (Fire-Cracked Rock)
Bibliography. Tennessee Archaeology Net Bibliography Page:
http://www.mtsu.ed/~kesmith/ TNARCHNET/Pubs/fcr.html.
Accessed 20 Dec 2011.

Driver, H. E., and Massey, W. C., 1957. Comparative Studies of
North American Indians, part 2. Philadelphia: American Philo-
sophical Society. Transactions of the American Philosophical
Society, New Series, Vol. 47.

Fanning, P. C., Holdaway, S. J., and Rhodes, E. J., 2008. A new
geoarchaeology of aboriginal artefact deposits in western
NSW, Australia: establishing spatial and temporal geomorphic
controls on the surface archaeological record. Geomorphology,
101(3), 524-532.


http://www.mtsu.ed/~kesmith/TNARCHNET/Pubs/fcr.html

BURNED-ROCK FEATURES 93

Frére-Sautot, M.-C. (ed.), 2003. Le feu domestique et ses
structures au néolithique et aux dges des métaux [Domestic
Fire and its Structures from the Neolithic and the Metal
Ages]. Montagnac: Editions Monique Mergoil. Prehistories,
Vol. 9.

Gillespie, R., 1997. Burnt and unburnt carbon: dating charcoal and
burnt bone from the Willandra Lakes, Australia. Radiocarbon,
39(3), 239-250.

Gose, W. A., 2000. Palacomagnetic studies of burned rocks. Jour-
nal of Archaeological Science, 27(5), 409-421.

Graf, K. E., 2008. Uncharted Territory: Late Pleistocene Hunter-
Gatherer Dispersals in the Siberian Mammoth-Steepe.
Unpublished PhD Dissertation, Reno, Department of Anthropol-
ogy, University of Nevada.

Hodder, M. A., and Barfield, L. H. (eds.), 1991. Burnt Mounds and
Hot Stone Technology. West Bromwich: Sandwell Metropolitan
Borough Council.

Homsey, L. K., 2009. The identification and prehistoric selection
criteria for fire-cracked rock: an example from Dust Cave, Ala-
bama. Southeastern Archaeology, 28(1), 101-116.

House, J. H., and Smith, J. W., 1975. Experiments in the
replication of fire-cracked rock. In Shiffer, M. B., and House,
J. H. (eds.), The Cache River Archaeological Project. Fayette-
ville: Arkansas Archaeological Survey. Research Series, Vol.
8, pp. 75-80.

Iriarte, J., Gillam, C. J., and Marozzi, O., 2008. Monumental burials
and memorial feasting: an example from the southern Brazilian
Highlands. Antiquity, 82(318), 947-961.

Jackson, M. A., 1998. The Nature of Fire-Cracked Rock: New
Insights from Ethnoarchaeological and Laboratory Experi-
ments. Unpublished MA Thesis, College Station, Department
of Anthropology, Texas A&M University.

Laurence, A. R., Thoms, A. V., Bryant, V. M., and McDonough, C.,
2011. Airbone starch granules as a potential contamination
source at archaeological sites. Journal of Ethnobiology, 31(2),
213-232.

Leigh, D. S., 2001. Buried artifacts in sandy soils: techniques
for evaluating pedoturbation versus sedimentation. In
Goldberg, P., Holliday, V. T., and Ferring, C. R. (eds.), Earth Sci-
ences and Archaeology. New York: Kluwer/Plenum,
pp. 269-293.

Lucquin, A., 2007. Etude physico-chimique des méthodes de
cuisson pré et protohistorique [Physico-Chemical Study of Pre-
and Protohistoric Cooking Methods]. Unpublished PhD Disser-
tation, Rennes, France, Department of Archaeology and
Archaeo-Sciences, University of Rennes.

Madsen, D. B., Haizhou, M., Brantingham, J. P., Xing, G., Rhode,
D., Haiying, Z., and Olsen, J. W., 2006. The late Upper Paleo-
lithic occupation of the northern Tibetan Plateau margin. Journal
of Archaeological Science, 33(10), 1433—1444.

Malainey, M. E., 2011. 4 Consumer’s Guide to Archaeological Sci-
ence: Analytical Techniques. New York: Springer.

Mandel, R. D. (ed.), 2000. Geoarchaeology in the Great Plains.
Norman: University of Oklahoma Press.

McCorriston, J., Oches, E. A., Walter, D. E., and Cole, K. L., 2002.
Holocene paleoecology and prehistory in highland Southern
Arabia. Paléorient, 28(1), 61-88.

McParland, P., 1977. Experiments in firing and breaking rocks. Cal-
gary Archaeologist, S, 31-33.

Mehalchick, G., Boyd, D. K., Kibler, K. W., and Ringstaff, C. W.
(eds.), 2004. Shifiing Sands and Geophytes: Geoarchaeological
Investigations at Paluxy Sites on Fort Hood. Fort Hood: United
States Army Fort Hood. Archeological Resource Management,
Vol. 48.

Movius, H. L., Jr., 1966. The hearths of the Upper Périgordian and
Aurignacian horizons at the Abri Pataud, Les Eyzies (Dordogne)

and their possible significance. Recent Studies in Paleoanthro-
pology, no. 2, part 2. American Anthropologist, 68(2), 296—325.

Nambi, K. S. V., and Murty, M. L. K., 1983. An Upper Paleolithic
fireplace in Kurnool Caves, South India. Bulletin of the Deccan
College Post-Graduate and Research Institute, 42, 110—118.

Nelson, K., 2010. Environment, cooking strategies and containers.
Journal of Anthropological Archaeology, 29(2), 238—247.

Odgaard, U., 2003. Hearth and home of the Palaeo-Eskimos.
Etudes/Inuit/Studies, 27(1-2), 349-374.

Peacock, S. L., 1998. Putting Down Roots: The Emergence of Wild
Plant Food Production on the Canadian Plateau. Unpublished
Ph.D. Dissertation, Victoria, British Columbia, School of Envi-
ronmental Studies, University of Victoria.

Perry, L., and Quigg, J. M., 2011. Starch remains and stone boiling
in the Texas Panhandle, part I: the pipeline, Corral, and Pavilion
Sites. Plains Anthropologist, 56(218), 95-107.

Petraglia, M. D., 2002. The heated and the broken: thermally altered
stone, human behavior, and archaeological site formation. North
American Archaeologist, 23(3), 241-269.

Quigg, J. M., Malainey, M. E., Przybylski, R., and Monks, G.,
2001. No bones about it: using lipid analysis of burned rock
and groundstone residue to examine Late Archaic subsistence
practices in South Texas. Plains Anthropologist, 46(177),
283-303.

Roberts, R. G., 1997. Luminescence dating in archaeology: from
origins to optical. Radiation Measurements, 27(5-6), 819-892.

Schalk, R., and Meatte, D., 1993. The archaeological features. In
Samules, S. R. (ed.), The Archaeology of Chester Morse Lake:
Long-Term Human Utilization of the Foothills in the Washington
Cascade Range. Pullman: Center for Northwest Anthropology,
Washington State University, pp. 10.3—-10.42.

Soler Mayor, B., 1996. Propuesta de normalizacion en el
reconocimiento y diagnosis de las termoalteraciones de las
rocas carbonatadas en contexto arqueologico [Standardization
Proposal on the Recognition and Diagnosis of the Thermal Alter-
ation of Carbonaceous Rocks in Archaeological Context].
Unpublished PhD Dissertation, Valencia, Spain, Department of
Prehistory and Archaeology, University of Valencia.

Stahl, P. W., and Oyuela-Caycedo, A., 2007. Early prehistoric
sedentism and seasonal animal exploitation in the Caribbean
lowlands of Colombia. Journal of Anthropological Archaeology,
26(3), 329-349.

Stark, R. T., 2002. Comidas de la Tierra: An Ethnoarchaeology of
Earth Ovens. Unpublished PhD Dissertation, Austin, Depart-
ment of Anthropology, The University of Texas.

Straus, L. G., 2006. Of stones and bones: interpreting site function
in the Upper Paleolithic and Mesolithic of western Europe. Jour-
nal of Anthropological Archaeology, 25(4), 500-509.

Thoms, A. V., 1989. The Northern Roots of Hunter-Gatherer Inten-
sification: Camas and the Pacific Northwest. Unpublished PhD
Dissertation, Pullman, Department of Anthropology, Washing-
ton State University.

Thoms, A. V., 2007. Fire-cracked rock features on sandy landforms
in the Northern Rocky Mountains: toward establishing reliable
frames of reference for assessing site integrity. Geoarchaeology,
22(5), 477-510.

Thoms, A. V., 2008a. Ancient Savannah roots of the carbohydrate
revolution in South-Central North America. Plains Anthropolo-
gist, 53, 121-136.

Thoms, A. V., 2008b. The fire stones carry: ethnographic records
and archaeological expectations for hot-rock cookery in western
North America. Journal of Anthropological Archaeology, 27(4),
443-460.

Thoms, A. V., 2009. Rocks of ages: propagation of hot-rock cook-
ery in western North America. Journal of Archaeological Sci-
ence, 36(3), 573-591.



94 BURNED-ROCK FEATURES

Torrence, R., Neall, V., Doelman, T., Rhodes, E., McKee, C.,
Davies, H., Bonetti, R., Gugliemetti, A., Manzoni, A., Oddone,
M., Parr, J., and Wallace, C., 2004. Pleistocene colonisation of
the Bismarck Archipelago: new evidence from West New Brit-
ain. Archaeology in Oceania, 39(3), 101-130.

van den Bel, M., 2010. A description of Late Archaic rock-filled pits
in French Guiana. Revista de Arqueologia, 23(1), 60—70.

Wandsnider, L., 1997. The roasted and the boiled: food composition
and heat treatment with special emphasis on pit-hearth cooking.
Journal of Anthropological Archaeology, 16(1), 1-48.

Wolynec, R. B., 1977. The Systematic Analysis of Features from the
Koster Site: A Stratified Archaic Site. Unpublished PhD Disser-
tation, Evanston, Illinois, Department of Anthropology, North-
western University.

Wrangham, R., 2009. Catching Fire: How Cooking Made Us
Human. New York: Basic Books.

Yu, Pei-Lin, 2006. Pit Cooking and Intensification of Subsistence in
the American Southwest and Pacific Northwest. Unpublished

PhD Dissertation, Dallas, Texas, Department of Anthropology,
Southern Methodist University.

Zerboni, A., 2011. Micromorphology reveals in situ Mesolithic liv-
ing floors and archaeological features in multiphase sites in cen-
tral Sudan. Geoarchaeology, 26(3), 365-391.

Cross-references

Fourier Transform Infrared Spectroscopy (FTIR)
Ground-Penetrating Radar

Hearths and Combustion Features

Magnetometry for Archaeology

Optically Stimulated Luminescence (OSL) Dating
Organic Residues

Paleodiet

Paleomagnetism

Site Formation Processes


http://dx.doi.org/10.1007/978-1-4020-4409-0_15
http://dx.doi.org/10.1007/978-1-4020-4409-0_167
http://dx.doi.org/10.1007/978-1-4020-4409-0_133
http://dx.doi.org/10.1007/978-1-4020-4409-0_169
http://dx.doi.org/10.1007/978-1-4020-4409-0_46
http://dx.doi.org/10.1007/978-1-4020-4409-0_36
http://dx.doi.org/10.1007/978-1-4020-4409-0_52
http://dx.doi.org/10.1007/978-1-4020-4409-0_47
http://dx.doi.org/10.1007/978-1-4020-4409-0_147

CACTUS HILL, VIRGINIA

Daniel P. Wagner
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Cactus Hill is an archaeologically stratified,
multicomponent site discovered in 1993 on an interior
coastal plain terrace adjacent to the Nottoway River in
southeastern Virginia, USA. Utilized by humans over
a period of many thousands of years, the site is most
known for its buried Paleo-Indian occupations, one of
which is indisputably of the Clovis culture and another,
lying below the Clovis, interpreted to be of an origin
predating Clovis. Several lines of evidence support
a pre-Clovis component: (1) A sterile 7-20 cm zone of
vertical separation lies between Clovis and underlying
pre-Clovis materials; (2) different lithic assemblages are
distinguished — imported cryptocrystalline rock types
(such as chert and chalcedony) are exclusive to the Clovis
level, while locally obtained quartzite was used by the
pre-Clovis; (3) a distinctive core blade artifact technology
for the pre-Clovis occupation; and (4) '*C charcoal ages of
10,920 BP for the Clovis but as early as 16,670 BP for the
pre-Clovis. The pre-Clovis component was subsequently
referred to as Blade (McAvoy and McAvoy, 1997).
Because the above evidence argues against a long-held
theory that Clovis people were the first inhabitants of the
Americas, the Blade component became the focus of crit-
ical attention. Beyond the theoretical conception was
a speculation that the sandy composition of Cactus Hill’s
dunal soil may have been too unstable to preserve very
old cultural materials in an ordered stratified sequence.
Multidisciplinary geoarchaeological investigations were
employed to address this concern. Pedological investiga-
tions (Wagner and McAvoy, 2004) recognized episodic
sand deposition but also identified preserved buried

surface horizons both at the Clovis level and a deeper, much
earlier one (19,540 '*C BP) predating all site occupations.
These surfaces and strongly developed, very old subsoil
lamellae demonstrated intervals of prolonged stasis and soil
formation as well as mostly protective burial during deposi-
tion events. Similarly, micromorphological examinations of
soil matrices (Macphail and McAvoy, 2008) convincingly
showed that Blade artifacts were unlikely to have been
emplaced by a process of downdrift from the Clovis level.
While relic surface horizon microaggregates were identi-
fied at both the Clovis and Blade levels, comparable surface
indicators were not present within the intervening culturally
sterile zone. In further support, luminescence dating
(Feathers et al., 2006) of principal strata was in close agree-
ment with radiocarbon ages and also verified an ordered
vertical progression of increasing age with depth. Taken
together, the above data indicate that natural soil distur-
bances such as deflation or mixing appear to have been rel-
atively limited and not likely to have appreciably affected
the long-term integrity of site stratigraphy.
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Introduction

People of the ancient world understood that geophysical
and climatic anomalies could alter the environments that
permitted the growth of comestible agricultural resources
for urban and rural populations. When their technical
capability proved adequate, they were able to modify
water supply systems to sustain agricultural productivity
through times of environmental change. When technolog-
ical solutions or adaptations to other resources were not
possible, societal transformation and/or collapse followed,
leaving archaeological remains that now testify to the lack
of appropriate technology, management, or manpower to
overcome the deteriorating resource base. Water for urban
and agricultural use is vital to sustainability. When the col-
lapse of agricultural systems is manifest in the archaeolog-
ical record, remains of canals, aqueducts, water storage,
and transport systems provide vital geoarchaeological
clues detailing how and why failure occurred. These clues
often point to long-term drought that limited water avail-
ability for farming, floods that incurred changes in agricul-
tural landscapes through soil erosion or aggradation,
seismic/tectonic effects that disrupted canal and aqueduct
systems, river downcutting (rejuvenation) that stranded
canal inlets, and aeolian soil transport that led to landscape
inflation or deflation processes. The influence of these
geoarchaeological processes on water supply and distribu-
tion systems is basic to (1) understanding the fate of
ancient sites and cultures and (2) interpreting the pro-
cesses of societal collapse and transformation.

Geoarchaeological effects on canals in ancient
South America

Research on ancient canals of pre-Columbian Peru has
shown the influence of seismic distortion and tectonic
uplift on once-functional canals. Many ancient canals built
during the Late Intermediate Period (LIP 800—1480 CE)
Chimu occupation of North Coast Peru (Moseley, 2001)
show layered silt deposits indicative of the functional,
negative-declination slopes necessary to conduct water
from rivers through irrigation canals onto field systems.
Several major irrigation and water transport canals were
subsequently rendered nonoperational by tectonic/seismic
effects during the Chimu occupation within the Moche
Valley heartland (Ortloff et al., 1985; Ortloff, 2009),
thereby severely compromising the intravalley canal net-
work supporting the agricultural field systems vital to
maintaining large population centers. A further effect from
tectonic uplift was incisive downcutting (rejuvenation) of
the Moche River, the main water source for the Moche
Valley irrigation network. In addition to uplift, erosion
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Figure 1 Downcut riverbank sidewall from the effects of Moche
River rejuvenation; the riverbank profile contains artifacts from
the Early through Late Intermediate Period (300 BCE-1400 CE)
(From Ortloff, 2009: Figure 1.1.12, p. 30).

from torrential rains deriving from episodic El Nifio
events also accelerated the downcutting processes. The
river gradually deepened its bed relative to the adjacent
land surface that contained the agricultural field systems
(Whitten and Brooks, 1982). Figure 1 shows the south-
side riverbank of the steeply downcut Moche River lay-
ered with Early Intermediate Period (EIP 300 BCE—600
CE) cultural remains indicating the effects of river
downcutting episodes that began in earlier EIP and contin-
ued through the later LIP Chimu occupation. Fed by flow
from seasonal Andean mountain rainfall runoff, the
Moche River deepened its bed in step with tectonic uplift,
leading over time to lowered water levels and the
stranding of inlets to irrigation canals originating in valley
neck areas far from the coastline. These inlets served field
systems on the coastal plains and were eventually aban-
doned when they became nonfunctional. As canals with
valley neck inlets were abandoned, new canals were
constructed further downriver toward the coast in places
where downcutting was as yet minimal. These new con-
structions required short canals with shallow slopes that
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Canals and Aqueducts in the Ancient World, Figure 2 Graphic representation of downcutting evolution in the Moche River:
frames A, B, and C represent sequential riverbed lowering producing loss of agricultural land as canal inlets are stranded and tapping
of river water progressively upriver limits the acreage that can be brought under cultivation (From Ortloff, 2009: Figure 1.1.13, p. 32).

were built into riverbank sidewalls to conduct water from
the level of the river to slightly lower canal inlets serving
lower elevation field systems. With ongoing tectonic
uplift and river downcutting over many centuries, and
with new canal inlets being constructed as higher eleva-
tion inlets were abandoned, agricultural field area was
compressed into ever-decreasing areas downriver from
the older abandoned inlets. This process is illustrated by
the inlet/canal sequencing shown in Figure 2. Thus, geo-
physical processes acting on canal-based irrigation agri-
culture were a factor contributing to the ultimate collapse
of the Chimu Moche Valley irrigation system in the tenth
to eleventh centuries CE.

Coincident with these ongoing geophysical effects,
long-term drought (Thompson et al., 1985, 1995) in Peru
from ~1000 to 1300 CE lowered river flow rates and
thereby compromised the water supply available for agri-
culture. A typical Chimu Moche Valley canal serving the
Pampa Huanchaco field system (Ortloff, 2009) exhibited
cross-section profiles that showed continual modification
to accommodate decreasing water flow rates (Figure 3).
Low Moche River water supplies impacted agricultural
production severely, which then failed to support the large
Chimu population at the Moche Valley Chimu capital city

of Chan Chan. A remedial measure was attempted in order
to overcome the decline in agricultural production: the
75 km Intervalley Canal was constructed prior to ~1000
CE to bring water from the higher flow rate river in the
adjacent Chicama Valley to resuscitate failing Moche Val-
ley field systems (Ortloff et al., 1982). Another remedial
measure was the extensive excavation of deep pits dug
to the phreatic zone of the water table near the Pacific
coast margin of Chan Chan, also to maintain limited agri-
cultural production. The Intervalley Canal’s hydraulic
design was ingeniously crafted to produce a maximum
flow rate to match and reactivate the Moche Valley’s main
intravalley Vichansao distribution canal and provide water
to field systems along its route to the Moche Valley
(Ortloff et al., 1982; Ortloff, 2009); however, it stretched
the drought-limited water supply of the Chicama River
and ultimately provided only a short-lived solution to
reactivate desiccated branch canals and maintain Moche
Valley agriculture. Evidence of path modifications to
restore functionality to the Intervalley Canal attest to seis-
mically induced landscape distortions affecting canal
slopes during its period of use; ultimately the combination
of long-term drought and seismic distortions rendered the
canal unusable. While the cumulative effects from
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Canals and Aqueducts in the Ancient World, Figure 3 Cross-
section profiles of a canal from the Pampa Huanchaco area of
the Moche Valley; profiles indicate continuous infilling and
contraction of cross sections as tenth- to eleventh-century
drought reduced water supply to canals (From Ortloff, 2009:
Figure 1.1.8, p. 25).

centuries of climatic and geomorphic change steadily
contracted the heartland of Moche Valley agriculture, the
Chimu expanded into north coast valleys with richer water
and land resources in later times.

The Late Preceramic (2600—1800 BCE) society at
Caral, located in the Supe Valley of coastal Peru, is
a further example of geophysical landscape changes
influencing both agricultural productivity and the marine
resource base underwriting their economies. With intensi-
fying ENSO (EI Nifio-Southern Oscillation) floods occur-
ring at this time (Sandweiss et al., 2009), flood sediment
transport produced large offshore beach ridges that
trapped flood sediments, infilled bays with marshes, and
prograded earlier shoreline locations by flood sediment
deposition and aeolian sand transport (Ortloff, 2009;
Sandweiss et al., 2009; Ortloff, 2012). These geophysical
processes gradually buried extensive coastal agricultural
field systems in the valley delta area and caused agricul-
ture to be transferred to narrow and distant up-valley farm-
ing areas that were insufficient to support the large valley
population. "*C dating of near-shoreline-habitat mollusk
deposits, now far inland from the present-day shoreline
(Figure 4), indicates that large-scale sediment transport
and littoral infilling had occurred over centuries (Ortloff,

2012). These episodes buried coastal agricultural fields
beneath non-fertile sands and gravels that derived from
concentrated ENSO flood events, preventing agriculture
from being reestablished. Supe Valley excavation pits
~3 km inland reveal 4—5 m of sediment deposits covering
what was previously Holocene beach sands. As sediment
deposits and clay banks accumulated behind the beach
ridges, decreased coastal zone hydraulic conductivity
resulted, creating limited groundwater drainage. This
caused the water table to back up and rise, producing
up-valley bottomland springs in narrow valleys. These
springs were canalized to support limited, narrow-valley
bottomland field systems and ramped aqueduct canals
built along the south-side Supe Valley canyon walls sup-
plied by bottomland springs from far up-valley sources.
The ramped canals led water to plateau field areas that
added limited agricultural field acreage. Up-valley agri-
cultural bottomlands were subject to episodic El Nifio ero-
sive flood events that reduced land areas suitable for
agriculture and further destabilized the economic base of
valley population centers. The major loss of large coastal
fields buried by flood sediments, however, made it diffi-
cult to sustain all 19 Supe Valley sites, and their
populations as geophysical landscape change progressed.
Again, geophysical processes played a prominent role in
influencing site abandonment of Preceramic societies in
the Supe and adjacent coastal valleys. All sites were even-
tually abandoned by 1800 BCE, presumably due to the
large-scale geophysical effects that compromised their
economic base founded upon trade of marine resources
from coastal sites for agricultural resources from inland
sites (Shady Solis, 2000, 2007). As the marine resource
base (primarily shellfish gathering) was compromised by
bay infilling and the agricultural area underwent progres-
sive contraction, the sustainability of coastal Late
Preceramic society’s economic base decreased.

The Middle Horizon (300 BCE-1100 CE) site of
Tiwanaku (Bolivia) also underwent a collapse due to
long-term drought in the tenth to eleventh centuries.
A dropping water table and declining spring flow ulti-
mately stranded 100,000 km? of raised field systems adja-
cent to Lake Titicaca that supported agriculture for the
Tiwanaku capital city (Ortloff and Kolata, 1993); no '*C
dates indicating occupation after 1100 CE are recorded
for the capital city or satellite centers.

Ancient South American societies experienced
a variety of climatic effects that induced geophysical land-
scape changes affecting their agricultural and marine
resource base. The disappearance and/or transformation
of major societies, and their resurrection under different
social structures in different areas when drought condi-
tions relaxed in the twelfth to thirteenth centuries CE,
depended largely upon exploitation of more sustainable
agro-systems that benefitted from increasing water
resources. Colonies and satellite settlements characterized
many major Andean societies (Murra, 1962). This strategy
expanded agriculture into different ecological zones and
applied different farming techniques, employing local
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Canals and Aqueducts in the Ancient World, Figure 4 '*C dates from mollusk layer concentrations far inland from the present-day
Pacific Coast shoreline indicating aeolian/flood sediment transport producing coastal infilling over millennia; mollusk species
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Lima, Peru.

water resources to lessen the dependence upon a single
agro-system type. This approach proved valuable in diver-
sifying the agricultural resource base of Andean societies.

Geoarchaeological effects on societies of the
ancient Middle East

While climate change and severe weather events charac-
terize coastal and highland societies of ancient (and mod-
ern) South America due to ENSO El Nifio and La Nifa
drought and flood effects, ancient (and modern) Mediter-
ranean societies had the advantage of milder climate and
fewer significant weather fluctuations. For the most part,
Roman, Greek, and Levantine civilizations experienced
fewer climate-related environmental challenges than their
South American counterparts. While drought and flood
events certainly occurred, colonies and captive areas
under central state authority that encompassed vastly dif-
ferent ecological zones guaranteed a resource base avail-
able through trade and tribute to sustain the large
populations of capital cities. Under stable climate/weather

conditions, canal and aqueduct construction exhibited
a degree of permanence that reflected the monumental
labor input dedicated to their construction. This is in con-
trast to ancient South American societies whose survival
and continuity depended upon water transport and agricul-
tural systems that had to be modified to accommodate
changing ecological conditions.

As an example, consider the case of Roman Ephesus
(Turkey) and the engineering that characterized the per-
manent water distribution structures constructed without
major interferences from the effects of climate or other
geophysical change (Bammer, 1988; Scherrer, 1995;
Ortloff and Crouch, 2001; Crouch, 2004; Ortloff, 2009).
Water supply to the city was by means of canals and aque-
ducts from distant spring systems (Figure 5); the terminal
point for aqueduct flows was a multi-chambered holding
tank structure (castellum), each of whose chambers held
water at different depths, a condition that determined the
hydraulic pressure and flow rate from each chamber into
pipes that emerged from the base of individual chambers.
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(From Ortloff, 2009: Figure 2.3.8, p. 313).

The water distribution system consisted of joined seg-
ments of terracotta piping running from individual
castellum chambers to city destination points, each with
given water requirements. Other water distribution com-
ponents consisted of open channels that led directly from
a castellum to reservoirs and then to pipe systems that sup-
plied baths, elite housing compounds, administrative
structures, marketplace areas, fountains, and latrines
within the city. When open channels were impractical
due to access or unstable landscape paths, buried multiple
pipeline bundles were used. Pipeline systems buried at
shallow depths had the advantage of being conveniently
reparable, as broken segments could easily be replaced.
Open channels likewise had easy repair access. When
earthquake damage occurred, repairs could be readily
conducted. Thus, few elaborate renovation mechanisms

pply and drainage lines for Ephesus in the Roman occupation period

were needed as repairs were made by virtue of the simplic-
ity and accessibility of near-surface water piping net-
works. Drainage from built structures and baths was
through subterranean channels that drained into the nearby
bay. Rainfall runoff was collected through gaps in street
paving slabs and conducted directly to the bay. Thus, both
water supply and drainage facilities could be readily
repaired due to the nature of the design. Large aqueduct
structures were able to resist seismic loading pulses due
to the flexibility provided by non-mortared, stone block
construction that distributed and dissipated energy
through sliding friction between the many individual
blocks forming the aqueduct. While this type of construc-
tion limited earthquake damage, it is questionable whether
this was a thoughtful consideration in Roman construction
methodology. It produced a fortuitous outcome
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nonetheless. Redundancy was built into the water supply
to the city by five different aqueducts from different
springs (Figure 5). Although most components of the
Ephesian water system were resistant to moderate seismic
loading due to their flexibility and ease of repair, Ephesus
nevertheless was vulnerable to some geophysical risk
brought about by its location adjacent to major rivers that
carried the large volumes of rainfall runoff (silt and sand)
that are characteristic of the mountainous coastal zone of
western Turkey. Silt from runoff erosion of mountain soils
carried by the Meander (Biiyilk Menderes) River over
many centuries gradually infilled the bay adjacent to the
city (Kraft et al., 1999) and reduced the maritime trade
and commercial importance of Ephesos. These river silts
deposited ~10 m of sediments and engulfed an earlier
Greek settlement below Roman Ephesus, thereby cover-
ing sacred processional paths associated with the earlier
Greek settlement and burying springs at the base of the
largely karst composition mountain (Crouch, 2004) adja-
cent to the Roman city precincts.

At Ephesus, canal and aqueduct systems leading from
mountain spring sources distributed water into the urban
core through complex pipeline systems that supplied
water for 250,000 inhabitants at 150 gal/day/person,
including baths, fountains, nymphea, latrines, elite hous-
ing compounds, public buildings, a coliseum, gymnasia,
and a theater, all of which required a continuously running
water supply (Figure 5). The nearby Temple of Artemis,
originally ~3 km inland from the Mediterranean shore-
line, was served by multiple underground pipelines of dif-
ferent designs for different ceremonial uses (Ortloff,
2009). This site, originating around 800 BCE, became
inundated after many centuries of operation as a result of
coastal subsidence and progradation, uplift of inland
mountains, and sediment deposits interfering with springs
that supplied water to the temple. Here, the geophysical
effects were so gradual and subtle that compensatory
structural engineering considerations made in advance of
construction were apparently not a major concern.

The site of Petra in Jordan (Bourbon, 1999; Taylor,
2001; Guzzo and Schneider, 2002) is a further example
of'the creative use of intermittent water supplies from rain-
fall and springs to maintain city activities over centuries.
Spring systems within tens of kilometers of Petra provided
water to reservoirs from which terracotta pipes guided the
flow to inner urban precincts for agoras, fountains, theater,
water gardens, temples, public buildings, and domestic
housing. Piping systems of different hydraulic designs
were necessary given how distant these springs were from
distribution hubs. Known from ancient times, and verifi-
able from modern computer calculations, is that a linear
increase in supply hydraulic head does not result in
a corresponding linear flow rate increase in long pipelines
(Ortloff, 2009) due to nonlinear, cumulative water-internal
pipe wall friction effects. This design constraint, together
with how landscape-governed slope variations place con-
straints on pipe flow rate, results in a catalogue of hydrau-
lic designs (Ortloff and Kassinos, 2003; Ortloff, 2009) that

were utilized at Petra for the Siq, Jebel el Kubtha, and
Zurraba water supply systems. Such urban core water sup-
ply systems possessing different hydraulic solutions for dif-
ferent geophysical constraints demonstrate that the ancient
engineers possessed a wide knowledge base, approaching
in many cases that of modern hydraulic design practice.
Rainfall catchment basins and reservoirs provided addi-
tional water supplies and limited runoff into the urban cen-
ter; some 250 such basins have been located in the
mountainous areas surrounding Petra. The predictability
ofrainfall periods in this area of Jordan was well understood
in antiquity and served to provide city reservoirs with water
through many catchment basins and springs. Defensive
water diversion channels and dams limited water damage
to the urban core of Petra; here knowledge of water control
was key to the permanence of the city for many centuries.

For the sites mentioned, the permanence of construc-
tion of fixed water supply elements (canals, pipelines,
aqueducts, and reservoirs serving city and agricultural sys-
tems) indicates that geophysical threats were minimal out-
side of occasional, but reparable, earthquake damage.
Thus, with regard to water supply systems, the advantage
of the Mediterranean world with its stable climate and
weather norms is apparent compared to New World cities
and settlements.

Geophysical effects on the water systems of the
Khmer Kingdom city of Angkor

The site of Angkor (800—1450 CE) in central Cambodia
(Laur, 2002; Coe, 2003) reveals a long history of innova-
tive water management that supported agricultural
resources for a vast population centered about the central
city core. A series of moats, channels, reservoirs, dams,
and ritual water healing centers characterized the city’s
precincts (Figure 6). Of interest are two large reservoirs
(barays), the largest of which is the West Baray with an
8 x 5 km footprint. A wide-barrier dike enclosed the baray
on all sides, and water from monsoon rainfall and the Puok
and Siem Reap rivers provided water to fill the reservoir
during the rainy season. While some release points along
the dike led to irrigation canals, the large reservoir had
a profound reason for its existence. Groundwater flow
modeling (Ortloff, 2009) indicates that water stored in
the reservoir during dual monsoon seasons was slowly
released by groundwater seepage during the dry season
to maintain a constant groundwater height throughout
the year in areas south and east of the baray. The area
between the baray and the edge of Lake Tonlé Sap was pri-
marily for rice cultivation in sunken pits dug below the
water table. The East Baray served a similar function by
maintaining groundwater height under the city’s urban
core and keeping the water level in moats and ceremonial
pools constant year-round. Without dry season groundwa-
ter recharge from the barays, a permanent collapse in sub-
soil porosity would have occurred causing ground
subsidence and structurally compromising the Angkor
temples. Thus, two major barays, together with reservoirs,



102 CANALS AND AQUEDUCTS IN THE ANCIENT WORLD

O'KLOC RIVER

Preah Kahn |1

T Som / 21

[ wp=ta|
v 7 21
og —
| 5-16,6."" .9
L% 020 || .
WEST BARAY  [3) West Mebon v T A?,_?g,\? > [ -
21
Ak Yum —
21
Thommanon 12. Banleay Kdei
Chau Say Tevoda 13. Ta Prohm
Spea-lﬂ Thma 14. Preah Rup
Hospital Chapel 15. Ta Prohm Kei
West Gate 16. Baphuon

Elephant Terrace

17. Phnom Bakhang
Leper King Terrace

18. Bakani Chamkrong

DO B LN~

South Gate 19. Preah Palltay
. Preah Pithu 20. South Kleang
:‘1’-;‘?" p‘i"am 21. Canal Systems
.Prasnt Kravan
SIEM REAP RIVER Rg:tLE%US
ROULOUS
GROUP
SIEM REAP
0 1 2 3 4 5
| L 1 5 i
KM Preah Ko DE]

LAKE TONLE SAP

EAST BARAY

=)
B Kes East Mebon o
- 13 21 ..-,n-»-11 Samle’
E—ti-
Srah Srang

ROULOUS
RIVER

@l L

Canals and Aqueducts in the Ancient World, Figure 6 Site feature map of Angkor (Cambodia) (From Ortloff, 2009: Figure 3.1.1,

p. 359).

pools, and moats within city precincts, served to maintain
the structural integrity of the many temples of Angkor,
permitted extension of rice cropping on a year-round
basis, and provided aesthetic embellishment to the Khmer
version of the celestial capital of the gods. Through cap-
tured monsoon runoff, groundwater seepage systems,
and surface transfer canals, an elaborate three-dimensional
water control system (subsurface and surface) gave pros-
perity and continuity to Angkor over many centuries of
occupation. Thus, Khmer knowledge of geophysical
effects related to groundwater movement was a vital ele-
ment in their city’s prominence over many centuries.

Southwestern Native American societies:
geophysics of canals and aqueducts

Over geologic epochs spanning millions of years, the Colo-
rado Plateau has been etched by the deepening and
headward extension of innumerable small valleys opened
during periods of intermittent heavy rainfall. These valleys
are characterized by floodplain incision from rain runoff
producing areas of unconsolidated sediment deposits
within the valleys that limit water control for irrigation agri-
culture (Longwell and Flint, 1962; Cooke and Reeves,
1976). Heavy rains lead to sediment deposition over

bedrock, creating arable land for irrigation agriculture but
not in areas prone to periodic erosion. Farther south in the
Basin and Range country, deeper alluvial valleys containing
sandy desert soils limit agricultural productivity due to lim-
ited moisture retention, as well as climate/weather condi-
tions characterized by high desert temperatures and more
frequent drought conditions. Across the Southwest, many
alluvial valleys are prone to stream entrenchment (arroyo
cutting) that lowers water tables and restricts the amount
of arable land that can be irrigated (Cooke and Reeves,
1976). Thus, as a result of heavy flood runoff and periodic
droughts, agriculture was limited by both climate and geo-
morphic processes that placed constraints on water control.

Yet despite difficulties with unstable farming terrains in
these geographic zones, Spanish settlers coming into the
area post-1540 CE found land being productively farmed
by indigenous peoples (Doolittle, 2000) who ingeniously
modified the landscape to capture and store intermittent
rainfall and snowmelt to sustain crops (Anschuetz, 2001,
2006; Plog, 2008). On the Colorado Plateau, for example,
most of the agriculture noted by the Spanish was floodwa-
ter farmed. Periods of drought that deteriorated grasslands
and amplified erosion during heavy rainstorms, together
with periods of light, but more frequent, rains caused con-
tinuous infilling of wvalleys with alluvium. Farming
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required adaptive responses to prehistoric climate vari-
ability influenced by El Nifio and La Nifia rainfall and
drought periods, respectively (Dean and Robinson,
1977; Fish and Fish, 1984; Doolittle, 1992; Damp et al.,
2002). Several of the major prehistoric (pre-Columbian)
Indian societies of the Colorado Plateau (e.g., Anasazi
and Mogollon) and southern Basin and Range areas out-
side of the Plateau (e.g., Hohokam and Patayan) farmed
floodplains watered by melting winter snow and summer
rains. Additional hill-slope terracing was used to stabilize
planting surfaces, and flood diversion dams were built to
limit erosional/depositional effects on field plots
(Doolittle, 1992; Lightfoot and Eddy, 1995; Doolittle,
2000; Anschuetz, 2001).

Diverse technical innovations founded upon highly
evolved indigenous cultural knowledge allowed for suc-
cessful crop production in distinct geomorphic settings
(Woosley, 1980; Doolittle, 1992, 2000). For example, the
prehistoric Puebloans (Anasazi) located on Mesa Verde in
Colorado (Ferguson, 1996) constructed a series of four res-
ervoirs (Box Elder, Morefield, Far View, and Sagebrush)
that were operational from 750 to 1180 CE and captured
rainfall runoff to redistribute water for agricultural and
domestic use (Leeper, 1986; Wilshusen et al., 1997; Wright,
2003). Ethnographically, the Tewa of north-central New
Mexico employed bermed terraces to capture rainfall,
together with stone-lined transport canals, dams, and
spreaders to capture (or divert) runoff. The Tewa could
exploit a combination of direct precipitation, intermittent
runoff, groundwater, and canal extraction from springs
and rivers to water their fields (Doolittle, 1992, 2000;
Anschuetz, 2001, 2006). Stone-mulched and stone-
bordered sunken pits were also used by Pueblo society to
trap precipitation. Anschuetz (2001, 2006) describes anec-
dotal evidence that winter snow was rolled into balls and
deposited in these pits in order to store water and amplify
soil moisture for later agricultural use. The Hohokam
(600—1350 CE) of south-central Arizona utilized extensive
canal networks drawn from rivers and springs to irrigate
vast field areas. The Salt River Valley contained as many
as 400 km of main and distribution canals (Howard,
1987; Doolittle, 2000; Plog, 2008) with the Gila and Verde
Valleys containing yet more irrigation canals estimated to
be on the order of 600 km in cumulative length.

South-central Arizona employed the greatest extent of
canal irrigation compared to all other southwestern indige-
nous societies. Aerial photography of these prehistoric canal
and field system complexes taken 80 years ago (Judd, 1930)
has proven indispensable in discovering and documenting
trace canal, and field system remains now obliterated by ero-
sion, sediment deposition overlays, and modern agriculture
proceeding from urban expansion. Canal water transport
technologies practiced by the Pima (Akimel O’odham)
along the Gila River involved long, low-slope, open chan-
nels that supplied field systems. While similar water control
systems were used elsewhere in the Southwest, canals orig-
inating from smaller river tributaries to major rivers were
a preferred strategy due to easy water control practices.

Other agricultural practices depended upon floodwater farm-
ing, especially in areas lacking large, perennial rivers. For
example, the Papago (Tohono O’odham) were known for
their ak chin (floodwater) farming along ephemeral streams,
while the Navajo and Hopi planted fields in drainage areas
where floods and runoff occurred during heavy rains (Plog,
2008). Further innovative indigenous agricultural strategies
practiced in the Southwest are summarized by Doolittle
(2000) and Plog (2008).

Modern scientific techniques integrated into archaeolog-
ical studies add greatly to our understanding of complex
geomorphologic processes and the response of indigenous
societies to challenges posed by climate and landscape lim-
itations. For example, '*C and luminescence dating (Berger
etal., 2009; Watkins et al., 2011), as well as pollen and bio-
metric analysis of sediment layers in canals and reservoirs,
provides insight into age, use history of water control fea-
tures (Huckleberry, 1999; Wright, 2003; Wright et al.,
2005; Wright, 2006), and an understanding of crop types
farmed by different societies. Additionally, much has been
learned about prehistoric canals and fields through analysis
of the physical-mechanical properties of sediments and
alluvial deposits (hydraulic conductivity, porosity, stratigra-
phy). These studies provide insight into rain infiltration and
seepage rates, as well as details illuminating the formation
processes of canals and reservoirs. For example, sedimento-
logical and stratigraphic analyses of Anasazi mesa top and
valley water storage reservoir systems and canals were
essential to understanding their role in sustaining local
farming communities (Rohn, 1977; Wright, 2003; Wright
et al., 2005; Wright, 2006). Application of concepts from
fluvial geomorphology (Knighton, 1998) (e.g., erosion ini-
tiation, sediment transport and deposition) has proven use-
ful in recognizing the impacts of floods and climate change
on indigenous farming in the American Southwest (Cooke
and Reeves, 1976; Bettess and White, 1983; Abrahams,
1987), as well as post-abandonment weathering of agricul-
tural landscapes. When combined with dendrohydrological
studies (Dean and Robinson, 1977), fluvial geomorphic
analysis provides insight into how indigenous Southwest-
ern societies changed their irrigation strategies (which are
detectable from archaeological studies) as an adaptation to
climate and landscape changes.

Conclusions

A survey of urban/agricultural water supply systems of
major New and Old World societies on four regions of
the world reveals exploitation of different varieties of
water sources available in different ecological zones.
Dams, reservoirs, canals, aqueducts, pipelines, open chan-
nels, and groundwater resources served to collect, trans-
port, and distribute water to urban centers and
agricultural fields. Each water system type with its selec-
tion of water transport and storage systems exhibited vul-
nerabilities when subject to climate and geophysical
landscape changes. When system modifications were not
possible due to insufficient technology, labor shortage,
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or lack of management expertise, societies underwent col-
lapse, transformation, and altered societal and cultural tra-
jectories as observed in the archaeological record.
Differences exist between water transport and distribution
systems employing different construction techniques and
materials by New and Old World societies. Where the
effects of climate and geophysical landscape change were
minimal over long time periods, construction was perma-
nent and alterations remedial in nature; where climate and
weather patterns were changeable and affected the stabil-
ity of water transport systems, flexibility of design and
modification is evident to guarantee sustained use of these
water systems. Examples discussed reveal this basic strat-
egy difference between Old and New World societies. The
many different water usage strategies employed by these
societies constitute a virtual library of solutions tailored
to different ecological and geomorphic conditions and
provide insight into the creativity and resourcefulness of
ancient engineers to maintain their communities despite
changes in environmental conditions affecting their agri-
cultural resource base.
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CASPER SITE, WYOMING

Vance T. Holliday
Anthropology and Departments Geosciences, University
of Arizona, Tucson, AZ, USA

The Casper site was a bone bed from a bison kill near Cas-
per, Wyoming. It was destroyed by construction activity
shortly after excavations in 1971. The site is on the fourth
terrace above the northern bank of the North Platte River
and is located near the margin of an extensive dune field
that follows the North Platte valley. Geoarchaeological
research informed investigators about the setting at the

time of occupation and also provided insights into human
actions involved in creating the site.

The site was exposed in stratified sands resting on top
of Pleistocene gravels that comprise most of the terrace
fill. Tt consisted of the remains of ~100 extinct bison
(Bison antiquus). Associated with the bones were 60 bifa-
cial Hell Gap projectile points (one of a number of North
American Paleoindian projectile point styles), along with
unifacial cutting tools, resharpening flakes, and stream-
worn cobbles likely used as hammerstones in the butcher-
ing process. The site is radiocarbon dated to ~10,000 '*C
years BP and is a classic example of a Paleoindian bison
kill from the northern Great Plains of North America.

Based on the evidence of sedimentology, stratigraphy, and
geomorphology at the site, the bison kill took place within
a parabolic sand dune. Resting on the terrace is an older set
of well-sorted medium sand dunes with low-angle cross bed-
ding. This older set of sands and the upper terrace alluvium
were truncated by erosion that formed a long trough that
was minimally ~100 m long, ~25 m wide, and 2 m deep.
Inset against this elongate depression was another set of
medium sand dunes, similarly cross-bedded. The bone bed
was in the younger sand deposit, scattered along the paleo-
depression. The sedimentology and paleo-topography are
essentially identical to the interior of parabolic dunes in the
area, where the dune forms with its curved arms upwind
and the windward face becomes concave as its surface sand
is blown up and over the dune ridge. The interpretation is that
bison were driven into the blowout of a parabolic dune. The
steep blowout walls of the windward slope trapped or at least
slowed the animals so they could be killed. The
zooarchaeology combined with the microstratigraphy indi-
cated that the site represented a single event and incorporated
both a kill and a processing area.
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Catalhoylik is a key Neolithic site located in south central
Turkey. It is one of the largest and best studied early agri-
cultural settlements in Southwest Asia, and it has also
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revealed a significant record of symbolic expression, such
as wall paintings. Catalhdyiik, in fact, comprises two
mounds, an East mound where most excavations have
been focused and a smaller West mound of early
Chalcolithic date. Catalhoyiik was originally excavated
in the early 1960s by James Mellaart, but archaeological
fieldwork subsequently stopped and recommenced only
in 1993 under the overall direction of Ian Hodder — see
Hodder (2006) for a summary.

Catalhdyiik is located on a gently sloping alluvial fan
delta of the Carsamba river, which has prograded across
the bed of a large former lake that covered the Konya basin
during the late Pleistocene (Figure 1). The plain lies at an
elevation of ~1,000 m asl and lacks any surface outlet. Its
climate is semiarid continental Mediterranean, in contrast
to the surrounding well-watered mountain watershed. In
contrast to initial speculations by Cohen (1970), studies
by Roberts (1982) showed that (1) the main shrinkage of
the Pleistocene Konya lake occurred prior to 16,000 BC,

i.e., well before the first Neolithic occupation, and (2) sig-
nificant post-occupation alluviation has occurred at
Catalhoyiik. This continued deposition of alluvium means
that modern soil type distributions (Driessen and de
Meester, 1969) do not provide a reliable guide to those that
existed around the site in prehistory. A comprehensive
geoarchaeological field program took place between
1993 and 1999 linked to the current excavations at
Catalhoyiik (Roberts et al., 1996; Roberts et al., 2007).
This KOPAL (Konya basin Palacoenvironment) project
included vibrocoring, backhoe trenching, and study of
off-site irrigation ditch sections, not only at Catalhdyiik
but also at other archaeological sites located across the
Carsamba fan (Boyer et al., 2006).

Above pale gray marl deposited on the bed of the glacial-
age lake, two principal alluvial units can be distinguished.
A red-brown upper alluvial silt-clay dates from Bronze
Age to post-Byzantine times. Beneath this lies a very dark
gray lower alluvium comprising heavy, smectite-rich clay
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Catalhoyik, Figure 1 Maps showing the changing distribution of sediments around Catalhdyiik, near the start and end of the
occupation of the East mound and at the present day (Modified from Boyer et al., 2006). At the microscale, this pattern would have

been more spatially heterogeneous than shown here.
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Catalhoyiik, Figure 2 Chronological chart showing recorded archaeological site numbers on or near the Carsamba fan, individual

site occupations, and changing flood regimes (From Roberts and

that was laid down in a seasonally flooded backswamp envi-
ronment. The top of the underlying marl is undulating due to
Late Glacial eolian deflation, and as a result, the backswamp
clay infill shows local-scale variations in thickness. Deposi-
tion of the backswamp clay at Catalhdyiik began ~7500 BC
and ended by ~6000 BC with paleosol formation, and it
coincides in time almost exactly with the Neolithic occupa-
tion (Figure 2). During the spring flood, much of the lower-
lying land surrounding Neolithic Catalhdyiik would have
been under water, which led Roberts and Rosen (2009) to
propose that some cereal and pulse crops may have been
grown on drier ground away from the alluvial fan.

In summer, the alluvial and marl plain dried out, and the
Carsamba river returned to its main channel, which ran next
to Catalhoyiik. The strong wet-dry seasonal contrast in river
and wetland hydrology has been confirmed by stable car-
bon and oxygen isotope analyses on samples taken across
the surface of large Unio mollusk shells found on-site; the
results for sequential samples showed isotopic variations
explainable by seasonal fluctuations in local water levels
as the bivalve’s shell grew (Bar-Yosef Mayer et al., 2012).
The river “flooding phase” at Catalhdyiik appears to have
prompted a nucleated rather than dispersed settlement pat-
tern on the Carsamba fan, for only this single large site is
known during the ceramic Neolithic, whereas several
smaller settlements existed during both the preceding
aceramic Neolithic and subsequent early Chalcolithic
periods. The distinctive lifeways at Neolithic Catalhdyiik
may, in consequence, have been partly an adaptation to spe-
cific hydro-environmental conditions.

The “flood phase” at Catalhdyiik can be linked to
a period of wetter climate in the eastern Mediterranean
during the early Holocene, and its ending coincides with

Rosen, 2009).

the well-known 8.2 ka BP cold, dry climatic event. How-
ever, lake isotope data show that wetter climatic condi-
tions in central Turkey had started by 9500 BC and
continued until ~4500 BC, thus spanning a longer time
period than the Carsamba flood phase. Its timing must
therefore have been affected by local factors, such as river
avulsion and a changing depocenter, as well as regional
climatic changes. Its onset, for example, would have been
affected by a change in river course from an easterly to
a northerly orientation when the Carsamba broke through
a sand spit of the former Konya lake (Figure 1).

More recent geoarchaeological fieldwork has been
extended to include the nearby predecessor aceramic Neo-
lithic site of Boncuklu, as well as further analysis of the sedi-
ment fill at and around Catalhdyiik, e.g., the sourcing of
mudbricks and lime plasters (Love, 2012; Doherty, 2013).
A new program of coring and ditch sectioning around the
mounds took place in 2007-2009 in order to build a picture
of the site environs at higher spatial resolution. At this fine
spatial scale, the Neolithic landscape would have been
amosaic of upstanding marl hummocks, seasonally wet flood
basins, and riparian zone river channels, some of which would
have provided microhabitats suitable for more intensive
“garden-scale” crop cultivation (Charles et al., 2014).

Catalhgyiik lies close to the volcanic terrain of Cappado-
cia, from where it obtained obsidian for lithic artifacts.
A tephra layer found in eastern Mediterranean lake and
marine cores has been linked geochemically to one of the
Central Anatolian stratovolcanoes and dates to the ceramic
Neolithic (Zanchetta et al., 2011; Schmitt et al., 2014). This
may provide an explanation for an enigmatic wall painting
at Catalhdyiik, which has been interpreted as showing a -
twin-peaked volcano erupting above a settlement.
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Definitions

Cave: natural cavity in a rock which is enterable by
people.

Karst: a terrain that is formed principally by the solu-
tion of the rock.

Introduction

Caves constitute a disproportionately large part of the sur-
viving archaeological record for many prehistoric periods
(Straus, 1997). Their stability in the landscape attracted
humans in search of shelter early in the history of human-
kind, and at the same time, they facilitated the accumula-
tion of sediment and cultural material. The lengthy
geologic and archaeological record that has built up within
some caves provides the basic data of prehistoric archaeol-
ogy in many regions of the world. Caves are also parts of
drainage systems as well as ground water flow paths, mak-
ing them important water sources that may partly explain
their early use. It has been suggested that caves provide
ready-made natural structures without the need of any sig-
nificant adaptation of human behavior, and in this way,
they were convenient and useful for a variety of purposes
(Skeates, 1997; Straus, 1997). Caves are an example
of bounded space, and like architectural forms, they can
be carefully manipulated to create inhabitable, delineated
areas where such spaces do not exist in nature (Kent,
1990). As such, caves provide not only natural shelter
and protection but also a memorable and confined
living space with a sense of durability and familiarity,
probably precursors of the modern idea of “home.”
Caves, therefore, have been considered to be the first
“home base” sites during the late Middle Pleistocene
(Rolland, 2004).

Caves have varying and changing uses across different
cultures. Early in the evolution of humans, they were the
focus of hominin occupation. Examples include the
famous caves within the Cradle of Humankind in South
Africa, where important early hominin fossils have been
found (e.g., Pickering and Kramers, 2010). However, it
is believed that widespread, regular cave occupation did
not begin before later Acheulian horizons, and not until
the Middle Paleolithic are caves more systematically
exploited. The use of fire made deep caves available for
specialized ritual functions, as is indicated by the Upper
Paleolithic art caves of France and Spain. Later, during
the Neolithic, an expansion of cave use is observed, as
groups exploited cave spaces as part of a pastoral econ-
omy (Tolan-Smith and Bonsall, 1997). In addition to
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Cave Settings, Figure 1 Photograph of the area around Klissoura Cave 1 (arrow) showing the typically rugged Mediterranean karstic

terrain developed in limestone.

dwellings, caves have also been employed as storage sites,
cooking places, cemeteries, and temples.

Cave formation

Most caves develop in limestone and similar carbonate
rocks. Their formation is related to karst processes with
the solution of rocks by meteoric (phreatic) water
(Figure 1). Atmospheric carbon dioxide (CO,) dissolved
in rainwater becomes acidic and, as a consequence, is
capable of dissolving carbonate rocks. Rainwater
entering at the ground surface may be further enriched
with CO, derived from decayed vegetal matter and fauna
from the soil. Dissolution of carbonate rocks may follow
changes in lithology, such as contacts between pure and
impurelimestones ~ and  limestones and  other
non-carbonate rocks (including shales or various igneous
rocks).

Water circulation is also greater near joints, bedding
planes, and faults. Therefore, in the early stages of their
formation, caves act as water conduits. When water-filled
passages drain, hydrostatic support stops and breakdown
commences. In any cave evolution sequence, the spalling
of wall and ceiling surfaces is an inevitable phase that
leads to partial or complete infilling but also to enlarging
and generally changing the configuration of the cave
(Gillieson, 1996). Other mechanisms of cave develop-
ment in carbonate rocks include dissolution by sulfuric
acid produced from upwelling thermal waters that

oxidize sulfides present in the limestone or from oxidized
hydrogen sulfide emanating from deep hydrocarbon
sources. Sulfur-oxidizing and sulfur-reducing bacteria
are involved in this type of speleogenesis (White, 2000).

Caves may occur in sandstones and quartzites, evapo-
rates (e.g., gypsum), igneous rocks such as basalts and
granites, as well as in ice. In some of these cases, dissolu-
tion is also the major factor of cave formation, particu-
larly in sandstones and evaporitic rocks. In sandstones,
if the cementing material is carbonate, then cave forma-
tion will proceed according to the karstification process
described above. In quartzites and sandstones, silica
cement dissolution is very slow, and mechanical removal
of loosened grains by fast moving groundwater is an
additional process leading to enlargement (Martini,
2000). Caves in basalt are often lava caves formed by
the draining of lava tube feeding networks during the
eruption period.

Along Kkarstic coastal areas, caves develop where
marine and fresh water meets (Mylroie and Carew,
2000). These shallow water occurrences are based on the
same principle observed for the formation of deepwater
karstic environments, where additional dissolution is
achieved by mixing waters saturated with different
amounts of carbon dioxide. Sea caves are formed by wave
erosion during prolonged sea-level stands (Figure 2).
They can develop in any kind of rock by mechanical
weakening along rock discontinuities and the chemical
action of saltwater (Mylroie, 2005). Sea caves can provide
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Cave Settings, Figure 2 Photograph of two sea caves on the southern coast of South Africa, near Die Kelders Cave. Note the
remnants of bedded aeolianites at the top (arrow) once covering and blocking the entrance to the caves.

useful information on the past sea-level fluctuations in
relation to human occupation (e.g., Goldberg, 2000; Kuhn
et al., 2009; Karkanas and Goldberg, 2010). Windblown
sand can also scour relatively soft rocks and form aeolian
caves of appreciable size (White and Culver, 2005).
Detailed study of the formation of caves, as well as their
history prior to human occupation, is normally not under-
taken in archaeological projects. Yet, such studies contrib-
ute significantly to our understanding of the
paleoenvironment and evolution of the landscape, and
they can reveal potential links to the eventual presence
of humans. In addition, the processes responsible for
a cave’s formation are often ongoing, albeit at a slower
rate, throughout its entire history, and consequently they
affect or determine the type of deposits, structure, and
location. For example, Qesem Cave in Israel was formed
by a combination of processes that include subsidence
and sagging of the bedrock into deeper voids formed by
deep-seated dissolution (Frumkin et al., 2009). The grad-
ual sagging of the basal bedrock layers also affected the
overlying sediments such that the cemented parts of the
cave deposits (indurated through hardening of the matrix)
have fractured along the walls allowing the central area to
sink through gravitational slumping. These processes
have resulted in hanging ledges of cemented deposits
clinging to the cave walls while the adjacent sunken area
in the center subsequently filled in. Then everything was
covered with new collapse material. Both the complex
stratigraphy and the sedimentary character of the cave
are better explained when the processes responsible for

cave formation are clearly understood (Karkanas et al.,
2007).

Cave sediments

Caves are often perfect sedimentary traps, accumulating
and protecting the stratigraphic record from many
postdepositional subaerial processes. Cave sedimentary
facies are quite useful in interpreting and reconstructing
depositional histories, which can track changes in earth
system processes (Springer, 2012), thereby yielding
insights into climate and landscape evolution within the
area (Goldberg, 2000; Pickering et al., 2007; Karkanas
et al., 2008; Kourampas et al. 2009). Sediments from dif-
ferent sources accumulate within caves, and thus complex
stratigraphic sequences may result. At the same time,
however, such instances provide some of the best cases
for studying past human behavior (Macphail et al., 1997;
Karkanas et al., 2007; Meignen et al., 2007; Goldberg
et al., 2009).

Geogenic sediments

Caves are repositories of primary and secondary clastic
sediments, but they also contain primary and secondary
chemical sediments. Primary clastic sediments are derived
from breakdown of the walls and ceiling of the cave
(known as autochthonous or endogenous sediment). Cave
mouths are more sensitive to surface weathering condi-
tions, and, therefore, they can be dominated by processes
not normally encountered in deeper passages. Since
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Cave Settings, Figure 3 Pile of breakdown material capped by brown infiltrated clay coming down a fracture in the bedrock (arrow).

Unnamed cave in Israel, near Qesem Cave.

human occupation is typically restricted to the entrance
area of caves (particularly the deeper ones), these entrance
facies are most important from a geoarchaeological per-
spective. Breakdown is extremely common at the entrance
area, and roof collapse produces talus cones marking the
gradual retreat of the cave (Goldberg et al., 2007)
(Figure 3). Therefore, slope processes often dominate the
entrance area of caves occupied by humans (Karkanas
et al., 2008). Frost action is also observed only in the
entrance area of a cave. Cryoclastic sediments, the famous
éboulis of the French literature, constitute a significant
part of the sediments in present-day temperate environ-
ments. However, similar angular coarse particles can be
produced by a variety of processes including hydration
shuttering and seismic activity (for a review, see Wood-
ward and Goldberg, 2001).

Secondary clastic sediments from the outside
(allochthonous or exogenous) enter the cave through
a variety of processes, such as fluvial deposition, aeolian
activity, and mass movement (debris and mudflows,
creep, falls, slumps, etc.). The main sources of this sedi-
ment are sinking streams carrying sediments from nearby
drainage basins, soils, and weathering residuum from the
ground surface that are flushed into caves through sink-
holes and open fractures by storm runoff and sediment
influxes from overlying rock formations through open
fractures (Bosch and White, 2004).

Sediments deposited from high-energy water flow are
not frequently encountered in archaeological cave
sequences. However, fluvially transported endokarstic

(subsurface) gravels often associated with bedded sands
and silts have been reported in some archaeological caves
(Macphail and Goldberg, 2003; Braillard et al., 2004). In
some cases, invasive waters may enter caves through the
karstic system, producing complex erosional features
including irregular channels and underground tunnels
(Karkanas, 2001). This often leads to a very complicated
stratigraphy with several phases of sedimentation and ero-
sion (Figure 4).

Low-energy water flow may transport material from
outside and redistribute it toward the back of caves. Finely
laminated, moderately sorted, fine-grained sediments
deposited by sheetflow are frequently encountered in the
entrance area (Karkanas, 2001; Goldberg et al., 2007).
Debris flow and other types of deposit produced by mass
movement are probably the most widespread sediments
observed in archaeological sequences within caves. They
appear in the form of sloping beds of angular to
subrounded gravel, floating in unsorted fine-grained
matrix. Gravel clustering, floating boulders, coarse
“tails,” and imbrication (overlapping) of coarser particles
are indications of sediment gravity flows (Figure 5). They
are formed when colluvium that has accumulated in the
entrance is destabilized by water saturation and fails under
the force of gravity (Karkanas et al., 2008; Mallol et al.,
2009). Water saturation can also destabilize previously
deposited sediments with substantial anthropogenic mate-
rials and redistribute them by the force of gravity, produc-
ing slumping and debris flows (Figure 4) (Karkanas and
Goldberg, 2010). In cold climates, solifluction deposits
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Cave Settings, Figure 4 Photograph of complex stratigraphy at
Theopetra Cave, Greece. The lower sedimentary sequence,
comprising cryoturbated burnt features (A) and in situ burnt
remains (D), is truncated by a channel formed by invasive waters
that was later filled with sediment (E). Slumping has reworked
part of the fill, shown by whole pieces of the channel fill (F), and
finally the sequence was capped by reworked burnt stabling
remains (G).

occur widely in caves, where they are characterized by
rounded aggregates and mineral grains coated by
microlaminated silts due to the rotation they undergo dur-
ing displacement (Goldberg 1979a; Courty and
Vallverdt, 2001; Karkanas et al., 2008). Orientation of
clasts provides useful information about the type and
direction of flow (e.g., Bertran and Texier, 1999; Lenoble
et al., 2008).

Another fine-grained sediment frequently observed in
archaeological caves is infiltrated fine-grained sediment
and soil flushed through joints, fractures, and generally
thin discontinuities of the bedrock (Figure 3). This sedi-
ment is often deposited as hyperconcentrated slurries and
mudflows producing cones where they exit from the
joints. More diluted flows can slowly percolate inside
coarser roofspall and accumulate within the voids, thereby
creating secondary-filled, matrix-supported angular

gravels. Piles of coarse breakdown deposits can be further
redistributed by gravity when lubricated by infiltrated clay
slurries (Karkanas et al., 2007).

In coastal areas, aeolian deposition is widespread. Sev-
eral important sites along the coast of South Africa and the
Mediterranean are dominated by windblown deposits of
well-sorted sand interfingered with anthropogenic sedi-
ments (Figure 2) (Goldberg, 1973, Deacon and Geleijnse,
1988; Tsatskin et al., 1995; Goldberg 2000; Macphail and
Goldberg, 2000; Jacobs et al., 2006; Karkanas and Gold-
berg, 2010). Aeolian silt (dust) is also an important com-
ponent of cave sediments — particularly in the circum-
Mediterranean zone — but due to its slow accumulation
rate, it is often intermixed with coarser roofspall, acolian
sand, and other clastic or anthropogenic components, such
as the similar-sized wood ash. These mixtures make the
interpretation of such sediments very difficult in the field.
In Dust Cave, Alabama, USA, original aeolian silts occur
as rounded soil aggregates and are incorporated within the
coarser deposits. Here, dust originated in the nearby flood-
plain of the Tennessee River and along the limestone
bluffs above the cave, and it was transported directly and
indirectly into the cave by different mechanisms
(Sherwood et al., 2004; Goldberg and Sherwood, 2006).
In general, aeolian deposits are quite loose and easily dis-
turbed by secondary sedimentary processes. Water
seeping from fractures in cave walls or flushed through
conduits can redistribute aeolian sediment and produce
finely laminated deposits (Goldberg, 2000).

Primary chemical sediments are mainly in the form of
speleothems (stalagmites, stalactites, flowstones, etc.).
They are deposited by carbonate-saturated dripping,
seeping, or flowing waters on the surface of the caves.
These sediments are suitable for high-resolution dating
such as uranium-series techniques, and when intercalated
with clastic sediments, they can provide secure strati-
graphic and chronostratigraphic markers (Moriarty et al.,
2000; Pickering et al., 2007).

Primary biogenic sediments are mainly represented by
the accumulation of large amounts of bat guano but also
excrements from other animals that occupy cave interiors
(bears, hyenas, etc.). The decay of biogenic sediments
leads to chemical alteration of all previously deposited
sediments and the formation of a suite of authigenic phos-
phate minerals (Karkanas et al., 2000; Shahack-Gross
et al., 2004). Diagenesis is often very aggressive in caves
because they also contain an active and confined hydro-
logic regime (for the details of these diagenetic processes,
see the entry on “Chemical Alteration”). As several stud-
ies in the Near East and Europe have shown, phosphate
diagenesis can have a dramatic effect upon the preserva-
tion of archaeological materials, leading to complete dis-
solution of bones and all kinds of calcareous materials
such as ash, shells, and limestone particles (Goldberg
and Nathan, 1975; Weiner and Bar-Yosef, 1990; Weiner
et al., 1993; Schiegl et al., 1996; Karkanas et al., 1999;
Karkanas et al., 2000; Karkanas et al., 2002; Weiner
et al., 2002).
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Cave Settings, Figure 5 Debris flow deposits showing alternating finer and coarser debris sloping downward to the right. Also seen
are floating boulders within a fine clayey matrix as well as clustering and imbrication of coarser clasts at Dadong Cave, China.

Anthropogenic sediments

Human activity in caves produces a variety of sediments,
but burnt remains are often volumetrically the most signif-
icant. These deposits include ash, charcoal, and deposited
sediments that were previously heated (see the entry on
“Hearths and Combustion Features” for details). The use
of fire in prehistoric times is of great interest because it
is one the most important elements of human evolution
(Rolland, 2004). Since burning produces abundant sedi-
ment in the form of calcitic wood ash and charred remains
(Courty et al., 1989), such residues are generally pre-
served in the calcareous environments of limestone caves
(Figure 6), and their volume, constituents, microstructure,
geometry, and pattern can provide evidence relating to the
intensity of occupation and organization of activities
(e.g., Meignen et al., 2007). Note that the general structure
of burnt remains survives even after severe phosphate
alteration (Schiegl et al., 1996; Karkanas, 2001; Goldberg
et al., 2007).

Although the hypothesis has been proposed only
recently, it has been recognized that large amounts of
organic matter were often introduced into some Stone
Age caves by humans for subsistence and bedding
(Figure 7), offering new dimensions for analysis and
a more profound understanding of the behavioral com-
plexity of humans (Goldberg et al., 2009; Cabanes et al.,
2010; Wadley et al., 2011). Later, stabling activities in
caves from the Neolithic onward deposited large quanti-
ties of dung. Studies on the composition, macro-, and

microstructure of stable remains and their spatial organi-
zation have contributed to an improved understanding of
the new economic conditions introduced with the advent
of animal domestication (Courty et al., 1991; Macphail
et al., 1997; Boschian and Montagnari-Kokelj, 2000;
Karkanas, 2006) (see the entry on “Pastoral Sites” for
more details).

Transported and introduced natural clastic sediments
are also encountered in cave sequences. In several
cases, prehistoric constructions such as clay hearths and
platforms have been identified, representing outside
materials accumulated and shaped into man-made struc-
tures (Karkanas et al., 2004; Goldberg and Sherwood,
2006). Nonetheless, one of the most important but also
neglected aspects of human-induced sedimentary pro-
cesses is the redistribution and general (often penecontem-
poraneous) reworking of previously deposited geogenic or
anthropogenic sediments by human activities. The dig-
ging of pits, dumping of burnt remains and food refuse,
sweeping or shoveling out of stable residues, and
trampling are among the most common secondary anthro-
pogenic processes that rearrange sediment (Goldberg and
Sherwood, 2006). Since these processes alter primary
sedimentary structures and tend to mix contents and tex-
tures, they are generally difficult to discern and interpret
by eye in the field. These effects can be studied with the
proper analytical tools, and the results of such examina-
tions can considerably enhance our knowledge of human
behavior.
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Cave Settings, Figure 6 Stratigraphic section of overlapping, mostly in situ hearth structures from the Middle Paleolithic sequence at
Theopetra Cave, Greece. Note the circular burrow perforating the upper hearth complex in the center of the photo.

Methods of study

Caves were one of the first environments in which sedimen-
tological techniques, such as grain-sized analysis, particle
shape and composition, pH, and calcium carbonate and
organic matter content, were applied to the study of archae-
ological deposits in order to interpret the depositional his-
tory of cave sediments (Bordes, 1972; Laville et al., 1980;
Farrand, 2000). Although these data can provide useful
quantitative information in some cases, they have mostly
failed to (1) identify important anthropogenic components,
such as calcareous ash, and (2) disentangle the complex
syndepositional and postdepositional processes related to
geogenic, biogenic, and anthropogenic activities. Indeed,
as early as the 1970s, it was realized that classical sedimen-
tological analyses did not reveal important postdepositional
processes that constitute the basis of paleoclimatic interpre-
tations (Goldberg, 1979a). Archaeological cave sediments
were also the first to be studied by micromorphology, the
study of intact sediments and soils under the microscope
(Goldberg, 1979a; Goldberg, 1979b; Courty et al., 1989).
Micromorphology is the best technique for unraveling such
complex processes, and it provides the initial and basic
framework for applying other techniques that can further
elucidate details of both sedimentary accumulation and dia-
genetic changes. High-resolution approaches such as SEM,
EDAX, XRD, and FTIR have been employed in the study
of archaeological cave sediments along with micromor-
phology (Goldberg and Nathan, 1975; Bull and Goldberg,
1985; Weiner et al., 1993; Schiegl et al., 1996; Karkanas
etal., 1999).

Cave sediments and environmental change

The usefulness of caves as archives of environmental
change is controlled by the temporal resolution of the sed-
imentary record and the environmental sensitivity of the
cave (Woodward and Goldberg, 2001). Studying caves
as parts of the regional geomorphic system enables infer-
ences relating to climatic and other changes in the regime
of landscape processes for the entire area (Gillieson,
1996). There are, however, some limitations when trying
to reconstruct paleoclimate using cave sediments. First,
local factors govern the microclimate of the cave and
may play a significant role in the way internal sedimenta-
tion occurs. Caves are complex settings with a unique
microenvironment that is influenced by bedrock lithology,
elevation, aspect, local drainage, internal configuration,
and human activity (Goldberg and Sherwood, 2006). Sec-
ond, caves are parts of larger karstic systems where sedi-
ments are circulating and stored for considerable periods
of time before ultimately being deposited within the cave
under study. This lag effect hampers easy interpretations
based on weathering indices of external soil sources of
the surrounding area. Fortunately in many regions, caves
preserve distinct suites of sedimentary features that can
provide the best available terrestrial record when com-
bined with detailed stratigraphic analysis and comprehen-
sive field observations, then corroborated by instrumental
laboratory analysis.

The earliest micromorphological studies conducted on
cave sediments in the Dordogne region of France clearly
demonstrated episodes of colluviation, flowstone, and
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Cave Settings, Figure 7 Field view of the profile along B4/B5 at Sibudu Cave, South Africa, showing the superposition of numerous
combustion features. Whereas these features appear similar in the field, in thin section, cm-thick differences in composition can
be observed, reflecting different materials (e.g., sedge phytolith remains of bedding) and activities (e.g., burning and trampling)

(see Goldberg et al., 2009; Wadley et al., 2011). Scale bar = 10 cm.

stalactite formation, alternating with ice lensing and
cryoclastism (Goldberg, 1979a; Courty, 1989). Frost-
related processes affecting fine-grained sediments, such
as cryoturbation and ice lensing, are particularly informa-
tive about climatic changes in caves (van Vliet-Lanog,
1985) (Figure 4). Clastic deposits showing evidence of
frost action may alternate with non-affected sediment or
flowstones, which generally form during warmer climatic
conditions. However, even in these cases, prior to a final
interpretation, other environmental indices should be con-
sidered, such as phytoliths, charcoal, and macrobotanical
remains, along with a thorough micromorphological anal-
ysis of the deposits. For example, flowstones intercalating
with frost-affected sediments would be typically consid-
ered to be an indicator of warmer climate intervals. How-
ever, there are cases where flowstones can also be
deposited under cold climate regimes (Bar-Matthews and
Ayalon, 2011), and they themselves can also be affected
by frost action (Courty et al., 1989; Karkanas et al.,
2008). It should be remembered that sediments affected
by frost action may have been deposited already and were
not necessarily formed during a cold climate. In the end, it
is the association and spatial distribution of all sedimen-
tary features, both primary deposits and secondary distur-
bances, that ultimately lead to a thorough understanding of
the sedimentary processes and stratigraphy of a cave site.

Finally, recent advances in dating techniques and isoto-
pic analyses have made speleothem records the key proxy
in reconstructing paleoclimatic change (e.g., Cheng et al.,
2009). Highly detailed analysis of speleothem laminae can
produce a yearly or even seasonal climatic record, and
these complete climatic records can be compared to the
archaeological record. Important inferences about cultural
transitions, social changes, and even the collapse of civili-
zations (Bar-Matthews and Ayalon, 2011) can be made,
though the exact role played by these detailed climatic
changes in influencing human behavior must still be dem-
onstrated with further evidence.

Cave sediments and human behavior

As mentioned above, the use of fire is of major importance
to understanding human behavior in prehistory. Claims for
early control of fire have been challenged by studies of
cave sediments using micromorphology and FTIR. In
Zhoukoudian, China, the purported burnt features were
found to consist of dark brown and reddish-brown, finely
laminated silts and clays interbedded with decayed frag-
ments of organic matter. The sediments were therefore
not the result of in situ burning as was previously
interpreted based on field observations, but they were
instead deposited in standing or slow-flowing water
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(Goldberg etal., 2001). In contrast, the Middle Pleistocene
cave of Qesem, Israel, contains sediments that appear in
the field as a light reddish-brown, strongly lithified, and
mostly massive deposit that archaeologists recognize as
a common fill of angular rock fragments and matrix called
“cave breccia.” Based on micromorphological observa-
tions as well as mineralogical and isotopic analysis, how-
ever, it was discovered that a considerable part of these
sediments in fact consist of recrystallized wood ash, indi-
cating the presence of fire in antiquity (Karkanas et al.,
2007).

In caves, combustion features can be well preserved,
thus offering a clear picture of the burning activities
related to them. In Kebara Cave, Israel, ficld observations
and micromorphology revealed a variety of features
including massive accumulations and small patches of
charcoal and ashes, intact hearth structures, and
diffuse ashy lenses. The geometry, composition, and
microstructure of each of these types of deposits provided
information on specific fire-related activities and
events such as dumping, trampling, and cleaning that
can place other archaeological materials into the context
of a living settlement (Goldberg et al., 2007; Meignen
et al., 2007).

In Dust Cave, Alabama, USA, prepared thin clay con-
structions were identified within Paleo-Indian strata based
on field and micromorphological observations. As these
features preserved intact lenses of ash, they provided data
on fuel, feature type, and function. It was thus suggested
that these flat clay structures were used as special heated
cooking surfaces for roasting or specialized food
processing (Sherwood and Chapman, 2005). Similar
structures have been also identified in the Aurignacian
sequence of Klissoura Cave 1, Greece. Here, micromor-
phology corroborated by FTIR and differential thermal
analyses (DTA) revealed that the clay structures were
heated in place at relatively low temperatures
(400-600 °C), implying that they were also used as
hearths for special cooking activities (Karkanas et al.,
2004).

Study of cave sediments from later periods has offered
insights into questions related to the nature of cave occu-
pation, their monofunctional or polyfunctional uses, dif-
ferences in the exploitation of site space, and the
seasonality of occupation (Courty et al., 1991; Boschian
and Montagnari-Kokelj, 2000; Angelucci et al., 2009).
Several studies have shown that that during the Neolithic,
caves were used both for herbivore stabling and for
domestic occupation and that different areas within the
caves were used for each purpose (Macphail et al., 1997;
Karkanas, 2006).

Summary

Caves occupy an important place in archaeology and envi-
ronmental studies. As unique landforms within the earth,
they act as sediment repositories preserving detailed
records of human activities and paleoenvironmental

changes. Sedimentary sequences within caves comprise
not only a suite of primary and secondary clastic sedi-
ments but also primary chemical and biogenic sediments,
as well as secondary alteration deposits. Human activities
add to the complexity of the sedimentary processes by
adding organic-rich deposits, combustion features, and
the reworking of previously deposited sediments. Despite
these complications, detailed sedimentological studies at
the microscopic scale supplemented by high-resolution
instrumental techniques can untangle these complex pro-
cesses, offering some of the best opportunities to study
early human behavior.
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Introduction

Ceramics are among the tangible products of human
culture that are relatively widespread among societies
across the world. The innovation or adoption of
ceramic objects provides significant and compelling ques-
tions for scholars, and ceramics, especially fragments of
pottery called potsherds (sherds or shards), are one of the
most common material objects that archaeologists
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encounter on surveys or excavations of Holocene
archaeological sites, particularly over the past six
millennia. In materials science, “ceramic” includes any
solid made of inorganic compounds combining metallic
and nonmetallic elements and generally possessing
refractory and nonconducting properties, while
“ceramics” in a nontechnical sense include varieties of
fired-clay and siliceous bodies, such as earthenwares,
stonewares, terra-cottas, china, and porcelain (Rice,
1987, 2015). Ceramic artifacts include many types and
classes of object: domestic/utilitarian and ritual pottery
containers; cooking, serving, and food storage vessels;
figurines, spindle whorls, earspools, lamps, smoking
pipes, tokens, medicinal pastilles, female pubic coverings,
beehives, coffins, and other objects. The definition also
embraces glass, bricks, ovens, architectural decorations
(roof and floor tiles, cast sculptural forms), vitreous
plumbing fixtures, sewer pipe, and molds (Matson,
1965; Kolb, 1989b, 2001, 2011).

The study of ceramics is a broad, highly diverse
topic, and it is the subject of numerous scientific and
popular books as well as journal articles. This contribution
focuses initially on the relationships of geoarchaeology
to clay and ceramic materials, then it summarizes the
literature on  archaeological ceramics, provides
distinctions between ceramics and pottery, and reviews
analytical methods used to interpret technological
variables.

The importance of ceramic products

Potsherds are likely the most abundant macro-artifacts
recovered archaeologically during the later periods of
human existence, and in the main, they tend to be pre-
served almost as well as stone or lithic tools and their
debris. Yet, it can be challenging to date ceramic materials
accurately, determine their provenance or location of man-
ufacture, and discern their intended original and subse-
quent uses. Fired and unfired clay figurines, not vessels
made of clay, are the oldest known ceramic artifacts attrib-
uted to human fabrication; such small sculptures were cre-
ated over 25,000 years ago in Eastern Europe according to
current evidence (Vandiver et al., 1989; Farbstein et al.,
2012). Nonetheless, pottery making is one of the oldest
crafts known to humankind and was invented indepen-
dently in different parts of the world, at different times,
and within extremely diverse sociopolitical, economic,
and ecological settings (Shelach, 2012; Wu et al., 2012).
Scientific analysis of ceramic materials can inform us
about technological changes that vary across space
(synchronic) and through time (diachronic), craft special-
ization, and sociocultural, behavioral, economic, reli-
gious, and ideological roles and relationships within and
between human societies. Hence, banal and unassuming
ceramic artifacts such as potsherds provide a wealth of sci-
entific and cultural information if the relevant data can be
extracted and interpreted.

Geoarchaeology and ceramics

The term “geoarchaeology” was apparently coined by
Karl Butzer in 1973, and it was a foundational component
of his influential book Archaeology as Human Ecology
(Butzer, 1982). Davidson and Shackley (1976) provided
a traditional approach to the topic, while Waters (1996)
documented the foundations of geoarchaeology in North
America, emphasizing archaeological site matrices, allu-
vial environments and fluvial landscapes, glaciers, and
cave and rock shelter formation. Rapp and Hill’s
Geoarchaeology: The Earth-Science Approach to Archae-
ological Interpretation (1998, 2006) was among the first
textbooks to offer an integrated approach to
geoarchaeology and focused on the direct use of geologic
concepts and methods to solve archaeological problems
and interpret archaeological records. Goldberg et al. (2001)
and Goldberg and Macphail (2006) assessed geology and
archaeology and provided case studies. In most other trea-
tises on geoarchaeology, however, ceramics were subsidi-
ary to ecological and site formation processes. A truly
earth-science approach focused specifically upon
ceramics began earlier, in the 1930s, with geologist Anna
0. Shepard’s research (1965), which integrated geology
and archaeological ceramic data for the American South-
west and Mesoamerica. Scientific approaches to ceramic
analysis encompassed a finer examination of the composi-
tion of ceramic artifacts and sherds to determine the source
of the material and, through this, the possible location of
manufacture. Major criteria that were examined included
the composition of the clays and tempers (aplastics) used
in the fabrication of the artifact being analyzed. Temper
is an organic or inorganic material added to the clay during
the production stage to achieve a particular quality in the
paste (plastic, or malleable, material to be formed into
a desired object) such as workability, drying and firing
characteristics, and intended use, such as a cooking vessel
that would undergo thermal stress.

Sources of information

Potters who fashion objects from clay are faced with tech-
nological choices throughout the fabrication process.
These choices involve selection of clays and tempers,
techniques of raw material preparation, forming methods
and equipment, diversities of surface treatment, varieties
of graphic and plastic decoration, as well as drying and fir-
ing procedures. The choices and selections that a potter
makes are limited by environmental parameters, techno-
logical options, subsistence and economic factors, socio-
cultural contexts, political forms, religious and belief
systems, as well as individual and group psychological
or behavioral variables. These parameters are examined
through methodological paradigms of ceramic ecology
(Matson, 1965; Amold, 1985; Rice, 1987, 2015) and the
concept of chaine opératoire wherein archaeological finds
are understood as products of sequential processes of man-
ufacture, use, and disposal (Scarcella, 2011). Matson’s
(1965) concept of ceramic ecology emphasizes a holistic
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assessment of pottery, beginning with the selection of raw
materials, the fabrication of products and their distribu-
tion, the final uses, modifications, and discards of the
ceramic object. The method and theory of ceramic studies
has been expanded and enhanced (Arnold, 1985, 1993;
Kolb, 1989a, 1997; Rice 1987, 2015) and extended in
a revised form into the ethnographic literature through
ceramic ethnoarchaeology (Kramer, 1985; Longacre,
1991). The relationships among these factors have been
the subject of much discussion in the anthropological
and archaeological literature, and they have led to the pub-
lication of voluminous numbers of books and journal arti-
cles in what is termed archaeological ceramics and
ceramic ethnoarchaeology.

A recent examination of the scientific and anthropolog-
ical periodical literature that focuses on ceramic studies
illustrates the major journals that contain articles on the
subject. The information (up to 2015) is summarized in
Table 1. The publication of reports on ceramic analysis
commenced early in the twentieth century with
a concern for typology and classification, and the scien-
tific analysis of ceramics began in the 1930s with thin-
section petrography (TSP), expanding greatly with the
advent of new physicochemical techniques following the
development of radiocarbon dating in the late 1950s.
Chemical and radiometric analyses of all forms of material
culture in the 1970s and 1980s led to the creation of new
journals for the publication of analytical results.

The data also indicate that two science-oriented
journals, Archaecometry and the Journal of Archaeological
Science, consistently publish contributions on ceramics in
each issue, while Geoarchaeology: An International Jour-
nal reveals surprisingly fewer than might be expected.
Other periodicals that occasionally publish ceramic stud-
ies include the Journal of Archaeological Method and
Theory and the Journal of Field Archaeology. Relatively
few journals are devoted exclusively to ceramic studies;
the notable exceptions are the Journal of Roman Pottery
Studies and the Leiden Journal of Pottery Studies. Two
primary archaeological journals, the venerable American
Journal of Archaeology of the American Institute of
Archaeology and the British journal Antiquity, published
a few scientific studies on ceramic materials beginning
in the 1950s and more during the past two decades. Peri-
odicals published by professional archaeological societies
often contain articles on pottery analysis; these include
American Antiquity and its newer sister journal, Latin
American Antiquity, affiliated with the Society for Ameri-
can Archaeology, and the Society for Historical
Archaeology’s Historical Archaeology. The regionally
oriented  North  American  Archaeologist  and
Midcontinental Journal of Archaeology, as well as World
Archaeology, occasionally present contributions on
ceramic studies. Among other major professional organi-
zations, the American Chemical Society, American
Ceramic Society, and Materials Research Society, each
have a publication series that focuses on archaeological
ceramics.

Ceramics, Table 1 Ceramic studies in the major journals

Volume Ceramic

Journal/publication (dates reviewed)® numbers articles n =

Archaeological and Anthropological 1(1)-7(2) 4
Sciences (2009-2015)

Archaeomaterials (1986—1993) [ceased 1(1)-7(3) 26
publication]

Archaeometry (1957-2015) 1(1)-57(3) 444

Geoarchaeology: An International 1(1)-30(3) 64
Journal (1986-2015)

Journal of Anthropological Archaeology 1(1)-40 34
(1981-2015)

Southwestern Journal of Anthropology  1(1)-28(4) 8
(1945-1972)

Journal of Anthropological Research 1(1)-71(2) 25
(1973-2015)

Journal of Archaeological Method and  1(1)-22(2) 26
Theory (1994-2015)

Journal of Archaeological Research 1(1)-23(2) 8
(1993-2015)

Journal of Archaeological Science 1(1)-60 385

(1974-2015)
Journal of Archaeological Science: 1-4 8
Reports (2015)

Journal of Field Archaeology 1(1)-40(2) 90
(1974-2015)

Journal of Roman Pottery Studies 1-15 132
(1986-2012)°

Newsletter of the Department of
Pottery Technology
[Leiden University] (1983—-2002) 1-19 94
Leiden Journal of Pottery Studies 20-26 57
(2004-2010) [ceased publication]

American Anthropologist (1888—-2015) 1(1)-117(2) 33

American Antiquity (1935-2015) 1(1)-80(2) 196

Advances in Archaeological Practice: 1(1)-3(2) 5
A Journal of the SAA (2013-2015)

American Journal of Archaeology 1(1)-119(2) 284
(1897-2015)

Antiquity (1927-2015) 1(1)-89(345) 59

Bulletin of the American Schools of 1-373 83
Oriental Research (1919-2015)

Historical Archaeology (1967-2015) 1-48(1) 86

International Journal of Historical 1(1)-19(2) 20
Archaeology (1997-2015)

Latin American Antiquity (1990-2015) 1(1)-26(2) 49

Midcontinental Journal of Archaeology 1(1)-40(2) 25
(1975-2015)

North American Archaeologist 1(1)-36(3) 22
(1980-2015)

World Archaeology (1970-2014) 1(1)-47(3) 58

American Chemical Society:
Advances in Chemistry Series
Archaeological Chemistry 8 volumes 39
(1974-2007)°

American Ceramic Society
Ceramics and Civilization 8 volumes 101
(1985-1998)" ©

Materials Research Society
Materials Issues in Art and 10 volumes 115

Archaeology (1988-2014)

“Data collected through June 2015
"Latest issue published
“Volume 8 (1998) is on glassmaking (the 16 articles are not included)
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While Anna Shepard’s Ceramics for the Archaeologist
(1965) was the foundational handbook, Prudence Rice’s
Pottery Analysis: A Sourcebook (1987, 2015) still remains
the most comprehensive volume yet available covering all
aspects of ceramic materials, including raw materials, the
properties of clays, pottery manufacture and use, and char-
acterization studies.

For a materials science and engineering perspective,
Carter and Norton’s Ceramic Materials: Science and
Engineering (2007) is invaluable.

The most recent reviews of the status of archaeological
ceramic studies are by Tite (1999) and Kolb (1989b, 2001,
2011). Over the past four decades, there have been three
distinct, discernible, but overlapping chronological phases
of archaeological ceramic research: (1) an initial phase
concerned predominantly with the documentation of vari-
ables of pottery manufacture, provenance, and physico-
chemical characterization; (2) a phase, derived in part
from economic anthropology, with particular emphasis
on the distribution and consumption of the finished prod-
ucts; and (3) a trend, building on the second phase, toward
behavioral analyses and psychological meanings
reflecting upon the potters and their products. Through
all three phases, there has been a dynamic growth in the
application of methods derived from the physical and bio-
logical sciences, so that the archaeometric toolkit has
expanded dramatically in our ability, for example, to deter-
mine provenance and vessel contents. With few excep-
tions, the literature on archaeological pottery is
particularistic, or narrowly focused, rather than holistic
in that published reports provide in-depth assessments of
production but lack consideration of consumption and dis-
tribution, and they rarely concern group or individual
behaviors and sociocultural meanings (Lemonnier,
1993). The major compendia on archaeological ceramics
consider raw materials selection and preparation, methods
of pottery fabrication and surface treatments, and drying
and firing procedures (Shepard, 1965; Rye, 1981; Rice,
1987, 2015; Sinopoli, 1991; Orton et al., 1993; Gibson
and Woods, 1997; Orton and Hughes, 2013) but provide
minimal or no discussion of pottery distribution, con-
sumption, and the ultimate disposition of the artifacts.

There are substantial scientific studies of ceramic mate-
rials ranging from general treatments (Lambert, 1997) to
handbooks or encyclopedic compendia (Ellis, 2000;
Brothwell and Pollard, 2001; Maschner and Chippindale,
2005) and substantive assessments, some now dated
(Rice, 1987; Henderson, 2000; Biswas, 2005). Recent vol-
umes designed as an introduction to the breadth of archae-
ological chemistry include major works by Goffer (2007),
Pollard et al. (2007), Pollard and Heron (2008), and Price
and Burton (2011); see comparative reviews by Kolb
(2009). Velde and Druc (1999) authored Archaeological
Ceramic Materials, one of the few focusing on ancient
ceramics. There are also a number of recently edited vol-
umes on pottery analyses (Druc, 2001; Glascock, 2002;
Glowacki and Neff, 2002; Jakes, 2002; Martinon-Torres
and Rehren, 2008; Shortland et al., 2009). Rice (1987,

1996a, 1996b, 2015) provides a valuable review of the lit-
erature, while Neff’s (1992) edited volume contains spe-
cific, in-depth views of the applications of a variety of
these analyses. Materials science approaches also play
a significant role in this phase and include “cautionary
tales” about archaeological ceramic research (Bronitsky,
1986; Kolb, 1997). Pottery function is also a trait of this
phase (Skibo, 1992, 2013; Rice 1996a) as is specialization
and standardization (Rice, 1987, 1996b; Costin, 1991,
2005). Archaeometry and materials science are foci of
edited works by Martinon-Torres and Rehren (2008),
Quinn (2009), and Shortland et al. (2009).

Clay, ceramics, pottery, and other distinctions
The nature of clay

The distinctions between these terms are drawn primarily
from Carter and Norton (2007), Goffer (2007), Pollard and
Heron (2008), and Rice (1987). The word “clay” derives
from the Old English cleg (“stiff, sticky earth”), from
the Proto-Germanic klajjaz or kli (“to stick”), and from
Proto-Indo-European glei (“to glue or stick together”)
and is ultimately related to the Greek word gloios (“sticky
matter”), the Latin glus and gluten (“sticky matter”), and
the Old Slavic glina (“clay”) (Harper, 2015). “Clay” is
effectively a generic term referring to a substance that
incorporates one or more clay minerals in many combina-
tions with traces of metallic oxides and organic matter.
Clay is a naturally occurring material, and its constituent
clay minerals are composed predominantly of fine-grained
sheet silicates (or phyllosilicates) with grain sizes <2 pm
that are chemically classified as hydrous aluminosilicates.
All silicate minerals contain silicon and oxygen, and they
comprise the largest and most significant class of rock-
forming minerals, constituting about 90 % of the Earth’s
crust. Silicate minerals are classified on the basis of the
structure of the silicate group and the strength of the Si—
O bond. In the case of clay minerals, the structure is
sheet-like, yet the extremely thin sheets several atoms
thick break up into very small, submicroscopic crystals.

The introduction of water to a clay body provides suffi-
cient lubrication to impart plasticity, which is defined as
the ability of a material to deform under pressure yet main-
tain the new deformed shape when the pressure is
released. As long as the plastic limit is reached for the par-
ticular clay mineral or admixture of minerals by the intro-
duction of sufficient water, the platy clay crystals slide by
one another and hold the position into which they are
forced. Additional water will lower the yield strength, so
that less force is required to deform the mass, until the lig-
uid limit is reached and the clay begins to behave as
a liquid.

The moisture required to reach the plastic limit and pro-
duce a plastic body is referred to as the “water of plastic-
ity.” When a clay object has been fashioned and left to
dry, this water of plasticity evaporates in large measure,
causing the paste to lose its plastic nature and become
hard. When fired to a sufficiently high temperature, the
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crystal structure of the clay minerals making up such
a hardened clay object breaks down, and the hydrous com-
ponent of its mineral composition is driven off. The loss of
this “water of crystallization” transforms the formerly clay
object into an essentially artificial ceramic one that will no
longer return to a plastic state with the addition of water
(Rice, 2015).

Unlike stone sources, clay is a complex erosional prod-
uct of rocks that were subjected to gradual chemical
weathering over long periods of time. Because clays are
widely distributed, they are relatively easy to find, extract,
and process; their abundance also explains why earthen-
ware products are found in nearly every part of the world.
Clay deposits are generally made up of tiny clay mineral
crystals (plus extraneous fine materials) that settled out
of suspension in low-energy bodies of water such as lakes
and rivers. Higher-energy flows and internal thermal cur-
rents tend to keep clays in suspension.

Clays are differentiated from other fine-grained soil
substances based on grain size and mineralogy. Silts are
fine-grained materials that do not include clay minerals.
They generally have larger particle sizes than clays, but
there is some overlap in particle size as well as other
physical properties, so many natural deposits can include
both silts and clays. Primary clays are located at the
site of formation, while secondary clay deposits have
been relocated by erosion and possibly lengthy transport
by natural processes from their primary location.
There are approximately 30 different types of “pure” clay
minerals in these categories (Moore and Reynolds, 1997),
but most ‘“natural” clay deposits are mixtures of
these types, with additions of other weathered minerals
(Rice, 2015).

The distinctions between silt and clay and between the
different types of clay vary by academic discipline. Geol-
ogists and soil scientists consider the separation between
clay and silt to occur at a particle size of 2 um (clays being
finer than silts), sedimentologists often use 4—5 pm, and
colloid chemists use 1 pm. Materials scientists and geo-
technical engineers distinguish between silts and clays
based on soil plasticity properties. Categorized by their
atomic composition and molecular structure, there are
three or four main groups of clays: kaolinite,
montmorillonite-smectite, illite, and chlorite. Chlorites
are not always considered clay, sometimes being classified
as a separate group within the phyllosilicates. Other names
for clay sediments exist in common usage. “Kaolin” is
sometimes referred to as China clay because it was ini-
tially identified in China; “ball clay” is an extremely plas-
tic, fine-grained sedimentary clay, which is largely
composed of the clay mineral kaolinite and may contain
some organic matter; “bentonite” is a highly plastic clay
composed mostly of the clay mineral montmorillonite that
absorbs water and is used as a mold binder in the manufac-
ture of sand castings; “fire clay” differs from kaolin in hav-
ing a slightly higher percentage of fluxes (components that
promote melting at lower temperatures than the pure mate-
rial), is quite plastic, and is highly heat resistant.

“Stoneware clay” is fine grained and used to create
a ceramic with characteristics lying between fire clay
and ball clay and is heat resistant in order to produce the
hard and watertight ceramic called stoneware (Rice,
1987; Guggenheim and Martin, 1995; Kolb, 2011;
ASTM, 2015). Clays, the raw materials of pottery making,
chemical and mineralogical definitions, and the clay/water
system are further elaborated by Rice (1987, 2015).

The word “ceramic” comes from the Greek word
Kepouikog, keramikos (“of pottery” or “for pottery”) and
from xépapog, keramos (“potter’s clay, tile, pottery”)
(Harper, 2015). It is an “artificial stone” created by
humans that combines earth/clay, water, fire, and air —
the four basic elements identified by the ancient Greeks.
The terms ceramics, pottery, and earthenware are
sometimes interchangeable, but although these are all
synthetic materials, there are important distinctions and
discrete definitions that require explanation. A ceramic is
an inorganic, nonmetallic solid prepared by the action of
heat and subsequent cooling. Ceramic materials may
have a crystalline or partly crystalline structure, or they
may be amorphous (e.g., a glass). Because most common
ceramics are crystalline, the definition of ceramic is
often restricted to inorganic crystalline materials, as
opposed to the noncrystalline glasses. Pottery as
a generic term includes earthenware, stoneware, and por-
celain. ASTM Standard C 242-01: “Standard Terminol-
ogy of Ceramic Whitewares and Related Products”
(ASTM, 2015) defines pottery as “all fired ceramic wares
that contain clay when formed, except technical, struc-
tural, and refractory products.” There are four major types
of pottery:

» Terra-cotta is a very porous, lightweight pottery devel-
oped in Southwest Asia ca. 6000 BP and fired to
<850 °C.

» Earthenware has a continuous history from the Neo-
lithic period to the present and was made from clays that
were fired at temperatures >950 °C in open bonfires or
pits. Majolica and faience are glazed earthenwares (Tite
and Shortland, 2008).

» Stoneware was created beginning as early as the fif-
teenth century BCE in China, and especially since the
seventh century CE, and coincides with the innovation
of kilns that could be fired at higher temperatures,
1200-1300 °C.

* Porcelain is made from “China clay” and fired at
1300 °C. It was first made in China during the Tang
Dynasty (618-906 CE).

“Greenware” refers to unfired objects in a soft and mal-
leable “plastic” form. “Leather-hard” refers to a partially
dry, pliable clay body that has approximately 15 % mois-
ture content and represents the ideal stage for trimming
and handle attachment. “Bone-dry” refers to clay bodies
after glaze or biscuit firing with moisture content near
0 %. “Biscuit” connotes a shaped object that has been fired
in the kiln for the first time. “Glost fired” is the final stage
when a glaze may be applied.



CERAMICS 123

Ceramic research

Research on ceramics has, in the main, four goals:
(1) description and characterization; (2) provenance;
(3) ascertaining chronology; and (4) explanation, infer-
ence, and/or the testing of hypotheses.

Materials scientists and archaeologists are concerned
with research design parameters, such as sampling and
analytical or statistical procedures. Likewise, they expend
time and effort in characterization studies of the physical
properties of pottery (examining color, texture/micro-
structure, porosity/permeability, luster, density, mechani-
cal and thermal properties), mineralogical composition
(using petrography and X-ray diffraction), chemical con-
tent (using spectroscopy and microprobe analysis), struc-
tural characteristics (using electron microscopy and
radiography), and contents and residues (using scanning
electron microscopy and varied chemical analyses).
Aspects of manufacturing/forming methods include tool
use, form/shape analyses, surface modifications and dry-
ing, prefired and/or postfired decoration, and firing. Quan-
tification of dimensions, volume, shape, function/use
analyses, and contexts/associations is also of great cultural
significance. Most archaeologists must work in some way
with ceramic relative chronology, as it is essential to chro-
nological control in many archaeological sites, but some
specialists are particularly focused upon “absolute” or
chronometric techniques of dating (archacomagnetic,
thermoluminescence, and radiocarbon analyses) or the
use of varied methods in the authentication of objects.

Description and characterization

The process of pottery manufacture, from obtaining raw
materials through firing and uses, is detailed by Rice
(1987, 2015) and summarized by Tite (1999). The former
author also reviews the important concepts of firing loss
rates and fuel consumption and costs. Sheehy (1988) is
among the few scholars to have examined clay/fuel ratios
from archaeological and ethnoarchaeological perspec-
tives. Vessel forms, technologies, and properties related
to fabrication and the identification of use are well
documented by Rice (1987), who also has summarized
decorative styles and stylistic analyses (see also
Cumberpatch and Blinkhorn, 1997). Use alteration, men-
tioned by Tite (1999), has been detailed by Skibo
(2013). An assessment of residue analysis is also provided
by Rice (1987) and Skibo (1992, 2013). Organic
residue analysis (ORA) involves biomolecular studies,
notably employing gas chromatography (GC), gas
chromatography-mass spectrometry (GC-MS), and gas
chromatography-combustion-isotope ratio mass spec-
trometry (GC-C-IRMS) as methods of extraction to evalu-
ate lipids and other residues.

Colors of ceramic materials are normally described in
the Munsell Color System (2009); for an historical assess-
ment, see also Nickerson (1976) and Kuehni (2002). Clay
identification is sometimes determined by a process of

refiring the ceramic and assigning a color to it using
Munsell Soil Color notation.

By estimating both the clay and temper compositions,
and locating a region where both are known to occur, an
assignment of the materials’ origin can be made, leading
to the identification of potential sites of manufacture. This
process is referred to as sourcing, and the location of raw
material extraction and/or production of the ceramic
object is called its provenance. Mechanical and thermal
properties and the mineralogical and chemical characteri-
zation of ceramic materials can also be determined
(Rapp, 2002; Carter and Norton, 2007; ASTM, 2015).
The varied types of physicochemical characterization
studies conducted on ceramics have been summarized by
Rice (1987, 1996b) and Kolb (2014), while Neff’s
(1992) edited volume provides specific, in-depth views
of the applications of a variety of these analyses. Pottery
function and use analyses are added to the bibliography
(Skibo 1992, 2013; Rice 1996a), as is specialization and
standardization (Rice, 1987, 1996b; Costin, 1991, 2005).

Thin-section studies (TSP: thin-section petrography) in
archaeology, also termed optical mineralogy or optical
petrography, date to the 1930s with Shepard’s research
(1965). 1t is the “classic” approach and, although tedious
and time consuming, provides data on specimen composi-
tions that bulk analyses such as INAA cannot provide.
There is a voluminous literature (Philpotts, 1989;
Humphries, 1992; Glazner et al., 1997; Tite, 1999, Clarke
and Eberhardt, 2002; Reedy, 2008; Quinn, 2009). Kolb
provides examples of analyses and cautionary tales
(1997, 2001, 2008), while Reedy’s current research
focuses on digital and 3D imaging of ceramic thin sections
(2012); radiographic procedures are summarized by Lang
and Middleton (2005).

The primary physicochemical methods used in ceramic
analysis include:

AAS: atomic absorption spectroscopy — superseded in the
last decade by XRF

EPMA: electron probe microanalysis

INAA/NAA: instrumental neutron activation analysis

M/S: Mossbauer (German: MdBbauer) spectroscopy

TSEM: transmission scanning electron microscopy

X-ray milliprobe

X-ray radiography

XRF: X-ray fluorescence

A persistent difficulty within archaeological ceramic
analysis is the study of whole assemblages from both
a compositional and technological perspective. Existing
techniques, such as TSP microscopy, ICP-MS, and INAA,
“struggle” to integrate compositional datasets with the tex-
tural information that is crucial for reconstructing techno-
logical choices. The latter two provide chemical
compositions, while TSP shows structural/textural evi-
dence. However, advances in automated scanning electron
microscopy with linked energy-dispersive spectrometers
(SEM-EDS) create the potential to offer a seamless combi-
nation of textural and mineralogical data in which textural
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information can be accompanied by the acquisition of
energy-dispersive elemental spectra. Mineral quantifica-
tion using QEMSCAN® (quantitative evaluation of min-
erals by scanning electron microscopy) technology and
compositional mapping allows standardized comparison
of diverse datasets to address wider issues of social inter-
action within the ancient world. A typical analysis
involves the collection of more than 500,000 individual
points on a sample surface. For ceramic materials, this
method offers an attractive visual representation of the
texture as well as the mineralogical components. The com-
ponents of the matrix and temper are commonly recogniz-
able, and the analysis can reveal fine structures that are not
visible by the naked eye. Automated SEM-EDS refines
petrographic descriptions but also provides unique insight
into clay mineral composition and clay mixing; mixtures
of different clays combined to achieve specific working
properties represent a traditionally difficult behavior on
the part of potters to identify analytically (Hilditch et al.,
2012).

Methods of determining provenance

Provenance studies have been conducted on earthenware,
stoneware, protoporcelain, and porcelain, but few chemi-
cal studies have directly linked pottery vessels with spe-
cific clay sources. Clays may be transported long
distances from sources to distant production workshops,
making those sources difficult to trace. They may contain
naturally occurring organic or inorganic aplastics that
were removed prior to use through levigation (the separa-
tion of coarse matter by suspending the fine fraction in
water), and organic or inorganic materials may be intro-
duced purposefully as temper or unintentionally during
the preparation of the clay. Heterogeneous clays from dif-
ferent sources may also be brought together to achieve
specific properties and thoroughly mixed during the
wedging process wherein air is forced out of the clay prior
to forming. The size and complexity of the manufacturing
process may vary — from simple contexts such as house-
hold production by one potter to larger group efforts by
multiple artisans, each responsible for one step in
a multiphase process, to the most complicated situations
presented by a factory or industrial level of fabrication —
and these variations pose challenges to one’s ability to
define ceramic provenance precisely (Rice, 1987, 2015;
Neff, 2002; Goldstein et al., 2003; Pollard and Heron,
2008; Shackley, 2011; Kolb, 2014). The following list of
methods that have been used to determine provenance
derives from a review of the volumes and journal literature
in Table 1. As in physicochemical analyses (discussed
above), each method has advantages and disadvantages.

AAS: Atomic absorption spectroscopy: Superseded in the
last decade by XRF.

EPMA: Electron probe microanalysis: Similar to SEM
which has a higher sensitivity.

FTIR: Fourier transform infrared spectrometry.

GC: Gas chromatography, HT-GC (high-temperature
GC), HT-GC-MS (HT-GC with mass spectrometry):
Residues on or in ceramics.

ICP-AES: Inductively coupled plasma (spectroscopy)-
atomic emission spectroscopy.

INAA/NAA: Instrumental neutron activation analysis.

ICP-MS: Inductively coupled plasma-mass spectroscopy:
It is replacing INAA (Speakman and Neff, 2005).

ICP-OES: Inductively coupled plasma-optical emission
spectrometry.

LA-ICP-MS: Laser ablation-inductively coupled plasma
(spectroscopy)-mass spectrometry, TOF-LA-ICP-MS
(time-of-flight LA-ICP-MS).

LC: Liquid chromatography, LC-MS (LC with mass spec-
trometry): Residues on ceramics.

M/S: Mossbauer (German: MdBbauer) spectroscopy.

OCL: Optical cathodoluminescence.

PIXE/PIGME: Proton-induced X-ray emission/proton-
induced gamma ray emission.

R/S: Raman spectroscopy.

SEM: Scanning electron microscopy, SEM-EDS (SEM
with energy-dispersive spectrometers), SEM-WDS
(SEM with wavelength-dispersive X-ray
spectroscopy).

TSP: Thin-section petrography, OM (optical mineralogy),
and OP (optical petrography).

XRD: X-ray diffraction.

XRF: X-ray fluorescence, ED-XRF (energy-dispersive-
XRF): Portable (or hand-held) X-ray fluorescence
(pXRF) spectrometry has become common for the geo-
chemical characterization of ceramics.

XRPD: X-ray powder diffraction.

Methods of ascertaining chronology

Chronology is a fundamental component of scientific and
humanistic inquiry. There are two ways to establish chro-
nology: methods of relative dating (ascertaining the cor-
rect order of the events) and absolute or chronometric
dating (quantifying the measurement of time in terms of
years or other fixed units). Relative dating may be deter-
mined from (1) sequence dating through seriation
(changes in artifact form, function, or style through time),
(2) stratigraphic analysis (geological stratigraphy based
upon the “Law of Superposition”), and (3) cross-dating.
Chronometric dating may rely upon (1) historic or written
records, (2) non-radiometric scientific studies (such as
dendrochronology, thermoluminescence, or obsidian
hydration dating techniques), (3) radiometric analyses
(radiocarbon and uranium series dating, e.g., which rely
upon the decay of unstable parent isotopes into stable
daughter forms), and (4) biochemical analyses (notably
by amino acid racemization). Chronometric dating that
assigns specific dates or date ranges in calendar years to
artifacts and other archaeological finds is critical to
ceramic studies. Most of the chronometric dating methods
above do not date ceramics directly; however, they pro-
vide an age for other materials that must be recovered in
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close temporal association with the ceramics. Since the
1950s, radiocarbon dating has been the most significant
and commonly employed chronometric method in archae-
ology, but ceramic materials must be associated with
appropriately datable samples in order to be assigned the
same age. The analysis of carbonaceous residues adhering
to ceramic cooking pots has been used to some advantage.

There are two types of luminescence dating techniques:
optical dating (notably optically stimulated luminescence
or OSL) used on sediments and thermoluminescence
(TL) which can be employed on a variety of burned mate-
rials including heat-treated flint, sediments, and pottery.
Thermoluminescence is now commonly used in the
authentication of old ceramic wares, for which it gives
the approximate date of the last firing (Aitken, 1990; Tay-
lor and Aitken, 1997). When a small sample of ancient
pottery is heated, it glows with a faint blue light, called
thermoluminescence. During its lifetime, the pottery
absorbs radiation from its environment as well as internal
radiation sources, and this radiation causes an increase in
energy within the fabric of the ceramic due to electrons
trapped at higher-energy states after having been displaced
from their regular atomic orbits by the radiation. The older
the pottery, the more radiation it has absorbed, and the
brighter the pottery sample glows when reheated in the
laboratory. By measuring the TL, it is possible to calculate
how much radiation has been absorbed. This information
can then be used to compute the approximate age of the
pottery.

Rehydroxylation (RHX) dating has been proposed as
a new chronometric dating tool for use on archaeological
fired-clay ceramics (Wilson et al., 2009, 2014). The tech-
nique relies upon the propensity of reheated porous
ceramic objects to regain water through a two-stage pro-
cess (rehydration and RHX), where the kinetics of the sec-
ond stage have been shown to follow a (time)""* power law
at temperatures of 13—50 °C. RHX is self-calibrating, so
the reaction rate adjusts according to differences in firing
temperature, mineralogy, and microstructure. An empiri-
cal equation accounting for the effects of burial in archae-
ological sites and temperature history has been developed
to describe the observed ceramic’s rehydration and RHX
behavior. RHX can provide a date of manufacture for
archaeological ceramics by measuring the lifetime mass
gain. The technique shows great promise, and after addi-
tional research, it could become an important
archaeometric tool.

Emerging analytical techniques

Close-range digital photogrammetry is applicable to pot-
tery (Matthews, 2008). The technique is used to derive
3D measurements from stereoscopic image overlap and
has been shown to have extensive applications
(Verhoeven, 2011). Close-range photogrammetry (CRP)
refers to the collection of photography from a lesser dis-
tance than traditional aerial photogrammetry. It is similar
to 3D scanning, in that both techniques are noncontact,

fast, and accurate methods for recording objects in three
dimensions. Images captured from a distance of 0.5-2 m
will have a pixel resolution of 60—250 um and will poten-
tially produce a 3D model with a point spacing of approx-
imately 0.5—1 mm.

Reflectance transformation imaging (RTI) (Webb and
Wachowiak, 2011) is a relatively new method of digital
documentation being increasingly utilized as an effective
means of object documentation, and it is ideal for ceramic
vessels. The process consists of capturing multiple digital
images (typically between 40 and 64) of a stationary
object from a fixed camera position. For each image cap-
tured, the object is illuminated using a single light source
at a fixed distance and luminance. Employing a “stack”
of images, each with a different but known light position,
a per-pixel reflectance function can be mathematically
estimated using a method known as polynomial texture
mapping (PTM).

Experimental archaeology

Experimental archaeology and ceramic replication
(Mathieu, 2002) are well-known methods designed to
generate and test hypotheses based upon archaeological
source material, the goal being to replicate past processes.
The branch has four categories: (1) controlled replication
ofrecovered artifacts or the reconstruction of known activ-
ities; (2) testing the validity of methodological assump-
tions by applying them to known data; (3) contextual
experimentation, such as burying modern replicas and/or
ecofacts for varying lengths of time to assess postdepo-
sitional effects on them; and (4) ceramic ethnographic or
ethnoarchaeological data. Closely related is “reverse engi-
neering,” exemplified by Vandiver (2005), which links
archaeological materials research and conservation
science.

Databases

Digital data analysis and the creation of data bases often
involve a transition from analog to searchable digital for-
mats (Levy, 2012).

POTSHERD: Atlas of Roman Pottery (Tyers, 2012) is
a collection of Web pages on archaeological pottery prin-
cipally of the Roman period (first century BCE to fifth
century CE) in Britain and Western Europe. The database
includes an introductory atlas containing descriptions and
distribution maps of types of Roman ceramics, lists of
wares by class (tablewares, cooking wares, transport
amphorae, etc.), and source (Roman province of origin).

The Pottery Informatics Query Database (PIQD)
(Levy, 2012) provides for the digital preservation and
analysis of ceramic collections, including 2D and 3D data.
The initial focus is on the Iron Age Levant,
1200-500 BCE.

The Diyala Database (Oriental Institute, 2012) has
published all archaeological materials from the Diyala
Expedition in ancient Mesopotamia (modern Iraq). More
than 15,000 artifacts including pottery and cuneiform
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tablets, as well as archival materials, object registers, field
diaries, photographs, site plans, and correspondence were
scanned, object descriptions entered into database tables,
and new images of artifacts taken at the Oriental Institute
Museum were inserted. The searchable Web-accessible
database integrates all of these data formats. Employing
high-resolution three-dimensional scans (up to 60 pm res-
olution) may allow many future projects to proceed by
manipulating the digital rather than physical versions of
ceramic objects.
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CEREN

Payson Sheets
Department of Anthropology, University of Colorado,
Boulder, CO, USA

The Cerén archaeological site, sometimes called “Joya de
Cerén” in Spanish, was a small Maya village in what is
now El Salvador (Sheets, 2006). It was founded by immi-
grants from the north as part of the recovery from the cat-
aclysmic disaster of the Ilopango volcanic eruption (Dull
et al.,, 2001) that probably occurred in AD 536 (Dull
et al., 2010). The immigrants settled on the bank of the
Rio Sucio and began farming maize, beans, squash, chiles
(Lentz et al., 1996), and manioc (Sheets et al., 2007).
About 200 people lived there until a nearby volcanic vent
erupted — the Loma Caldera event of ca. AD 660 — and
buried it deeply under layers of volcanic ash.

Four households have been at least partially exca-
vated, and each household built three separate structures:
a domicile for sleeping and daytime activities,
a storehouse (Figure 1), and a kitchen (Sheets, 2000),
all built of wattle-and-daub, a highly earthquake-resistant
architecture. Each household possessed about 70 com-
plete pottery vessels (Beaudry-Corbett, 2002) and, in
order to be agriculturally self-sufficient, grew food in
gardens, in corn-bean fields located around the

Cerén, Figure 1 The “bodega” structure at the buried village of
Cerén, occupied by Maya after the llopango volcanic eruption of
ca. AD 536. The building was the storehouse for a family, where
pottery vessels, food, clothing, grinding stones, and knives of
obsidian were kept. The village was buried by volcanic ash from
the nearby Loma Caldera volcanic vent, ca. AD 660, during which
alternating layers of white fine-grained and dark coarse ash were
deposited. The fine-grained layers were created by steam
explosions when the erupting magma came into contact with
river water. The steam explosions were violent enough to blast
away the water, resulting in a subsequent dry phase that
allowed the coarse layers to fall through the air as lapilli and
volcanic bombs.
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households (Sheets and Woodward, 2002), and in abun-
dant manioc planting beds on sloping terrain outside the
village. Each household had a part-time specialization
and exchanged what it produced with other households.
Such traded items included grinding stones (manos,
metates, and perforated mortars), painted gourds, agave
plants for fiber to make twine and rope, chilies, and canes
to reinforce the walls of their buildings. Each household
building had an incense burner to produce copal smoke
for communicating with the supernatural domain
(Sheets, 2006).

A civic center was established in the center of the vil-
lage (Gerstle, 2002) consisting of a large plaza with spe-
cial buildings facing it. In contrast to the household
structures, these public buildings were constructed of mas-
sive, solid earthen walls. One building suggests an author-
ity function, with two large benches in its front room,
probably seats of power for the village elders to make
decisions and adjudicate disputes. Another has been only
partially excavated, and it is filled with artifacts, including
a turtle shell drum. Two others have been detected only
with geophysical instruments and await verification and
excavation.

A functional-religious building, a sauna, was
maintained by Household 2. It was used for physical and
spiritual cleansing and curing respiratory ailments
(Sheets, 20006).

Two overtly religious buildings were sited at the
highest elevation in the area, overlooking the river
(Sheets, 2006). Each had multiple floor levels, from the
secular outside to the highest innermost room, and each
had complex floor and wall plans with white and red
painted walls. One was for village ceremonies; a harvest
ritual was underway when the volcano erupted. The ritual
focused on deer ceremonialism, a powerful symbol of the
fertility of nature for the Maya. The other building was
erected for a shaman/diviner, who kept collections of min-
erals and beans inside to help predict the future. As all the
gender-associated artifacts left to pay for services rendered
were used primarily by women, it appears the diviner was
female. People would approach the structure, communi-
cate with her through a lattice window, leave an offering,
and proceed to the back to hear the result through another
lattice window.

Cerén is a World Heritage site, maintained by
UNESCO, the United Nations Educational, Scientific,
and Cultural Organization.
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Definitions

Authigenic minerals: Minerals forming in situ within
sediments.

Chemical equilibrium: The state of a chemical reaction
where the concentration of reactants and products is
constant.

Cementation: Formation of new minerals that fill the
pore spaces within a sediment.

Diagenesis: All of the processes that act to modify sed-
iments after deposition.

Dissolution: Removal in solution of all or part of previ-
ously existing mineral.

Oxidation-reduction (redox): All reactions that involve
changes in the oxidation number. Some oxidation reac-
tions can be described as the combination of a substance
with oxygen.

pH: A measure of the acidity or basicity of an aqueous
solution. The mathematical definition of this is the nega-
tive decimal logarithm of the concentration of the hydro-
nium cation (H;0") in a solution.

Recrystallization: Change in size or shape of a crystal
of a given mineral with no change in its chemical compo-
sition or mineralogy.

Saturation: The point at which a solution of a substance
can dissolve no more of that substance.

Solubility: The maximum amount of a substance that
can dissolve in a solvent.
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Introduction

Archaeological sediments are modified after their deposi-
tion, and this has potentially serious implications for
interpreting the archaeological record. Physical diagenetic
modifications such as those of faunal activity
(bioturbation) and compaction tend to change the original
position of archaeological finds; however, chemical diage-
netic modifications are major agents of alteration and
destruction, yet they are often less obvious to the
naked eye.

All natural environments have particular preservation
characteristics. Factors such as climate, activities of organ-
isms, and geomorphic processes play primary roles in reg-
ulating these conditions (Retallack, 2001), including the
chemical nature of a burial context, which can affect the
degree and bias of preservation for many objects
contained within a deposit. Environmental changes are
directly or indirectly related to human biological and cul-
tural evolution, and thus, chemical alteration in natural
sediments and soils is also of major importance for
archaeology.

Chemical reactions at normal temperatures are basi-
cally simple; the main chemical processes involve solu-
tion, hydration, acid attack, and oxidation. In nature,
practically all reactions take place simultaneously, and
they tend to change the composition of the archaeological
deposits, eventually moving incompatible assemblages of
materials toward conditions of chemical equilibrium with
the burial environment that are more adjusted to the condi-
tions that prevailed in the sediment postdepositionally.
Unfortunately, materials of direct archaeological interest
can be altered or even completely dissolved. This is partic-
ularly important, for it can obscure the critical determina-
tion of whether or not the distributions of recovered
archaeological materials — such as bones, teeth, plant
phytoliths, charcoal, and ash — reflect their original burial
distributions or new configurations and forms that came to
be as a result of secondary diagenetic processes. Further-
more, chemical reactions in archaeological deposits pro-
duce alterations that may distort the original stratigraphic
context. They produce volume changes, assimilate layers
or create secondary layering, destroy interfaces, and
change the original locations of artifacts and the relation-
ships between artifacts. Identifying these processes is cru-
cial if one is to interpret the recorded contexts of human
activities within the precise radiometric time scale.

Method strategy

Studying chemical alteration in archaeological sites is not
an easy task. It starts in the field with careful observations
and stratigraphic analysis and ends in the laboratory where
a set of instrumental techniques are employed (XRD,
FTIR and micro-FTIR, SEM, EDS, etc.). A detailed
description of these methods can be found in the relevant
entries of this volume. Different types of sampling are nec-
essary, including point and bulk sampling and removal of
intact blocks of sediment for micromorphological analysis

(see review in Courty et al.,, 1989). In most cases,
a combination of techniques is used because it is impossi-
ble to control simultaneously the context of alteration fea-
tures at all scales while precisely describing the chemistry
of these alterations. Micromorphological analysis is used
to define the relation between the different mineralogical
features at the microscopic scale. At the same time, instru-
mental mineralogical techniques are employed to describe
the mineralogy and chemistry of the defined features.
Nevertheless, the base strategy of all analyses should be
to understand the spatial relationships of features covering
all scales of observation. This is mainly based on the
sequence of disappearance and/or appearance of certain
minerals and features in space as crossing alteration zones
(Karkanas, 2010). This is the only way to record the
sequence of events, define what is missing and what is
introduced, and therefore assess the preservation condi-
tions (see discussion below).

Agents of chemical alteration

A fundamental precondition of chemical reactions is the
presence of water and/or free oxygen. This is because
a fluid medium is needed for transport and exchange of
chemical compounds. For example, it would be meaning-
less to define the acidity or alkalinity (pH) of a material in
the absence of water. Free oxygen is important in the
decay of all materials containing oxidizable materials,
such as iron and organic matter. However, at the surface
temperatures of the Earth, oxidation reactions are very
slow in the absence of water. The role of water is largely
that of a catalyst because it provides a favorable environ-
ment for the oxidation reaction to proceed (Krauskopf,
1979, 85). Water is equally important in biochemical reac-
tions because all organisms that degrade organic matter
need some water, even as a vapor phase, for their survival
(cf. Weiner, 2010, 51). Water that is in contact with sedi-
ments carries various amounts of dissolved or particulate
material that initiate chemical reactions. The chemical
composition of water changes after reaction with the sed-
iment, and therefore, static pore water very quickly attains
equilibrium with the sediment; then, it becomes inactive,
and no further reaction takes place until the water in the
pore space is replaced by new water that has the capability
of again reacting with the sediment. It follows that the
amount and flow rate of water into sediment pores dictate
the rate of chemical reactions. Consequently, highly
altered sediment implies that substantial amounts of water
have passed through its pore spaces. Note that clay sedi-
ments absorb large quantities of water but do not allow
the water to pass through, mainly because their pores are
not interconnected. It is thus expected that materials of
archaeological interest will be better preserved in clay-rich
sediment (e.g., Weiner and Bar-Yosef, 1990).
Temperature is also an important factor in speeding up
reactions. An increase in temperature of 10 °C can double
or triple the reaction rate (Krauskopf, 1979, 8). Therefore,
in warm climates, weathering and consequential chemical
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alteration proceed faster in the presence of water. Hence,
soil profiles in areas with tropical climates show deep
chemical alteration (Nahon, 1991).

Carbon dioxide readily dissolves in water producing
carbonic acid, and the increased acidity of this water
makes it a better solvent. All natural waters exposed to
air become dilute solutions of carbonic acid, and in the
absence of other acid sources, the pH of rainwater is about
5.7. Other dissolved components, such as nitrogen and
sulfur, also increase the acidity of water. The significance
of these acids is only locally important, however, and in
most cases, the acidity of water is due to elevated concen-
trations of CO, released by the decay of organic matter. In
the presence of oxygen, soil organisms oxidize organic
matter and convert it into carbon dioxide, water, organic
acids, and other compounds. Again, an important factor
in determining the rate of oxidation of organic matter is
the extent of water flow that replenishes oxygen. In the
absence of oxygen, anaerobic processes result in the for-
mation of other acidic products (Weiner, 2010).

In summary, the fluid medium and its capacity of
reacting with the sediment are what makes reactions pro-
ceed beneath the earth’s surface. Although this is quite
apparent, we tend to forget its implications. The mere exis-
tence of an alteration implies some kind of reaction with
a fluid possessing certain characteristics, and this informa-
tion alone already determines something about past envi-
ronmental conditions.

Major chemical diagenetic processes

The most important chemical processes affecting archaeo-
logical deposits are also simple; they include dissolution,
recrystallization,  authigenesis, cementation, and
oxidation.

Dissolution

Dissolution occurs when the solubility of a particular min-
eral is exceeded under a given set of environmental condi-
tions that are normally defined by pH, oxidation
conditions, temperature, and the amount of soluble salts.
The stability of the most important carbonate minerals
(calcite, aragonite) increases with decreasing temperature.
However, the most decisive agent of dissolution of car-
bonate minerals is pH. Calcite (CaCQO3) is stable at pH
values above about 8, but it undergoes solution under
acidic conditions. Therefore, carbonate materials of
archaeological importance, such as calcareous shells, are
not stable under acidic conditions.

An important but generally neglected carbonate com-
ponent of archaeological sites is calcitic ash. During com-
bustion of wood, CaO oxide is formed from the oxidation
of calcium oxalate crystals that are commonly found in
wood. Upon cooling, the CaO will absorb CO, from the
atmosphere and react to form CaCOj; in the form of cal-
cite. Due to its fine texture and high porosity, ash readily
reacts with acidic rainwater or humic acids in some soils
and dissolves. It is obvious that decalcified sediments

would not preserve ash or any other calcareous material
of archaeological interest; however, if the groundwater
equilibrates in calcareous environments, it will become
alkaline with a pH close to 8.2, and as a result, further dis-
solution of calcite will be prevented. This is known as the
buffer capacity of calcite. It follows that wood ash will be
preserved in sites where calcite is found in large quantities,
such as in a limestone (e.g., karstic) environment. Further-
more, in sites possessing large amounts of calcitic ash, the
pH of the groundwater will be buffered by the ash even if it
is relatively acidic; in this way, much of the archaeologi-
cally deposited ash will be preserved (see Weiner, 2010,
77). Of course, this will be dictated by the rate of ash input
and generally the sedimentation rate in relation to the rate
of water flow (see above). As already stated, degradation
of organic matter can also produce acidity, which can
reduce the pH of the groundwater leading to ash dissolu-
tion. Another environment where ash is often preserved
is caves. Caves are formed mainly in carbonate rocks
(limestone and dolomite), and therefore, waters flowing
within their environment are usually alkaline. Impressive
well-preserved ashy sequences are known from several
Paleolithic caves, e.g., Kebara Cave (Goldberg et al.,
2007).

Dung spherulites are another form of calcium carbonate
found in archaeological sites that contain stabling remains.
They appear to be formed in the ruminants’ gut and consist
of microscopic radial masses forming an approximately
spherical aggregate (Canti, 1997). They also survive burn-
ing and are often found in large quantities in ashed dung. It
has been shown experimentally that dung spherulites do
not survive in sediments with a pH lower than approxi-
mately 7.7 and that they are more soluble than geogenic
calcite (Canti, 1999), something that has been also
observed in archaeological sediments (e.g., Albert et al.,
2008). Conditions of preservation affecting dung spheru-
lites are broadly similar to those of wood ash.

Bone is another material of archaeological interest that
can dissolve. The mineral component of bone is a biogenic
variant of the phosphate mineral apatite. Berna et al. (2004)
were able to show experimentally that bone is stable in
sediments with pH above 8.1. In more acidic environ-
ments and particularly at pH values below 7, bone will
rapidly dissolve depending on the water flow (Hedges
and Millard, 1995). Berna et al. (2004) also confirmed
that, in the presence of calcite, bone is stable due to the
buffering capacity of a calcitic environment — a process
that is predictable based on the discussion above and dem-
onstrated already in case studies (Weiner et al., 1993).

Phytoliths are a biogenic form of opal and another pri-
mary material of archaeological interest. They are pro-
duced by many plants as a siliceous packing deposited
within varied anatomical components using hydrous silica
taken up through the roots. These mineralized parts of
plants are considered relatively stable in most sedimentary
environments, and they survive burning or oxidation well.
However, opal is a hydrous, amorphous silica polymorph
and has a constant solubility of up to 8.5 pH; solubility
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increases rapidly above pH 9 (Krauskopf, 1979). There-
fore, dissolution of phytoliths to fluctuating degrees can
be assumed if calcite is present, calcite being an indicator
of a generally alkaline environment (Piperno, 1988).
Nonetheless, the solubility of amorphous silica and
phytoliths is almost an order of magnitude higher than that
of the most stable silicate mineral, quartz (Fraysse et al.,
2009). As a consequence, the solubility of phytoliths is
high enough that they can dissolve in the normal pH range
(4-8) of the soil environment, assuming a high rate of
water flow through the sediment (Fraysse et al., 2009).

Silica artifacts such as chert and flint are usually com-
posed of micro-quartz with variable amounts of other sil-
ica minerals, mainly chalcedony and opal (Luedtke,
1992). Quartz is practically non-soluble below pH 9, but
opal and the structurally disordered chalcedony are much
more soluble than quartz (Krauskopf, 1979; Sheppard
and Pavlish, 1992; Burroni et al., 2002). Therefore, the sil-
ica mineral composition of artifacts will determine the dis-
solution rate, which also depends on the amount of water
flow through the sediment. Silica artifacts usually contain
mineral impurities that possess different solubilities. In
particular, calcite is a frequent minor constituent of chert
artifacts. Therefore, dissolution of artifacts is expected to
vary not only under different pH regimes but also
according to local raw materials (cf. Sheppard and
Pavlish, 1992; Burroni et al., 2002). For example, calcite
inclusions may dissolve or transform to phosphate min-
erals (see below).

As already stated in the description of the agents of
chemical alteration, it appears that, given sufficient time,
the dissolution of several materials of archaeological
importance is largely dictated by the amount and flow rate
of water. Therefore, not just climatic conditions but also
localized hydrological configurations determine the fate
of many archaeological materials.

Recrystallization

Recrystallization implies a change from a more soluble to
a less soluble substance. Usually, small crystals recrystal-
lize into bigger crystals. Recrystallization is very impor-
tant in carbonate sediments. In particular, calcitic ash
crystals due to their very small size are readily
recrystallized to form indurated sediments that resemble
natural carbonate rocks (Karkanas et al., 2007). However,
the presence of pseudomorphs of the calcium oxalate crys-
tals associated with charcoal or fine charred material can
differentiate recrystallized ash from natural geogenic cal-
cite (Figure 1). Furthermore, charcoal, oxidized (burnt)
soil aggregates, as well as a close association with burnt
bone and other burnt archaeological materials are further
indications.

Bone can also recrystallize. After death, crystals of
bone mineral continue to grow and increase their size
and order. Berna et al. (2004) showed experimentally that
buried bone in deposits between pH 8.1 and 7.4 will
undergo recrystallization and be replaced by more stable

Chemical Alteration, Figure 1 Photomicrograph of light gray
sparitic calcite replacing dark gray micritic aggregates in

a sample from Qesem Cave, Israel. Some of the micritic
aggregates reveal the remnant rhombic shapes of the original
ash crystals (especially in the upper right quarter of the image).
PPL plane polarized light.

forms of apatite. This is a significant observation because
it shows that bone becomes more stable with time and that
it attains greater stability when authigenic apatite is
forming in the sediments (see below).

Authigenesis and cementation

Precipitation of new minerals into pore spaces results in
cementation of the sediment and production of an indu-
rated deposit that will eventually become rock. Cementa-
tion differs from recrystallization in that it refers to the
formation of new minerals (authigenesis) inside the sedi-
ment. Each mineral forms under a specific set of condi-
tions, and hence, its presence is indicative of the
conditions that prevailed at the time of formation. Thus,
the formation of an authigenic mineral can be regarded
as the product resulting from changes in specific environ-
mental parameters. These parameters define the stability
field of the authigenic mineral under consideration.
Waters that are saturated with bicarbonate will precipi-
tate calcite with the release of carbonate gas and water, but
different forms will result depending on the mechanism of
precipitation and the local environmental conditions.
Direct evaporation will bring about saturation of the solu-
tion and precipitation when the solubility is exceeded.
Release of carbonate gas (degassing) will also lead to
supersaturation and precipitation of calcite, and this pro-
cess is more common in the formation of cave
speleothems. Percolating waters rich in carbon dioxide
deriving from the soil enter the cave interior through fis-
sures in the rock. These waters will equilibrate with the
new cave environment, which is relatively depleted in car-
bon dioxide; under such conditions, carbon dioxide will
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be lost from solution through degassing, and dissolved
carbonate will precipitate as a solid mineral (Gillieson,
1996, 116—120). Dripping, seeping, or flowing water on
the surface of caves produces a variety of forms known
as stalactites, stalagmites, flowstones, and others named
according to their morphologies (Hill and Forti, 1997).
Due to their incremental development, speleothems are
proving to be the best records of the history of climate in
an area. The isotopic analysis of oxygen and carbon in
the calcite of each lamina or ring reveals the chemistry
of waters that precipitated it, and this in turn reveals some-
thing about the climatic and local environmental condi-
tions that produced these waters (Ford, 1997). The same
waters percolating within the cave sediment will also pre-
cipitate calcite, thereby cementing the sediments and pro-
ducing a hard rock known as cave breccia. Often, cave
breccias seal and preserve bones dating to millions of
years ago, like the famous caves within the Cradle of
Humankind in South Africa, where important early
hominin fossils have been found (e.g., Pickering and
Kramer, 2010).

In soil environments, biological activity is an additional
factor that controls the precipitation of carbonates. Root
evapotranspiration is another mechanism that removes
water from solution. Evapotranspiration is considered to
be a major cause of rhizocretion (calcified root) formation
(Wright and Tucker, 1991). Organic processes regulate the
carbon dioxide budget in soils but also induce carbonate
precipitation by direct uptake of CO, or other mechanisms
that trigger its precipitation. Nevertheless, evaporation,
evapotranspiration, and probably degassing are climati-
cally controlled, and numerous studies suggest that calcar-
eous soils are formed in arid to subhumid environments
(e.g., Zhou and Chafetz, 2009). The isotopic profiles of
calcitic nodules that formed in well-developed calcareous
soils (calcrete or caliche) have also been used to recon-
struct ancient environments. The carbon isotopic compo-
sition of pedogenic carbonate is related to the soil CO,,
which in turn is correlated with the proportion of plants
employing C3 and C4 photosynthetic pathways. The car-
bon isotopic composition of plants reflects the climate
and the environment in which they grow and is, therefore,
a powerful tool in paleoecological reconstruction. This
information has been used to estimate rates of erosion,
alluviation, and archaeological site preservation potentials
(Nordt, 2001) as well as explain the context of human sub-
sistence and evolution, (e.g., Cerling et al., 2011).

Authigenic gypsum is frequently reported in archaeo-
logical sites. It is related to the degradation of organic mat-
ter (Shahack-Gross et al., 2004; Cabanes and Albert,
2011) and is also found in areas with stabling remains
and dry conditions (Figure 2). In the initial stages of deg-
radation, sulfate accumulates due to microbial activity.
Increased acidity and sulfate concentration favor the for-
mation of gypsum at the expense of calcite (Donner and
Lynn, 1989). An interesting observation is the hydration
of anhydrite ash (CaSO,) to produce gypsum (CaSOy -
2H,0). Anhydrite is formed during the burning of

Chemical Alteration, Figure 2 Banded concentration of
gypsum nodules (indicated by an arrow) in the historical
deposits of Drakaina Rockshelter, Greece. The association of
gypsum with dung spherulites identified microscopically
suggests that the cave was used as a pen.

gypsum-bearing plants such as tamarisk (Shahack-Gross
and Finkelstein, 2008).

Formation of gypsum in soil environments is also
favored by the presence of organic matter at high pH
(Poch et al., 2010, and references therein). However, most
soil gypsum formations are found in well-drained soils
under dry conditions. Soil parent material and aeolian dust
are the most important factors in gypsum distribution.
Gypsum is more soluble than the carbonates, and there-
fore, gypsic horizons normally do not coexist with calcic
horizons (Amit et al., 2011). When gypsum is found in
calcrete profiles, its distribution is a useful guide to soil
hydrology and precipitation (<250 mm/year).

Degradation of organic matter also releases chemical
compounds such as phosphates. In all occupational sites,
anthropogenic inputs of human waste and organic residues
add phosphates to the sediment in the form of animal sta-
bling, manuring, fertilizing, and privy accumulations
(Goldberg and Macphail, 2006; Karkanas and Goldberg,
2010). The major source of phosphate, however, is not
directly the original vegetal remains but their reprocessed,
phosphate-rich contributions derived from animal excre-
ments (e.g., horses, cattle, goats, and sheep; see, e.g.,
Macphail et al., 2004). Human activities related to prepa-
ration of animal food or processed foods such as oil and
fat are probably additional contributors after their degra-
dation (Figure 3). As phosphate is relatively insoluble, it
tends to remain in the area where it was originally depos-
ited. Depending on the pH and the availability of other
chemical elements, a variety of authigenic phosphate min-
erals can be formed. In alkaline environments and in the
presence of calcium, the calcium phosphate mineral apa-
tite is formed; bone mineral is a variant of the same min-
eral. In more acidic environments, i.e., at a pH below
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Chemical Alteration, Figure 3 Photomicrograph of apatite (Ap)
(confirmed by FTIR: Karkanas and Stratouli, 2008) altering the
surface of a lime floor in a sample from Drakaina Rockshelter,
Greece. In PPL (a), apatite is yellowish. In XPL, or crossed
polarized light (b), apatite shows optically isotropic behavior
and becomes dark, blocking transmitted light.

ca. 7, apatite is transformed into a series of complex
aluminum-rich phosphate minerals (Karkanas et al.,
2000). Obviously, bone is not stable in such environments.
Authigenic phosphates can be formed in large amounts
and eventually cement the sediment (Figure 4). This has
often been observed in caves where the existence of sub-
stantial deposits of bat guano provides the necessary phos-
phorus for the reactions to take place (Shahack-Gross
et al., 2004).

In the presence of phosphorus, calcareous materials are
not stable and are readily transformed to phosphates. The
reaction is one of dissolution and precipitation; hence,
a new mineral is formed. Authigenic apatite can replace
calcitic ash and calcareous shells, and it can alter lime-
stone to the point where it is no longer recognizable.
Phosphate-rich solutions from the degradation of food

products have also been reported to alter lime floors and
form apatite alteration surfaces (Figure 3) (Karkanas and
Stratouli, 2008; Regev et al., 2010). In the case of ash,
the general structure of the burnt layer, i.e., ashes overly-
ing an organic/charcoal-rich or fire-reddened substrate,
can still be recognized after alteration to apatite. As phos-
phate reactions proceed, these apatite formations are also
transformed to aluminum-rich phosphates.

Oxidation

Among the products of chemical alteration, iron oxides
are the most conspicuous because of their bright colors.
Iron oxides that formed in contact with air are in an oxida-
tive state (ferric iron). The color of the simple oxides, such
as hematite, is red and that of the hydrates, such as goe-
thite, is yellow to brown. Iron-rich minerals in a reduced
state (ferrous iron), such as siderite, have a gray color,
and a variety of authigenic ferrous iron-rich clays show
green and gray colors. Indeed, the rank of hues in the
Munsell soil color chart follows this trend. That is, colors
in reducing waterlogged environments are bluish or green-
ish to olive yellow (hues of PB, BG, G, GY, and 10Y-5Y);
aerated, slightly oxidized sediments are yellowish to red-
dish brown (hues 0of2.5Y—-2.5YR); and fully oxidized sed-
iments are red (hue of R). Oxidation reactions are mainly
observed in well-drained soils and in warm climates with
contrasting wet and dry seasons (Courty et al., 1989,
165—167). Therefore, iron-containing authigenic minerals
can, in principle, be used to reconstruct past oxidation
conditions. It is important to note here that reddening
can be produced by high temperatures associated with
human activities such as fireplaces and other pyrotech-
nological processes; however, it has been observed that
that fire reddening always affects the substrate of the burn-
ing feature and that certain microscopic features differen-
tiate it from pedological processes (see Courty et al., 1989,
169).

Many of the primary constituents of the sediments that
are most important archaeologically consist of organic
matter (pollen, charcoal, and other botanical remains),
and they may be destroyed under oxidizing conditions.
The oxidation of organic matter produces reducing condi-
tions because oxygen is consumed by the reaction. Iron
oxides are very insoluble under oxidation conditions, but
when very little or no oxygen is present, they will readily
dissolve. Dissolved reduced iron will diffuse away until it
encounters oxygen. It will then reoxidize, and in so doing,
it will again become insoluble and precipitate as ferric iron
oxides such as hematite (Figure 5). Thus, an observation
that iron oxide minerals have been redistributed is an indi-
cation of past reducing conditions. This, in turn, can be
used to suggest that organic matter was initially present
but it decayed postdepositionally. Oxidation over long
periods of time has been found to affect buried charcoal,
and this has serious implications for radiocarbon dating
(Cohen-Ofri et al., 2006).
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Chemical Alteration, Figure 4 Phosphate cementing fissures (white-filled crevices) produced by freeze-thaw activity in Theopetra

Cave, Greece.

Chemical Alteration, Figure 5 Bright red, hematite-rich
sediments above oxidized burnt remains from Theopetra Cave,
Greece.

Similar conditions have been observed for the precipi-
tation of manganese oxides in archaeological sites
(Marin Arroyo et al., 2008). Manganese is released during
the decomposition of organic matter accumulated by
anthropogenic activities. Then, pH increase leads to man-
ganese precipitation in insoluble oxidative forms. Black
coloring and encrustations on bones are often the result
of this process (Shahack-Gross et al., 1997).

The oxidation conditions of sediments favor the forma-
tion of several other iron-rich minerals as well. In water-
logged sediments, vivianite, an iron-rich phosphate

mineral, is formed under reducing conditions. These
occurrences have been related to the degrading of human
and animal waste (Bertran and Raynal, 1991; Gebhardt
and Langohr, 1999; McGowan and Prangnell, 2006).
Apparently, oxidation and reduction reactions in
archaeological sites are directly related to the breakdown
of organic matter, and since most anthropogenic activities
result in the accumulation of organic matter, minerals that
are favored by these conditions will be preferably formed.

Broader archaeological implications

As discussed above, the study of chemical alterations in
geoarchaeological contexts can provide valuable informa-
tion for paleoenvironmental reconstruction and for
assessing the integrity of the archaeological record.
Knowing the mineral that was replaced as well as the min-
eral that replaced it allows us also to reconstruct the trends
in changing paleoenvironmental conditions. This, in turn,
can be used to determine whether the archaeological mate-
rials of interest were likely to have been stable under such
assumed preexisting conditions — providing that we know
the nature of their stability (how they react) under these
conditions. Retallack (2001) has constructed a diagram
with the theoretical Eh-pH stability fields of common
kinds of terrestrial fossils preserved in paleosols. For
example, based on phosphate mineral stabilities, we can
predict when bone mineral can be expected to be pre-
served in the archaeological record. As already discussed
above, the formation of authigenic apatite in sediments is
not accompanied by bone dissolution. Therefore, the
phosphate source of newly formed apatite cannot be the
bones themselves. Bone will be unstable in a chemical
environment in which the mineral apatite is not stable.
Accordingly, an indication of the instability of apatite will



136 CHEMICAL ALTERATION

Chemical Alteration, Figure 6 Dissolution of ash in a pit at the Kolona Bronze Age site, Aegina Island, Greece, has resulted in
considerable subsidence and disruption of the continuation of the burnt layer that was covering the pit. White pins mark the burnt
layer and its original surface at the left, red pins mark the outline of the pit, and yellow pins mark the burnt layer covering the pit where

it now lies approximately 20 cm below its former level.

be the presence within sediments of aluminum-rich phos-
phate minerals, which are more stable than apatite
(Karkanas et al., 2000; Karkanas, 2010).

Chemical reactions also involve changes in volume.
During the transformation of one mineral type to another,
volume can increase or decrease depending upon the spe-
cific transformation. The more important volume change
is, however, due to loss of material during the dissolution
stage. This is most pronounced in the case of wood ash
(Figure 6), which on average contains about 98 vol.% cal-
cite, which is soluble in normal rainwater. If all the calcite
is lost, the volume decrease could be 50 times (Karkanas
et al.,, 2000). However, dissolution of mineral phases
may not necessarily result in a volume change, but only
in an increase in porosity. Volume changes due to diagen-
esis affect calculations of the density of bones as well as
lithic and pottery artifact distributions within the archaeo-
logical deposit, a measure that is often used to assess
“intensity” of occupation.

Volume changes are also accompanied by changes in
the mineral assemblages. The differing assemblages, in
turn, have different contents of the elements uranium, tho-
rium, and potassium, which are the major sources of the
radiation that affects dating by thermoluminescence and
electron spin resonance (Mercier et al., 1995).

Chemical alteration can be also used to define major
stratigraphic changes. Dissolution is not likely to be uni-
form over the whole sedimentary layer; thinning can occur
in some areas and not in others. Therefore, differential dis-
solution can produce changes in the inclination of the
layers. Such changes produce unconformities inside the
archaeological sequence, which can translate into consid-
erable time gaps before the new layers that are not affected

by diagenesis are deposited horizontally (Figure 7). Nev-
ertheless, even in cases where considerable volume
changes are not involved or dissolution is uniform, direct
contact between altered and unaltered sediments or sedi-
ments showing different chemical alterations often imply
major changes in paleoenvironmental conditions (e.g.,
Goldberg and Berna, 2010). The reasons for this change
could involve climate, occupational intensity, site aban-
donment, or local changes in the landscape.

Most of the impressive alteration features in archaeol-
ogy have been described from cave sequences. Caves
were used preferentially during prehistory, and being per-
fect sedimentary traps, they preserve long occupational
sequences. They are also characterized by an active but
confined hydrologic regime and accumulation of large
amounts of organic matter, usually in the form of bat and
other types of guano or dung from animals that were
penned within the cave. Therefore, diagenesis is often
very aggressive with obvious consequences for the preser-
vation of archaeological materials. However, more recent
and open-air sites also show alteration features, such as
volume changes in tell sediments (Albert et al., 2008),
authigenic phosphate minerals in medieval sites (Bertran
and Raynal, 1991; Gebhardt and Langohr, 1999), and
bone alteration features associated with food processing
in open-air environments (Simpson et al., 2000). Unfortu-
nately, the lack of systematic studies in such sites
enhances the bias in favor of caves.

Summary

Chemical alteration affects the bulk of the sediments that
contain materials of archaeological importance.
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Chemical Alteration, Figure 7 Photograph of a strongly inclined altered ash layer at the bottom overlain by subhorizontal deposits

(left side section) at Klissoura Cave 1, Greece.

Understanding the chemical processes responsible for
these alterations will usually facilitate an assessment of
the completeness of archaeological record. Materials of
direct or indirect archaeological importance recrystallize
or completely dissolve and oxidize, thereby seriously
affecting the recoverable evidence and subsequent inter-
pretation of past human activities. Newly formed minerals
or minerals that remain stable under changing chemical
conditions can be used to deduce prior states of preserva-
tion. Moreover, cementation, dissolution, and oxidation
processes are environmentally controlled and therefore
can be used to reconstruct ancient environments.
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Definition

In earth science, chronostratigraphy defines rock strata by
their temporal relations, reconciling stratigraphy with rel-
ative and chronometric dating in the historical discipline
of geology. Relative dating by stratigraphic correlations,
employing bio-, magneto-, or isotope-stratigraphy, pro-
vides a relative time scale between specific events in the
geologic record. Thus, chronostratigraphic unit defini-
tions are based on age relations, which are referred to on
a relative linear time scale and preferably fixed in time
by chronometric (often wrongly termed absolute) dating.
With some differences in scale and evidence, chronostra-
tigraphy is also applied to cultural material left by humans.

Chronostratigraphy

In the original geological definition, the temporal
sequence of rock strata in more than one lithostratigraphy
provides the framework for the interpretation of geologi-
cal history, together with relative or chronometric age
determinations. Lithostratigraphy refers to sequences of
lithological units (see Figure 1). In archaeology, the “rock
strata” are instead layers containing cultural remains,
which are assumed to represent meaningful entities, often
referred to as cultures, cultural traditions, cultural facies,
industries, etc. (Clark, 1991). While the geological use
of chronostratigraphy is aimed at validating synchronicity
and sequences in worldwide systems, the term is only
regionally applicable in archaeology because human cul-
tural entities are not worldwide in extent. However, if con-
temporaneous cultural units from different regions are
regarded as facies, it is possible to construct chronostrati-
graphies on a coarse scale. Even though chronostrati-
graphies of human cultural history can also be event
based, the recognizable results of events are neither as uni-
versal nor contemporaneous as they can be in geology,
where such events are especially exploited in the construc-
tion of chronostratigraphies.

In either case, the scale in time and/or space determines
the validity (and construction) of any given chronostra-
tigraphy, because geological and archaeological phenom-
ena operate at different scales (Dean, 1993). The scales
are mainly dictated by the nature of the record; they vary
with time but are also different between disciplines
(Stein, 1993), especially in archaeology, where change
over time can be rapid (Blackwell and Schwarcz, 1993).
Chronostratigraphies should be based on several indepen-
dent lines of evidence for time sequences, such as the use
of various relative stratigraphies (e.g., lithostratigraphic,

magnetic, or biological) combined with chronometric
age estimates developed through multiple dating tech-
niques. Lithostratigraphic and biostratigraphic units can
have diachronous or time-transgressive boundaries — i.e.,
variable lower starting points and upper ending points —
but chronostratigraphic units always (by definition) have
synchronous boundaries — i.e., start and end points are
globally coeval (Holliday, 1993).

Geological chronostratigraphy

Geological chronostratigraphy is based on lithostrati-
graphies (Figure 1), and in contrast to archaeology, they
are formalized and aimed toward global applicability
(Miall, 2010). Global Boundary Stratotype Sections and
Points (GSSP) are defined through internationally agreed
upon stratigraphic sections or marker horizons, which
are governed by international bodies (see http://www.stra-
tigraphy.org and Remane, 1997, 2003). Such boundaries
on the geologic time scale are based on paleontological
changes (biostratigraphy as in the relative sequences of
bone —tooth — antler in Figure 1), isotopic marker hori-
zons (as in climatostratigraphy), or magnetic events
(as in paleomagnetic dating), which can be traced over
large geographical areas (Rey and Galeotti, 2008). The
base of a chronostratigraphic unit is identified in
a certain stratigraphic section, while the end of that unit
is defined as the base of the following chronostratigraphic
unit, which can be defined from evidence in a different
section at some distance from the first. Such units are iso-
chronous bodies that are bound by synchronous surfaces
and formed during a single span of time (Cremeens and
Hart, 1995).

Specific chronostratigraphies, like isotope chronostra-
tigraphy (climostratigraphy; Baskaran, 2011; Bowen,
2011), biostratigraphy (Palombo and Sardella, 2007),
or magneto-chronostratigraphy/paleomagnetic ~ dating
(Opdyke and Channell, 1996), refer to the construction
of a time series using one specific method (i.e., analysis
of isotopic chemistry, biota, or magnetism) to provide rel-
ative age information.

Archaeological chronostratigraphy

Chronostratigraphy in archaeology follows the same gen-
eral principles as in geology (Lyman and O’Brien, 2000),
but it is less strict and less formalized, given the impossi-
bility of a worldwide application because human culture
is so diverse, and there is great potential for large time
gaps and sparseness of available data. Archaeological
stratigraphies are constructed from the time series pro-
vided by their own lithostratigraphies, in which specific
features related to cultural remains (like stone tools,
ceramics, etc.), or the typological/technological composi-
tions of the cultural remains, are repeatedly observed in
strata within stratigraphies. Such entities are defined and
assumed to represent meaningful units of human cultural
history in space and time (cultural traditions, cultural
facies, industries, horizon style, etc.), reflecting normative
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Chronostratigraphy, Figure 1 Schematic representation of the construction of chronostratigraphies. The cultural units for
archaeological stratigraphies are represented by hand axes, pots, and wheels; the lithological units are depicted as having different
signatures (bones, teeth, and antlers) representing biostratigraphical units. Chronometric age estimates are marked by “Y” (based on
specific dating methods) and paleomagnetic events by “PM.” A regional lithostratigraphy is first constructed on the basis of the
lithological units combined with climatostratigaphy (5'20 curve). By combining the archaeological and biological stratigraphies,
together with chronometric ages and the paleomagnetic event, a chronostratigraphy is established, which serves archaeology,

geology, and paleontology.

ideas and mental templates of extinct people (Clark,
1991). An unspecified number of archaeological assem-
blages showing more or less identical patterns are neces-
sary to define such a cultural unit, which is understood
to demonstrate the shared behavior reflected by a human
society and, thus, a socioeconomically meaningful unit
(as represented by the hand axe, pot, and wheel in
Figure 1). However, any chronostratigraphic marker or
event concept in geology is widespread, whereas the defi-
nitions of specific features/items of cultural remains are
often based on typology (chronotypology after Clark,
1991), which can be quite localized and of limited regional
extent.

The resulting cultural units provide the basic relative
stratigraphic framework (e.g., the relative sequence of
hand axe—pot—wheel in Figure 1), similar to lithostra-
tigraphy and biostratigraphy (e.g., the relative sequence
of bone—tooth—antler in Figure 1), sometimes sharing
the type fossil (O’Brien and Lyman, 1999) or the

assemblage (Clarke and Chapman, 1978) approach with
paleontology. By incorporation of other relative
(paleomagnetic event “PM” in Figure 1), as well as chro-
nometric data (Y in Figure 1), chronostratigraphies are
constructed on variable scales in time and geography.
Linking the archaeological remains of formerly occupied
sites to the paleoclimatic record (8'®0 curve in Figure 1)
allows more precise age estimates than would be obtain-
able by many chronometric dating methods, subsequently
increasing the precision of the chronostratigraphies.

The resulting regional archaeological chronostrati-
graphies can overlap and do not necessarily correspond
in time, number, or definition of units. Furthermore,
archaeological chronostratigraphic units are sometimes
blurred by imprecise definitions and by circular logic,
e.g., when the supposed age, not the actual cultural
remains themselves, is used as an argument for the attribu-
tion of an archaeological assemblage to a cultural unit.
Archaeological chronostratigraphic units (sometime
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called phases) can have boundaries coincident with the
bases of geological ones, or they can overlap. Obviously,
geological and archaeological chronostratigraphic units
do not have to correspond, especially as the relationship
of cultural remains and geological/sedimentological pro-
cesses are not always clearly defined. Such specificities
like pedostratigraphy and related chronostratigraphies,
especially with reference to archaeology, are discussed in
detail in Cremeens and Hart (1995).
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Definition and introduction

That part of geological time most germane in archaeology,
the Quaternary Period, has long been subdivided on the
basis of represented climatic changes. The overriding
influence of climatic change on geological processes in
the Quaternary has meant that climate-based classification
(referred to as climatostratigraphy or climostratigraphy)
has remained central to the subdivision of the succession.
This entry discusses the role of climatostratigraphy
(geologic-climate classification) and its relation to
chronostratigraphy for the division of the Quaternary
sequence.

Climatostratigraphy (“climostratigraphy”)

Since the middle of the nineteenth century, Quaternary
sediment sequences, and therefore the chronology of
human activity and evolution, have traditionally been
divided on the basis of the climatic changes they represent,
particularly sequences based on glacial deposits in central
Europe and mid-latitude North America. This approach
was adopted by early workers for terrestrial sequences
because it seemed logical to divide glacial diamicton
(unconsolidated, poorly sorted sediments) and
non-glacial deposits found in stratigraphic sequences into
glacial (glaciation) and interglacial periods, respectively
(cf. West, 1968, 1977; Bowen, 1978). In other words,
the divisions were fundamentally lithological (Figure 1).
The overriding influence of climatic change on sedimenta-
tion and erosion during the Quaternary has meant that,
despite the enormous advances in knowledge during the
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Climatostratigraphy, Figure 1 Fossiliferous sand deposits (shown by diagonal cross hatching) between tills (shown by angular
symbols) exposed in the Cowden Burn railway cutting at Neilston in Renfrewshire, Scotland, reproduced from Geikie (1874,

Figure 27).

last 150 years, climate-based classification has remained
central to the subdivision of the succession. Indeed, the
subdivision of the modern isotope (e.g., Railsback et al.,
2015) stage sequence of ocean sediments is itself based
on the same basic concept (e.g., Railsback et al. 2015).
It is this approach which has brought Quaternary geology
so far, but at the same time, it causes considerable confu-
sion to workers attempting to correlate sequences from
enormously differing geographical, and thus environmen-
tal, settings. This is because of the great complexity of cli-
matic change and the very variable effects these changes
impose upon natural systems, including humans.

The recognition of past climatic events based on envi-
ronmental indicators within sediments is an inferential
method and by no means straightforward. Sediments are
not unambiguous indicators of contemporaneous climate,
so that other evidence — such as fossil assemblages, char-
acteristic sedimentary structures (including periglacial
structures) or textures, soil development, etc. — must be
relied upon wherever possible to determine the origin
and climatic affinities of a particular unit. Local and
regional variability of climate complicates this approach
because particular sequences are always the result of local
climatic and environmental conditions, yet there remains
the need and desire to equate them to a global scale. For
at least the first half of the twentieth century, the preferred
scale was that developed for the Alps at the turn of the
twentieth century by Penck and Briickner (1909)
(Table 1).

Since the mid-twentieth century, a comparable scheme
developed in northern Europe has been dominant, at least
in Europe, but similar schemes have also been established
elsewhere, such as in North America or the former USSR.
More recently, these schemes have tended to be replaced
by the marine- or ice-core oxygen isotope records. Today,
the burden of correlation lies in equating local, highly
fragmentary, yet high-resolution terrestrial and shallow
marine sediment records on the one hand, with the poten-
tially continuous, yet comparatively lower resolution iso-
tope sequence from oceanic sediments on the other
(cf. Gibbard and van Kolfschoten, 2005).

Terminology

Before the impact of the ocean-core isotope sequences, an
attempt was made to formalize the climate-based strati-
graphic terminology in the American Code of

Climatostratigraphy, Table 1 The Alpine sequence in increas-
ing age, as proposed by Penck and Briickner (1909), with later
additions from Doppler et al. (2011). Transition dates provided
where they are known

Postglacial (Holocene) «—ca. 11.7ka
Wiirm glacial (Wiirmian) «—ca. 117ka
Riss/Wiirm interglacial «—ca. 128 ka
Riss glacial (Rissian) «— ca. 350 ka
Mindel/Riss interglacial

Mindel glacial (Mindelian)

Giinz/Mindel interglacial

Giinz glacial

Donau/Giinz interglacial

Donau glacial

?Biber glacial « ca. 2,600 ka

Stratigraphic Nomenclature (American Commission on
Stratigraphic Nomenclature, 1961), where the so-called
geologic-climate units were proposed. Here, a geologic-
climate unit was based on an inferred widespread climatic
episode defined from a subdivision of Quaternary rocks.
Several synonyms for this category of unit have been
suggested, the most recent being climatostratigraphical
units (Mangerud et al., 1974) in which an hierarchy of
terms is proposed. In subsequent stratigraphic codes, how-
ever (see Hedberg, 1976; North American Commission on
Stratigraphic Nomenclature, 1983; Salvador, 1994), the
climatostratigraphic approach has been discontinued since
it was considered that for most of the geological column,
“inferences regarding climate are subjective and too tenu-
ous a basis for the definition of formal geologic units”
(North American Commission on Stratigraphic Nomen-
clature, 1983, 849). This view has not found favor with
Quaternary scientists, however, since it is difficult to
envisage a scheme of stratigraphic subdivision for recent
earth history that does not specifically acknowledge the
climate change factor (Lowe and Walker, 1997). Accord-
ingly, Quaternary stratigraphic sequences continue to be
divided into geologic-climatic units based on proxy cli-
matic indicators, and hence, following this approach, the
Pleistocene-Holocene boundary (the base of the Holocene
series/epoch), for example, is defined on the basis of the
inferred climatic record (cf. below). Boundaries between
geologic-climate units were placed at the transitions
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between those the stratigraphic units on which they were
based.

The American Code (1961) defines the fundamental
units of the geologic-climate classification as follows:

A glaciation is a climatic episode during which extensive
glaciers developed, attained a maximum extent, and
receded. A stadial (“stade”) is a climatic episode,
representing a subdivision of a glaciation, during which
a secondary advance of glaciers took place. An intersta-
dial (“interstade”) is a climatic episode within
a glaciation during which a secondary recession or
standstill of glaciers took place.

An interglacial (“interglaciation”) is an episode during
which the climate was incompatible with the wide
extent of glaciers that characterize a glaciation.

In Europe, following the work of Jessen and Milthers
(1928), it is customary to use the terms interglacial and
interstadial to define characteristic types of non-glacial cli-
matic conditions indicated by vegetational changes. Inter-
glacial describes a temperate period with a climatic
optimum at least as warm as the present interglacial
(Holocene, Flandrian: see below) in the same region, and
interstadial describes a period that was either too short or
too cold to allow the development of temperate deciduous
forest or the equivalent of interglacial type in the same
region (West, 1977, 1984).

In North America, mainly in the USA, the term
interglaciation is occasionally used for interglacial
(cf. American Code, 1961). Likewise, the terms stade
and interstade may be used instead of stadial and intersta-
dial, respectively (cf. American Code, 1961). The origin
of these terms is not certain, but the latter almost certainly
derive from the French language word stade (m), which is
unfortunate  since in  French, stade  means
(chronostratigraphical) stage (cf. Michel et al., 1997),
e.g., stade isotopique marin = marine isotope stage.

It will be readily apparent that, although in
longstanding usage, the glacially based terms are very dif-
ficult to apply outside glaciated regions. Moreover, as
Suggate and West (1969) recognized, the term glaciation
or glacial is particularly inappropriate since modern
knowledge indicates that cold rather than glacial climates
have tended to characterize the periods intervening
between interglacial events over most of the earth. They
therefore proposed that the term “cold” stage
(chronostratigraphy) be adopted for “glacial” or “glacia-
tion.” Likewise, they proposed the use of the term “warm”
or “temperate” stage for interglacial, both being based on
regional stratotypes. Liittig (1965) also recognized this
problem and attempted to avoid the glacial connotations
by proposing the terms cryomer and thermomer for cold
and warm periods, respectively. These terms have found
little acceptance, however. The local nature of these defi-
nitions indicates that they cannot necessarily be used
inclusively over great distances or between different cli-
matic provinces (Suggate and West, 1969; Suggate,
1974; West, 1977, 1984) or indeed across the terrestrial/

marine facies boundary (see below). In addition, it is
worth noting that the subdivision into glacial and intergla-
cial is mainly applied to the Middle and Late Pleistocene
(i.e., the last 0.78 Ma).

Boundaries

Perhaps the biggest problem with climate-based nomen-
clature is where the boundaries should be drawn. Ideally,
they should be placed at the climate change, but since
the events are recognized only through the responses they
initiate in depositional or biological systems,
a compromise must be agreed upon. As Bowen (1978)
emphasizes, there are many places at which boundaries
could be drawn, but in principle, they are generally placed
at midpoints between temperature maxima and minima,
e.g., in ocean-sediment sequences. This positioning is
arbitrary but is necessary because of the complexity of cli-
matic changes. Problems may arise, however, when
attempts are made to determine the chronological relation-
ship of boundaries drawn in sequences that possess differ-
ing temporal resolution, show different sediment facies, or
originate through the use of differing proxies. By contrast,
in temperate northwest Europe, the base of an interglacial
or interstadial is very precisely defined. It is placed at the
point where herb-dominated (cold climate) vegetation is
replaced by forest. The top (i.e., the base of the subsequent
glaciation or cold stage) is drawn where the reversal
occurs (Jessen and Milthers, 1928; Turner and West,
1968). It is unclear, however, how this relates to the timing
of the actual climate change recorded, or how this is
recorded by other proxies.

Climatostratigraphic units are not
chronostratigraphic units

By the second half of the twentieth century, it was realized
that Quaternary time should be subdivided as far as possi-
ble in keeping with the rest of the geological column —
using time, or chronostratigraphy, as the basic criterion
(e.g., van der Vlerk, 1959; Gibbard and West, 2000).
Because stages are the fundamental working units in
chronostratigraphy, they are considered appropriate in
scope and rank for practical intraregional classification
(Hedberg, 1976). However, the definition of chronostrati-
graphical units at the status of stage, with their time-
parallel boundaries placed in continuous successions
wherever possible, is a serious challenge especially in ter-
restrial Quaternary climate-dominated sequences. In these
situations, boundaries in a region may be time parallel, but
over greater distances, problems may arise as a result of
diachroneity. It is probably correct to say that only in con-
tinuous sequences which span entire interglacial-glacial-
interglacial climatic cycles can an unequivocal basis for
the establishment of stage events using climatic criteria
be truly successfully achieved. There are the additional
problems which accompany such a definition of a stage,
including the question of diachroneity of climate changes
themselves and the detectable responses to those changes.
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For example, it is well known that there are various “lag”
times of geological, biological, and human responses to
climatic stimuli. Thus, in short, climate-based units cannot
be the direct equivalents of chronostratigraphical units
because of the time-transgressive nature of the former.
This distinction of a stage in a terrestrial sequence from
that in a marine sequence should be remembered when
correlation is attempted.

In general practice today, these climatic subdivisions
have been used interchangeably with chronostratigraphical
stages by the majority of workers. While this approach,
which gives rise to alternating “cold” and “warm” or “tem-
perate” stages, has been advocated for 50 years, there
remains considerable confusion about the precise distinction
between the schemes, particularly among non-geologists. In
Europe, many of the terms in current use, perhaps surpris-
ingly, do not have defined boundary or unit stratotypes. This
problem has been recognized, and steps are now being taken
to define units formally through the work of the INQUA
Subcommission on European Quaternary Stratigraphy
(SEQS). Many fail to see the need for this, however, espe-
cially those who rely on geochronology, particularly radio-
carbon, for correlation. For example, despite repeated
attempts to propose a GSSP boundary stratotype for the base
of the Holocene Series — i.e., the Pleistocene-Holocene
(Weichselian-“Flandrian”) boundary (Olausson, 1982) — in
the past, only recently has a universally acceptable boundary
been defined (Walker et al., 2008).

Nomenclatural complexities

As already stated, the situation is more confused in lan-
guages other than English. For example, in German the
terms glazial and interglazial are used as equivalents to
the English stage. Such an approach, on the face of it,
seems expedient until one considers certain stages that
have been correctly, formally defined in the Middle and
Early Pleistocene of the Netherlands, which are com-
monly used throughout Europe. Here the Bavelian Stage
includes two interglacials and two glacials; likewise the
Tiglian Stage comprises at least three interglacials and
two glacials (de Jong, 1988; Zagwijn, 1992). Each of these
interglacials is comparable in their characteristics to the
last interglacial or Eemian, which is a discrete stage,
which is also defined in the Netherlands. In these cases,
workers have fallen back on the noncommittal term com-
plex. One example is the Saalian of Germany, originally
defined as a glaciation. This chronostratigraphical stage
includes at least one interglacial and potentially
a second, as currently defined (Litt and Turner, 1993).
Attempts to circumvent the nomenclatural problem by
defining a “Saalian Complex” are a fudge at best but one
that is occasioned by linguistic and long-term historical
precedent, as much as by geological needs.

Global correlation

The original intention was that “cold” or “warm” or “tem-
perate” stages should represent the first-rank climate

oscillations recognized in the geological record, although
it has since been realized that some, if not all, are internally
complex. Subdivision of these stages into substages or
zones was to be based, in the case of temperate stages,
on biostratigraphy, and in the case of cold stages princi-
pally on lithostratigraphy and or pedostratigraphy. Within
the range of radiocarbon dating (ca. 30 ka), the most satis-
factory form of subdivision is frequently that based on
radiocarbon years (cf. Shotton and West, 1969); however,
high-resolution investigations, such as the ice-core inves-
tigations, have allowed the recognition of ever more
climatic oscillations of decreasing intensity or wavelength
within the first-rank time divisions. These events are
stretching the ability of the stratigraphical terminology to
cope with the escalating numbers of names they generate.
Terms such as “event,” “oscillation,” or “phase” are cur-
rently in use to refer to short or small-scale climatic events
(often referred to as “sub-Milankovitch oscillations™).
Clear hierarchical patterns are becoming blurred, but per-
haps this should be seen as a positive development since
the system must reflect the need to classify events that
are recognized. Moreover, as our ability to resolve increas-
ingly smaller-scale oscillations improves, a more detailed
nomenclature will inevitably emerge. One possible
approach is to avoid attempted chronostratigraphical clas-
sification in favor of an event scheme based on the recog-
nition of “diachronic units” (e.g., Curry et al., 2011) or
event stratigraphy, but in practice this differs little from
that based on climate.

Therefore, for many geologists and archaeologists,
chrono- and climatostratigraphical terminology are inter-
changeable. Although realistically, this situation is clearly
unsatisfactory because of the imprecision that it may bring
to interregional and ultimately to global correlation, it is
likely to continue for the foreseeable future. The long-term
goal should be to clarify the situation by continuing to
develop a formally defined, chronostratigraphically based
system that is fully compatible with the rest of the geolog-
ical column, supported by reliable geochronology.
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COASTAL SETTINGS
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Synonyms
Coastal contexts; Coastal habitats

Definition

Within at least the last 70,000 years of human history,
coasts have been favored increasingly as places for people
to settle, typically in order to take advantage of coastal
foods, as well as places from which to interact readily with
other human groups (Bailey and Parkington, 1988). Long-
standing claims that coasts stimulated the development of
agriculture by allowing Homo sapiens a unique opportu-
nity to domesticate plants (Sauer, 1962; Binford, 1968)
remain credible. Yet it is also apparent that “many of the
world’s coastlines that have the most productive environ-
mental conditions for heavy dependence on marine and
intertidal resources ... were only colonised by human
populations relatively recently” (Bailey, 2004, 41).
Coastal food exploitation was so important to some socie-
ties that it came to define them (Szabé and Amesbury,
2011; Jew et al., 2013), whereas for others it was less
important, something that might feature in societal subsis-
tence only during periods when preferred options were
unavailable (Holdaway et al., 2002; Cleuziou and Tosi,
2007).

Food was only one reason why humans have been
attracted to coasts throughout the past 100,000 years.
The relative ease of movement along coastal strips, where
intervening barriers like mountain ranges are less common
than in inland areas, meant that the main movements of
many early human groups were along continental coasts
(Davidson, 2013). Later, as maritime networks became
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important for trade, coasts were increasingly settled,
a major factor in explaining the subsequent concentration
of people in coastal cities (von Glasow et al., 2013).

Owing to their location at the nexus of the lithosphere,
hydrosphere, and atmosphere, coasts are among the most
changeable of Earth’s landscapes and have long posed
unique challenges to people who sought to locate their
permanent settlements there. Foremost among these chal-
lenges are changes to coastal landforms and (food-
producing) ecosystems resulting from changes, typically
gradual, in the level of the land-sea interface caused by rel-
ative sea-level change. More localized changes may result
from abrupt tectonic change, the impacts of large waves,
and by changes in coastal topography as might be driven
by the development of offshore reefs or by changes in pro-
cess regime such as nearshore sedimentation.

It is important on one hand to understand that coastal
settings occupied by humans were and still are invariably
dynamic, yet it is also important to appreciate that the pre-
sent is not necessarily a helpful guide to the past. The pro-
cesses that control the form of a modern coastline are not
always those that existed in the past. Further, many ancient
coastal occupation sites are now often far from the modern
shoreline, perhaps inland or underwater, emphasizing the
susceptibility of coasts to change.

This entry looks first at the most common coastal set-
tings occupied by humans, describing examples from dif-
ferent parts of the world, before discussing the
coevolution of coastal environments and coastal societies,
illustrating the complexities of this with various examples.
Finally there is discussion of several key issues in the con-
temporary understanding of coastal settings for past
human activities.

Common coastal settings

Coastal peoples of the past occupied the full range of
coastal settings, but in most parts of the world, they
favored a few that — at least at the time of their initial occu-
pation — maximized livelihood opportunities, particularly
for subsistence. This means that there are few cliff-top or
hinterland locations that were intentionally selected in
preference to adjacent coastal lowlands. Exceptions are
found on high cliffed oceanic islands such as Rurutu
(French Polynesia) and many of those in the Marianas
Archipelago (northwest Pacific), either because of the dif-
ficulties of occupying the shoreline or because of the
impoverished resources it contained compared to else-
where (Weisler et al., 2010; Amesbury, 2013). Three of
the most common coastal settings that became sites for
permanent human settlement in almost every part of the
world are coastal plains, river mouths, and islands, each
of which is discussed separately below.

Coastal plains

Varying in breadth from perhaps a few tens of meters, as
often found around the fringes of high oceanic islands,
to several hundred kilometers, such as were available for

human use along many continental margins during the
low sea levels of the last glacial period, coastal plains have
long attracted humans much as they do today. It can be
demonstrated that, at times when population densities
were comparatively low, human interest in such coastal
plains was proportional to the width of the plain
(Lowery et al., 2012).

Human uses of coastal plains more than 4-5 ka ago are
invariably difficult to reconstruct because the original
environments have disappeared as a result of coastal
changes linked to regular (glacial-eustatic) sea-level fluc-
tuations that have characterized the past 2-3 Ma
(Figure 1). For this reason, it is challenging to understand,
for example, the nature of Pleistocene human occupation
on the Australian (Sahul) coastal shelf (O’Connell and
Allen, 2012) and that of Doggerland, which linked Britain
to continental Europe more than 10,000 years ago
(Gaftney et al., 2009).

In many places today, coastal plains represent features
created only after sea level fell from its mid-Holocene
maximum at 4—6 ka BP (typically 1-2 m above present;
see Figure 1d); for this reason, they are found today along
most parts of the world’s coastline after having become
available for human settlement only in the later Holocene
(i.e., after 4000 years BP). For example, it has been argued
that the initial colonization of the tropical Pacific Islands
was controlled by regionally variable sea-level fall in
the late Holocene (Dickinson, 2003). More commonly,
coastal plains, or at least their younger parts, were
occupied progressively as sea level fell during the late
Holocene. Haifa Bay and the Zevulun Valley Plain in the
eastern Mediterranean exemplify this situation (Porat
et al., 2008). As these coastal plains grew seaward with
gradual sea-level decline, they were sometimes extended
by the accumulation along the coast of sediments derived
both from land and shallow offshore (underwater) shelves,
particularly those on which (coral-) reef-fringed lagoons
had developed. The interplay of erosion and sedimenta-
tion accounts for many of the variations in coastal land-
scapes found along coastal plains. Human manipulation
of coastal landscapes sometimes produced unanticipated
effects. Examples include the harbors constructed by trad-
ing peoples along the coasts of the Mediterranean and Red
Sea that subsequently started to infill and, despite inge-
nious attempts to prevent this, invariably fell into disuse
with often profound societal consequences (Marriner and
Morhange, 2007; Hein et al., 2011).

Landscape elements of coastal plains are numerous, but
those that appear key for most settlers in such settings
include sheltered sites, on straight coasts typically behind
dunes/berms, beach ridges, or around the fringes of coastal
lagoons and wetlands. Examples of back-dune occupa-
tions may be found in Fiji and Oman, where they were
established by many seasonally transient groups
(Anderson et al., 2006; Cavulli and Scaruffi, 2013), and
coastal-lagoon occupations were a critical step in the
emergence of modern societies along the northeastern
New Guinea coast (Terrell, 2002). Occupation sites in
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Coastal Settings, Figure 1 Coastal settings influenced by late Quaternary sea-level change. Note that tectonic stability is assumed.
(a) Global sea-level changes within the last 150,000 years (After Nunn, 1999). (b) Coastal environments during the early Holocene at
a time of rapid sea-level rise (see (a) for timing). Many coasts at this time would have been steep with fewer possibilities for settlement
than today. Note the drowned settlements, both buried by sediment and overgrown by reef and those that have been fragmented
and dispersed. (c) Coastal environments during the middle Holocene at a time when sea level had stabilized at a level 1-2 m higher
than today (see (a) for timing) resulting in the development of coastal plains and other types of attractive settings for humans. Note
how settlements have moved landward as sea level rose toward its maximum and how reefs — along most tropical coasts — have not
yet reached the ocean surface. (d) Coastal environments during the late Holocene when sea level had fallen to near its present level
(see (a) for timing) extending low coastal settings seaward and even creating new lands for settlement offshore. Along tropical
coasts, some reefs emerged and were used for settlement, while other reefs grew laterally, creating unique ecosystems.

coastal wetlands were generally situated at higher loca-
tions where crops might be cultivated to supplement foods
obtained from surrounding areas. Lakes were important
components of many wetlands. One example is Sventoji
(western Lithuania), where the role of late Holocene
sea-level oscillations is clear in transforming coastal envi-
ronments and influencing human lifeways, particularly
through the successive creation and infilling of coastal
lagoons (Stancikaité et al., 2009).

Along embayed coasts, it was possible for humans to
live directly on the shore in places sheltered from domi-
nant winds and waves. The founder settlement in the
Tonga archipelago (southwest Pacific) at Nukuleka was
located in the lee of a sand spit at the entrance to the Fanga
‘Uta lagoon on the leeward side of Tongatapu Island
(Burley and Dickinson, 2001). Spatial and temporal

variations in human occupations along the coasts of the
sinuous Limfjord (Denmark) were regulated by various
physical factors, including salinity and sedimentation
(Lewis et al., 2013).

Where a particular coast is fringed by an offshore reef,
which reduces the size of waves reaching the shore, shelter
was a less important concern, and early settlers sometimes
even built stilt-house settlements over shallow water. For
example, the use of such settlements is a defining feature
of early Lapita colonizers in the southwest Pacific
(Green, 2003).

River mouths

River mouths are attractive to humans because of the
access both to inland areas and freshwater resources, as
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well as many coastal resources. Well-documented exam-
ples of river-mouth cultures include those around the estu-
aries of the Irrawaddy (Myanmar), S6ng Hong or Red
River (Vietnam), as well as many smaller ones (Stark,
2006). River mouths are often more dynamic environ-
ments than coastal plains or most parts of islands, requir-
ing more frequent adjustments by their occupants.
A study of archaeological sites at the mouth of the Santa
River (Peru) was one of the first to show the dynamic
nature of settlement patterns in such places (Wells, 1992:
see Figure 4).

Highly valued for their fertile, well-watered soils as
well as ready access to aquatic food resources, river deltas
are highly dynamic river-mouth environments, and their
coastal fringes especially so. Some of the most profound
changes have involved abrupt shifts in river mouths that
forced changes in the locations of human activities in the
past, leading in some cases to migrations and cultural
shifts. Examples come from the Huanghe (Yellow) and
Yangtze River deltas in coastal China (Chen et al., 2008)
and from the Danube Delta in southeastern Europe
(Romanescu, 2013). Deltas are especially prone to
flooding, yet there are several studies showing how people
in the past continued to utilize these areas during wetter
periods. An example comes from the Song Hong, or Red
River, Delta (Vietnam) (Funabiki et al., 2012).

In the past few centuries or more, the dynamics of envi-
ronmental changes in deltas elsewhere have been so
marked that delta cities, well known in antiquity, have
proved controversial to rediscover. A good example is
Vineta, which was considered to be “the greatest of all cit-
ies in Europe” by the traveler Ibrahim Ibn Yaqub in AD
970; it was probably located on a marshy island in the
Oder River Delta (Poland) (Brysac, 2003). The city of
Herakleion in the Nile Delta (Egypt) likewise disappeared
into the realm of myth for several centuries after its aban-
donment in the first century AD following river-channel
shifts and subsidence (Stanley et al., 2004).

Outgrowth of river deltas — a result of both sea-level fall
and (accelerated) terrestrial sediment delivery to river
mouths — has led to the creation of new areas for coastal
settlement that grew in importance in many places. The
progradation of the Grijalva Delta (Mexico) witnessed
the embryonic emergence of maize cultivation in Meso-
america, as the first farmers in the region occupied its fer-
tile fringes (Pope et al., 2001).

Islands

Smaller islands may be effectively coastal in their entirety
(or very nearly so), and they often exhibit the full range
of coastal settings found along the fringes of larger land-
masses. Yet on such islands, owing to a lack of large rivers,
coasts may feature less dynamic, more resource-rich eco-
systems of the kind that perhaps drove, or at least sustained,

the successive eastward colonization of tropical Pacific
islands (Kennett et al., 2006). At population densities
below carrying capacity, islands provided attractive envi-
ronments for potential settlers because of this resource rich-
ness, but also perhaps because their restricted areas made
them easier to manage than more diverse landmasses. For
example, critical to traditional food production in prehis-
toric Hawaii was the ahupua’a system that involved the
vertical integrated management of food systems from the
highland island centers downslope, across the coast, and
into the deep ocean (Kagawa and Vitousek, 2012).

Yet precisely because of their circumscribed nature,
such islands were also susceptible to abandonment by pre-
historic populations when resources were no longer suffi-
cient to sustain them. [llustrations of this include the Line
Islands (central Pacific) and the Pitcairn Island group
(southeast Pacific), both of which were abandoned several
hundred years ago (Weisler, 1996; Di Piazza and
Pearthree, 2001).

Coastal settings on islands vary largely according to the
composition and form of the island in question. Older volca-
nic islands tend to have irregular coasts with numerous
indentations marking drowned river valleys, while younger
volcanic islands may have more regular coasts. There is no
tradition of coastal settlement along the “iron-bound”
(fringed by young, hard lava rock) coasts of young Savai’i
Island (Samoa), for example. Most limestone islands are
similar, and many of those that have emerged recently pos-
sess comparatively little coastal lowland. One example is
Niue Island (central Pacific), where most settlement is along
a 23-m-high cliff-top terrace (Nunn and Britton, 2004).

There is evidence that the earliest occupants of islands
in the southwest Pacific targeted smaller islands intention-
ally (Specht, 2007), perhaps because these islands tended
to be surrounded by more pristine reefs (Figure 2a).
Within such islands, the earliest sites were often built on
stilt houses across shallow-water flats, which became
dry land as sea level fell and as the middens below the
houses gradually built upward (Kirch, 2001). One such
occupation in Fiji occurred on a sand spit separating
a brackish coastal lagoon from a fringing reef flat
(Figure 2b).

Atolls are types of low (wholly coastal) island that, in
parts of the northwest Pacific, have been occupied contin-
uously for around 2000 years. Their restricted terrestrial
biota meant that subsistence was dominated by food
acquisition within shallow-water reefs and lagoons,
although this came to be supplemented by novel tech-
niques of onshore production (Kayanne et al., 2011).

Changing coastal settings and their effects on
coastal societies

As coastal environments were transformed by climate-
driven (especially sea-level) and tectonic changes, their
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Coastal Settings, Figure 2 Occupation of island fringes
illustrated by the (Lapita-age) Bourewa settlement, perhaps the
earliest in the Fiji archipelago (southwest Pacific) (After Nunn,
2009a). (a) The Lapita peoples were the first to colonize most
island coasts in the southwest Pacific. Their earliest settlements
were commonly on smaller islands lying off the coast of larger
ones, as is the case with Bourewa that was located on an island
which is now, owing to sea-level fall, part of the larger Viti Levu
Island. It is thought that smaller islands were favored by Lapita
people because of their often broad reef flats from which ample
foods could be readily obtained. (b) The original settlement at
Bourewa was a series of stilt-house complexes built over water
along the axis of a sand ridge. As sea level fell, this sand ridge
emerged to create a partial barrier between the fringing reef on
the southwest and a brackish lagoon on the northwest, both
environments of which were exploited by the Lapita

settlers here.

human occupants were often forced to adapt. Yet humans
sometimes altered the coastal landscapes they inhabited,
and these modifications often brought about unanticipated
responses that also required adaptation.

In earlier societies, adaptation commonly required
refocusing subsistence strategies, particularly as food-
producing ecosystems changed. In more recent times,
owing to the greater potential impacts of humans, it is
often more difficult to separate the anthropogenic effects
from environmental changes driven by natural causes
(see below). The present section illustrates these points
by looking at the parallel evolution of coastal environ-
ments and societies during specific periods of prehistory.
Since the potential for tectonic disruption of coastal sites
is not time dependent in the way that climate-driven
changes have invariably been, coastal sites affected by tec-
tonism are considered in a separate section.

Pleistocene times (>10,000 years ago)

Some of the first forays out of Africa by Homo sapiens
may have intentionally followed coastal routes because
of the availability of coastal resources (Bailey, 2009).
A particular case in point is the southern dispersal route
that early humans are thought to have taken from Africa
to Southeast Asia (Field et al., 2007), which may have ini-
tially involved crossing the Red Sea at a time when sea
level was lower and the Bab al-Mandab Straits were rela-
tively easy to cross (Bailey et al., 2007). At such times,
presently arid coasts like those of the Farasan Islands
and mainland Arabia may have received more rainfall than
today, permitting contemporary occupation of a number of
coastal settings. There are indications that early humans in
this area also targeted nearshore marine resources; some
giant clam species show signs of having been
overharvested here as much as 125,000 years ago
(Richter et al., 2008).

Implicit in the crossing of the Wallace Line from Sunda
to Sahul (Southeast Asia to Australia) perhaps
60,000 years ago is a familiarity with tropical coasts that
included a degree of maritime technology sufficient to per-
mit the successful crossing of ocean gaps as much as
70 km wide. Most likely, the sites occupied by such
humans were on coastal plains fringed by broad reefs or
around river mouths where coastal inhabitants depended
largely on intertidal and reef-flat food resources but also
pelagic resources (Balme, 2013). It is possible that coastal
environmental changes, perhaps driven by last glacial
sea-level fluctuations, stimulated pioneer occupations of
offshore islands in Sunda, leading eventually to the first
colonization of Australia and New Guinea (Sahul).

A final example of Pleistocene human interaction with
coasts is that involving initial human arrival in the
Americas ca. 16,000 BP from the western Pacific Rim,
perhaps along a shoreline that is now largely invisible
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due to submergence by later sea-level rise and fragmenta-
tion by differential tectonics (Erlandson and Braje, 2011).
These authors note that, at the time, this former shoreline
would have been associated with “rich and diverse
resources from both marine and terrestrial ecosystems”
(p. 28), perhaps a “kelp highway” that could have
sustained migrants from Japan through the Kuril Islands
to Kamchatka, the southern shores of Beringia, and thence
along the ice-free coastal fringe of glacier-covered North
America to the California coast from where migrants
began to settle onshore and inland (Erlandson et al., 2007).

Early Holocene times (10,000-6000 years ago)

Postglacial sea-level rise drowned ice-age coasts in almost
every part of the world, causing their inhabitants to move
either inland and upslope or offshore. Along many coasts
during the early Holocene, sea-level rise was accompanied
by broadening of the diet range of their human inhabitants
(Marin-Arroyo, 2013). This diet change may have been
a response to changes in productive coastal environments
and ecosystems associated with sea-level rise in addition
to economic intensification linked to increases in coastal
populations.

During the early Holocene, accompanied by climate
changes, sea level rose about 60 m but this rise was neither
monotonic nor regionally uniform (Smith et al., 2011).
Sea-level transgression was instead oscillatory; there were
periods of rapid rise and periods of temporary fall. For
example, sea level rose about 3 m in 200 years during
the 8200 BP Event (Hijma and Cohen, 2010). In coastal
Portugal, this led to rapid submergence of the lower
Tagus Valley that was accompanied by a massive decrease
in the availability of coastal foods that forced an inland
shift of coastal people who had previously occupied
now-drowned coastal plains (Bicho et al., 2010). Similar
events at the same time may have displaced coastal people
occupying parts of the western Pacific Rim leading them
to undertake deliberate voyages to settle lands beyond
development of the horizon, something that may have
led eventually to the maritime traditions that involved
the earliest occupations of Pacific oceanic islands
(Nunn, 2007b).

Middle Holocene times (6000-3000 years ago)

After global sea level stabilized along most coasts around
7000—-5000 BP, the bioproductivity of nearshore coastal
ecosystems increased sharply leading to the compara-
tively rapid occupation of many coasts by humans during
the middle Holocene (Day et al., 2012). An example
comes from the northern shoreline of New Guinea, today
the largest Pacific “island” but until about 7500 years
ago a promontory of Australia. Except in a few places,
coastal settlement during the terminal Pleistocene and
early Holocene was not possible in this part of New
Guinea because of its fringe of steep cliffs plunging into
deep water, but by about 6000 BP, when sea level had
reached close to its present level, many of these coasts

“started to evolve into rich floodplains, river deltas and
lagoons” (Terrell, 2004, 605). People began to settle these
areas and establish trade networks.

During the middle Holocene, sea-level fluctuations of
shorter periodicity affected coastal societies in many
places. Some of the most notable effects were recorded
by delta communities. In the Yangtze Delta (China),
mid-Holocene sea-level changes transformed coastal
environments in ways that influenced wetland rice cultiva-
tion, a key driver of increasing societal complexity.
A study from Tianluoshan found that, following a sea-level
maximum around 7000 years ago, sea level fell and cre-
ated wetlands in which Hemudu farmers could cultivate
rice. Subsequent transgressions flooded these wetlands
causing a drop in rice production and a consequent
increase in hunting and gathering (Zheng et al., 2012).
Sea-level fluctuations in this region have been linked to
successive cultural collapses; larger settlements with more
complex interactions were sustained at times of lower sea
level but failed when the sea level rose subsequently
(Figure 3a). A comparable situation has been found in
the Vistula Delta (northern Europe) where four cultural
phases involving changes in human lifeways that are
attributable to sea-level fluctuations have been recognized
in the Gdansk area (Miotk-Szpiganowicz et al., 2010).
Here, changes in the delta landscape associated with
sea-level fluctuations and the alternate development/
breaching of offshore barriers (protecting lowlands) saw
the area utilized by agriculturalists when it was dry
(often when sea level was comparatively stable) but
abandoned by many people when it became flooded, those
remaining being focused on fishing, sealing, and amber
working (Figure 3b).

While coastal societies often respond to climate-driven
sea-level changes, there are also instances where these
societies have had to respond to climate changes alone.
One example comes from coastal Syria where separate
periods of increased aridity in the mid-late Holocene
transformed productive coastal plains into hot desert
(Kaniewski et al., 2008). A comparable study of the south-
west coast of the Barents Sea (Norway) found that alter-
nating warm and cool climates during the last 2000 years
could be correlated with economies based mainly on
cereal agriculture and fisheries, respectively (Sjogren,
2009).

Late Holocene times (<3000 years ago)

Along most of the world’s coasts during the late Holocene,
sea level dropped 1-2 m from its mid-Holocene high
stage, causing many coastal plains and deltas to accrete
and offering an advantage to resident coastal peoples. This
process can be calibrated by tracing the effects on human
settlements, which either remained in situ and adapted
their activities to a prograding shoreline or moved as the
land surface expanded. The process was never simple or
easy to predict, as illustrated by an example from coastal
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Coastal Settings, Figure 3 Relationship between sea-level change and cultural change. (a) The Yangtze Delta, eastern China (After
Zhang et al,, 2005; Nunn, 2007a). The Majiabang culture collapsed when high sea level caused groundwater flooding (shaded zone a).
The Songze culture declined because of increased sea-level variability and flooding (shaded zone b). The Liangzhu culture collapsed
as a result of sea-level increase which caused a rise in water tables and expansion of the Taihu Lakes (shaded zone c). Flooding linked
to a high sea-level phase is also implicated in the collapse of the Magiao culture (shaded zone d). (b) The Gulf of Gdansk, northern
Poland (After Miotk-Szpiganowicz et al., 2010), showing the variations in human occupation of the Vistula Delta that coincide with
local sea-level oscillations during the later Holocene. Through creation of coastal wetlands, rising sea level is implicated in the
initiation of the Paraneolithic. A later phase of sea-level rise created a large inland lagoon and extended the delta front, both of which
attracted people to the area and underpinned the Rzucewo culture which later declined as sea level rose and displaced many of those
people. An influx of people to the area occurred during the Late Bronze/Early Iron Age as the development of offshore barriers
opened up land in the Delta that had previously been waterlogged but this land was subsequently inundated when sea level rose
again. Only in the Early Middle Ages when barriers developed off the front of the Delta and large amounts of land became dry did the
area rapidly become repopulated.

Peru (Figure 4). The changing resource base associated
with shoreline migration during the late Holocene can also
be documented in changing patterns of coastal subsis-
tence. For example, the “mega-midden” period approxi-
mately 2000—3000 years ago along the west coast of
South Africa may have been linked to environmental
changes (Jerardino, 2012).

Along Mediterranean coasts, the sea-level rise of the
earlier Holocene continued into the late Holocene, so that
the coasts in this area show signs of continued transgres-
sion. In western Greece, for example, people at the start
of the late Holocene settled close to the shore of the salt-
water Messolonghi Lagoon and the adjoining freshwater
Etoliko Lagoon, exploiting these diverse environments



152 COASTAL SETTINGS

until about AD 1350 when continuing sea-level rise
breached the isthmus joining both lagoons (Haenssler
et al.,, 2013).

Within the last millennium in many parts of the world’s
coasts, minor perturbations of sea level occurred that in
some cases led to significant responses from coastal-
dwelling humans. Some of the most notable occurred as
a result of rapid sea-level fall of as much as 80 cm during
the AD 1300 Event (approximately AD 1250—1350)
along many Pacific island coasts. This sea-level fall led
to the rapid depletion of coastal foods, both onshore as
a result of water-table lowering and offshore as a result
of reef-surface exposure and increased lagoon turbidity.
In turn, this led to conflict and, along many island coasts,
the abandonment of coastal settlements in favor of others
in fortifiable positions, typically upslope. Examples are
known from most tropical Pacific island groups (Nunn,
2007a) with more recent work reported from Fiji and
Timor (Nunn, 2012; O’Connor et al., 2012). In addition
to having direct impacts on human settlement, the AD
1300 sea-level fall also caused changes to coastal land-
scapes that are implicated in coeval cultural changes.
These include the infilling of coastal embayments and
the emergence of offshore reef flats on which islands grew
or could be built. Examples of the former include Tikopia
(Solomon Islands) and Kawai Nui Marsh on O’ahu Island
in Hawaii (USA), while the latter is exemplified by forti-
fied Lelu Island off the coast of Kosrae (Federated States
of Micronesia) and perhaps some of the artificial islands
off the coast of Malaita (Solomon Islands) (Nunn, 2007a).

Tectonic disruption of coastal sites

Tectonic activity has significantly impacted the activities
of coastal populations, particularly along coasts adjoining
convergent lithospheric-plate boundaries. The most dis-
ruptive types of tectonic change are usually those that
are abrupt and involve rapid uplift or subsidence of as
much as several meters. The impacts of (associated) tsu-
namis often cause major problems.

The ancient Achaean city of Helike (Greece), located
on a delta of the Gulf of Corinth coast, was abruptly sub-
merged during an earthquake-tsunami in 373 BC but
was subsequently uplifted, and its remains now lie buried
beneath post-earthquake delta sediments (Soter and
Katsonopoulou, 2011). Seismic subsidence accompanied
by liquefaction caused major disruptions on at least two
occasions to inhabitants of the port city of Ayla (now
Aqaba, Jordan) (Al-Tarazi and Korjenkov, 2007). In the
tectonically active island arcs of the southwest Pacific
Ocean, many similar instances are known, the most
extreme being ones where entire inhabited islands
abruptly sank, in most cases probably due to an
earthquake-triggered landslide along an adjoining ocean
trench. Examples include the “vanished” islands of
Teonimanu (Solomon Islands) and Malveveng and
Tolamp (Vanuatu) (Nunn, 2009b).

Away from plate boundaries, some of the most marked
coastal changes have occurred in places like Scandinavia
where the land is rising as a result of isostatic rebound.
The Viking-era shoreline (AD 800—1050) on the Estonian
coast, for example, is now known to be 3—4 m above pre-
sent sea level, emphasizing the importance in such places
of understanding “the relation between a given site and the
shoreline at the time when the site was used” (Ilves and
Darmark, 2011, 147-148).

Conclusions and key issues

When considering the relationship between coastal set-
tings and past human societies, there are a number of
issues that remain insufficiently understood or acknowl-
edged by many researchers. Three such issues are
discussed below.

The importance of understanding coastal
paleoenvironments

Despite calls to consider the effects of postglacial
sea-level rise on coastal archaeological records, “many
archaeologists working in coastal areas ... have ignored
such warnings” (Erlandson and Braje, 2011, 34) and con-
tinue to interpret past human-environment interactions in
terms of the landscape configurations and landscape-
forming processes they observe today. Such comments
also extend to dynamic river deltas, such as the tendency
of Egyptologists to plot the present-day rivers of the Nile
Delta onto maps of the valley in the past, something that
may have “misled interpretations of ancient monuments
and settlements” (Hillier et al., 2007, 1011). This is hard
to justify in an age when the understanding of (coastal)
landscape change is so far advanced, and there are numer-
ous examples of how this understanding can provide
insights into the development of ancient societies.

Examples are illustrated above. The Lapita-age settle-
ment at Bourewa (Fiji) was reconstructed using
observations of settlement character (particularly the
extent of postholes that once supported over-reef stilt
houses), reef configuration, and an understanding of
sea-level change to demonstrate that this settlement had
extended along a submerged sand spit which emerged
subsequently (see Figure 2), changing the possibilities
for coastal subsistence (Nunn, 2009a). Morphological
changes at the mouth of the Santa River (Peru) linked to
sea-level changes explain the changes in settlement
pattern shown in Figure 4 (Wells, 1992).

The locations of ancient shell middens can plot out coeval
shorelines, assuming that shellfish gatherers processed their
harvest just beyond the reach of high tide rather than carry-
ing it whole back to their communities. There is no single
answer. In some places, the former appears true — most shell
middens (Kokkenmodding) in Denmark are situated along
former shorelines which have been reconstructed using mid-
den locations (Gutiérrez-Zugasti et al., 2011). In contrast,
marine shell concentrations that differ little from those in
coastal middens have been found 23 km inland in the Norte



COASTAL SETTINGS 153

a b
River
mouth
Santa
Bay S0
Tombolo
—

c 2 km d

Alluvium

Coastal Settings, Figure 4 Late Holocene growth of the Santa River Delta (Peru) showing changes in coastal settlement pattern
associated with changes in shoreline configuration during the middle and late Holocene (After Wells, 1992; Nunn, 1999). Person
symbol represents an archaeological site inhabited at that time. (a) Las Salinas Period (7000-3750 BP) shows that early settlers
avoided the river valley. (b) Early Suchimancillo Period (1950-1750 BP) shows the initial occupation of the river mouth, targeting
places where marine resources were most plentiful. (c) Guadalupito Period (1550-1300 BP) shows deliberate occupation of the
prograding delta fringe. (d) Early Tambo Real Period (800-600 BP) shows more intense occupation of the delta fringe.

Chico region (coastal Peru) and 10 km inland on northern
Viti Levu Island (Fiji) (Creamer et al., 2011; Robb
and Nunn, 2014).

The identification of ancient shorelines and the signs of
their human usage (such as boat landings) is particularly
difficult in places where the Earth’s crust is rebounding
isostatically because this movement tends to be monotonic
(only one direction: upward) rather than episodic. One
approach in such places has been to use phosphate map-
ping to identify former shorelines, the assumption being
that the human occupation of these localities resulted in

an increase in surficial phosphate concentrations (from
the butchering of game, the gutting of fish, human waste,
burning); such a study resulted in the mapping of Osterby
Harbor (northwest Estonia) (Ilves and Darmark, 2011).

Imperatives for underwater archaeology

Understanding how shoreline emergence might affect
coastal settings occupied by ancient humans can be
obtained by investigating the sites on dry land, but the
effects of shoreline submergence generally represent
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greater challenges. It is not simply an issue of former set-
tlement sites being underwater but also that the material
evidence associated with these sites may have been
fragmented and dispersed as a result of submergence, first
by the encroaching swash and backwash of wave action as
the sea slowly enveloped the sites and then by further dete-
rioration as the sites slowly sank into deeper water. For
this reason, it is easier to reconstruct those sites that have
been submerged only a few meters relatively recently
rather than those that may be lying at water depths of
100 m or more over a lengthy interval, as is the case for
most Last Glacial Maximum sites (dating from 22 to
18 ka BP) that now lie in offshore continental shelf loca-
tions. It is also important to appreciate that, once sub-
merged, coastal settlements may become buried by
sediments and even overgrown by reefs, which makes
these settlements difficult to identify in many places.
The danger is that they will be assumed to have been
absent at a particular time, and erroneous chronologies
of human history constructed as a result.

Since so much of the evidence is underwater, there are
understandably few data-rich case studies of coastal soci-
eties affected by early Holocene sea-level rise. Some of
the most compelling of these depend on data gathered
through techniques of underwater archaeology. Underwa-
ter archaeological investigations have the potential not
only to provide contexts for inferences from on-land sites
(Bailey and King, 2011), but they can also demonstrate the
existence of unsuspected coastal settings at particular
times which in turn inform regional settlement models.
An example comes from the Gulf of Maine (USA) where
a slowing of postglacial sea-level rise 11,500—7500 years
ago allowed development of coastal barriers and wetlands
that may have attracted settlers, a finding contrary to ear-
lier assumptions about the habitability of such formerly
ice-covered coasts (Kelley et al., 2010). Perhaps the most
comprehensive survey of now-submerged coastal settings
occupied by a maritime society during the early Holocene
comes from Doggerland (North Sea, between Britain and
continental Europe) where a low-relief landscape of
marshes, lakes, and wetlands dissected by rivers, now bur-
ied under marine sands, can been traced (Gaffney et al.,
2009).

Debating the relative roles of natural and human
processes in prehistoric coastal change

The inherent natural dynamism of coastal settings has
not deterred them from being, through much of human
existence, favored places for people to live, and as
a result, it is not always easy to retrospectively distinguish
the effects of natural and anthropogenic actions. There
are many well-documented examples of ways in which
humans modified coastal environments as well as
examples of how coastal environmental change, linked to
extraneous climate-driven changes, forced coastal dwellers
to change the ways in which they lived. To judge
which cause (natural or human) of an observed change in

coastal societies was dominant, it is necessary to compare
chronologies of both. If societal change was clearly not
synchronous with possible (natural) forcing variables, then
the latter is unlikely to have played a role in causing the
former. But if there is demonstrable synchronicity, then
a role for natural forcing should be considered possible.

Relative sea-level change is a major mechanism that
could have forced adaptive change in coastal societies,
and several examples were described above (see also
Figure 3). Over the past decade, there has been an increas-
ing number of case studies in which relative sea-level
migration is cited as a major cause of change among
coastal societies; these include tropical Pacific
islands (Nunn, 2007a) and the coasts of Italy (Romano
et al., 2013) and Portugal (Bicho and Haws, 2008). In
many cases, the separation of natural and human causes
of societal change appears almost impossible to achieve
(e.g., Marin-Arroyo, 2013) given the paucity of
available data.
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Introduction

Colluvium, or hillwash, is both an erosive deposit and
apreserving medium for buried surfaces. The term encom-
passes slope deposits moved by shallow surface flow
(or slope wash) or by mass movement (or creep or slide).
Colluvium is soil- and/or sediment-derived material that
accumulates on lower slopes. It is poorly sorted and het-
erogeneous, composed of any size grade from clay to
coarse sand plus rock rubble, and can be up to several
meters thick (Waters, 1992, 230-232; Selby, 1993, 243).
Bedding and stratification are often poor and particularly
hard to identify in the field (as opposed to in thin section),
and colluvium may also contain a variety of artifact inclu-
sions brought down from upslope. Colluvium may occur
any place that possesses more than two degrees of slope,
even beneath woodland (Imeson et al., 1980).

Hillwash can be generated by a variety of processes, of
which devegetation and agriculture are two of the main
instigators. Consequently, colluvial sequences frequently
contain a record of human activities and reflect anthropo-
genic impacts on landscapes. Colluvium also has the abil-
ity to distort, bury, and preserve past landscapes,
especially over the last 10,000 years. How and why
deposits are laid down and subsequently modified, and
at what rate, are central issues in geoarchaeology. Detailed
information can be gleaned from colluvial sequences
through the use of good field recording, particle size anal-
ysis, associated soil micromorphological and molluscan
studies, and appropriate use of dating techniques. Thus,
hillwash is a valuable resource in archaeology and
geoarchaeology, but an understanding of its formation,
depositional processes, and chronology is required.

This entry examines and illustrates the formation and
depositional factors causing hillwash in a variety of land-
scape settings in order to demonstrate its importance in the
interpretation of past land use and human activities and
exemplify these through a number of case studies from
around the world.

Formation of hillwash

Slope processes regularly lead to soil erosion, transport,
and redeposition of soils and sediments in valley situations
(Figure 1), and they are therefore involved in both the
alteration and the preservation of archaeological sites
and landscapes. Soil/sediment movement may range from
rapid to slow and intermittent to gradual. Every situation is
exacerbated by the degree and character of the slope,
topography, hydrology, vegetation cover, rainfall amounts
and frequencies, and the nature of human activities on the
land.

There are two major types of soil/sediment movement
on slopes related to process: (1) slope, hill, and rainwash
and (2) mass wasting. The former group generates collu-
vial deposits, and the latter group is associated more with
solifluction and debris flow deposits. Mass movement
involves the rapid downslope movement of rock and soil
debris from a rupture surface and/or shear plane, which
is usually controlled by the intact strength of the soil
and/or subsoil (Statham, 1979; Statham, 1990). It is
a fast movement, often as a single erosive event, with sta-
bility quickly returning. A rockfall after a freeze-thaw epi-
sode and slab failure on a rock face are typical examples.
In the Sierra Cabrera mountains of southeastern Spain,
for example, rock debris and gully erosion regularly shear
off material from the upper slopes above the Barranco de
Gatas, which falls onto the first agricultural terraces below
as rubbly fans (French et al., 1998) (Figure 2a, b).

Slow and/or seasonal slope processes produce slow
downslope translocations of soil debris as soil creep or
colluviation (Statham, 1979; Statham, 1990). These can
be near continuous, seasonal, or random in occurrence,
they can affect small or large areas of slope, and they
can occur anywhere. This type of movement can result
from frost heave in soils, periglacial conditions and soli-
fluction, rainsplash impact, and saturation and/or
waterlogging, often aggravated in arable areas by the
farming regime. For example, massive soil creep can
result from the saturation and cultivation of bare slopes,
as is seen in Bosnia today (Figure 3a), or in sandy hillwash
deposits accumulating at the base of slopes in later prehis-
toric to historic times adjacent to the grand Saxon burials
at Sutton Hoo, Suffolk (Carver, 1998; French, 2005)
(Figure 3b). Often, such areas of eroded soil accumulation
are easily mapped from the air and ground-truthed through
auger survey and test pitting, as exemplified by the map-
ping of later Holocene hillwash deposits in the dry valleys
of the upper Allen valley of Dorset (French et al., 2007,
23-35) (Figure 4).

Slide or water flow processes such as overland flow on
slopes and alluviation in floodplains produce variable
rates of deposition. Overland flow is particularly
influenced by slope angle, soil, and vegetation type and
in turn by the amount of rainwater splash impact (Selby,
1993), as well as human impacts. During flow, the sedi-
ment load tends to decrease with time. Overland flow
occurs when either the infiltration capacity of the soil is
exceeded either during high intensity rainfall or during
the rapid melting of snow. Grains of c. 0.5 mm in diameter
are the most easily moved, whereas smaller and larger
grains require a much higher threshold velocity. Grains
are not redeposited until very low flow velocities are
reached (Morgan, 1979). With reference to the Spanish
example, past and recent colluvial fans and overland flow
deposits comprising meters of coarse silt and very fine
sand-size, calcitic marl material were regularly observed
in out-of-use agricultural terraces and dry valleys of the
Barranco de Gatas (French et al., 1998) (Figure 5a). More-
over, the removal of natural vegetation, the presence of



158

COLLUVIAL SETTINGS

Runoff and
rill erosion

"L
o "
Dry valley /
deposits Periglacial
deposits

Positive lynchet

Downslope
gully erosion

Chalk

Colluvial Settings, Figure 1 Schematic cross section of a colluviated valley landscape (After Allen, 1988; Goldberg and Macphail,

2006: Figure 4.4).

Colluvial Settings, Figure 2 (a) Gully erosion on steep, bare slopes above Fuente Alamo, southern Spain. (b) Soil and rock debris
accumulation in an abandoned agricultural terrace in the Barranco de Gatas, Sierra Cabrera, southern Spain.

steep slopes, and extensive past agricultural exploitation
for wheat crops, coupled with increasing aridification
since the second millennium BC, have exacerbated the
susceptibility of soils and subsoils of this region to erode
downslope (Castro et al., 1999).

The presence of colluvium is often directly related to
human activities in the landscape and particularly to arable
agriculture. Bare arable land and ongoing cultivation reg-
ularly result in the direct displacement of soil downslope
and its redeposition at the base of the slope as colluvium

or within the adjacent floodplain as alluvium (Figure 1).
The exposure of soil/sediment particles and aggregates
to the elements leads to further physical breakup of soil
structure. Add water and a slope angle of greater than
two degrees, and soil movement downslope can take
place; if vegetation cover is removed, even greater soil
erosion may occur (Figures 2a and 5b) more quickly and
more often (Miicher, 1974; Kwaad and Miicher, 1979;
Selby, 1993, 106—122). Disturbances due to people or ani-
mals can easily produce gullying and soil erosion as well
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Colluvial Settings, Figure 3 (a) Recent colluvial slumping near Prijedor, in central Bosnia. (b) Historic and later prehistoric sand
hillwash overlying a disturbed acidic sandy brown earth in the Deben valley associated with the Bronze Age settlement site and

Saxon ship burials at Sutton Hoo, Suffolk, England.

as the accumulation of eroded soil/sediment downslope,
often against boundaries (such as field banks and hedges)
to form lynchets. For example, browsing of pigs in
present-day cork oak woodland in northern Sicily has led
to gully erosion and soil transport downslope within
a few months (Figure 5b). Evidence of past soil erosion
and accumulation is often seen associated with prehistoric
field boundaries such as the later prehistoric “Celtic”
fields and lynchets on the chalk downlands of southern
England (Evans, 1972, 316; Limbrey, 1975, 188—189)
(Figure 6), or at the base of slopes in the Aguas valley of
southern Spain associated with the Bronze Age settlement
and agriculture upslope of Las Pilas (French et al., 1998:
Figure 13.5).

Different amounts and rates of saturation will also
affect the threshold at which soil movement occurs as well
as the speed and distance of travel. For example, if a soil
requires only 50 % saturation to become mobile
(or plastic), shear will occur more quickly and more often,
dependent, of course, on the nature of the vegetation cover
and degree of slope; if a soil becomes saturated at 90 %
moisture content, however, it will be less susceptible to
shear and colluvial displacement downslope (Selby,
1993, 56—63). Plowing and overcropping can lead to the
depletion of not just essential minerals for plant or crop
growth, but the destruction of soil structure, thus making
a soil more prone to destabilization and downslope move-
ment. Soil texture also affects its movement, with fine
sandy and coarse silty soils being much more susceptible
to destabilization than well-structured silty clay loam soils
(Selby, 1993, 106—122). This will be compounded when
vegetative cover is removed or the soil is physically dis-
turbed by plowing or animal trampling.

In addition to these formation factors, it is also worth
considering the ecological concepts of thresholds of

stability/instability (Butzer, 1982; Allen, 1992). Change
in just one factor in a landscape, or a combination of sev-
eral factors, might be sufficient to cause instability in a soil
system. This could be as simple as an individual thunder-
storm event on a dry, bare soil, or it could be
a combination of factors, such as an unstructured sandy
soil fabric on overgrazed and degraded grassland with
20° of slope and a prolonged rainy spell that causes
a catastrophic shear and slumping of soil downslope. Each
response will be governed partly by climatic, environmen-
tal, human, and land-use factors as much as the diverse
pattern and different magnitudes of individual valley
responses.

Rates of colluvial movement

Rates of soil/sediment movement downslope can vary
enormously over time, and modern experimental observa-
tions are often the only real analogue providing indica-
tions of the volume of soil moved versus soil texture,
time, slope, vegetation, and land use (Table 1). For exam-
ple, debris flow in southern Spain can produce up to sev-
eral meters of accumulation in one event such as from
a single thunderstorm (French, 2003, p. 207, Figure 13.7).
This is because there is (1) almost no moisture infiltration
into the soil/substrate, (2) a high erodibility index, and
(3) alack of vegetative cover, all leading to very high rates
of runoff (Thornes and Gilman, 1983). Colluvial soil creep
can be continuous, seasonal, or random. Its formation can
be exacerbated by steeper slope gradients, bare soil sur-
faces, soil moisture exceeding its infiltration capacity,
soil/sediment texture, rainfall and temperature regime,
and human activities such as plowing.

Rates of colluviation have been observed in many mod-
ern landscapes, and these data provide a good idea of the
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Colluvial Settings, Figure 5 (a) Overland flow colluvial soil creep and gullying of unmaintained terrace systems in the Barranco de
Gatas, Sierra Cabrera, southern Spain. (b) Soil slumping and wastage in open cork oak woodland caused by pigs, near Troina in north-

central Sicily.

Colluvial Settings, Figure 6 Later prehistoric field system banks or lynchets (raised former field boundaries consequent upon
colluvial accumulation against hedgerows) at Abbotsbury, Dorset, England.

speed and volumes of material that can be moved down-
slope under particular conditions. For example, under cop-
piced oak/beech woodland on loessic (or windblown)
soils in Luxembourg, as much as 6 cm of soil per 100 years
had accumulated (Kwaad and Miicher, 1979; Imeson
et al., 1980). Observed rates of soil loss can vary from
0.0045 g per square meter per year for areas of moderate
relief under natural conditions to 0.045 kg per square
meter per year for steep relief and rates of 4.5-45 kg per

square meter per year on agricultural land (Young,
1969). A major controlling factor is the angle of slope;
the total transport caused by sheet erosion has been
observed to increase sixfold as the slope angle increased
from flat to 25° (Moseley, 1973).

Factors that influence soil erosion and its severity are
rainfall, runoff, wind, soil type, slope angle, and the
amount of vegetative cover, both on localized and regional
scales. Erosion tends to reach a maximum in temperate,
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Colluvial Settings, Table 1 Examples of measured rates of soil
erosion from experimental plots in the southeastern United
States (After Kirkby, 1969)

% Soil loss (mm per

Type of vegetation cover runoff  year)

Oak forest 0.8 0.008

Grass pasture 3.8 0.03

Oak woodland 7.9 0.1

Bare abandoned land 48.7 24.4

Cultivated, with rows along the 47.0 10.6
contour

Cultivated, with rows downslope 58.2 29.8

semiarid areas with a mean annual rainfall of
c. 250-350 mm per year (Langbein and Schumm, 1958).
In more humid areas, and as one moves from drier to wet-
ter environments, rates of erosion initially decrease rap-
idly to the point (at c. 600 mm per year) at which total
vegetation cover is established; rates change little thereaf-
ter. For example, in the northern Cambridgeshire region,
where the annual rainfall varies between 500 and
600 mm (Burton, 1981), the greater vegetative cover tends
to counteract the erosive effect of greater rainfall. In con-
trast, the Rio Puerco of New Mexico experiences very
low rainfall of 200 mm per year that occurs during thun-
derstorms; land use associated with intensive livestock
grazing has contributed to conditions resulting in massive
river incision of up to 11-12 m over approximately the
past 120 years (French et al., 2009).

Rainsplash is probably the most important detaching
agent and contributes considerably to runoff. Splash back
following raindrop impact on a level surface has been
observed to move stones 4 mm in diameter up to 20 cm,
while 2 mm sized stones can be displaced up to 40 cm,
and even smaller stones up to 150 cm (Kirkby, 1969).
Short-lived, intense, and prolonged storms of low inten-
sity have the greatest erosive effect (Morgan, 1979;
French et al., 2009).

Surface runoff or overland flow occurs on slopes when
the soil’s infiltration capacity is exceeded (Kirkby, 1969).
Overland flow transports soil particles detached by
rainsplash, often creating distinct gullies or channels
(Figure 2a). It has been suggested that overland flow
covers two-thirds or more of hillsides in a drainage basin
during the peak period of a storm (Horton, 1945). Grains
of c. 0.5 mm in diameter (coarse silt or very fine- and
fine-sized sand) are most easily moved, whereas both
smaller and larger grains require a much higher threshold
velocity. Clay tends to resist detachment (Farmer, 1973).
Grains are not redeposited until very low flow velocities
are reached (Morgan, 1979). Subsurface soil water flow
erodes possibly only 1 % of the total material from a hill-
side (Roose, 1970).

The resistance of soil to detachment and transport
depends on the steepness of slope, vegetative cover, and

disturbance by humans. It also varies with soil texture,
aggregate stability, shear strength, infiltration capacity, and
the organic and chemical components (Selby, 1993,
106—122). The least resistant particles are silts and fine
sands. Soils with a low shear strength or low cohesiveness
are susceptible to mass movement, as are those with a low
infiltration rate and low organic matter content (Morgan,
1979).

The effect of slope is to increase erosion with increasing
slope angle (Kirkby, 1969). Numerous forces such as
gravity, frost heave, rainsplash, soil texture, and the lack
of vegetative cover all help to produce erosion on slopes.
The amount of vegetative cover has a considerable effect
on the susceptibility of soil to erosion. Its effectiveness
in reducing downslope erosion depends on the height,
density, and continuity of the canopy or ground/root cover.
Both forest and dense grass are more or less equally effec-
tive at reducing erosion. Vegetation intercepts rainfall and
reduces the velocity of runoff. Mean annual soil loss on
bare ground can be as much as 100 times the volume of
loss from dense grass-covered ground under the same
environmental conditions (Morgan, 1979), and soil loss
on vegetated slopes can be reduced by 10-30 %
(Horton, 1945). Moreover, conversion of forest to arable
land will dramatically increase erosion by up to 200-fold
(Wolman, 1967). Thus, vegetation is a critical factor, and
the removal of plant cover especially on slopes can con-
siderably enhance the potential for erosion by overland
flow, slope wash, or some other mode of transport.

Hillwash deposition may frequently be discontinuous,
with many pauses in the gradual sediment buildup. These
episodic sequences are not always easily detectable in the
field, but they may exhibit “standstill” horizons that usu-
ally show some organic accumulation and a degree of soil
formation if the hiatus was of sufficient duration to allow
some pedogenesis to occur. A good example of this is at
Brean Down, Somerset, where a basal Neolithic paleosol
was buried by a sequence of hillwash and blown sand epi-
sodes that were interrupted by standstill phases with turf
development and several later prehistoric, Bronze Age
occupations (Bell, 1990) (Figure 7a). This type of
sequence lends itself to good dating through both archae-
ological and artifact associations as well as radiocarbon
and/or luminescence techniques (see below).

Variable hillwash accumulations are common. For
example, Bronze Age settlement and agriculture on the
sand-dominated soils at Sutton Hoo have led to over
1.5 m of undifferentiated soil hillwash accumulation
downslope in the adjacent Deben valley (Figure 3b). In
contrast, two major episodes of hillwash accumulation,
one predating and the other postdating the Romano-
British period, were found within the center of the late
Neolithic henge at Durrington Walls, Wiltshire
(Figure 7b). Associated with this was a major erosive
interval affecting the calcitic rendzina soil material that
was found in old paleochannels of the Avon valley at
Durrington Walls (French et al., 2012). Also, a mixture
of thick deposits of soil and rock debris is known to
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Colluvial Settings, Figure 7 (a) Repeated paleosol, hillwash, and blown sand deposits of Bronze Age to medieval times at Brean
Down, Somerset, England (Bell, 1990: Figure 32). (b) Two major episodes of rendzina soil erosion and colluvial accumulation
bracketing an incipient rendzina soil of the Roman period (at the level of the tape measure) within the interior of the late Neolithic
henge at Durrington Walls, Wiltshire, England. (c) Episodic pre-Roman loessic soil erosion and paleosol formation at Erd in the Benta
valley, central Hungary. (d) Two phases of soil development in post-Neolithic hillwash deposits at Bet el-Kowmani in the Dhamar
highlands of Yemen.

aggrade episodically as colluvium in dry valleys of Sussex
in southeastern England from at least the Beaker period,
e.g., at Newbarn Combe on the Isle of Wight (Allen,
1992: Figure 4.2; Bell, 1992: Figure 3.3; Boardman,
1992). Near Szazhalombatta in the lower Benta tributary
of the Danube, there were three episodic periods of
hillwash accumulation — in the Bronze Age, Iron Age,
and medieval times — each on an old land
surface represented by a paleosol indicating a lengthy
period of stability (French, 2010a) (Figure 7c). Several
episodic phases of hillwash accumulation were also
observed burying Neolithic paleosols in the Dhamar high-
lands of Yemen (French, 2003, 224-234; Wilkinson,
2005) (Figure 7d).

Nine-unit land-surface erosion model and catena
sequence

The use of Dalrymple et al.’s (1968) nine-unit land-
surface erosion model (Figure 8) is a good way of

envisaging erosion and landscape change both across
and within a valley landscape. It allows the visualization
of'every part of a landscape at whatever scale of investiga-
tion is being used. This model creates an idealized cross
section through one-half of a valley, from the watershed
boundary at the highest point of the valley to the river
channel below. If this model is then combined with the
catena concept (see below), both geomorphological pro-
cesses and soil formation and change can be seen in com-
bination. When archaeological distributions by time
period are overlaid and related to these geomorphological
contours, they form the beginnings of a two-dimensional
model of landscape development, which when extended
and viewed in plan allows the use of digital terrain and
geographical information system models to analyze land-
scape change in three dimensions through time. A case
study of this type of work in the upper Allen valley of
the chalk downlands of southern England (French et al.,
2007) is discussed below.
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Colluvial Settings, Figure 8 Dalrymple’s nine-unit land-surface model (After Dalrymple et al., 1968).

A catena (based on the Latin word for chain) is
a sequence of soils that forms along the course of
a particular slope, usually over one parent material
(Limbrey, 1975, 83; Goldberg and Macphail, 2006, 63).
The differences between the soils that form a catena are
generally related to their varied positions on the slope
and their drainage characteristics. These factors produce
changes in soil properties from the upper elevation mem-
bers to the lower elevation members of the catena, and
they can also create a sequence of modifications to catenas
through time — i.e.,, a paleo-catena (Figure 9). Thus,
a catena is a sequence of soil profiles appearing in regular
succession with similar and differing morphological fea-
tures over a uniform lithology.

The nine-unit land-surface model combines slope
aspect, degree of slope, erosion, and soil forming pro-
cesses (Dalrymple et al., 1968) (Figure 8). The uppermost
unit (1) exhibits less than 1° of slope; it is characterized by
pedogenic processes with vertical subsurface movement
and is often associated with waterlogging or severe denu-
dation. Below that, unit 2 exhibits 2—4° of slope, with both
chemical and mechanical eluviation (or removal) by lat-
eral subsurface water movement. Unit 3 is the upper part
of'the fall face with 35—45° of slope, and it is characterized
by bare rock surfaces, sheet erosion, soil creep, and
terracette formation. Unit 4 is the lower and steeper part
of the fall face with 45-64+ degrees of slope, which is
characterized by physical and chemical erosion leading
to much bare rock, rock falls, and slides. Unit 5 is the
mid-slope zone with 26-35° of slope, surface and

subsurface water action, transport by mass movement,
terracette formation, and both the removal and accumula-
tion of soil and sediment material. Unit 6 is effectively the
colluvial footslope zone, where there is subsurface water
action, redeposition of material by mass movement, and
some surface wash as colluvium, as well as transport fur-
ther downslope in the form of hillwash and down valley
in the form of alluvium. This colluvium may be laminated,
nonlaminated, or massive, and it often accumulates on
a buried soil that may or may not be truncated. Unit 7 in
the floodplain is characterized by alluvial deposition as
well as downstream water movement containing
colluvially derived material as alluvium. Unit 8 in the
active floodplain exhibits channel avulsion and erosion,
bank slump, and fall. Unit 9 is the active channel itself,
with bed transport down valley, as well as periodic
aggradation and erosion. Obviously, not all units and
slope angles will be applicable to every landscape encoun-
tered during fieldwork, but the model gives foreknowl-
edge as to where areas of denudation, transformation,
and burial may be occurring within a valley complex. As
a corollary, it will also provide a good indicator of where
buried soils and land surfaces may survive and where
buried waterlogged deposits may be found intact
for paleo-vegetational and land-use reconstruction.
These data can also be used to inform a universal soil
loss equation (USLE) to model landscape change through
time (Wischmeier et al., 1971; Wischmeier and Smith,
1978; Ayala and French, 2005; French, 2010b) (see
below).
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Colluvial Settings, Figure 9 Hypothetical series of paleo-catena sequences for southern England in the late glacial-Holocene.

Methods of analysis

Two main approaches have been used to study colluvial
processes, namely, (1) observation and recording in the
field backed up by (2) experimental studies in the field
and laboratory. More recently, a much wider repertoire
of techniques has emerged for routine use. Good field
description and mapping of soil and colluvial deposits is
an essential starting point for appraising soil erosion in
any landscape. Aerial photography and remote sensing
methods such as LIDAR are essential tools (Wilson,
2000; Donoghue, 2001; Bewley et al., 2005), perhaps
even geophysical survey and the use of ground-penetrating

radar (GPR) to determine sediment thicknesses (Clark,
2000; Gaffney and Gator, 2003) accompanied by system-
atic augering profiles and test pitting to ascertain depths
and characteristics of the erosion/soil complex (French,
2003; French et al., 2007). Test pitting allows bulk sam-
pling from the section face for molluscan studies (Allen,
1992). It also permits block samples to be taken for
soil micromorphological analysis (Courty et al.,, 1989;
French, 2003), as well as small bulk sampling for particle
size analysis, pH, carbonates, loss on ignition, and magnetic
susceptibility (Allen and Macphail, 1987; Canti, 1995;
Bertran and Texier, 1999; English Heritage, 2004;
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Goldberg and Macphail, 2006), while permitting the
recording of stone content and its orientation, recovery of
artifacts for relative dating, and sampling and sieving to
retrieve charcoal for radiocarbon assay (French, 2003;
Goldberg and Macphail, 2006). If any clear horizon differ-
ences exist, or there are perceptible old land surfaces in evi-
dence, optically stimulated luminescence (or OSL) dating
can also be used effectively to provide sequence dating
(Griin, 2001). Finally, both laboratory and field experimen-
tal data from known present-day landscape scenarios on
different soil and geological types need to be compiled
and used for comparison as analogues for potential rates
of slope erosion under known conditions (Kwaad and
Miicher, 1979; Evans, 1992).

Once hillwash has been recognized and recorded in the
field as a deposit, micromorphological analysis can then
play a role in providing corroborative evidence as part of
a mixed method approach (Courty et al., 1989; Canti,
1995; English Heritage, 2004). Different slope processes
may generate similar types of micromorphological fea-
tures, and consequently, it is essential to use a suite of
criteria and methodological approaches as itemized above,
including macromorphological features and
granulometry, for corroboration and a more reliable inter-
pretation (Miicher et al., 2010, p. 37). Moreover, there has
not been a large amount of micromorphological research
work done on slope deposits (Miicher, 1974; Miicher
and Morozova, 1983; Bertran and Texier, 1999). Nonethe-
less, features such as (1) mixed, juxtaposed, and heteroge-
neous fabrics (Figure 10a, b), often as pedo-relict
aggregates; (2) fresh and/or unoriented subrounded rock
fragments; (3) sharply bounded nodules; (4) surface or
mud crusts, often fragmented and in all orientations;
(5) silty clay coatings; (6) infillings and intercalations in
the void/channel space between soil peds (Figure 10c—e);
(7) fabrics depleted of fine material (Figure 10f); and
(8) anthropogenic inclusions are all common indicators of
colluvial deposits (Miicher, 1974; Goldberg and Macphail,
2006, 44—-45; Fedoroff et al., 2010, 641-645; Kuhn et al.,
2010, 228-230; Miicher et al., 2010). Micromorphology
can also distinguish quite well between in situ soils and
redeposited soils/sediments, and it will recognize fine lam-
inations in colluvial deposits as well as various postdepo-
sitional processes. Crucially, micromorphology can
identify different types of clay coatings, which can be asso-
ciated with hillwash processes, often the result of rainsplash
impact on bare soil surfaces, such as oriented pure clays
(Figure 10c), dusty impure silty clay coatings with weak
to moderate striae (Figure 10d), silty clay intercalations
(Figure 10e), and dirty or very speckled clay coatings with
weak orientation (Bolt et al., 1980; Goldberg and Macphail,
2006, 44—45; Kuhn et al., 2010).

Studies of molluscan assemblages may also be used to
help define different localized environments within
a valley catchment and to recognize cyclical land-use
regimes (Allen, 1988; Allen, 1992). Usually, the

molluscan faunas in hillwash reflect arable activity and
are generally depleted assemblages with a narrow species
range (Bell, 1983). Any temporary hiatuses or standstill
horizons can reflect grassland or incipient soil formation
(Kerney et al., 1964; Allen, 1992). Occasionally palyno-
logical (Scaife, 1984) and micromorphological analyses
(Macphail et al., 1990; Macphail, 1992) can aid in the
interpretation of land use and activities represented in the
colluvial stratigraphy.

Once the formation, age, depths, and spatial extent of
colluvial deposits have been determined, and the deposits
have been mapped and set within their geological, soil,
and vegetational contexts, it then becomes possible to
model past and present landscape change. This involves
using the tools of geographical information system (GIS)
and the universal soil loss equation (USLE) and erodibility
factor (K) (Wischmeier et al., 1971; Wischmeier and
Smith, 1978) to model erosion in a landscape, as well as
dynamic people-landscape interactions in the archaeolog-
ical record (Kwan and Lee, 2004; Conolly and Lake,
2006; Wainwright, 2008; French, 2010b). For example,
in the Troina valley of north-central Sicily, USLE and
GIS modeling techniques were used to model the potential
impact of Roman agriculture on the erosion record (Ayala
and French, 2005). The study suggested that greater clear-
ance for winter pasture land may have been the major driv-
ing force causing intensified soil erosion. Other recent
studies (Barton et al., 2004; Barton et al.,2010) have effec-
tively employed both computational applications (USLE
and GIS) and developed them further wusing
a Geographic Resource Analysis and Support System
(GRASS) to model socio-ecological interactions. This
type of approach will not only enable visualization of
a landscape’s erosion record, but it will also allow (1) com-
parisons to be made between long-term landscape dynam-
ics and the archaeological record as well as (2) further
testing using different landscape settings and different
scales of human activity.

Dating

Dating of colluvial sequences is rarely easy. Artifacts such
as pottery and lithics are often included in eroded soils as
hillwash deposits, but of course, they may be inverted or
mixed in depositional terms, making them unreliable indi-
cators of the age of any slope deposit. They should cer-
tainly not be used on their own without other
corroborative data and dating methods. But, it is
a different matter if standstill zones with in situ archaeo-
logical materials are found within a colluvial sequence,
such as the Bronze Age and later sequence at Brean Down
(Bell, 1990) (Figure 7a). This type of episodic deposition
and standstill sequence allows dates “after which”
(terminus post quem) and relative dating of the main
phases in the profile based on their archaeological compo-
nents. In addition, it is sometimes possible to make
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Colluvial Settings, Figure 10 Photomicrographs of colluvial features in thin section: (a) Juxtaposed fabrics from the Neolithic
paleosol at the Etton causewayed enclosure, Cambridgeshire, England (frame width = 4.5 mm; cross-polarized light). (b) Fine calcitic
sandy clay loam with calcitic/gypsic infills from Gatas, Spain (frame width = 4.5 mm; cross-polarized light). (c) Pure clay as channel
infills/linings in a pre-lron Age paleosol under hillwash at Ribat Amran, Yemen (frame width = 4.5 mm; plane-polarized light). (d) Pure
to dusty clay linings of the soil fabric of barrow mound 41, Wyke Down, Dorset, England (frame width = 4.5 mm; cross-polarized
light). (e) Clay intercalations in a pre-Bronze Age paleosol under hillwash near Stonehenge, Wiltshire, England (frame width = 4.5 mm;
plane-polarized light). (f) Bronze Age, depleted, poorly sorted, fine sandy loam hillwash fabric, Barranco de Gatas, Spain (frame
width = 4.5 mm; cross-polarized light).
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relative linkages to other regional events recorded in asso-
ciated environmental, archaeological, and/or historical
records that are already dated. For example, Nile flood
records in pharaonic Egypt (Adamson et al., 1980; Brown,
1997, 6-7), extreme weather conditions such as those
occurring during the Little Ice Age of northwestern
Europe in the AD 1500s (Lamb, 1979), the huge eruption
of Santorini in the Bronze Age (c. 1625—-1645) (Aitken
et al., 1988), biostratigraphic correlation with well-dated
pollen records in the study area (Brown 1997, 47), and
tree-ring series and ice core sequences can provide proxy
dated records of major erosive and climatic events for
some parts of the world.

Radiocarbon dating is an ideal method (Taylor, 2001),
but it depends upon an organic component — such as char-
coal, wood, bone, or other humic substance — being incor-
porated within the eroded material or stratified within any
standstill horizons. There might nevertheless still be prob-
lems related to how the organic matter selected for dating
was introduced into the eroded sediments, and uncontrolled
taphonomic processes could produce inverted or otherwise
erroneous dates. The reliability of any dated sequence is
improved by obtaining numerous dates. For example, in
the Dhamar Highlands of Yemen, sets of radiocarbon dates
from the fifth millennium BC were obtained from the
humic content of buried soils associated with several pre-
and post-Neolithic hillwash sequences (Wilkinson, 2005),
and in the central Rio Puerco valley of New Mexico, some
125 radiocarbon dates were obtained from charcoal in one
reach of the Rio Puerco and its associated tributary Arroyo
Tapia in order to date the 11 m thick colluvial/alluvial/bur-
ied soil sequence from about 5750 BC to the present
(French et al., 2009).

Luminescence dating is another excellent technique,
now increasingly being used because it yields much better
accuracy than it has previously and is widely applicable
(Aitken, 1997; Griin, 2001). Thermoluminescence
dating (or TL) may be used on pottery and burnt flint, and
optically stimulated luminescence (or OSL) works well
for sedimentary sequences, especially where there are clear
contacts of eroded material with buried land surfaces. For
example, early Neolithic TL dates were obtained from
pottery in hillwash deposits associated with two Neolithic
sites in the Troina valley of north-central Sicily, and
Bronze Age, Roman, and late medieval OSL dates were
determined from the various stop/start alluvial profiles in
the associated river floodplain (Ayala and French, 2005;
R. Bailey, pers. comm.). Recent work on the Channel
Island of Herm has successfully employed OSL dating
techniques to chart the episodic deposition of windblown
sands between about 1200 BC and AD 1600 on buried soils
of Neolithic age (Bailiff et al, 2014; Scarre and
French 2013).

In sum, the combination of dated archaeological associ-
ations and environmental sequences and the use of radio-
carbon and/or OSL techniques are essential tools with
which to date colluvial sequences. OSL dating should rev-
olutionize future understanding of dynamic landscape

change where there are repeated episodes of soil erosion
and deposition.

Importance and conclusion

Colluvial deposits and the land surfaces and paleosols that
they bury represent valuable resources for archaeological,
paleoenvironmental, and landscape interpretation. They
inform us not only about landscape development and land
use in the past but also (1) the variability of human and
natural impacts on valley systems, (2) the links between
past and current processes of land degradation, and
(3) possibly even associated climate change. The use of
new techniques, such as micromorphology, OSL dating,
and GIS-based modeling tools, is beginning to transform
our understanding of the chronology of many colluvial
sequences, as well as our ability to relate these deposits
to human-land interactions through time.
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COSMOGENIC ISOTOPIC DATING
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Definition

Calculating the age of rock and sediment surfaces
according to their concentration of cosmogenic
isotopes.

Cosmogenic isotopes, such as 26A1, '°Be, %!Ne, *°Cl,
'4C, and *H, are produced in the atmosphere as meteoric
nuclides and at the surface of the Earth as in situ terres-
trial cosmogenic nuclides, or TCNs, by interaction
between cosmic particles and target atoms (Gosse and
Phillips, 2001; Dunai, 2010). The production of TCN
depends on geographic location and altitude.

Cosmic particles are attenuated so that they produce
cosmogenic isotopes only within the upper several meters
of the Earth’s crust. Therefore, the concentration of TCN
in rock or sediment is a good indication that it spent time
close to or at the surface.

The concentration of TCN in a sample can be
interpreted in two end-member ways (Bierman, 1994):
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1. Representing a constant erosion rate (£) over a long
time (¢ = o0)

N=—"_ (1)

dt——
A/p

2. Representing exposure time at the surface and assum-
ing E~0

P _
N==(1-e") (2)
where

N = concentration in atoms g~ ' quartz

¢ = exposure time in years

J. = decay constant (yr~")

E = erosion rate in cm yr

P = production rate at depth in atoms year ' g~ ' quartz
A = attenuation length (g cm™?)

p = overburden rock density (g cm )

The choice of calculating an erosion rate or exposure
age depends on the context. Relevant examples are the cal-
culation of exposure ages of relict surfaces, such as gla-
cially carved surfaces, or of boulders that have
experienced very little erosion. On the other hand, erosion
rate calculations are suitable for landforms that are contin-
uously being eroded due to tectonic uplift.

Quartz is commonly used in TCN dating. It is widely
available in rocks and sediments, its chemistry is simple,
and the analytical extraction of TCN is relatively
straightforward.

Cosmogenic isotopes can also be used to date the age
at which a sediment was buried, for example, in an allu-
vial terrace, glacial till, or in caves (Granger, 2006). The
26A1/"°Be ratio in buried quartz grains, which were
previously exposed, will decrease at an exponential rate
due to the different half-lives of the two isotopes:

Nio Nio

% — <%> e*tbmml (%—%) 5
0

where

N, Njo = measured concentrations of 2°Al and '°Be
(atoms g~ ! quartz?

(N>¢/N1o)o = initial *°A1/'°Be at burial

thurial = time since burial

Toe, T1o = mean lives of 2°Al and '°Be (year) (t = t1,5/In2)

This application of cosmogenic isotopic dating has
been used to date buried sediments and artifacts in prehis-
toric sites such as Sterkfontein (Partridge et al., 2003) and
Wonderwerk Cave (Matmon et al., 2012) in South Africa.
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Synonyms
Graphic design; Information graphics (infographics)

Definition

Data visualization. Pictorial representations that are
derived from qualitative or quantitative raw data to infer
process or patterns in phenomena. Data visualization is
closely linked to informatics, the collection, indexing,
storage, retrieval, analysis, synthesis, and dissemination
of data (He, 2003) and graphic design, which is the study
of the technology, implementation, and social impact on
human visual communication (Frascara, 1988).

Introduction

Multimedia learning theory posits that the human brain
creates dynamic associations between words, pictures,
and auditory information to maximize learning capability
(Mayer, 2001). Sociological studies of scientific practices
have also showed that visualizations are a key part of the
discovery process and the transmission of information

Electronic Supplementary Material The online version of this chapter
(doi:10.1007/978-1-4020-4409-0_56) contains supplementary material,
which is available to authorized users.

among individuals (Lynch and Woolgar, 1990; Dibiase
et al., 1992; Suarez, 2010; Allamel-Raffin, 2011; Gelfert,
2011). While words alone are an effective medium to
transmit complex information, they may be less effective
than when they are paired with pictures. Thus, one needs
only to look at the myriad of papers, presentations, or field
books to see that visualization is innate to scientific prac-
tice regardless of time period, theme, scale, or methods.
Visualizations are versatile tools because they work as
a heuristic device capable of distilling real-world experi-
ences and phenomena into simplified abstractions that
can convey specific ideas, meanings, or knowledge
(Gooding, 2008; Wang and Shen, 2011). The abstraction
of visual representations is graded. At one end of the spec-
trum are images, like photographs, which mimic the real
world and whose internal elements have no inherent
meaning. On the other end of the spectrum are graphics,
like maps, which are abstracted representations of the real
world that are used to convey specific meaning through
their symbolic representations. The level of abstraction
and inherent meaning between images and graphics thus
creates a fundamental difference in how these visualiza-
tions are used (MacEachren, 1994): images lead one to
question the picture itself, whereas graphics lead one to
question the relationship between what is being symbol-
ized within the picture. These concepts are represented
in Figure 1, which shows how a photographic image can
be progressively simplified and abstracted to convey only
specific information. By abstracting the image, it is much
easier to analyze the relationships between the symbols.
Visualizations can also be used to describe empirical
observations and to develop hypotheses. As visual models,
they can also be tested and refined themselves. Thus, every-
thing from informal field sketches (sometimes of dubious
quality) to formalized maps, graphs, charts, figures, photo-
graphs, and animations all serve the same purpose. They
allow the geoarchaeologist to conceptualize complex ideas,
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Data Visualization, Figure 1 Differences between graphics and images. This figure shows the PP5-6 long section at varying

levels of abstraction to illustrate the difference between images and graphics. The photomosaic of the long section in the upper right
corner most closely approaches reality, and interpretation is centered on the image itself. In the center, the image has been
abstracted as a silhouette overlaid by points representing archaeological plotted finds color-coded to major stratigraphic groups.
The interpretation is now shifted to the relationships between the elements within the graphic and not the long section. In the lower
left, the graphic is abstracted further to control what information is conveyed to the observer: in this case, the density of plotted finds

within sub-stratigraphic groups.

organize when and how to test ideas, develop new ideas,
and describe and disseminate results.

This contribution will review how new digital technol-
ogies are changing the way data are visualized. Several
common applications of data visualization within
geoarchaeology and the broader archaeological sciences
are presented, with critiques regarding how some visuali-
zation methods are used in the process. Effective integra-
tion of a wide diversity of disciplines is crucial to
archaeological research. Data visualization can assist this,
so a brief example is offered to show how multi-proxy
datasets derived from artifact plots, micromorphology,
stratigraphy, and optically stimulated luminescence
(OSL) data are currently being integrated into empirical
3D models with the intention of testing hypotheses about
site formation and human occupation at the site of Pinna-
cle Point 5-6 (PP5-6), near Mossel Bay, South Africa.

Geoarchaeological visualization in the digital age

Only a few years ago, the production of visualizations was
a specialized and typically non-digital affair. Today, the

visualization process — from field data collection to final
image production — is nearly or entirely digital. This
change can be attributed to exponential increases in com-
puting power over the past three decades alongside the
concomitant decrease in computer price/performance
ratios (Moore, 1975; Dongarra et al., 2010; Fuller and
Millett, 2011). Simultaneously, newer software and digital
input devices like cameras, scanners, and measurement
tools are now more commonly available and affordable.
The plethora of new software has firmly shifted the cre-
ation of data visualizations from specialists to the end user.
On the one hand, this is beneficial to researchers, who are
now empowered to create visualizations that suit their
needs. On the other hand, empowering end users who
may have little or no specialized training in GIS, cartogra-
phy, graphics design, or even statistics (to name but
a few) emphasizes their commonsense intuitions that may
run counter to established expert knowledge. This phenom-
enon is variably described in cognitive science as naive
“geography” (Egenhofer and Mark, 1995), “realism”
(Smallman and Cook, 2011), “cartography” (Hegarty
etal., 2009), and “statistics” (Trumpower and Fellus, 2008).
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One example of data visualization naivety is that real-
ism increases performance. Yet, Hegarty et al. (2009)
found that increasing map realism also increased
a person’s data extraction time by ~10 %. Another exam-
ple (which happens also to be common among archaeolo-
gists) is that small-scale maps equate to small areas, and
vice versa. In fact, the opposite is true (Harris, 2006):
small geographic areas have larger representative fractions
(e.g., 1:5) than small-scale maps (e.g., 1:250,000) that rep-
resent larger areas. Furthermore, there is abundant
research on the mechanics, cognition, and psychology
underlying our ability to see and understand visualiza-
tions, yet this information may be unknown to nonspecial-
ists (Ware, 2013). This includes the numerous optical
illusions, biases, and limitations that influence how people
subjectively perceive space, depth, color, and movement.

Color, for example, is perceived in context, so that the
same color can appear differently based on its surround-
ings within an image (Ware, 1988). Chromatic aberration
and insensitivity of the human eye to short-wavelength
light also makes the color blue a poor choice for fine
details that might appear fuzzy, especially on black back-
grounds (Jackson et al., 1994).

The take-home message is that while we may all be able
to create detailed and complex data visualizations, it is still
prudent to work within a multidisciplinary framework
with specialists in each respective field who may be able
to provide expert knowledge to optimize the data visuali-
zation task at hand. Otherwise, simple mistakes may lead
to significant problems in the way the visualization is seen
and understood.

Application of data visualization within
geoarchaeology

The use of data visualizations within geoarchaeology and
the broader archaeological sciences is also changing as
digital technologies become more common. By far the
most frequent application of data visualizations has been
what we refer to here as visual aids, which supplement
analyses, discussions, or presentations. Visual aids can
be static imagery, graphics, or animations, but they share
the underlying commonality of being generalizations
derived from particular observations, thus making them
inductively based.

Maps are among the commonest examples of visual
aids, and multiple studies have shown that the usefulness
of maps lies in their generalizing capabilities to develop
ideas or hypotheses from complex real-world phenomena
(MacEachren and Ganter, 1990; Fisher et al., 1993;
MacEachren, 1995; Héberling et al.,, 2008; Hegarty
et al., 2009). Similarly, scientific visualization methods
for exploratory and summary data analysis, like diagrams,
flow charts, and graphs, are also visual aids. A good exam-
ple of visual aids in geoarchaeology is Hassan’s (1978)
well-illustrated discussion on the contributions of sedi-
mentological analysis within archaeology, which included
flow charts, a Sankey flow diagram, oblique 3D cross

sections, stratigraphic profiles, ternary diagrams, thematic
illustrations, and even a stacked, shaded line graph. Visual
aids can also be interactive, as shown by Entwistle
et al. (2009), who used 3D images to study soil chemical
distributions at an archaeological site in the Scottish cen-
tral highlands. The similarities between visual aids, as
a class of data visualization, are thus not within the techni-
cal complexity or type of visualization rather than in their
application as a multimedia supplement.

Site prospection methods have also been applied
largely as visual aids independently of the method being
used (e.g., radar or aerial imagery). Here, the focus is on
condensing large amounts of data to identify specific fea-
tures that can then be analyzed in more detail. Wynn’s
(1986) review of remote sensing methods in archaeology
clearly emphasized their data collection capabilities as
a way to survey and summarize large areas rapidly.
Conyers (2004) also highlighted the exploratory role of
ground penetrating radar (GPR) as a rapid and noninva-
sive method. Dalan (2008) further suggested that
archaeogeophysics remained limited to a “confirmatory
method.” Meanwhile, Gaftney’s (2008) updated review
on archaeological geophysical techniques similarly
emphasized their prospection and 3D modeling capabili-
ties, but he stopped short of articulating how the datasets
could be applied empirically. More recently, however,
Conyers (2010) and Conyers and Leckebusch (2010) have
suggested that the application of GPR is moving from
prospection to being a primary and empirical data source.

The widespread application of visual aids has thus
proved to be a useful tool for research and data dissemina-
tion. But, focusing only on the acquisition and summary
of data in a visual manner potentially hobbles scientific
progress toward also using data visualization as an empir-
ical tool. Perhaps this is why Llobera (2011, 194) has
noted that:

Archaeological visualization has not developed much since
the introduction of stratigraphic sketches by Boucher de
Perthes (1847) and distribution maps by O. G. S. Crawford
during the early twentieth century. Even with the incorpora-
tion of advanced tools such as GIS, the use and production
of forms of visual communication remain painfully
narrow. ... For the most part, the role of visual output is
restricted to legitimizing our output rather than as an active
element within the archaeological reasoning machinery.

3D, VR, and animations

3D and virtual reality (VR) are broadly seen as a superior
way to visualize data (Barceld et al., 2000; Gillings,
2005). Multidimensionality provides an immersive and
interactive experience that augments learning in users with
already high spatial abilities as well as providing
a compensatory effect in learners with low spatial abilities
(Hoffler, 2010). Kumar and Benbasat (2004) even found
that 3D graphs outperform 2D graphs overall in data
extraction exercises, whereas Wickens et al. (1994) found
that 3D representations of surfaces were more easily
understood than 2D representations.
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3D, VR, and animation appear to be the data analysis
and dissemination models of the future, as recognized in
the many software packages that now offer native 3D
manipulation of data. ESRI ArcGIS, for example, sup-
ports multidimensional rendering and analysis of raster
and vector datasets via ArcScene and ArcGlobe. GRASS
GIS supports volumetric modeling as well as advanced
spatial analysis capabilities. The stereo analyst extension
for ERDAS Imagine 2011 allows users to extract 3D data
from digital stereo models. GPR-SLICE provides detailed
3D (i.e., volumetric) and 2.5D (i.e., non-volumetric depth
of field) rendering of ground penetrating radar data. Statis-
tical software packages like SYSTAT, PASW/SPSS, and
SAS, as well as add-ins to Microsoft Excel like XLSTAT,
allow the user to generate 3D graphs and charts from tab-
ular datasets. Image creation and processing software like
Adobe Photoshop and Illustrator CS5 also offer 3D design
utilities. The industry standard format for publications,
Adobe PDF, also now natively supports 30 different 3D
model formats including VRML (for web-based 3D) and
KMZ (Google Earth). Lastly, many scientific journals
now accept animations and 3D models within PDFs or
as supplementary online materials.

Curiously though, most applications of 3D data visuali-
zation seem to conform to Llobera’s (2011) observation that
they are used only to legitimize what we already know, thus
being merely visual aids. Within the archaeological sci-
ences, this narrow application may be due to the develop-
mental history of 3D and VR, which has been largely
unorthodox and haphazard (Gillings, 2000, 2002). Most
software is not written for an archaeological audience or
its scales of interest. ESRI ArcGIS, for example, is progres-
sively being tailored toward small-scale 3D geographic
applications like urban planning (ESRI, 2011). This may
aid regional geomorphological studies and archaeological
surveys, but it could inhibit large-scale site-based 3D stud-
ies. The same can be said of the immensely popular Google
Earth, which is also designed for regional applications.

The realism inherent within 3D and VR models may
also be a limiting factor in their current application. 3D
and VR models are becoming almost too convincing,
which, at least, inhibits critical questioning and, at most,
can imbue these visualizations with a false sense of
authority (Lock, 2003). This, and their esoteric develop-
ment, has led Gillings (2005) to suggest that 3D and VR
models are seen to be self-evident, so they are developed
ex post facto without any hypotheses leading to the model
development and testing process. The end result is that
these showy visualizations are thus often dismissed
because they are seen to be “pseudoscientific” (see also
McCoy and Ladefoged, 2009).

Conventional use is changing, however. Barcel6 (2001)
argued that VR needs to move away from presentation
toward explanation, where the digital environments
become testable visual models in their own right. Herries
and Fisher (2010) tested 3D models of mineral magnetic
data against micromorphological, geochronological, and
stratigraphic ~ observations to illustrate complex

Data Visualization, Figure 2 The SACP4 project study area
within the Cape Floral Region of South Africa. Many sea caves on
the south coast of South Africa preserve paleoenvironmental,
paleoclimatic, and paleoanthropological records from the
Middle and Late Pleistocene. SACP4 is studying a series of caves
at Pinnacle Point in the heart of the Cape Floral Region.

spatiotemporal patterning in fire use at cave PP13B in
South Africa. F