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Introduction

Anastasios Brenner and Jean Gayon

The first two sections of this introduction provide an overview of the history of
philosophy of science in France. The last section comments on the specific content
and structure of the present book.

1 An Attempt at Periodization

For those who first encounter French philosophy of science the prominence of Gas-
ton Bachelard (1884—1962) comes as somewhat of a surprise. His thought does
not fit in easily with the familiar currents: neo-Kantianism, pragmatism, logical
positivism. His own labels — applied rationalism and technical materialism — are
perplexing. The reception of his works in English-speaking countries was belated,
and his influence there has been slight. Yet Bachelard was a prolific and an inven-
tive author. Trained in mathematics, physics and chemistry, he was quick to turn
philosophical reflection toward the new theories of his day: atomism, relativity and
quanta. His relentless efforts yielded some 20 books. From philosophy of science
Bachelard was led further to the study of imagination and poetry. He did not fail
to conceptualize his experience as a science teacher and later a professor of phi-
losophy, providing incentive remarks that could inspire pedagogical reform. His
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2 A. Brenner and J. Gayon

observations on the role of science in society could even be called upon in the con-
text of political thought. Georges Canguilhem (1904—1995), claiming to pursue his
legacy in the philosophy of medicine, initiated what can be termed a Bachelardian
school. In turn Michel Foucault (1926—1984) brought this school to the attention of
an international audience. Bridging at least three generations, Bachelard’s thought
continues to be felt in the works of several authors in this volume.

Yet when Bachelard came on stage, philosophy of science was already a well-
established discipline in France. His two thesis supervisors, Léon Brunschvicg
(1869-1944) and Abel Rey (1873-1940), had provided him with methods of inquiry
as well as an institutional setting. The former had initiated him to an original brand
of neo-Kantianism and convinced him of the decisive character of mathematical
reasoning in the sciences. Abel Rey had shown him how to elaborate a precise
philosophical reflection with respect to earlier changes in science: thermodynam-
ics, electromagnetism and atomic theory. There are also those important figures
of the past generation whose ideas at first inspired Bachelard and then to which
he reacted: Henri Poincaré (1854—-1912) and Pierre Duhem (1861-1916). Finally,
one should not forget the importance of Emile Meyerson (1859-1933) with whom
Bachelard was to constantly measure himself.

To reach the inception of philosophy of science, we must go back still further.
Auguste Comte (1798-1857) is certainly to be counted as one of its founding
fathers.! His Cours de philosophy positive provided an impressive picture of the
complete spectrum of the sciences and initiated several major topics of this new
field of studies.? The 50-year period that begins with the publication of the first
volume of this work in 1830 and ends in 1870 we may take as the founding years.
Various historical factors can be invoked to explain the emergence of philosophy
of science. The chemical revolution, the impact of industrial developments showed
the need to reconsider the synthesis provided by Diderot and d’Alembert in their
Encyclopédie. The French revolution carried with it projects of social reorganiza-
tion and educational reform. Comte’s initiative runs parallel to attempts occurring
in Europe at the same time, provoked by similar causes but carried out in different
manners: for example Bolzano’s Wissenschaftslehre (1837) and Whewell’s Philoso-
phy of the Inductive Sciences (1840).

Comte set the agenda in several respects for philosophy of science in France.
Positivism, in one form or another, dominated here the philosophical scene until
World War One, and even later thinkers who had relinquished positivism contin-
ued to pay tribute to him, most notably Canguilhem and Michel Serres.* First and
foremost there is Comte’s decision to favor a historical approach over a logical one.
Philosophy of science, he continually asserts, must be grounded on history of sci-
ence. This trend was to characterize in the main French philosophy of science. As
an attempt to direct philosophical reflection toward science and to make scientific
knowledge a model, positivism, in its various forms, has been intimately bound up
with a large portion of philosophy of science either as a source inspiration or as a
target for criticism: from Comtian positivism to logical positivism and even to post-
positivism. It is thus important to come to grips with the significance and role of
this doctrine. The Vienna Circle acknowledged a debt toward Comte, and one finds
in the latter at times some astonishing anticipations: Comte formulates an empirical
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criterion of meaning in order to exclude metaphysics and adopts with respect to the
development of science a resolutely sociological approach.®

Some of the questions considered essential by Comte however lost their impor-
tance or disappeared altogether. He went to great pains to draw up a classification of
the sciences and delimit the fundamental disciplines. By the end of the 19th century
science had given rise to much interdisciplinary research, and readers of Comte
could ironize on the limitations he imposed. On the other hand, topics to become
central such as measurement or theory confirmation did not receive much attention
in his works.

There were other important figures from this period: André-Marie Ampere
(1775-1836), Antoine-Augustin Cournot (1801-1877) and Claude Bernard (1813—
1878). Ampere’s Essai sur la philosophie des sciences (1834) is among the early
works to signal an autonomous reflection on science. Although it quickly fell into
oblivion, it is part of the story, as a book with respect to which both Comte and
Whewell could contrast their own conceptions.® Ampere provides a link with the
philosophizing that went on in the vigorous scientific movement of the 18th century
as well as a close reworking of the conceptions of the encyclopedists. He is however
best remembered for the controversial claim he made with respect to his major sci-
entific contribution that his mathematical theory of electrodynamic phenomena was
“entirely deduced from experience”. More subtle perhaps is the emphasis he places,
in introducing his theory, on the descriptive task of science and it separation from
metaphysical speculation. This prepared the ground for phenomenalist conceptions.
It also showed the need to develop a discipline that would take up those questions
left unanswered by science.

Cournot produced a series of noteworthy philosophical works, associating subtle
philosophical analysis with careful historical study, among others An Essay on the
Foundations of Our Knowledge (1851). In these works he breaks with the limits
imposed on science by Kant and goes beyond Comte’s harnessing of science for
social purposes. He does not shrink from addressing questions of origin, that of the
universe or that of life. Cournot provides an attempt to follow up the metaphysical
implications of science. Thus, in his view, science leads us to conceive our solar
system like an island in a boundless, uncentered universe. Cournot also develops, in
contradistinction to positivism and phenomenalism, a realist position in philosophy
of science.

Bernard, who made a number of significant contributions to medicine, went on
to reflect on his practice as a scientist. He explored the philosophical problems
raised by the life sciences and brought attention to the precise features of experi-
mental method. His Introduction to the Study of Experimental Medecine provided
the background for discussions throughout the 19th century.

The Franco-Prussian War in 1870 not only signals a change of political
system — the end of the Second Empire and the beginning of the Third Republic
— but led a whole generation to reflect on French science and to seek to emulate
the German university. We see here a second 50-year period running until the
end of the First World War in 1918. Ushered in by Paul Tannery (1843-1904)
and Emile Boutroux (1845-1921), this period is characterized by the institution-
alization of the discipline. While Tannery called on Comte’s pioneering studies,
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he sought to go beyond his very general and at times frankly superficial survey
and give rise to genuine historical research, reading and editing manuscripts and
correspondences. He thereby set the groundwork for the studies of Duhem and
Gaston Milhaud (1858-1918) who were intent on bringing out the philosophical
implications of scientific evolution. Boutroux, although primarily a historian of
philosophy, directed attention to science. Along with Charles Renouvier (1815—
1903), he brought the intricate conceptual system of Kant to bear on the scientific
problems of the day. To this effect he resorted to Comte, producing a peculiar
brand of rationalism and positivism.

It is telling of the attraction that philosophy of science exerted in those years to
learn that Henri Bergson (1859—-1941) was at first tempted to embrace this specialty.
As he confides to William James in a backward glance on his formative years:

My intention was to devote myself to what was then called “philosophy of science” and,
with this in mind, I set out to examine some fundamental scientific notions. It was the
analysis of time as it occurs in mechanics or physics that overturned all my ideas.’

The elaboration of his metaphysics is thus preceded by a period of philosophi-
cal scrutiny of science. And his mature thought develops claims with respect to
space, time, consciousness and life that have implications for philosophy of science.
There were those who sought to follow up the consequences of his thought in this
direction. But through the controversies he spurred and his insistence on questions
avoided by scientific research, Bergson was a thinker philosophers of science had
to contend with.

A succession of scientific revolutions was to provoke a reworking of the picture
of knowledge: non-Euclidian geometry, the theory of evolution, thermodynamics
and electromagnetism. One of the leading figures was Poincaré. His research in
mathematics convinced him that non-Euclidian geometry was not a mere fiction but
a fruitful conceptual construction. Meditating on the nature of geometrical hypoth-
eses, Poincaré advanced the idea that they are conventions. Thereby he rejected both
John Stuart Mill’s claim that they are empirical facts and Kant’s contention that they
are synthetic a priori propositions.

Duhem formulated a similar idea with respect to physics. Hypotheses are not
directly derived from experience; they are founded on the free choice of the theo-
retician. Indeed, Duhem condemns the Newtonian method of inductions and the
procedure of crucial experiment. Experimental refutation is more complex than it
was generally believed. This led to the holist thesis Quine was to formulate in the
context of a logical analysis of science.

These striking results were taken up by several philosophers and scientists.
Edouard Le Roy (1870-1954), a mathematician who had studied under Poincaré
before embracing Bergson’s philosophical perspective, perceived here the rise of an
intellectual movement that he labeled — it is worth noting — “a new positivism”.® This
reformulation of positivism captures in part what Duhem, Milhaud and Abel Rey
were striving to do. It attracted the attention of young Austrian scholars who were to
found the Vienna Circle and provides a connection between the philosophical tradi-
tions of France and Austria that deserves to be emphasized. However, the aim here
was to moderate Comte’s strictures on theoretical speculation and metaphysics.
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Le Roy emphasized the novelty of these reflections on science; he was one of
the first to make use of the term épistémologie or epistemology, as we shall sim-
ply transpose it here.’ The term designates in French usage philosophy of science
rather than theory of knowledge.'® What was being proposed was an investigation
precisely centered on scientific activity. This carried an implicit criticism of earlier
philosophy of science, as practiced by Comte and Ampere, and signaled a shift in
the discipline.

In connection with these debates over the nature of scientific theories were early
ventures to introduce philosophy of science into the university curriculum. One of
the first seems to have been Arthur Hannequin (1856—-1905), who around 1890 pro-
posed courses under this heading at the Faculty of letters of Lyon. In 1892 a chair
of “General history of science” was instituted at the College de France. Although
historical in orientation, the generality aimed at expresses a philosophical concern.!!
Shortly thereafter Milhaud set up a program of study in philosophy of science at
Montpellier. His endeavor was crowned by success, and a chair of history of phi-
losophy in its relation to science was created for him at the Sorbonne in 1909. This
chair was to play a pivotal role in the future of the field, being held successively by
Abel Rey, Bachelard and Canguilhem.

Although Meyerson belonged to the same generation as Poincaré and Duhem,
he published his first book Identity and Reality in 1908, and his philosophy came
to attract attention especially after World War One. The interwar years represent a
turn in philosophical reflection on science. Several prominent figures had disap-
peared during the war, and the new scientific theories called for a reexamination
of past views. Meyerson refused Poincaré’s recourse to induction and probability
as a way of justifying hypotheses as well as Duhem’s deductive and holistic solu-
tion. He called on common reasoning and a psychological study of science. The
hypotheses of science are plausible. The mind seeks identities, to which the real
opposes resistance. Trained as a chemist under Bunsen and well-versed in German
philosophy, Meyerson brought a different outlook as he became involved in discus-
sions in France.

Taking up Poincaré’s ideas, Abel Rey was careful to emphasize the tendency
toward realism. He was in particular struck by the recent discoveries of atomic
theory. Philosophy of science was to be based on history of science, and Abel Rey
was led to elaborate a historical approach based on techniques developed in the
social sciences. He was fortunate enough to have his thesis Physical Theory accord-
ing to Contemporary Physicists, a synthetic presentation of the turn-of-the-century
debates, seized upon by the logical positivists. Abel Rey was furthermore included
among Neurath’s collaborators to the Encyclopedia of Unified Science. However,
this promising connection between French conventionalism and Austrian positivism
was cut short. The First Congress of Scientific Philosophy was indeed held in Paris
in 1935, but logical positivism presented at this early stage a radical program,'? and
French philosophers by then were trying to shake off the long influence of positiv-
ism. Whereas the Vienna Circle and those associated with it were to have a strong
impact in English-speaking countries, it is to be noted that French philosophy of
science followed a very different pattern of development.
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Abel Rey had taken up Milhaud’s chair at the Sorbonne,"* and he brought about
the founding of the Institut d’histoire des sciences et des techniques."* The aim of
this institute was to encourage cooperation between the sciences and the humani-
ties. Several prominent scientists were involved, and it gave rise to significant inter-
national collaboration. Thereby was achieved a strong institutional recognition of
history of science and philosophy of science.

We may now return to Bachelard, who succeeded to Rey. He can be credited with
having forcefully directed philosophical attention to the latest scientific theories.
Along with Koyré, he was convinced that the succession of revolutions that had
shaken science since the discovery of non-Euclidian geometry called for a “philo-
sophical revolution”.’ Borrowing a phrase from Reichenbach, Bachelard spoke of
a “conflict of generations”,'® and he was quickly led to spell out the inadequacies of
the philosophical conceptions of his predecessors. In a typical passage of The New
Scientific Spirit of 1934, Bachelard states:

One understands (...) the rejection of Poincaré’s opinion concerning the supreme conven-
ience of Euclidian geometry. This opinion seems to us more than just partially erroneous,
and, reflecting on it, one derives more than a lesson of prudence in forecasting the destiny of
human reason. By correcting it, one is led to a genuine reversal of value in the rational realm
and one recognizes the essential role of abstract knowledge in contemporary physics.'”

Although Bachelard emphasizes the component of action in knowledge, he refuses
to let himself be drawn toward pragmatism. We know that Poincaré¢ called on sim-
plicity in order to defend the choice of Euclidian geometry as the language of
physics. After the advent of the theory of general relativity, such a position could
no longer be held. Bachelard not only invites us to take into account the global
simplicity of the theoretical system; he suggests the importance of consistency.
Science in its progress seeks to coordinate apparently divergent theories. This
leads to a transformation of rationality itself. Bachelard developed his philosophy
on broad lines. Following in this Duhem and Meyerson, he carried his philosophi-
cal inquiry into the field of chemistry — a science conspicuously neglected by the
Vienna Circle.'®

Bachelard clearly marks a transition in philosophy of science. One perceives in
his first book, Essai sur la connaissance approchée, how the idea of an “inductive
power of mathematics” took shape. One also learns how Bachelard realized from
the outset the meaning he sought to give to words like reality and realism:

Knowledge, if it is not to go against its principle of continual increase, cannot be tautologi-
cal. It must therefore imply, willingly or not, an unknown element in the substantive that
analysis claims to resolve into predicates. Thus one can turn down the realism of notions
while accepting as constant a progressive reification. This constructive ontology never
reaches its term, because it corresponds rather to an action than a finding. Should the object
be at one moment assimilated and rationalized as it were, erased as an obstacle, reduced
by analysis to its true nature as a notion; the same constructive process will then relate it
to a new irrational. Generalization in mathematics tends to absorb the fields that border on
the primitive field [...]. This constructed realism will therefore set down a whole series of
successive data. The elements will take on in these fields truly different existences, and it
will be by an abuse of ontology that we shall forget the conditions that pertain only to these
fields in order to transform them into properties truly belonging to the entities."”
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Let us emphasize the expressions of “constructive ontology” and “constructive real-
ism”, which summarize the epistemological ontology developed in the later works.

Bachelard is not content to reformulate positivism; he opposes positivism
altogether. Bachelard did not embrace logical analysis. He continued the histori-
cal approach, but affected a change in method. A continuist conception of scien-
tific evolution had dominated up until then, this most prominently in Meyerson’s
version: scientific knowledge evolved from common knowledge, and each stage
of science was historically linked with the precedent. A different model underlies
Bachelard’s view of progress, which is marked by a series of discontinuities,
both at the historical and the cognitive levels. It is accompanied by the insistence
on a “recurrent reading” of history: today’s science reveals the potentialities of
past science.

It was after World War Two that Bachelard, who had been elected to the Sorbonne
in 1940, gave full compass to the philosophical claims set out in the mid 30s and
acquired his ascendancy over the field. Yet invasion, fascism and deportations had
profound consequences on philosophy and justify our marking out a new period.
The years from 1945 to 1970 can be characterized as those of a rather autonomous
development: a deepening of this heritage in a direction leading away from ideal-
ism and an interaction with the intense debates over existentialism and political
theories.

Canguilhem, who succeeded to Bachelard in 1955 at the Sorbonne (chair of his-
tory and philosophy of science), is often closely associated with the latter as a key
figure of the “French style in philosophy of science”. Both authors indeed empha-
sized the necessary link between history and philosophy of science, and they were
equally opposed to any kind of analytical approach to philosophy of science. Fur-
thermore, Canguilhem had a strong personal relationship with Bachelard, and an
impressive institutional and intellectual network developed around the two of them.
Thus the “Bachelard-and-Canguilhem” style moulded the ethos of most of French
philosophy of science in the second half of the 20th Century. Nevertheless Canguil-
hem’s approach to philosophy of science is sensibly different from Bachelard’s.
The two philosophers differed first by their subject matter. Whereas Bachelard had
a scientific background in mathematics, physics and chemistry, Canguilhem started
on a medical curriculum shortly before World War Two, which led him to defend
in 1943 a MD thesis on the concepts of the normal and the pathological.*® Under
the title Le normal et le pathologique,*' this work remains today one of the most
important in philosophy of medicine. It has been translated into English? and in a
number of other foreign languages. Though Canguilhem’s reflection on the life sci-
ences extended far beyond medicine, it continued to be deeply influenced by his pri-
mary interest in medicine. A second important difference between Canguilhem and
Bachelard is the former’s major interest and investment in history of science. For
Canguilhem, the effective practice of history of science was immensely important
for philosophy of science. Almost all of Canguilhem’s writings after 1943 closely
combine the most rigorous approach to history of science (which earned him the
prestigious Georges Sarton Medal) and a kind of philosophy of science based on the
conviction that the genesis of concepts sheds irreplaceable light upon the problems
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of philosophy of science.” This doctrine and, probably more importantly Canguil-
hem’s vivid example, certainly contributed to shape the spirit and method of the vast
majority of French philosophers of science in the past 50 years.*

In the late sixties and early seventies two new directions emerged: on one hand,
the application of philosophical reflection to a larger variety of objects and, on the
other, an opening toward other traditions.

Foucault acknowledged his debt toward Canguilhem,? who reversely considered
that Foucault had more radically accomplished his own program. He developed
Bachelard’s and Canguilhem’s “historical epistemology”,*® giving it a broader and
more systematic orientation. Foucault did not indeed limit himself to philosophy
of science proper, but sought to track down the interrelation of our elements of
knowledge. He contested traditional separations, emphasizing the relation between
knowledge and power. This led to his archeology of knowledge and his histori-
cal ontology. Whereas Bachelard was interested in revolutionary science, Foucault
turned toward the reorganization of systems of knowledge over the long term. He
sought to map out the trajectory of concepts and practices, that is the precise condi-
tions of their historical constitution.

There is also a close connection between Canguilhem and Frangois Dagognet
(see the chapter by this author in the present volume). After training both in philoso-
phy and medicine (psychiatry), Dagognet (born in 1924) who was also Bachelard’s
protégé, first devoted himself to history of biology and medicine (resulting in a
major book on Pasteur),”” and to philosophy of medicine (his book on “remedy’’).?
Although Dagognet came to occupy the same chair of history and philosophy of
science as Bachelard and Canguilhem, and played an institutional role quite similar
to Canguilhem, his writings (numbering more than 60 books) extend to many more
subjects than his mentors. Not only did he write on a huge array of scientific and
technological topics going far beyond biology and medicine), but also on almost
all possible subjects in philosophy, including morals, politics, religion, and art. The
most distinctive trait of his thinking is to have attempted systematically to reevalu-
ate a number of traditional philosophical problems in the light of present scien-
tific knowledge. We know of no other contemporary philosopher who could more
vividly illustrate Canguilhem’s dictum: “Philosophy is a reflection for which any
foreign matter is good — and we hasten to add — for which any good matter should
be foreign”. As Bachelard, Canguilhem, and Foucault, Dagognet always felt alien
to logical empirism and analytic philosophy.

On the other hand, Jules Vuillemin, Gilles-Gaston Granger and Jacques Bouver-
esse attracted attention to logical empiricism and analytic philosophy, leading to
an attentive examination of these currents. Vuillemin (1920-2001) came from the
school of historians of philosophy that had formed around Martial Gueroult. He had
followed the teaching of Bachelard and Cavailles. In his early works on Descartes
and Kant he endeavored to bring out the connection between their metaphysical
ideas and the scientific method which inspired them; he was intent on revealing
the axiomatic organization underlying their philosophical systems. Vuillemin was
thereby drawn to analytic philosophy, which he helped to propagate in France.”
However he did not hesitate to express his reluctance to give up historical inquiry:
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Making my way (...) a difference between me and the majority of Anglo-Saxon analysts
emerged. There were those who, singlemindedly interested in chasing down grammatical
errors in the talk of philosophers, forgot the existence of scientific languages. But even those
who applied the method of “rational reconstruction” to these latter more often imposed on
them principles of their own choice. I resisted this violence done to history, and trusted in
the sciences such as they are, and not such as they should be. Moreover, it is presumptuous
to neglect the philosophical tradition.*

As for Granger (born in 1920), he had explicitly assigned himself from the very
beginning the task of bringing together the threads of rational inquiry that had sep-
arated into two antagonist currents at the beginning of the 20th century: Anglo-
American schools of thought resorting to logical and linguistic analysis as opposed
to Continental ones devoted to conceptual and historical study.’! Bouveresse (born
in 1940), in turn, devoted much energy to exploring Wittgenstein and the Austrian
tradition, which he brought forcefully to the attention of the French philosophical
community. Going beyond this source of inspiration he has produced an abundant
series of original and vigorous studies on knowledge and science.*

Yet when logical empiricism came to receive sustained attention in France, it was
no longer a dominant movement. It had come under severe criticism both by phi-
losophers using logical methods but rejecting its dogmas as well as by philosophers
calling on history. Analytic philosophy had likewise undergone changes; logic had
been in some quarters replaced by ordinary language. Thus Carnap, Reichenbach
and Russell were studied along with the second Wittgenstein, Quine, Popper and
Kuhn. Logical empiricism had by then become the object of critical scrutiny and
historical examination. This would eventually lead to a series of studies that could
be seen to converge with a program of research in the origins of logical empiricism
and the sources of analytic philosophy.

2 Methods and Objects

In the course of its development philosophy of science changed considerably.
Various manners of characterizing reflections on science were proposed. Although
Comte was concerned with general issues, he was careful to distinguish the sciences
with respect to method and object. Philosophy was thus applied in turn to each fun-
damental science, and Comte most often used the term philosophy with a defining
adjective: “mathematical philosophy, astronomical philosophy, physical philosophy,
chemical philosophy and biological philosophy”.** This gave rise to what has been
named regional epistemologies; philosophical considerations are to be formulated
with respect to specific scientific context. There is however a certain ambiguity
here: is such reflection part of the sciences considered or something autonomous?
In earlier usage philosophy could designate simply the essentials of a scientific
field, its principles and methods. Later Ernest Renan was to coin the generic expres-
sion “scientific philosophy”.>* He thereby referred to a particular tradition in French
thought devoted to be sure to science but also naturalistic in orientation. In addi-
tion he was intent to promote a rigorous philosophy based on the model of science,
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which could be seen to lead to a form of positivism better called scientism. The
expression scientific philosophy was to remain in use alongside philosophy of sci-
ence. But philosophical reflection came to mark its difference with respect to the
sciences that constitute its subject matter — a metadiscourse.

What characterizes a large portion of French philosophy of science is the impor-
tance allotted to history. This is apparent in the early formulation of the discipline
by Comte as well as its later institutional establishment. Of course, a historical
approach can be pursued in many ways, and in the context we are examining, it
indeed gives rise to a variety of styles of research. One direction consists in ground-
ing philosophy of science upon the history of science. In the absence of empirical
testing, history of science provides a means of assessing philosophical conceptions
of science. This is particularly clear in Duhem. His Aim and Structure of Physical
Theory furnished an analysis of the stages involved in the construction of a scien-
tific theory. But this “logical analysis”,* as he termed it, was to be followed by a
historical study, and the numerous volumes he devoted to the evolution of science
since Antiquity bear witness to this preoccupation. Such a method was followed by
many of his contemporaries, for example Meyerson and Brunschvicg. Post-posi-
tivists were later to call on this tradition in their effort to reassert the importance
of history, and this was one of the trends of the French tradition that received the
most sustained interest abroad. Yet if it is reasonable to require that philosophical
conceptions be justified in some sense by the historical record, it is not obvious that
philosophy should be modeled solely on the scientific method of empirical testing.

Another significant line of research is directed toward the history of philosophy
in its relation to the sciences. It was encouraged by scientifically inclined histori-
ans of philosophy, such as Boutroux. Milhaud in introducing philosophy of science
within the university curriculum was careful to link this specialty with the history
of philosophy, which has always played an important role in France. The study of
the scientific background provided a promising way to renew the interpretation of
the great systems of the past. Koyré, in turn, formulated a philosophically oriented
history of science. He revealed the philosophical motivations underlying the works
of Galileo and Newton among others. The early writings of Vuillemin and Granger
further scrutinized the connection of science and metaphysics in Aristotle, Des-
cartes and Kant.

Bachelard had misgivings over antecedent conceptions of scientific growth as a
continuous process, exemplified in particular by Meyerson. He set about to elab-
orate what has been named a “historical epistemology”.* Study of past science
still retained to be sure its importance. But it was to be placed within a clearly
discontinuist conception, inspired by the recent discoveries in science. Scientific
revolutions are accompanied by breaks between common knowledge and scien-
tific knowledge. Bachelard made explicit the position from which the philosopher
observes the past: a reading is accomplished with respect to current science and
must be continually renewed.”” This perspective set the agenda for the intricate and
subtle historical studies pursued by Canguilhem and Foucault.*®

Recently has emerged a conscious effort to understand the history of philosophy
of science. French studies in this area are not unrelated to an ongoing program of
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research at the international level.* One of the aims of this program is to explore
the origins of logical empiricism and the sources of analytic philosophy. Different
motivations may underline this historical perspective: one may wish to encourage a
reappraisal of these movements, after the diverse criticisms leveled at them by their
antagonists or hope to bridge the divide between Anglo-American and Continen-
tal traditions. This program has taken a particular turn in France leading also to a
study of phenomenology, a current whose influence was strong. Husserl’s connec-
tion with Austrian thought has been emphasized. In addition French philosophy of
science prior to Bachelard has become the object of a more thorough and systematic
investigation.*

Philosophy of science, which during its early development had concentrated on
theory, gradually expanded its compass to include the concrete aspects of scientific
activity. The advent of a philosophy of action, Bergson’s claim that humankind is
best described as homo faber and turn-of-the-century debates over experimental
method initiated a shift. Each scientific instrument has its own theory, whose purpose
is to explain how it works and how it is to be applied. In turn the theorist must take
into account the approximate nature of observations. Observatories and laboratories
are vast networks of instruments. A sharp boundary between theory and practice is
brought into question. Instrumentation reacts on the theoretical construction.

Nevertheless Bachelard’s move away from the idealism that had dominated until
then opened up a new path. The “applied rationalism” and “instructed materialism”
of his later thought made it possible to truly take into consideration other aspects
of science. His “phenomenotechnics” was seen as a call for a precise description
and careful analysis of the material aspects of science. This led to an interest in
machines and technology that his followers were to take up: Canguilhem, Gilbert
Simondon (1924-1989) as well as Frangois Dagognet and Bruno Latour (born in
1947).4! Philosophical reflection was applied to numerous unusual objects: facto-
ries, automata, computers, airplanes, spaceships. Along similar lines Dominique
Lecourt (born in 1944) has explored the interaction between humankind and sci-
ence, the fears provoked by technology and the myths surrounding progress.*

Although there was some resistance on the part of French philosophers — and also
mathematicians — to the development of mathematical logic, it would be wrong to
think that there was no interest in applying formal methods in philosophical reason-
ing. Poincaré, who was preoccupied by the foundations of geometry and arithmetic,
provided an examination of the construction of our notion of space, which calls
resolutely on mathematical reasoning. Duhem, who was in the process of develop-
ing a highly deductive presentation of thermodynamics, formulated a precise analy-
sis of the structure of physical theories. He came close to what has been called the
standard view of scientific theories.* If modern logic makes it possible to reach a
more precise formulation, the main outline was nevertheless in place: theories are
axiomatic systems in which the theoretical concepts receive meaning in terms of
observables with the help of correspondence rules. One understands how logical
positivists could find inspiration in the work of these philosopher-scientists. During
the first half of the 20th century there were indeed several significant attempts in
applying logic or mathematical methods to philosophical problems by Louis Coutu-
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rat (1868-1914), Jean Nicod (1893-1924), Jean Cavailles (1903—-1944), Jacques
Herbrand (1908-1931), Albert Lautman (1908—1944), all tragically cut off short —
that the loss was not easily compensated may point to the difficulty of forming spe-
cialists in this field within the French educational system.* It was as if everything
had to be started over again after World War Two.

Following this interruption, there were several meritorious attempts to reestab-
lish philosophically inclined work in logic.*’ Robert Blanché (1898-1975), although
somewhat isolated, published many books on logic, its history and the foundations
of mathematics, providing an account of new developments in many-valued systems
and modalities. Roger Martin was instrumental in setting up a program of study in
logic within the philosophical curriculum at the Sorbonne. The reception and dif-
fusion of research in this area however was somewhat belated in France. Scholars
interested in the analytic tradition, such as Maurice Boudot, Maurice Clavelin and
Jean-Claude Pariente, still had to push in the 1970s and 1980s for a better knowl-
edge of logic.*® More recently there has been the work of Philippe de Rouilhan
and Jacques Dubucs, who have established a noteworthy program in logic within
the Institut d’histoire et de philosophie des sciences et des techniques. One may
also signal a line of development in deontic logic, initiated by the Polish logician,
Georges Kalinowski, who settled in France, followed up by Jean-Louis Gardies and
more recently by Patrice Bailhache.

There has been a slow but steady increase of interest in logic in France, which
has accompanied the advent of analytic philosophy. However as philosophy of mind
has now come to replace philosophy of language, it is to be feared that this interest
may slacken.*’

3 Philosophy of Science in France Today

In the two previous sections, we sought to present the origins, the development and
the major tendencies of French philosophy of science on the long run. We shall now
characterize the intentions and scope of the present volume.

The origin and purpose of the book deserves being explicated. Although the two
editors are known to have dwelt on several figures and aspects of “French episte-
mology” (i.e. philosophy of science),® they did not want to produce another his-
torical book. What we proposed to Springer was to publish in the Boston series of
Philosophy of Science a collection of essays by significant contemporary French
figures in philosophy of science. For several decades, the publisher had been will-
ing to provide such a volume, but all attempts seem to have failed because of the
rivalry between schools of thought and networks, and of the sometimes highly con-
flictual character of the relationships between individuals. The absence of a society
of philosophy of science was probably both a sign of the difficulty and an obstacle
to the realization of a volume of the present sort. Whatever the causes, the fact is
that the project of the present volume emerged in 2004, shortly after the creation
of the Société de philosophie des sciences in 2002.*° The Society was not involved
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in any way in the elaboration of the volume, but the context it gave rise to certainly
favored the feasibility of the project through a tight cooperation between the two of
us and Springer.

Here is the method that we applied. We first made a confidential list of 16 possi-
ble authors, which was raised to nineteen, the directors of the Boston series, Jiirgen
Renn and Kostas Gavroglu, expressing the wish that “all ideas and themes of French
Philosophy of Science be represented”. Throughout the process we kept several
concerns in mind. First, the length of the chapters should be reasonable enough so
that the authors could develop their subject and provide a reliable image of their
style of thought. Correlatively, the volume should not exceed the limits allowed by
Springer. Beyond these material constraints, we wanted the authors to be represent-
ative both in terms of national and international recognition. We wanted the texts
to be genuinely original, and provided in English. We did not want the papers to
be comments on “French philosophy of science”, but rather a sample of significant
contributions reflecting what philosophy of science is today in France. We also took
seriously the publisher’s concern that the book be thematically coherent and repre-
sentative, and truly constructed, rather than a series of free contributions. With this
in mind, we elaborated a provisional outline of the volume that was sent to all pro-
spective authors, with the names of contributors, and a relatively precise definition
of the topics that we proposed to them, in function of their own work. This method
excluded the possibility that several papers dealt with the same topic. But it raised
a serious difficulty, because it resulted in not inviting several colleagues for whom
we had high esteem. Out of the 19 authors contacted, one did not answer because
of illness, two declined because they did not want to be labeled as “philosophers of
science” (although major international figures in that respect), and three renounced
because they were not able to provide their paper in time. We decided not to contact
new authors, first because we did not want to modify the list of contributors that had
been sent to the invited authors, and, secondly because the overall result fitted well
with the general outline of the volume, except for philosophy of logic and math-
ematics, which constitutes an obvious gap of this book.

The book is divided into six parts. The first two parts deal with general issues in
philosophy of science. Part I treats of styles in philosophy of science. Anne Fagot-
Largeault offers a classification of methodological styles in philosophy of science at
an international level. Daniel Parrochia presents a classification of styles in philoso-
phy of technology with particular emphasis on the French case. In Part II, entitled
“General philosophy of science”, Anastasios Brenner and Sandra Laugier examine
two major traditional problems, theory choice and realism, and analyze the interac-
tions, analogies and differences between important American and French philoso-
phers on these subjects (Duhem, Meyerson, Bachelard, Quine, Kuhn).

The four other parts of the book bear upon subjects related to special scientific
areas. Part III contains two essays in philosophy of physics, and one in philoso-
phy of chemistry. Cohen-Tannoudji and Zwirn, both physicists and philosophers,
characterize modern physical theory, with a different approach: Cohen-Tannoudji
offers a rational reconstruction of the intellectual itinerary of 20th physics; Zwirn
favors a discussion of the issue of realism in the physics of today. The third chapter
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of Part III is devoted to chemistry, a scientific discipline that inspired important
contributions by French or French-speaking philosophers of science in the 20th
century (especially Duhem, Meyerson, Metzger, Bachelard, Stengers). Bensaude-
Vincent relies on these authors, and on more recent authors worldwide, to contend
that chemistry requires “a philosophy of its own”, based upon the recognition of
the irreducibly technical aspect of chemistry (“knowing through making™), and the
subsequent necessity for philosophers of taking history of science seriously.

Part IV deals with the philosophy of life sciences. Frangois Dagognet, known for
his important work in the history and philosophy of medicine, claims that pharmacy
and pharmacology should be more seriously considered by philosophers, because of
the inextricable mixture of science, technology and moral problems exhibited by its
history. Claude Debru summarizes his own philosophical work on the physiologi-
cal sciences (especially paradoxical sleep and the classification of leukemia), and
defends “the idea of philosophy as an interpretative, reflective and speculative activ-
ity which can be practiced within science as well as about science”. Jean Gayon
offers a characterization of “philosophy of biology” as it has developed in the past
30 years approximately at an international level.

Parts V and VI bear upon human sciences, or at least, sciences for which humans
are central: behavioral sciences, cognitive sciences and economics. Joélle Proust,
who was until recently the only French philosopher to engage in the modern debate
on function, a debate that has raged in philosophy of biology and philosophy of
psychology since the early 1980s, supports a theory of function alternative to the
two traditional “systemic” and “etiological” theories of function, and applies it to
the notion of “mental function”. Daniel Andler offers a broad picture of the origins,
scope and structure of cognitive science. Andler denies that philosophy of science
should aim only at solving foundational and methodological issues, or particular
conceptual puzzles: “there is also the more general concern of providing a perspec-
tive on the structure and dynamics of a field, its relations to other areas of inquiry,
its purported limitations or misconceptions, its future directions”. Part VI is entirely
devoted to economics, with an essay by Philippe Mongin, who convincingly shows
that Duhem’s methodological holism (rather than the radical version of epistemo-
logical holism defended by Quine) provides a fascinating tool for examining the
testability (or rather untestability) of expected utility theory.

How far do these contributions illuminate the question of whether contemporary
French philosophy of science has a distinctive character? As we already said, the
purpose of this book is not to give a direct answer to this question. We did not ask
the authors to confront it, but rather to write an essay on a topic of their own, and
one most able to illustrate the character of their style of thinking for an international
audience. Most of our contributors asked us whether they should offer a review
of French literature on the question. Our response was that they were free to do
so if they thought it necessary, but that this was not a requirement: they were free
to treat their subject with the method and with the help of the literature they felt
appropriate.

Nevertheless, the present introduction is an exception to the rule of the book.
The first two sections endeavor to describe the particular paths taken by French



Introduction 15

philosophy of science in the 19th and 20th centuries, and offer a few conjectures
about the possible coherence of this history. In this third section, we cannot avoid
drawing some lessons from the contemporary contributions that we have received.
Of course, we are aware that our sample is quite restricted, and probably biased,
although we have attempted to be as open to various schools and networks as
possible. But precisely because we did not ask the authors to make a statement on
“French philosophy of science” and to defend it, we can the more freely venture to
extract from our sample several tendencies that were not predictable from the onset,
given the rules we had proposed to our authors. Readers, especially non-French
readers will be free, of course, to draw their conclusions from their own perspective,
and we do expect that this kind of dialogue will arise. As far as we are concerned,
four general tendencies can be seen in the material that we have gathered.

First, one may ask how many authors felt the necessity of explaining what phi-
losophy of science in general is or should be. Eight authors have explicitly faced this
issue, and clearly considered it a decisive issue, intimately related to their way of
practicing philosophy of science. This is not a surprise in the case of the first chap-
ters, dealing with “Styles in Philosophy of Science and Technology”. But a similar
concern, with one exception, appears in all the other parts of the book: Brenner in
Part II, “General Philosophy of Science”, Bensaude-Vincent in Part III, “Physical
and Chemical Sciences”, Dagognet, Debru and Gayon in Part IV, “Life Sciences”,
and Andler in Part V, “Philosophy of the Behavioral and Cognitive Sciences”. All
agree that history (history of science and technology, but also history of philosophy
and social history) matters to philosophy of science. All of them seem also to be of
the opinion that, with or without history, there is more to philosophy of science than
just foundational, methodological or particular conceptual puzzles in this or that
area of scientific investigation. Andler (already quoted), summarizes nicely a rather
general feeling among these authors, a feeling that reminds us of Auguste Comte:
one of the legitimate ends of philosophy of science is to provide “a perspective on
the structure and dynamics of a field”, either from within the chosen field or by
reflecting on its relations with technology, society and history by and large.

Of course, there is nothing extraordinary in such positions. Other national tra-
ditions in philosophy of science would most certainly include spontaneous asser-
tions about the issue of what philosophy of science may or should be. Once again,
this was not explicitly requested of the authors. More than half of them did it, and
not only those committed to general philosophy of science. This may be related to
rather deep doubts and conflicts concerning the nature and limits of philosophy of
science in France today. Furthermore, all these authors insist on the importance of
history — something that would probably not be expected in the case of many other
countries, especially those that significantly contribute to the international literature
in the field of philosophy of science.

Our second observation is about the relative importance of the human sciences.
Mere counting of the number of pages devoted to the philosophy of human sci-
ences tells us something. Of course, as editors, we tried to keep the authors of these
sections (psychology, cognitive science, economics) within the assigned limits.
We were surprised, however, by the density and the personal commitment of these
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papers, and we finally decided not to authoritatively impose abridgement. These
contributions testify to the importance of this domain in contemporary philosophy
of science in general, and more especially in France. Let us note that the last three
chapters of the book are totally alien to any kind of hermeneutics, historicism, rela-
tivism or social constructivism. The three authors concerned are more or less ana-
lytically inclined, and have nothing to do, for instance, with schools of thought
inspired by philosophers such as Michel Foucault or Paul Ricceur, not to speak of
Pierre Bourdieu, Gilles Deleuze or Jean Baudrillard (we are aware here that we
point towards very different styles of thought). Nevertheless, we may observe that
their work arises in a national context where the status of the human and the social
sciences have always been a major concern for the French intellectual community,
and especially for French philosophers of science (again, the historical example of
Auguste Comte remains here as a touchstone).

Our last two observations aim at locating the sample of papers that we have
collected relative to general trends in philosophy of science today worldwide. It
is often said that since the mid 1960s, philosophy of science has experienced two
major shifts, the “historical turn” and the “regionalist turn”. These two shifts went
in the same direction: they testified to a certain skepticism regarding the idea of a
general and timeless theory of science. It is worth asking here how far this volume
confirms or not these tendencies in the French case. As for the historical turn, we
said earlier that more than half of the authors in this volume explicitly defend the
claim that “history matters to philosophy of science” in one way or another. Thus, in
a sense, contemporary French philosophy of science illustrates the general tendency.
But two reservations should be made. First, for most of these authors, the dictum
“history matters to philosophy of science” is not the result of a “shift”. Although
Thomas Kuhn has been as popular in France as everywhere else (as reflected in
this volume by Brenner’s and Laugier’s papers), the interest of philosophers of sci-
ence for history is rooted in an earlier tradition, which in reality was so powerful in
France throughout the 20th century that Kuhn was received more as a confirmation
than as a revolution — even though this idea may rest on serious misconceptions
about Kuhn’s thought. Secondly, the overall picture given by the present book is
definitely that of a rather deep disagreement about the role of history in philoso-
phy of science. Although they are a minority, the papers by Zwirn, Proust, Andler,
Mongin, are not historically inclined. Furthermore, had we taken a larger sample
of philosophers of science, especially including younger scholars, we would have
observed in all likelihood a strong tendency toward non-historical work, both in the
fields of general and special philosophy of science. We may also note a hardening
of the rivalry (or divorce?) between the two schools of thought, the historically
inclined and the analytically inclined. This conflict, of course, has nothing excep-
tional, but it is particularly harsh today in France, because of both the strength (and
fertility, we should add) of the traditional historico-critical school and the vigor of
the new analytically oriented one.

As for the regionalist turn, things are clearer. Out of the 13 chapters of this book,
nine belong to special philosophy of science, which therefore seem to weigh more
in our country than general philosophy of science. It could be objected that this was
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the result of the editors’ choice. However, we think that our choice reflects honestly
(though very partially) the best of philosophy of science in this country. It also
echoes a long-term orientation of French philosophy of science underlined in the
previous sections of this introduction. Since the French do not equate “epistemol-
ogy” with the theory of knowledge, but with a critical reflection on the sciences
as they historically existed or now exist, room for a purely general and normative
philosophy of science has always been more restricted in France than elsewhere.
This is not to say that few people are interested in general philosophy of science in
this country. On the contrary, many of them are. But, with the significant exception
of an increasing number of analytical philosophers, general philosophers of science
tend to treat their subject with the spirit and methods of history of philosophy, a
discipline which goes on occupying the most central role in academic training in
philosophy in France. In a sense, the four papers in general philosophy of science
included in this volume illustrate this tendency.

This being said, the common grid of the historical regionalist turn might well be
a poor criterion for assessing the distinctiveness or non-distinctiveness of French
contemporary philosophy of science. In the first chapter of this volume, Anne Fagot-
Largeault suggests that three heterogeneous traditions have for a long time coex-
isted under the name of “philosophy of science”: “formal philosophy”, “historical
epistemology”, and “philosophy of nature”. Formal philosophy is analytic philoso-
phy applied to problems and methods belonging to science. Historical epistemology
is based upon the principle that the genesis of problems, concepts, methods, and,
possibly, the social structure of science, is key to a proper philosophical understand-
ing of science. The expression “philosophy of nature” (or “natural philosophy”) is
taken by Fagot-Largeault in a particular sense, defined as “speculative philosophy,
grounded in scientific knowledge and data, going beyond just what those known
data allow to assert, with a view to seizing a unity or rationale in the ways nature
is constituted”. This involves both an attempt to synthesize the available scientific
knowledge and, quite often, a more or less bold metaphysical reflection. According
to Fagot-Largeault, this is the kind of philosophy of science that is most often devel-
oped by scientists, especially brilliant scientists (such as Whitehead, Waddington,
or Schrodinger). But it is also the kind of “philosophy of science” found in gen-
eral philosophers who explicitly try and develop a metaphysics inspired by positive
science, and who most certainly would refuse the label “philosopher of science”.
Bergson is a nice example.

Then, if we accept this original taxonomy, how does it apply to the present book,
and, more generally, to French philosophy of science? On the whole, formal phi-
losophy of science and historical epistemology are both represented in this book,
although not equally (see above the paragraph on the “historical turn”). The bal-
ance, after all, could change, like in other countries, in one or another direction. As
for the genre of “philosophy of nature”, it seems quite obvious that it constitutes
an important horizon for a majority of authors in this volume. Most of them come
to agree in the final analysis that the boundary between science and philosophy
is uncertain. Some of them (e.g. Fagot-Largeault, Parrochia, Cohen-Tannoudji,
Dagognet, Gayon, Debru) would most certainly concur with Andler that one of the
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main tasks of philosophy of science, and not the least, is to provide comprehen-
sive views of entire scientific areas and the possibility of an active dialogue with
scientists in that perspective. Others (Brenner, Laugier, Bensaude-Vincent), come
to the same conclusion on the basis of their more explicitly historical approach to
philosophy of science.

This sympathy of French philosophers of science for “natural philosophy” (sensu
Fagot Largeault) is probably shared with a lot of philosophers of science all over the
world. But we believe that this is distinctively important in France because of the
long lasting Comtian positivist tradition, which emphasizes so much the intrinsic
value of science, that is to say the idea that the sciences — not a normative phi-
losophy of science — pose their own norms of rationality. In such a historical con-
text, one may expect that genuine scientists will play a major role on the theatre
of philosophy of science. They won’t be conventionally identified as professional
“philosophers of science”, but they will significantly contribute to the philosophical
debate over science. For instance, to take just a few legendary examples, the math-
ematician René Thom, the physicists Louis de Broglie or Bernard d’Espagnat, the
biologists Jacques Monod or Frangois Jacob, have probably had a greater impact
on the national and international scene of philosophy of science than most (and
perhaps all) French philosophers of science of the second half of the 20th century.
Again, this is not to say that similar figures do not play a similar role in other places.
But we think that the French intellectual world is more inclined to produce such
figures and to give them an important role in philosophy of science.

This of course is a free conjecture of our own which would require extensive
comparative work to be tested. As already said, the purpose of this volume is not to
offer a collection of meta-philosophical studies, but rather to give a concrete sample
of what philosophy of science looks like in France today. We hope that the sample
offered here will fulfill this expectation, and foster the development of fertile inter-
action in philosophy of science worldwide.
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Part I
Styles in Philosophy of
Science and Technology



The Legend of Philosophy’s Striptease
(Trends in Philosophy of Science)

Anne Fagot-Largeault

The title is meant to tease the reader and attract his/her curiosity, but the question
behind the teasing is serious. The reader will gently excuse the unconventional gait
of a chapter that originated as an invited lecture given in Paris, at the HOPOS 2006
June conference. Doing philosophy of science requires having been trained both in
philosophy and in (at least some) science. That is already a challenge. Studying the
history of philosophy of science (which is what “hopos” means) might require hav-
ing been trained as a historian as well. As life is short, and no one is omniscient,
philosophy of science and its history can only be the endeavour of a community of
researchers. A common endeavour calls for, if not a plan, at least a common ration-
ality. What follows is about doubts and hopes, and about the reasons we have for
tolerating, and even loving, a variety of styles in the ways philosophy of science is
practiced.

A rough survey of notorious works in philosophy of science will suggest (at
least) three different styles. The argument goes through five points, with the sub-
titles: 1. Science and philosophy, 2. The legend, 3. Beyond the legend, 4. Styles in
philosophy of science, 5. New questions, emerging styles?

1 Science and Philosophy

Is the relation between science and philosophy internal or external? Does science
belong to philosophy, is philosophy inherent in science, are science and philoso-
phy independent of each other? Let us here contrast two philosophers who were
contemporaries, with very divergent views on the relation between science and
philosophy.

A. Fagot-Largeault (><)

College de France

11 place Marcelin Berthelot

75005 Paris, France

E-mail: anne.fagot-largeault@college-de-france.fr

A. Brenner, J. Gayon (eds.), French Studies in the Philosophy of Science, 25
DOI 10.1007/978-1-4020-9368-5_2, © Springer Science+Business Media B.V. 2009



26 A. Fagot-Largeault

1.1 “Science Generates Philosophy” (Bachelard')

The French philosopher (and physicist) Gaston Bachelard would encourage young
philosophy students to read scientific publications, to get to know researchers in
science, to go to the laboratory and see them work, or even to do laboratory work
themselves. He called the plunging into science at work an experience of “meet-
ing double transcendance”, that is, an experience of exposing oneself to be sanc-
tioned both by hard facts, and by the criticism of other members of the group.
He was convinced of two things. First, numerous philosophical questions emerge
from science itself, and those are real questions, that is, questions about how the
world really is. Second, philosophers should risk conjectures that are vulnerable
to refutation or correction by scientific results, rather than taking refuge in unfal-
sifiable “intuitions”. Bachelard indeed thought that “science does not get the phi-
losophy it deserves™, because philosophers tend to indulge in autistic speculation,
while scientists too often satisfy themselves with primitive metaphysical beliefs.
The philosophy science deserves would be a “discursive metaphysics open to

rectification’.

1.2 “Science Does not Think” (Heidegger)

The German philosopher Martin Heidegger is well aware of the provocative tone of
his claim when, in a series of lectures that were given during the Winter semester of
the academic year 1951-1952, he declares:

Science does not think, and cannot think; indeed, that is what constitutes its chance, that
which secures its own way of proceeding. Science does not think. A shocking assertion. Let
it be shocking, even if we complete it with another assertion: that science is always some-
how related — in its peculiar way — to thinking.*

This does not merely assert that practicing scientists do not have time for leisurely
philosophizing. What Heidegger means is that there is a gap, a fracture between
science and philosophy. It is common knowledge that he ascribes the fracture to
the technological drift of contemporary science: when you want results, you can-
not think. (Then, only in the old times, when science meant contemplation, when
it aimed at pure, disinterested knowledge, only then, perhaps philosophy and sci-
ence were one and the same?) But there is more to Heidegger’s charge against the
quest for power. The leitmotiv of the 1951-1952 course is: “up until now, Man has
done too much, and thought too little” (ibid). Acting keeps mankind from thinking.
What'’s thinking? Meditating. A solitary journey. Note that Heidegger adds that even
philosophers may publish a lot and think very little. At any rate, an activist science
is foreign to philosophical thinking.

Heidegger’s way (science is technoscience, and technoscience is unrelated to
serious philosophy) may be safer than Bachelard’s (scientific investigation is philo-
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sophical by its nature). The poet and essayist Paul Valéry, who enjoyed the company
of scientists and philosophers, lucidly warned them:
In our times metaphysics was seen to be caught by surprise in the variations of science, and
eventually bullied in the most hilarious manner. That’s why I’d happen to think that, if I

were a philosopher, I would endeavour to make my philosophical reflection independent of
any knowledge that new experience might shatter.’

2 The Tale of Philosophy’s Striptease

In the late 20th Century many a philosopher feared that philosophy was about to
disappear, at least from university education. Philosophy is in danger, they said, it
needs to be rescued. Or they would tell, as did Stephen Toulmin with a touch of
humour, “how medicine saved the life of ethics”¢, and did not save the life of epis-
temology... Where did the threat come from?

2.1 Philosophy and the Breeding of Science

The story goes like this. Note that it should not be mistaken as history. It is a tale.
Once upon a time philosophy included all sciences, and the technologies derived
from science, and the wisdom that goes with such endeavours. A well-known repre-
sentation of such a concept of philosophy is Descartes’ tree of knowledge:

The whole of philosophy is like a tree, the roots of which is metaphysics, the trunk is physics,
and the branches issued from the trunk are all other sciences, which come down to principally
three, namely mechanics, medicine and ethics; I mean, the highest and most perfect ethics,
based on full knowledge of all other sciences, thus being the ultimate degree of wisdom.’

The tree eventually lost its branches. Sciences fell off philosophy and became
autonomous. First, the sciences of nature, in the course of the 17th and 18th cen-
turies: physics, chemistry, biology, with Boyle, Newton, Lavoisier, Lamarck, etc.
Then, the noosciences, or sciences of culture, in the course of the 19th century: psy-
chology, and the social sciences. Philosophy was then faced with a trilemma: either
rehearse its own history and lament over its being stripped of all the good sciences
it carried, or claim to be one of the sciences, or take refuge in literature and poetry —
which was Paul Valéry’s option, when he said that a piece of philosophy isn’t any
more serious than a piece of music.®

The legend may have been borne as a misunderstanding of W. Dilthey’s reflec-
tion on the emergence of human sciences as historical sciences. We will come back
to Dilthey later. At this point, let us ask a question. What happens after the tree has
lost its branches, that is, after philosophy has been delivered of all the sciences?
What is left?
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2.2 What is “Pure” Philosophy, in the Nude?

Obviously the roots of the tree are still there. Shouldn’t philosophers be busy enough
with metaphysics, considering (as Kant said, quoting a latin poet) that “nothing
is over as long as something remains to be done ? But whoever has read the
Critique of Pure Reason (1781, 1787) to the end has been persuaded that metaphysi-
cal constructions are hopeless. Even though Kant calls metaphysics a “fundamental
science”, he maintains that the scope of metaphysics has to be strictly limited, fol-
lowing a serious analysis of the limits of human knowledge. Metaphysical schemes
are without substantive import. They may have, at the most, heuristic or speculative
value, but they do not tell us anything about the real world.

Indeed, Immanuel Kant had been captivated by prima philosophia’s appeal. This
he confessed in Dreams of Spirit-Seer (1766):

My fate was to fall in love with metaphysics, although I could hardly pride myself on
having been granted her favors.'”

Such a seductive metaphysics was like Swedenborg’s chimeras, or at best Plato’s
world of Ideas, an enchanting world, a dream! A rational critical attitude required to
chase away the dream and face the facts.

2.3 Interpreting the Tale: Edmund Husserl vs. Bertrand Russell

Quite a few philosophers in the early 20th century apparently accepted the story of
philosophy being robbed and deprived of scientific disciplines that had originated
from her. Husserl deplores the fact, Russell is delighted.

According to Edmund Husserl, the scientific impulse — the want for good knowl-
edge, for clear, sure, valid, apodictic knowledge — lay within philosophy. The “vital
task” of philosophers is to build a sound and universal science, based on rock-firm
ground, totalizing all truths about the world. Unfortunately, as explained in Phi-
losophy as rigorous science, while striving to be scientific, philosophy merely suc-
ceeded in giving birth to independent sciences:

The only ripe fruit of such efforts has been to establish in their independence the rigorous
sciences of nature and mind, as well as the new branches of pure mathematics.!

What happened was that, as they started accumulating a body of knowledge,
the sciences underwent a process of naturalization: first the sciences of nature,
then even the sciences of consciousness, became positive. They got engulfed in the
object, and lost track of the founding subject giving birth to the data. The sciences of
nature are rigorous in that they are critical of their experimental procedures, but they
do not criticize their foundations. It sounds as if this setback were, to some extent,
philosophy’s fault. However, once naturalized, the sciences are incomplete and not
truly autonomous. The objective is to bring them back into philosophy’s womb. The
tree of knowledge must be reassembled:
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There is only one philosophy, only one true and genuine science, within which the particu-
lar genuine sciences precisely are non-autonomous members.'?

Unlike Husserl, Bertrand Russell finds philosophy’s striptease most enjoyable.
He welcomes philosophy getting denuded of her belongings because he does not
believe in the foundational role of philosophical reflection. Philosophy is idle chat,
vacuous talk. We need the precise tools of mathematical logic to clarify philosoph-
ical problems, and eventually solve them, or else discard them as insolvable, or
pointless. All philosophical claims have to be systematically reexamined, and as a
result of stringent analysis, philosophy ends up as empty as a puppet:

I believe the only difference between science and philosophy is, that science is what you

more or less know and philosophy is what you do not know ... Therefore every advance

in knowledge robs philosophy of some problems which formerly it had, and if there is any

truth, if there is any value in the kind of procedure of mathematical logic, it will follow

that a number of problems which had belonged to philosophy will have ceased to belong to
philosophy and will belong to science.'

This was written during Russell’s “Wittgensteinian’ epoch (as admitted by Rus-
sell himself, in The Monist, 1918). The reader is reminded of assertions found in the
Tractatus Logico-Philosophicus.'*

3 Beyond the Legend

Science does not belong to philosophy: let us admit it. The claim that it does is, at
least to some extent, a delusion. From that it does not follow that science is foreign
to philosophy. The programme of modern empirical science, as designed by Francis
Bacon, talked of “natural history” (or the investigation of facts in the universe) as
a platform wich would “serve for a foundation to build philosophy upon”?, and
his “natural philosophy”, which in the Advancement of Learning (1605) he calls
“metaphysic”, states the laws (“axioms”) of nature drawn from experience by the
inductive method. From that perspective, natural philosophy belongs to science, or
perhaps philosophy is an extension of science. Let us now ask: how did philosophy
of science emerge as a discipline?

3.1 From Natural Philosophy to Philosophy of Science

Although Bacon wants the laws of nature to be derived from scientific observation and
experiment (as opposed to deducing them from “brain-created” general principles),
he takes for granted that there are universal laws of nature, because nature is the well-
ordered creation of God; even if “we will have it that all things are as in our folly we
think they should be, not as seems fittest to the Divine wisdom, or as they are found to
be in fact”, he warns that “we cannot command nature except by obeying her”'¢, Most
of the early natural philosophers, including Newton,'” share this assumption.
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In the course of the 19th century, however, the transition from natural theology to
natural philosophy places Nature and its dark spontaneity as an alternative to God.
Different regions of nature may then have their specific regularities, or Nature may
vary. “Any science must have its own philosophy”, Lamarck writes,'® speaking of
zoology. Doing natural philosophy in general, i.e. philosophy of Nature, in the man-
ner of John Herschel,” and relying on inductive methods, takes a bet on Nature’s
consistency. Auguste Comte admits that his “positive philosophy” is much like what
is called “natural philosophy” in England, but his Course® is segmented according
to a hierarchy of natural sciences, from physics to sociology (from more general
and simpler, to more particular and complex), with a view to evidence both the
transitions between disciplines and the proper “scientific genius” of each science.?!
Charles Darwin admired Paley’s Natural Theology,” but there is a vast distance
from the harmonious world of Paley to a Darwinian order.

The diversity of sciences calls for philosophical questioning. William Whewell
in 1840 publishes his Philosophy (singular) of the Inductive Sciences (plural).
Whewell does not have a system of the sciences, as Comte does; he considers sev-
eral kinds of sciences, each with their core concepts or Ideas, including sciences
(such as geology) in which the present state of things is explained by past events, a
type of research he qualifies as “aetiological history”. The phrase “philosophy of the
sciences” is commonplace around the middle of the 19th century. It is replaced by
“philosophy of science” at the end of the 19th century, at the expense of philosophy
becoming what Pearson? terms “the grammar of science”. Although Pearson takes
his examples from physics, on account of the unity of its “grammar” the unity of
science is postulated for all “branches of knowledge”. To sum up: the 19th century
takes us from the unity of nature to the unity of science, and from philosophy of
nature to philosophy of science. Meanwhile there is considerable diversification of
the sciences, due to the more and more irreducible diversity of objects studied.

3.2 Antoine-Augustin Cournot and the Non-Scientific
Status of History

Antoine Augustin Cournot agrees with the distinction (coming from F. Bacon,
slightly modified by d’Alembert in the Encyclopaedia®) between two types of
knowledge: historical, and theoretical.?® Indeed, some aspects of historical research
may be considered scientific, but other aspects are irreducibly unscientific. The sci-
entific part of the work consists in establishing the facts and their chronology. The
narrative part, namely the reconstruction of the course of events, involves specula-
tive choices (drawing up causal links, distinguishing between chance events and
rational links within clusters of events); the uncertainty of such choices cannot be
eliminated, the probability of their being right is “philosophical probability”, and
“philosophy of history” resides in the speculation they involve.

Scientific knowledge proper is theoretical: formulate general hypotheses or the-
ories, and submit them to the “criterion of experiment”, or demonstration, is its
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motto. Scientific theorizing, however, may go beyond what can decisively be settled
by way of experiment. The speculative attempt at going beyond the facts already
known and looking for hidden regularities, or at “capturing analogies and searching
for the reasons of things”, is risky, for it amounts to “wandering from those facts
which can be rigorously controlled”?”. Cournot uses the terms “philosophy of the
sciences” to mean: “philosophical speculation inherent in scientific work™. He reck-
ons that there is in mathematics, physics, biology, economics,

a part of philosophical speculation, from which science cannot refrain, or, should it cut off
from it — assuming that were possible — it would be at the expense of its own dignity.?

In either case (be it history, or science) the speculative part of the research is
deemed philosophical, although it is a philosophy from inside science, and pos-
sibly made by scientists. Cournot himself, a mathematician by training, and the
discoverer of a grand theorem in mathematical economics (the Cournot—Nash equi-
librium), considered philosophical speculation a natural continuation of scientific
investigation.

3.3 W. Dilthey and the “Essence” of Philosophy

Wilhelm Dilthey ambitioned to establish the noosciences, or sciences of the mind
and culture (Geisteswissenschaften) as an autonomous group of sciences, distinct
from the sciences of nature (Naturwissenschaften). He was aware of German phi-
losophers, from Schelling to Hegel and Schopenhauer, trying persistently (against
Kant) to provide a metaphysical foundation for the sciences:

So the possibilities of the metaphysical method were tried in Germany, one after the other,
and always with the same negative result.””

Dilthey rejects both Kantian transcendantalism and postkantian foundationalism.
He does not like J.S. Mill’s naturalistic solution either. In the System of Logic, Mill
claims that the “backward state” of what he names the “moral sciences” should be
remedied by applying to them the methodology of physical science. Dilthey wants
the specificity of moral science to be preserved. In his Introduction to the Human
Sciences,* he argues that individualizing those sciences does not require to rely on
such old metaphysical distinctions as that of material vs. spiritual substances. It is
enough to refer to the distinction between our experience of the external world, and
our inner experience, and characterize for the two types of experience the appropri-
ate scientific approach: explain phenomena in terms of cause and effect relations in
the former case, possibly explain and especially understand in the latter case.

In fact, Dilthey analyzes at great length®' the ways in which modern sciences,
starting with physical sciences, had to get emancipated from prima philosophia, or
the metaphysics of substantial forms. That may be one of the sources of the legend
of philosophy being deprived of the sciences. If so, the legend was based on a misin-
terpretation. Dilthey does not mean to say that modern sciences are in no relation to
philosophy, he means to say that they are not rooted in philosophy. Human sciences
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have their roots in human (real) history. They do not need metaphysical principles
for a start, they need a methodology.

Philosophy is not the foundation of human science: it is its achievement, its
“ultimate result”. Science culminates in philosophy:

The set of mind sciences combined all historical research under the viewpoint of universal
history, rooted those sciences in history, and gathered together philology, criticism, his-
toriography, comparative history and history of evolution. That way history turned into
philosophy.*

4 Styles in Philosophy of Science

Thomas Kuhn was interested in analysing the “essential tension”* within scientific

research between “divergent thinking” and “convergent thinking”. This section will
deal with the tension within philosophy of science induced by various (historically
attested) ways of viewing the relation between philosophy of science. Schemati-
cally, divergent interpretations given to the “tale” yield several ways of conceiving
the tasks of a philosophy of science.

Assume science has severed its links with philosophy (science “does not think™).
“Pure” philosophy stands by herself. It may ignore science. It also may, from out-
side, take science as an object for study, among other objects. As there is a sociology
and a psychology of science, there will be a grammar of science (if philosophy’s
expertise is grammar).

Now assume that science has rejected metaphysical preconceptions and kept its
philosophical momentum (science “thinks”). There remains a special link between
philosophy and science, a secret complicity, no matter how critical the partners get
of each other. What do they share? It may be a common desire for truth. How do they
differ? One may hypothesize that science works at conquering new pieces of knowl-
edge, and philosophy retrospectively studies how science did the work (philosophy
accompanies science, as history and methodology of science); then philosophy and
science complement one another. One may also hypothesize that theoretical specu-
lation, prospective thinking, from inside science, is tentatively philosophical.

Let us briefly examine the three styles just sketched.

4.1 Formal Philosophy of Science

Famous textbooks illustrate what Susan Haack calls the “linguistic-conceptual-ana-
lytical style” which was dominant within the English-speaking philosophical commu-
nity during the 20th century. Arthur Pap’s Introduction to the Philosophy of Science
is a superb example; it also has the merit of warning that there exist other styles.

The philosophy of science is here conceived as indistinguishable from analytic philoso-
phy except that the analysis is restricted to concepts and problems that are especially rel-
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evant to science. It should be distinguished from a different conception of the philosophy
of science as a speculative synthesis of the fruits of scientific research. ... Logic courses
overlap a great deal with philosophy of science-in-general.... Epistemology can hardly be
distinguished from philosophy of science-in-general, provided its problems are problems
of logical justification of beliefs and not (psychological) problems of genetic explanation
of beliefs ...

Philosophy here stands by itself as an “analytic” discipline, the tools of which
are essentially logic and grammar. Science is identified with its linguistic produc-
tions, namely scientific publications. When a philosopher is interested in a piece of
science, his/her task is to detect the primary notions, check that other notions are
properly defined in terms of the primary ones, look for the axioms of the theory (or
axiomatize the theory), make sure that the set of axioms is consistent and eventu-
ally that the axioms are independent of each other, interpret the axioms and build
models, verify that the author’s conclusions are properly derived from the axioms,
or pinpoint the flaws in the argument.... In short, philosophical expertise is with
language, the tool for language analysis is logic, philosophy identifies with logic.
Logical treatment has to do with the structure of knowledge, not with its contents
(supposedly the form does not add anything substantial to the contents). In that
context, philosophy is not a source of knowledge. The philosopher is a sort of con-
stable, a public officer in charge of restoring or maintaining law and order. Genuine
philosophical problems are problems of logic.

Bertrand Russell anticipated such a conception of philosophy, when he bluntly
declared that logic is “the essence of philosophy™:

Every philosophical problem, when it is subjected to the necessary analysis and purifica-
tion, is found either to be not really philosophical at all, or else to be, in the sense in which
we are using the word, logical.

In other words, philosophy is either nothing, or a science; and philosophy of
science must be science of science. Rudolf Carnap, Hans Reichenbach,* symbolize
the migration of “scientific philosophy” from Berlin and Vienna to the United States
before World War II.

An inquiry into the relationship between formal methods and philosophical inves-
tigations was carried out in 2005 by editors of the Synthese journal.” A bunch of
living philosophers, who had been trained in that style of philosophy, were asked
why they were initially drawn to formal methods, and what role formal methods
had played in their philosophical work. The outcome helps to understand what was
achieved along those lines. Most philosophers trained in logic and mathematics did
get results; for example, Adolf Griinbaum praises the “axiomatic rigor”” by which he
could demonstrate that a number of Euclid’s “theorems” did not follow from their
premises, unless additional postulates were made explicit. There are, however, reser-
vations about an exclusive use of formal methods in philosophy of science. Sven Ove
Hansson mentions the “dangers of oversimplification”, Timothy Williamson resented
the “abuse of formalization” in the manner in which Davidson’s programme was
taught at Oxford, Jaakko Hintikka warns us that there is inseparability of form and
substance and that it makes no sense to develop a formalism without worrying about
its substantive purpose, Susan Haack learned formalism and turned to pragmatism:
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Pragmatism opened my eyes to a conception of philosophy broader and more flexible
than, as Tony Quinton [1983] puts it, the “lexicographical needlework’ of pure linguistic
analysis.*

The concerns expressed by formal philosophers of science are foundational and
critical, rather than constructive. They mean to dissect, clarify, justify, make sure
that science proceeds on firm ground. Clark N. Glymour observes that philosophers
are oversensitive to incoherence and tend to obstinately go back to first premises,
while scientists tend to go ahead and be insensitive to contradiction. Moreover, for-
mal analysis is (like mathematical truth) timeless and non-historical. Patrick Suppes
had already pointed out “a tension between those who advocate historical methods
as the primary approach in the philosophy of science and those who advocate for-
mal methods™®. Suppes himself is very tolerant of such a diversity of approaches:
“This tension in itself is a good thing. It generates both a proper spirit of criticism
and a proper sense of perspective”*. Now what is, according to Suppes, the specific
contribution of formal philosophy of science?

For me ... the best way to think about formal methods in philosophy is in providing a
foundation for mathematics or for the sciences. I include in the sciences the problem of
clarifying the foundations of probability.*!

Ruth Barcan Marcus thinks of logicians interested in other sciences as essen-
tially contributing their critical mind:

Philosophers who are not ignorant of work in other disciplines ... have also proved to be
incisive critics. There has been and could be fruitful collaboration as in linguistics, law and
cognitive science.

Finally, Gabriel Sandu remembers that the Finnish philosopher Georg Henrik
von Wright, a formal philosopher himself, anticipated a change of style at the turn
of the 21st century:

In this very department [Helsinki], shortly before his death, von Wright predicted that this
century will not be that of logic, as the preceding one, but that of speculative philosophy.*

As a matter of fact, formal methods are alive and well, not only in English speak-
ing countries, but also on the European continent, possibly with a preference for
applications to the general theory of knowledge, rather than for the study of particu-
lar sciences. An example is a recent doctoral dissertation on “Propositional attitudes
and epistemic paradoxes™*.

4.2 History and Philosophy of Science, and Historical
Epistemology

The historical epistemology (or HPS) approach is rooted in a strong tradition on the
European continent, from Comte and Cournot to Duhem, Koyré and Canguilhem.
It occasionally migrated to the other side of the ocean. Its concerns are with the
genealogy of scientific discoveries, the building of scientific concepts and theo-
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ries, the methodologies of establishing scientific facts and/or justifying scientific
assertions, the modes of scientific explanation, etc. It counts many famous works,
of which we may mention just a few: Ernst Mach’s Science of Mechanics (1883),%
Leon Brunschvicg’s Stages of Mathematical Philosophy (1912),* Emile Meyer-
son’s Explanation in Science (1921),%” Pierre Duhem’s majestuous History of Cos-
mological Doctrines (1913-1959),*® Ludwik Fleck’s Genesis and Development of
a Scientific Fact (1935),% Gaston Bachelard’s Formation of the Scientific Mind
(1938),% Georges Canguilhem’s Formation of the Concept of Reflex (1955),%" Alex-
andre Koyré’s Astronomical Revolution (1961),°> Ernst Mayr’s Growth of Biologi-
cal Thought (1982), Lorenz Kriiger’s (et al.) Probabilistic Revolution (1987),%*
etc. All of these works combine (internal) history of science and a philosophical
investigation into what genuine scientific knowledge and research is and should
be. For example, Mach warns that his critical-and-historical approach is “antimeta-
physical”’; Meyerson finds (chemical) science to be “essentially ontological”, that
is, he dismisses radical positivism; Mayr argues for life science requiring an episte-
mological paradigm different from that of physics.

Thomas Kuhn, who was drawn “from physics and philosophy to history”, insists
that the history and the philosophy of science are and should remain “separate and
distinct disciplines”. Georges Canguilhem quotes Dijksterhuis saying that the his-
tory of science is “not only the memory of science, but also its epistemological
laboratory”*. In fact, Canguilhem says, “epistemology has always been historical”,
even in Kant’s second preface to the Critiqgue of Pure Reason.”’ There can’t be
proper epistemological study without historical contextualisation. Conversely, the
choice of interesting historical matter may rely on epistemological judgement:

There are in fact two versions of the history of science: the history of obsolete knowledge
and the history of sanctioned knowledge, by which I mean knowledge that played an active
role in the making of subsequent science. Without epistemology it is impossible to distin-
guish between the two. Gaston Bachelard was the first to make this distinction.

The distance between “history of obsolete knowledge” and “history of sanctioned
knowledge” is illustrated by two doctoral dissertations, both recently defended. One
is a careful study of the medical conceptions of migraine in the 19th century;® it
describes a succession of intellectual fashions, culturally fascinating, scientifically
eccentric, and the patients went on living with their headaches. The other analyses
how the concept of neuron emerged during the 20th century,® from a research on
the nervous system previously directed at the neural fibre; it shows that a multiplic-
ity of new technologies and new experimental strategies coming from various dis-
ciplines converged to constitute neurophysiology as the science of neural cells and
neural networks; this study gives a clear sense of a gain in knowledge in the midst
of multiple erring ways.

Often debated within the historical-epistemological tradition is the question,
whether there is continuity or discontinuity in the evolution of science. Ernst Mach
tells how the laws of mechanics were progressively discovered through human (bio-
logical) experience of motion; he suggests that there is continuity from experience
to science, advocates description as demonstration, and claims that historical knowl-
edge is necessary for proper understanding of current science. He comments:
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That which for Husserl is a humiliation for scientific thinking, namely its continuity with
common (“blind”?) thinking, that I see as an element of grandeur, for that is how science is
rooted in the depths of human life and has a deep impact on it.*!

Bachelard, on the contrary, as soon as 1938,%? popularized the notions of epis-
temological obstacle and epistemological rupture, to emphasize the discontinuity
between common and scientific ways of thinking.

Cournot (around 1870) initiated the technical use, in history of science, of the
concept of scientific revolution.* Cournot is not a radical discontinuist, although
he admits of deep reorganizations of knowledge, such as the introduction of quan-
titative chemistry by Lavoisier, which deserve the qualification of “revolutionary”.
Scientific revolutions reemerged in the 20th century, together with scientific para-
digms. The notion of paradigm was launched by Kuhn, with reference to Fleck’s
notion of Denkstil. It was soon followed by Foucault’s notion of épistéme.%* The kind
of history of science using such concepts may be viewed as a discontinuist variety
of historical epistemology, with philosophical assumptions taken from structural-
ism (Gestalt theory) — the paradigm being a conceptual structure, incommensura-
bility being discontinuity between structures. The group of scholars who gathered
in Bielefeld during the academic year 1982-83 to study the rise of probability in
the sciences did raise the question: was the rise of probability revolutionary? Ber-
nard Cohen gives four criteria to decide when a scientific revolution has occurred.
Lorenz Kriiger opts for a “slow rise of probabilism”. Ian Hacking concludes that,
even though one cannot talk about a probabilistic revolution in the scholarly sense,
yet “the taming of chance and the erosion of determinism constitute one of the most
revolutionary changes in the history of the human mind”.%

Hacking defines himself as practicing another variety of historical epistemology,
wich borrows both from the analytic and the continental styles. The guide line is
to combine the “Lockean imperative to investigate the origin of ideas” with Michel
Foucault’s “history of the present”. As a consequence, historical enquiries

are not done out of curiosity about the past. They are intended to show something about our
present reality, our present reasoning, our present modes of research.*

Together with historian Lorraine Daston, in the Fall of 1993, Hacking had a work-
shop in Toronto on the topic of “historical epistemology”. The working paper written
in preparation of the event enumerates what Hacking’s brand of historical (meta?)-
epistemology is not: “(a) not studies of theory change ... (b) not social studies of sci-
ence ... (¢) not cognition, not biological ... (d) not overarching pictures of civilization
... (e) not deconstruction ... (f) not archaeology, not genealogy ... (g) not science in
action”®. This quotation helps to point out the large variety of substyles flourishing
during the late 20th century, within what is commonly designated as HPS. It may be
fun for the reader to try and guess who lies behind each designation.®

4.3 Philosophy of Nature/Philosophical Anthropology

At the end of his life, Christiaan Huygens wrote a philosophical treatise, entitled
Cosmothedros, in which, on the basis of recent astronomical discoveries, he con-
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jectures how the universe may really be. Far from being spherical and limited, it is
immensely vast. It contains a great many other suns than our sun, with other planets
moving round them, and those planets might be habitable:

So that what we allowed the planets, upon the account of our enjoying it, we must likewise
grant to all those planets that surround that prodigious number of suns. They must have their
plants and animals, nay and their rational creatures too, and those as great admirers, and as
diligent observers of the heavens as ourselves ....%

Huygens’ Cosmotherds is an early piece of modern natural philosophy, just like
Freud’s Civilization and its Discontents™ is an early contemporary piece of philo-
sophical anthropology, a conjectural essay on the uncertain outcome of the conflict
(evidenced by psychoanalytic research and the social sciences) between human
native agressivity and its cultural domestication.

Natural philosophy is speculative philosophy, grounded in scientific knowledge
and data, going beyond just what those known data allow to assert, with a view to
seizing a unity or rationale in the ways nature is constituted. Such a speculation
remains, at least for a part, vulnerable to refutation or correction by the findings of
further scientific investigations. The enterprise is risky, to the extent that it is both
tentatively metaphysical, and fallible. The French philosopher Jean Largeault finely
analysed the metaphysical patterns between which natural philosophy tends to
oscillate: form vs. matter, mechanism vs. dynamism, determinism vs. contingency,
continuity vs. individuation, etc.

I wanted to approach the enigma of forms, which let themselves be perceived in the physi-

cal world, which mathematicians discover through direct or abstract intuition, while their
union with matter, or in Lautman’s words their incarnation, remains incomprehensible.”’

Some philosophers, like Bergson, have ambitioned to develop a positive meta-
physics, the intuitions of which would be empirically controllable. Bergson, how-
ever, denies to metaphysics the role of an “hypothetical extension of science”’;
he wants for his metaphysics a separate access to experience. In fact, even though
Bergson’s book on Creative Evolution (1907) might qualify as philosophy of nature,
most philosophy of nature is the work of scientists trying to synthesize by building
bridges between several scientific domains, or to anticipate the directions of further
scientific research. August Weismann held the chair of zoology at the university of
Freiburg. Towards the end of the 19th century he speculated that unicellular organ-
isms are potentially immortal, and that the division of labor between somatic and
germ cells in multicellular organisms (a product of natural selection) ends up in the
mortality of the soma; he postulated a continuity of the germ plast, which implied
that acquired characters could not be inherited; his Essays upon Heredity™ are very
“philosophical” in character, yet many of his intuitions were eventually confirmed
by cytological investigations.

Natural philosophy flourished in the early 19th century. Engulfed under the wave
of positivism, it then became marginal, until it reappeared in the 20th century as an
urge for philosophy from inside science. Erwin Schrodinger, in the Preface of his
What Is Life?, confesses having inherited a “longing for unified, embracing knowl-
edge”, an excuse for the physicist to imagine a molecular picture of the “hereditary
code-script” by which living beings reproduce themselves. When Conrad H. Wad-
dington, in 1960, was invited to give a series of lectures in biology at the University
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College of the West Indies, in Kingston, his first lecture was on “the natural phi-
losophy of life”, in which he explains that biological research has both a “craftsman
aspect”, implying an “effort to control the world”, and a speculative aspect, express-
ing a “wish to understand the world”, which precisely he calls natural philosophy.
Waddington was an early promoter of systems biology. He pays homage to the
mathematician and physicist Alfred N. Whitehead for having “dehorned” the main
dilemma of theoretical biologists: should biology concentrate on the constituents or
on the architecture of living beings? In other words, is the organism reducible to the
sum of its parts, or is the investigation of architecture another avenue for discovering
more about the constituents? Waddington holds that, in a sense, “the architecture is
more important than the constituents”’*. Whitehead himself reckons “that the world
in unfathomable in its complexity, and that anything you put together ... ought to
be open to criticism if it is any good at all”. He calls his philosophical endeavour an
Essay in Cosmology, “cosmology” is his word for “philosophy of nature”, and he
defines it as speculative philosophy:

Speculative philosophy is the endeavour to frame a coherent, logical, necessary system of
general ideas in terms of which every element of our experience can be interpreted.”

Scientific philosophy, or philosophy of science? Jacques Monod in his Chance
and Necessity™® takes it for granted that there is a philosophy inherent in modern
biology (philosophy within science), which merely has to be made explicit; for
example: “all living beings are at the same time fossils”, carrying within the most
minute part of their structure the marks of their common ancestry. The mathemati-
cian René Thom assumes that dynamic living phenomena, such as the development
of embryos, or in general morphogenetic processes, obey mathematical constraints,
which may be modeled using the (qualitative) tools of topology; the philosophical
import of his quest for such “archetypes”, according to Thom, is to offer a strictly
monist conception of living beings, “dissolving the mind and body antinomy into
a unique geometrical entity””’. Trained in physics and astronomy, Eric Chaisson
suggests a general scheme of universal evolution, apt to synthesize astrophysics and
bio-chemistry, and to “reconcile the theoretical destructiveness of thermodynamics
with the observed constructiveness of cosmic evolution”. His ambition is much like
that of Whitehead:

Cosmic evolution is a search for principles that subsume, and even transcend, Darwinian
selection — a unifying law, an underlying pattern, or an ungoing process perhaps, that cre-
ates, orders, and maintains all structure in the Universe, in short a search for a principle of
cosmic selection.”

Of philosophical anthropology, as it developed in Europe approximately between
1920 and 1960, one may also ask whether it is a philosophical way of doing science,
or a scientific style of philosophizing. The central idea, shared by von Uexkiill,
Buytendijk, von Weizsicker and others, is that in doing research on living beings,
including humans, one is dealing with other subjects, and not merely with objects
for study. Von Weizsicker in 1939 offers a conjecture that is intended to guide the
research in such sciences; he calls it Gestaltkreis (cycle of structure). It is a general
scheme of the unity of receptivity and movement: perception calls for action and
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action calls for perception, the passive and the active revert to each other. In the sec-
ond edition of his book The Gestaltkreis, von Weizsdcker notes that what he meant
to say has since been brillantly expressed by a French philosopher named Sartre
(with his duality en soi/pour soi). Sartre had probably read or heard of the German
book (he does not mention it). Von Weizsdcker was both a physician trained in neu-
rology and internal medicine, and a researcher with a laboratory besides his clinic
at the University of Heidelberg. His clinical practice was innovative, he introduced
psychosomatic techniques, he had a theory of the patient both enduring (passively)
and managing (actively) her disease. Finally, he developed a general philosophy of
what it is to be human, that he calls a theory of the split person: “a human being is
a thing (to be) linked with a subject (to feel, to be moved)””. That is undoubtedly
speculative philosophy based on neuroscience and clinical experience.

At a meeting of the French Philosophical Association, in 1928, there was a con-
troversy between Gabriel Marcel and Léon Brunschvicg. The disputed question was:
Why not write novels, rather than speculating on the basis of scientific data? Marcel’s
opinion was that the rich fantasy of literary imagination is far more exciting than spec-
ulation restricted to what would be compatible with science. Brunschvicg answered:

L.B. What is richer in concrete reality: the universe of imagination or the universe of sci-
entific intelligence? Descartes and Spinoza raised the question. Their answer is straightfor-
ward: the universe of imagination is fragmented and its gaps allow for miracles, whereas
mysteries fade away as the study of cosmic movements within the double vastness of space
and time reveals the unity and solidarity of the real world.*

To be sure, writing a doctoral dissertation in the natural philosophy style requires
a strong scientific background, and philosophical boldness, but some candidates
have recently met the challenge. An experienced physicist defended a thesis in
which he proposed a readjustement of Whitehead’s cosmologic scheme on the
basis of new developments in quantum mechanics.®' A medical doctor and pediatric
surgeon developed a philosophy of pain, strongly rooted in, and very critical of,
current (pseudo?) science and practice implying an ontological dualism of psychic
and physical pain.® In the latter case, the philosophical questioning evidently came
from inside clinical science and practice.

5 New Questions, Emerging Styles?

While standard styles are still operational, at least in France, as evidenced by the
topics chosen by doctoral students for their dissertations, quite a few samples of
mixed styles have surfaced, and new questions are springing up from science itself.
Patrick Suppes declared in 1979:

The tyranny of any single approach or any single method, whether formal or historical,
should be vanquished by a democracy of methods that will coalesce and separate in a con-
tinually changing pattern as old problems fade away and new ones arise.*

That is pretty much what we observe today: a plurality of methods, mixed styles
and some new problems.
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5.1 “We Need a Philosopher”

A survey of doctoral dissertation topics in France shows that philosophy of science
dissertations are a small minority (5%) among philosophy PhDs: the overall major-
ity is history of philosophy. But in the HPS area philosophy has at times been called
for. Finding that there is a social demand for philosophy of science is gratifying.

Every other year the United Nations publish a World Population Prospective. It
has become common knowledge that all countries in the world will sooner or later
have to face the problem of their population’s aging. The French government in
2007 asked a group of experts to devise an “Alzheimer plan”. Experts were research-
ers in neuroscience, and in social science, clinicians, nurses and social workers,
economists, hospital managers. They went around asking: “we want a philosopher”.
A philosopher expert in Alzheimer’s disease? There was one. A doctoral student
was in the process of defending his dissertation on “Philosophical problems raised
by Alzheimer’s disease (history of science, epistemology, ethics)”®. He was most
welcome and helpful in the group. Why had he chosen such an exotic research
topic? He happened to know a geriatrist and a biologist working in the field, both
had expressed perplexities: how could a variety of senile dementia have virtually
become the whole of dementia, what sense did it make to investigate animal models
of human dementia, how to respect the autonomy of a person who, as dementia
progresses, is losing her autonomy? Those were philosophical questions, issued
from a bio-medical milieu, taken up and worked out by a philosopher.

New problems have indeed arised in and about science. Firstly, scientific research
is more and more technological, nay industrial, and scientists have developed an
awareness (eventually a fear) of their creative power. Secondly, the growing and
crucial dependence of nations on science and technology for access to basic com-
modities (water, health, energy) goes with a social control of scientific research
(via funding or legislation), and a questioning (nay distrust) of scientific expertise,
which has deeply modified what used to be called freedom of research, and has led
to the development of an expertise in the evaluation of research projects, prior to the
research being conducted. Thirdly, scientific rationality is more and more collective
in character, a puzzle for philosophers.

5.2 Science is Creative

Philosophers of science tend to take for granted that science produces statements
about the world as it is: hypotheses, theories, scholarly papers published in profes-
sional journals. It may be the case that “true” statements in physics and astrophysics
aim at describing the real world as we observe it. But as soon as 1860, when Berth-
elot launched “synthetic chemistry”, it became clear that chemistry does more than
that. Chemistry, said Berthelot, is not only about analysing the natural properties
of simple or compound bodies made by nature (as Lavoisier said), it is also about
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synthesizing new compounds that nature did not actualize: “Chemistry creates its
object of study. Such a creative power is analogous to the power of art; it essentially
distinguishes chemistry from natural & historical sciences”®. Thus chemical sci-
ence investigates not only existing substances, but also possible substances. Chem-
ists do not produce statements only, they enrich the world with new beings. Their
creativity interacts with nature’s spontaneous creativity.

There is ample evidence to show that biology for half a century now has fol-
lowed the same path, revealing possibilities that were implicit in nature. The phrase
“synthetic biology”* was introduced in 1980 to mean the use of recombinant DNA
technology to produce genetically engineered bacteria. More recently it refers to
efforts at redesigning life, that is, isolating interchangeable modules in living sys-
tems and reassembling them in non-natural ways, with a view to clarify aspects of
their functioning which are not easily accessible by mere analysis. Claude Debru
parallels the “tinkering around” of human biotechnology and that of natural evolu-
tion: researchers take advantage of possibilities that are inherent in nature, they
exploit and combine them, they go by trial and error, as does natural evolution;
eventually also they freeze at the perspective that they might have triggered off a
disaster. Debru’s confidence in natural trends has a Leibnizian flavor:

Common judgement considers some technological innovations as extraordinary. It has
not yet been accustomed to perceive their conditions of possibility, inherent in the mecha-
nisms and phenomena of biological evolution. Possibilities spontaneously tend to actualize
because they are partially actualized already.®’

In brief: modern biology creates new beings, new entities which did not previ-
ously exist, and which come to inhabit our world, such as genetically modified
rice or maize, transgenic tomatoes, chimerical mice. The acceptability of creating,
for the purpose of research, hybrid embryos (e.g. human sperm, mouse oocyte) or
cybrid embryos (transfer of a human nucleus into an enucleated animal oocyte),
was hotly debated in England in 2007. The possibility of deriving gametes (sperm
and oocytes) from embryonic stem cells, and from those gametes to build “artificial
embryos” successfully developing (at least) up to the blastocyst stage, has been
established for mice; a similar breakthrough is likely to be achieved sooner or later
for human gametes. Our ways of making babies, our conception of parenthood, are
being shattered. The problems inherent in such advances cannot escape philosophers
of life science. Might they claim that those are mere ethical or political problems,
while philosophy of science is essentially theoretical? There is no golden standard
keeping philosophy of science from being practical, or testifying to a higher dignity
of theoretical philosophy over practical philosophy. Can it be argued that practical
problems are the business of philosophers of technology, while philosophers of sci-
ence should inquire into knowledge processes? Gilbert Hottois has convincingly
argued that the acquisition of knowledge nowadays is highly technological, that
there is no “pure” scientific knowledge (even in mathematics) completely isolated
from techno-science, and that there is in our technoscience a “technopoiesis”, or
even a “technopoetry”®, well worth the philosopher’s attention.

If scientific research is indeed creative, philosophers of science have a right, per-
haps a duty, to examine the possibilities opened by science, discriminate between
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these possibilities those that they would or would not wish to see actualized, justify
their choices. Especially when it comes to human genetics and anthropotechnology,
there is space for history of discoveries, speculation on their potential impact on our
image of humanity, careful study of the intertwining of methodological and ethi-
cal requirements in research strategies, etc. Recent doctoral dissertations in France
illustrate a renewal of interests and a diversity of mixed styles. There was an essay
on the technological remodeling of the human body (exploration of actual possibili-
ties, criteria for judgement): “From biomedicine to anthropogeny. Epistemological
and ethical reflection”®; a questioning of the notion of genetic fate, in the context
of prenatal or preimplantation diagnosis of hereditary diseases: “Free choice and
individual fate. Concepts and problems within predictive medicine”; an incisive
analysis of the impact of risky transplantation techniques: “What is at stake in liver
transplantations with living donors™".

5.3 Freedom of Research vs. Human Dignity

It is disquieting to observe that in Europe it has been, so far, impossible to get a
consensus on which type of research should, or should not, be permitted in life sci-
ences. Indeed, there have been examples of a world consensus on the prohibition
of research on weapons of mass destruction (e.g. biological), of which it is well
known that it was secretly disobeyed. The point here lies elsewhere. In France the
use of the technique of somatic cell nuclear transfer has been prohibited by law,
and the researchers who would use it would be heavily punished. Ireland and Italy
are on the same line. In the United Kingdom the Human Fertilization and Embry-
ology Authority has given explicit permission to some research groups to use that
technique. Sweden and Belgium would be inclined to go the British way. What is at
stake? Human dignity. Do we have different conceptions of human dignity, or a dif-
ferent appreciation of the technique? Such a question is of interest to philosophers
of science.

The Universal Declaration on the Human Genome and Human Rights (UNESCO,
1997) states that reproductive cloning of human beings is “contrary to human dig-
nity” (Art. 11), and should not be permitted. It does not say that the technique of
nuclear transfer is objectionable in itself. It also says that “States should take appro-
priate steps to foster the intellectual and material conditions favourable to freedom
in the conduct of research ...” (Art. 14). On the other hand, it is specified that “in
the case of research, protocols shall ... be submitted for prior review” (Art. 5).
Authorities in charge of scrutinizing the research protocols will therefore have the
responsibility of deciding whether the research is compatible with “respect for the
human rights, fundamental freedom and human dignity ...” (Art. 10).

A doctoral student had the opportunity to observe such an authority at work.
It is a committee in charge of examining research protocols in epidemiology, the
advice of which conditioned the granting of a permission to use, for the purpose of
the research, nominative lists of sensitive data about people’s health. The commit-
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tee’s basic assumption was that using the data to serve a bad protocol would be an
insult to the dignity of the subjects. As a consequence, the scientific quality of the
protocols had to be evaluated. And the members of the committee had developed an
expertise at discriminating reliable protocols from poor ones:
How to identify a phony research protocol which complies only apparently with scientific
requirements? What are the exact criteria allowing to distinguish good science from trash
science? Is there a consensus on what a bias would be, which compromises the credibility

of a research protocol? Such questions do not arise when one writes the history of mature
science, of scientific endeavours having survived a multiplicity of selection procedures.”

The doctoral dissertation is about demarcation between science and pseudo-sci-
ence in that context. It identifies three kinds of demarcation criteria (epistemic, non-
epistemic, peri-epistemic), and shows how the ethos of epidemiological research
defines itself. What is new here is that the (complex) criteria are extracted from
an empirical observation of epidemiologists at work, instead of being conceived a
priori.

5.4 The Collective Character of Scientific Rationality

Ludwik Fleck pointed to the “style of thought” inside science, and to the depend-
ence of individual scientists on a “thought collective”. This was interpreted by
Kuhn as prefiguring the notion of “paradigm”. Perhaps there is more to it than that.
No individual researcher today can assimilate the whole of science, even within her
own domain of research. Within large research projects, each individual contributes
her particular expertise, and frusts her partners for their expertise. At the individual
level, scientific knowledge is in fact a mixture of knowledge, belief and trust. The
overall rationality of an enterprise such as the Human Genome Project is dependent
on the collective functioning of a group. Detailed studies are needed, at the cross-
roads between sociology of organizations, logic and psychology of human interac-
tions, and collective ethics, of the ways various expertises adjust. In our “philosophy
of science” book we had a chapter on “the intersubjective construction of scientific
objectivity”®*. In his essay on the evolution of reason Bertrand Saint-Sernin®® analy-
ses the social conditions, the epistemological basis and the anthropological founda-
tions of the new rationalism.

The scientific community is fragmented: each field scrutinizes one sector, from
one perspective, with its own methods; but the scientific community has learned
how to work collectively, and pays attention to junctions between domains, making
it possible to eventually reassemble pieces of knowledge with a view to maintain a
coherent representation of the natural world. The community of philosophers of sci-
ence is also fragmented; the coherence of its rationality may depend on its capacity
to bring individuals to complement each other within collective research projects.
Alasdair MclIntyre once wrote:

The building of a representation of nature is, in the modern world, a task analogous to the
building of a cathedral in the medieval world or the founding and construction of a city in
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the ancient world, tasks which might also turn out to be interminable. To be objective, then,
is to understand oneself as part of a community and one’s work as part of a project and part
of a history.”
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French Philosophy of Technology

Daniel Parrochia

1 A Short History

Is there, actually, a French philosophy of technology? If the answer may be “yes”,
we can point out that such a philosophy does not have a clear beginning. Of course
we must go back to René Descartes (1596-1650) to find the first formulation of
such a thought and the earliest idea that technology and applied sciences are essen-
tially tools to understand and master the world. This matrix of all the later optimistic
visions of science appears in the most famous work of the father of rationalism, Le
discours de la méthode (part VI), when Descartes explains that, thanks to technol-
ogy, man may become like master and owner of all of nature.! In the same way,
we read in Les principes de la philosophie, another anthology piece saying that
science is a tree, the roots of which are metaphysics, the trunk is physics, and the
different branches are the three applied sciences known at the time (mechanics,
medicine and morals).? These ideas are very significant in the context of the period,
when the increase of population, the expansion of cities and towns, and a confident
faith in the new Galilean physics made things looked rather hopeful. Friend of Vil-
lebressieu,? a prolific engineer who made numerous inventions, spent his fortune
building them and finally ruined himself, Descartes was an expert in technology,
especially lifting devices, about which he wrote a notice enclosed with a letter to
Huyghens:* “The explanation of machines with the help of which a small force
can move heavy weights”.’ But his knowledge of basic machines (pulley, screw,
whee or wheel, lever, inclined plane) does not make of Descartes a real philosopher
of technology. As Blaise Pascal (1623-1662), who had one of the first calculators
made by some craftsman and wrote a few things about it,° Descartes was, above
all, an actor of the technical revolution. But probably too close to it, he could not
think a lot about the break it caused in culture. As a matter of fact, we only find, in
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Les principes de la philosophie (IV, 204), the famous metaphors comparing nature
with an immense engine, which produces trees and fruits as a clock gives the time.
Which does not mean that the “factory of earth and sky”” may be reduced to a human
trick. As Descartes wrote in the same passage “all rules of mechanics belong to
physics, so everything which is artificial is also natural”. Here we must be care-
ful and not misinterpret these words. In spite of the well-known Animal-machine
thesis, we cannot read this sentence in the reverse order. The philosopher never said
that nature is entirely mechanical, because the natural factory is not a human fact.
The boss is God. His technology is subtler than ours, His intentions and goals are
beyond our belief. So, some kind of deep-rooted finality remains a vivid ground of
cartesianism, which prevents it turning into a flat materialism.

We cannot say exactly the same for Diderot and d’Alembert, happy project
managers of the great Encyclopédie, one of the lighthouses of the 18th century,
which contributed spreading the new technology in society at large. By adding to
the numerous volumes of their beautiful book a supplement especially intended for
craftsmen, they put within the reach of everyone the possibility of finding tools’
designs, technical instruments’ patterns and industrial drawings of new machines.
So it is no exaggeration to say that Diderot, long before Mac Luhan and communi-
cation theory, may be viewed as a true theorist of the new media.’

Throughout the Enlightenment, a philosophy of technology began to develop as
scientists progressed with their research. Vaucanson’s automata, for instance, leads
Condorcet (1799) to some cursory reflections about what he called the “genius of
mechanics” that is, for him, “an abstract art of composition”, the theory of which
lies in Leibnizian Analysis situs, a science that made only little progress during the
century. But the distance between technology and science was so obvious that, some
years later, Poncelet still could see for himself that a big gap separated the teaching
of mechanics everywhere in the schools from the various manners of applying it,
even the more simple and usual ones.?

That it is quite difficult to find an actual existence of a philosophy of technology
in the Classical Age in France may be easily understood: there could be, actually,
nothing like it at the time. Strictly speaking, the term “philosophy of technology”
is believed to find its origin in the work of Ernst Kapp, a 19th century German
philosopher (1808-1896) who authored a book entitled Philosophie der Technik.
Influenced by Georg W. F. Hegel and Karl Ritter, Kapp, in the late 1840s, fell out
of favor with the German authorities and was forced to leave his homeland. He then
emigrated to the German pioneer settlement of central Texas where he lived for
two decades.’ Perhaps his life on the American frontier motivated his writing about
technology, which was essentially for him — as for Descartes, indeed — a means to
overcome dependence on undomesticated nature.

But that book could not play any role in the early decades of the 19th century,
when Auguste Comte was attending the Ecole polytechnique. Comte, not only as
an engineer, but also as secretary to Saint-Simon, was very aware of recent devel-
opments in science and new technology. He knew as well the needs of modern
societies, based on big industrial sectors, dense urban fabrics and powerful net-
works of communication. At that time, the Saint-Simonian school was so active
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that Enfantin, Lesseps, and some others, began to build a lot of roads, railways,
canals (Suez), which were going to change the face of the world. So, Comte was
well placed to note the birth of a new social class in western societies, the class of
engineers, “whose special destiny was to organize the relations between theory and
practice”.' Yet, though he might recognize that philosophical observations on such
an organization would have been of great interest and importance, he said he could
not go into that. For a work which would embrace scientific knowledge and the
corpus of the new class doctrine would be at present (the middle of 19th century)
totally premature: because these intermediate doctrines between pure theory and
direct practice still did not get off the ground.

For lack of such doctrines, French philosophy of technology began by some obser-
vations closely related to sciences of power, machines and principles of mechanisms,
which appeared in the works of Carnot (1824) or Coriolis (1829), following those of
Joule, in England, or Franz Reuleaux, in Germany. Those scientists, at that time, tried
to compute the effects of mechanization, they measured the productive action of indus-
try on matter and laid the foundations for a general theory of machines. In this context,
the old idea of Bacon — to command obedience to Nature by beginning to obey it (De
dignitate et augmentis 11, 2) —, was defended again by Taine in the “introduction” to
the Essais de critique et d’histoire, when he wrote that the most fruitful research is the
one that enables the hand of man to interfere in the great mechanism of Nature, and so,
clearly using it to his benefit, may introduce a big change in its working.

Some time later, Henry Le Chatelier, a disciple of Taine, brought that thesis to a
successful conclusion by showing that the history of industrial development in the
late 19th century never did anything else. Mining engineer by trade, and Professor
of industrial Chemistry and Metallurgy, Le Chatelier wrote, at the end of his life,
a book about science and industry,!! in which, for the first time, was studied the
development of applied sciences and the beginning of Taylorism. This modest and
competent man, famous for the discovery of the principle bearing his name (the
equilibrium principle of Le Chatelier'?), consistently tried to integrate theory with
practice and directed his most successful research toward the problems of industry.
By his reflection on the development of industrial chemistry, he is perhaps one of
the foremost philosophers of technology in France.

As opposed to this ambient widespread positivist thought, a philosopher like
Bergson was to react and supported another thesis. While thinking that technology
fulfills basic human needs and that man, a tool-making animal, is less an Homo
sapiens than an Homo faber (so that technology must be considered as belonging
to the very nature of mankind), Bergson did not support the purely materialistic
understanding of technological artifacts.'”® On the contrary, his philosophy pointed
out the continuous nature of the world, this being for him the result of a spiritual
energy expansion which explodes like a bomb and then falls again like a flare or a
rocket in a big fireworks display. The successive drops in temperature make energy
crystallize in life, matter and finally understanding, which has a lot of affinity with
matter, but less with spirit and time (which is, for Bergson, “duration”). So, for this
philosopher, technology plays only a minor role among the numerous and some-
times unknown possibilities of human mind.
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After Bergson, we may observe that French philosophy of technology came to
fork into different trends:

First, a descriptive philosophy of technology, connected with history, and made
by former engineers or technicians, go on with Couffignal (1952), Laffitte (1932),
Daumas (1953), de Latil (1953), Russo (1969 et 1986), Moles (1970) and then
comes to Jacomy, Guillerme, Maitte or Ramunni.

Secondly, a more sociological and anthropological approach develops with
Friedmann (1946), Leroi-Gourhan (1943), Schuhl (1948), and Lévi-Strauss (1962,
1985) who takes interest, as an ethnologist, in manual labor and “do it yourself”
activities, Salomon (1984, 1986, 1992), Sfez, Musso, Gras, or even Breton.

Thirdly, an epistemological current makes its appearance with the Bachelardian
school : Canguilhem (1967), Dagognet (1973, 1989, 1995), Simondon (1969), and
Beaune (1980a, b), Séris, Debray, Chazal and Parrochia.

Fourthly, a properly philosophical sometimes ethical, and most often meta-
physical mode of thinking arrives with French disciples of Heidegger (Dominique
Janicaud, Bernard Stiegler) and of Michel Serres (Pierre Lévy) or a philosopher like
Jean-Yves Goffi. We may also attach to this fourth current the works of Dominique
Bourg, a student of Frank Tinland, or of the Belgian philosopher Gilbert Hottois,
even if the writings of the latter offer a stubborn resistance to Heidegger’s treatment
of the question of technology.

2 Technique and Technology: A Problem of Words

Until now, I used the expression “philosophy of technology” as if I did not know
French language has two words — “technique” and “technologie” — for translating
“technology”. In fact, they do not have the same meaning.

“Technique”, from Greek technikos, “which concern some art”, comes from
techne, art, experience, skill or even ability to do something. In the former sense,
it denotes a set of manufacturing processes properly applied to manual labor, espe-
cially to the use of tools as material objects, adding to the properties of human body
those of natural ones (club, axe, hammer, saw, bow, sling, javelin, string, pot, net,
etc.). In the modern sense, “technique” is a synonym of applied sciences, viewed as a
consequence of the progress of physical sciences and of the systematic use of natural
or processed forces (coal and steam, hydrocarbons, electricity, nuclear power, etc.).

“Technologie”, from Greek technologia, denotes at first a treatise or a descrip-
tion of the rules of some art. In its technical sense, the term, which is not com-
pletely fixed, is close to the second sense of “technique” and means at first
technical trades (study of tools, equipment, materials, processes with a view to
industrial outputs). But more and more, “technologie” is well and truly applied
mathematics or physics (electronics and robotics, computer science, astronautics,
satellites technology, etc.), and the complex objects produced with the help of
those sciences. There is also a second sense of the word, with which “technolo-
gie” means a philosophical reflection on techniques, a study of their relations with
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theoretical or fundamental sciences, the political, economical, social or moral
consequences of their development, especially from the point of view of social
sciences. Very often in France, philosophy of technology amounts to that. This
explains that Jean-Pierre Séris!* may have said that “la technologie”, that is, a
more or less general discourse on the consequences of technology, should not
mask “les techniques”, that is, the art itself.

3 Technology and Science

In France, a long tradition of “history of technology” precedes (or, at least, accom-
panies) what is properly called “philosophy of technology”. Now, taking a certain
historical view reveals many things and especially teaches us that in most cases —
until the beginning of the 19th century — inventors never based their discoveries on
an antecedent intellectual knowledge.

In the General Foreword of his masterly Histoire des techniques, Maurice Dau-
mas clearly asserts that, for more than 20 centuries, the relationships between Sci-
ence and Technology remain very fragmentary ones."> They began certainly with the
elementary contributions of astronomy and arithmetic in Antiquity, but the major
scientific activity of Pericles’ century did not bring any substantial gain in the field
of technology. Later, in the Middle Ages, cathedrals builders apparently borrowed
nothing from mathematicians, in a time when navigation and medicine scarcely
began to use scientific discoveries. It was only in the middle of the 17th century that
Huyghens was able to apply isochronism pendulum oscillations found by Galileo,
to the control of clocks. But this was still an exception. We can observe that men
were building compasses long before the De Magnete of Gilbert was published.
And we must note also that this book, which is the first modern study on magnet-
ism, did not influence the art of navigation. There was no change until the middle of
the 19th century. Still at that time, steam engines were working for 70 years before
someone tried to draw up their theory. And the building of machine-tools antedates
by a good deal theoretical works of 19th century engineers.

Some French anthropologists or philosophers of life and technology have drawn
drastic consequences from these observations. The most demonstrative argument
in this way is the example of the locomotive. As Canguilhem'¢ says, the building
of the steam engine remains unintelligible if one does not know that it is not by
applying previous theoretical knowledge that it could be done but by finding a solu-
tion to a millenary problem, that of mining drainage. In the same order of ideas,
Leroi-Gourhan goes further when he maintains that it is, in fact, the spinning wheel
which stands at the origin of steam engines and today’s machines.'” So Canguilhem
concludes that science and technology are two kinds of activities which cannot be
grafted nor transplanted on one another, each one contenting itself with borrow-
ing from the other, sometimes particular solutions, and sometimes particular prob-
lems. For Canguilhem, the origin of such a technology is an irrational one, and it
is only because we are used to rationalize our techniques that we should forget this
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irrational origin of machines. So we must make room for the irrational in the evolu-
tion of technology, even and especially if we want to support rationalism.'®

The relationship of this thesis with that of Bergson one is obvious. In Les deux
sources de la morale et de la religion, Bergson explicitly wrote that the spirit of
mechanical inventions, though science keeps going on, remains rather distinct, and if
need be, could part with it."” For Bergson is one of the few French philosophers to con-
sider mechanical invention as a biological function, an aspect of the organization of
matter by life. But Leroi-Gourhan is very close to him when he tries to understand the
phenomenon of tool-making by comparing it with the movement of an amoeba, push-
ing outside of its mass an excrescence which takes and captures the external object
of its covetousness. On the contrary, for the Bachelardian school, evolution of life or
evolution of technology will look much more like a broken line than a smooth slope.

4 The Technical Phenomenon

With Jean-Pierre Séris, we must now come into the technical sphere and the world
of technology. Here we have to raise some questions about the technical phenom-
enon, which needs not only a phenomenological description (or description of its
appearance) but actually an objective description, which will not necessarily coin-
cide with the immediate point of view of the users or agents.?

From the user’s point of view, a technique is first a means or set of means to achieve
one’s ends. Though integrated to our habits as the short way, even the “best one way”
to do something, a technique, which is an arrangement of means and mediations, is
in fact constituted by chains, networks and systems. As Séris says, the technical chain
is a path in a pre-existing network of available means. The technical apparatus that
Bachelard tried to describe in physical science?' with the concepts of “apparatus con-
sciousness” and “special determinism” may appear in technology as different kinds
of systems. So, we may ask three questions about that systemic representation :

First, is there one system or many? Bertrand Gille thought there was only one,
because many technological systems tend to make one: for him, technology is a set
of consistent means at the different levels of every structure of all the sets and all
the fields.?? It was also the opinion of Jacques Ellul, whose concept of a “techni-
cal system”, one of the dominant factors of the occidental world, was in fact self-
contained. But one may consider such views simplifications: generally speaking,
historical reality is more complex and technology is rarely close to the state of equi-
librium and other requirements of a “system”. For instance, in the first part of the
19th century, we cannot say that there is a technological system based on the steam
engine because steam power overtook hydroelectric only around 1864. Also the
case of the compass and printing in ancient China are very well known: for different
reasons, these major inventions did not lead, at the time, to a technological system.
In the same way, control techniques were mastered by the engineers of Alexandria,
but none of them was able to invent the steam engine. So we must be very careful if
we want the concept of system to be useful in the domain of technology.
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The second point is the question of the nature of the system itself. Bertrand
Gille was thinking that its main feature was coherency, self-organization and self-
regulation. On the contrary, Jacques Ellul supported the idea that a technological
system is accurately lacking of them. It is a fact that optimization, organization
and management tasks are less and less abandoned to some “invisible hand”,
automatic regulation or chance. They are claimed to be technical tasks dependent
on the responsibility or competence of technology itself. In this context, Gabor’s
law (everything which is possible will be necessarily realized) is not a pessimist’s
report but just an act by which we take into account the fact that the graph of
techniques is a quasi-complete one, i.e. a graph where (almost) everything is in
communication with (almost) everything. In fact, it is not quite true. In the domain
of technology, exclusions and correlations may be so that every arrangement is not
necessarily practicable.

In the end, technological systems are historical ones. What about their evolu-
tion? For some authors like M. Bloch, M. Mauss, A. Leroi-Gourhan, A. G. Haudri-
court, B. Gille or M. Daumas, the idea of system specifies a domain of research (the
“technical history of technology” from Lucien Febvre, for instance, or technology
as a part of ethnography). And so, human reason, as in Hegel’s philosophy of His-
tory, may understand what happens. But for others (Jacques Ellul, Gilbert Hottois,
Michel Serres or Michel Henry), the concept of a technological system essentially
allows us to speak about the present time, especially for making a diagnosis of it,
and a prognosis on its future. For the former, the technological system is an object
which surely can be known; for the latter, it is an object which slips from our
hands. These accusers of today’s technology denounce a breaking with the past.
The autonomy of it is thought of as an infernal machinery left to a catastrophic and
giddy progress, at any rate when things are following their usual train. And nobody
can actually direct it. So a technological system is a dynamical one which appears,
more and more, to be “out of control”. In fact, since the paleolithic Age, History
shows many kinds of technological systems with a lot of periods of stagnation and
revolution. There are many structural or extrinsic reasons which can explain why
a technological system advances or halts. As Jean-Pierre Séris showed it, jamming
may have social or political reasons (China), ideological ones (Alexandria), reli-
gious ones (Muslim world after the year one thousand), or material ones (the lack
of some raw materials, for instance). These are extrinsic reasons. But there are also
structural ones. Haudricourt, for instance, explains that the lack of the wheel in pre-
Columbian America is not due to the fact that the natives could not invent it. In fact,
the invention of wheel can only take place in an agricultural civilization with a flat
land, when men succeed to domesticate big herbivores. Without draught animals,
one cannot get a continuous movement. Quick elimination of horses and elephants
would have deprive Paleolithic hunters recently arrived on the continent of techni-
cal reasons to bring the wheel in. This kind of structural reason is not due to the
system as a system. There are many other aspects of technology that French phi-
losophy has well studied (normativity, historicity, relationship with machines, arts
or responsibility) that we cannot develop here. For more information, the reader
may be referred to Séris (1994).



58 D. Parrochia

5 Machines, Engines, Automata, Networks

A history of the philosophical attitudes towards technology, and particularly towards
machines, was written by Pierre Maxime Schuhl, who published, in the mid-20th
century, a remarkable little book on the subject.” This history may be summed up
the following way: it begins with a resignation without hope (Antiquity), and after
an enthusiastic and very promising period (roughly, from 17th to 19th century),
comes back to some hopeless feelings (contemporary thought). But the difference
between the beginning and the end is obvious: it was due to the absence of the
machine that the philosopher of Ancient times was sorrowing, whereas it is due to
its presence that today’s philosopher must resign himself.

These observations prove in fact that, very often, philosophers — especially
French ones — are not interested in machine itself or in its technical reality, but in
the machine as a human or social fact. In other words, the philosophical problem of
mechanism does not depend on the place of the machine in production, but rather
on its influence on human life.

Commenting on the book of Schuhl in some papers published in the journal Cri-
tique in the late 40s, Alexandre Koyré explained the failure of the Cartesian dream
by saying that, in the succession of centuries, man realized that instead of becoming
free and happy, he was going to be more and more a slave of the machine. Instead of
being the Golden Age of humanity, the age of the machine was in fact her Iron Age.
Needles and shuttles were now moving by themselves, as Aristotle, at the beginning
of his Politics, wished it could be; but unfortunately, the weaver remained, today
more than ever, chained to his work. French philosophy is full of lamentations of
this sort. Proudhon, Fourier, Villermé and even Michelet, a supporter of mechanism,
describing the 17 hours a day labor of the 19th-century workmen, all deplore the
hard conditions and the extreme poverty following from it.

However, like Schuhl himself, and unlike Samuel Butler in Erewhon, Koyré
does not proscribe machines, nor condemn them. He does not scrap anymore new
manufactures or industries, and even disculpates the machine of the charge of
necessitating continuous adjustments between man and his technical and cultural
environment, leading in the end to a kind of Huxley’s “brave new world” where,
whatever the events may be, nobody protests against what happens. In fact, Koyré,
in spite of all the negative aspects of the accumulative stage of capitalistic or even
socialist systems, maintained that the technical intelligence of man has fulfilled its
promise. Nothing is more characteristic of modern technology than the more and
more widespread use of more and more artificial materials which are not to be found
in nature as they are: alloy, glass, plastic materials,> now aramid fibers, Kevlar
and kevlar reinforced composites materials, phenolic resins and glass-reinforced
phenol, polyurethane engineering plastics, new thermoplastics, carbon and graphite
fibers, polyester molding compounds, hybrid polyesters in general, new epoxy resin
systems, etc.”

So, trying to throw light on the reasons of the birth of technology, and of its
stages of development, Koyré never gives up any right to naturalism nor to simplistic
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explanations. At that time, two theories, in fact, were facing one another: the Marx-
Engels theory of history supporting that, at a certain stage of their development,
the material forces of production come into conflict with the existing relations of
production, inducing a lot of change in social organization as a whole; the other one
was the psychosociological explanation supported — among others (for instance,
Emile Meyerson) — by Pierre—Maxime Schuhl. According to this philosopher, the
technical stagnation of Antiquity, may be explained by the structure of ancient soci-
ety and its economy. If machines were of no use, it was because Greeks or Romans
had at their disposal living machines, cheap and numerous, as far removed from
the free man as from the beast: slaves. This contrast between liberal and servile,
prolonged by the difference between science and technology, would explain that
one must wait until the end of Middle Ages and the growth of towns, trade, industry,
to see the scientific method applied in the realm of practical experience. In other
words, Schuhl was showing that, if the Ancient Greeks or Romans never developed
machines (excepted clepsydra and some rudimentary mechanisms in Alexandria),
it was because machines were something unimportant for them.

For Koyré, however, psychosociological theory does not provide a satisfactory
answer. But it is not because another theory gives a better explanation. According
to Koyré, we must realize that, in the history of technology, there is no general
answer for everything. Perhaps we can indeed go on a bit beyond this prudent
advice by making two points: first, the machines the engineers of Alexandria
would have been able to build were steam engines. But steam engines need wood
for working and there was not much wood left in Ancient Greece because of the
excess of shipbuilding (triremes were big consumers of wood). Second, engines
and factories lead to the development of what we can call mass production. But
mass production must be sold off. And to this end, one needs not only some net-
work (road, railways, and so on) but vehicles to run on it. In the Ancient Times, the
only vehicle one can dispose of was the team (pulled by horses or oxes) and the
rough nature of packsaddle forbids, in fact, too heavy loads. So machines were of
no use at that time and this, probably suffices to explain why there were no engines
in the Ancient Greece.

6 Technology and Ideology

Since the middle of the 1960s, a large part of the French tradition in philosophy
became very critic towards technology, and sometimes said surprising things about
it. Many people, who had never opened a science book nor gone into a factory or a
laboratory, allowed themselves to pass judgments on things of which they had no
knowledge of. Inspiration coming from Heidegger or Habermas took the place of
thinking by themselves, and so, technology, from that time, tended to disappear
behind a purely idealistic mode of thought.

Roland Barthes, in his Mythologies, showed that the objects of consumer soci-
ety are surrounded by a halo of connotations in which they are captured as in a
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net. These connotations which do not refer to Benjamin’s aura nor to anything
real, were supposed to make a system of signs which can be studied for itself.
That is what Jean Baudrillard”’ did in Le systéme des objets, which developed a
purely semiotic point of view about things becoming kinds of gadgets and being
totally out of touch with the real world. Commenting on a striking image of the
book (an iron, the bottom of which was covered with nails), Raymond Ruyer?
made the common sense observation that such a thing, if it ever exists, could
not be produced in a large quantity. A society rarely uses up its power and raw
materials in vain.

Sfez position on the problem of health,? as Pierre Musso’s on communication
and networks, do not seem to me more tenable. After being very critical with deci-
sion theory, Sfez developed a critical approach of communication and has led to a
denunciation of the ideology of perfect health. But who believes in that? Apart from
a few American researchers who dreamed of a global ecological system equilibrium
regulated, nobody thinks seriously that it is the main problem of the time. In the
domain of medicine, crucial questions of the century are rather emerging diseases
and the return, under another form, more virulent, of former infectious ones. The
great challenge of our modernity is there, and nowhere else.

In the field of network philosophy, Musso® claimed that the notion of network,
initiated by the Saint-Simonian school, deteriorated so to speak and rapidly trans-
muted into an ideology. For him, we find there a kind of networks’ cult, at the origin
of a theology of transparency which, for Philippe Breton,! rather took place in the
cybernetic project and the early writings of Norbert Wiener. Musso established a
connection between this ancient cult of networks and more recent propaganda about
information superhighways such as Bill Gates’ view of the world.

But it does not seem to me that such considerations belong to philosophy of tech-
nology. The sociological and political approach of Sfez and Musso do not take into
account the actual history of technological concepts nor theories. The authors only
speak about what Hegel did not consider as concepts but as representations of concepts,
which is not the same thing. And more than one philosopher today knows very well
that the present time is more fertile in representations of concepts than in concepts.

7 Ethics and Technology

In a very paradoxical way, thinking about technology in France has often means
to make some ethical observations on man and the relations between technology
and morals. As it is said in a very typical book on the subject,* technology is often
viewed as a “social science”. At least some scientists try to persuade themselves
that it would have to be so. Why do, very often, thoughts about technology imper-
ceptibly change into ethical observations? A possible answer is that, in the domain
of technology, we are dealing with values. What is a technical value? For Séris,*
it is a value of usefulness, which has to be distinguishable from market values
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(not necessarily connected to the previous one), and from biological or aesthetic
values. For instance, innovation is certainly a properly technical value, which has
many consequences for society. Now we cannot say that this kind of value has
absolutely nothing to do with aesthetics or biology, because a successful innova-
tion may be a neat solution for a technical problem (which can lead, for instance,
to some elegant object), and also because, in the end, this innovation, if it is
useful, will be selected and will remain for a long time, possibly for ever, in the
collective memory. So we are led to the following question: what is important for
human societies, and not only at one point of their history but for the future? And
this is an ethical question. Values of usefulness are inserted, in fact, in complex
chains of operations which imply controversial debates, collective decisions and
social commitments. For instance, ensuing public transport or developing solar
power rather than nuclear power are technical choices linked to scales of values
on which everyone does not necessarily agree. French philosophers often prefer
such debates to serious and well-informed study of what technology, in concrete
terms, is. So we have lost count of the malcontents and of their numerous bemoan-
ing speeches: the imprecations of Janicaud* against the blind combinations of
an autonomous technology for which everything is possible, the indignations of
Virilio* against the collusion of technology and war, militarization of language
or virtualization of the whole reality, the temptation of sinking into deep ecology,
support of the so-called “rights of nature” in the papers of the disciples of Hans
Jonas, the belief in the ideology of a “sustainable development”, popularized by
the World Commission on Environment and Development (WCED) in its 1987
report entitled “Our common future”, as if classical technology aimed only at
short-lived or ephemeral productions, and so on. But all this talking is not getting
us anywhere and the progress of technology is sometimes a better contribution
to peace than the dreams of UNESCO.* It is far from obvious that a dynamic
balance between cultural differences and a supposed emerging global ethic is a
key concept in educating for a sustainable future. Thinking that actions of people
and businesses in their own communities, at local levels, may extend outwards
in spirals of shared understandings and revised or renewed vision of things is an
optimistic and probably completely idealistic point of view. This ideology, unfor-
tunately, gains ground, while the critics of big technological systems,*” forgetting
the benefits they have brought to us, go on with their undermining. Another recent
sign of the times is the importance devoted to technological risks in the context
of nuclear sciences, genetic engineering or nanotechnologies. In a very dark and
anxious book, Jean-Pierre Dupuy?® shows that the frightening future of technol-
ogy, which, according to him, is waiting for us, should be, in fact, a matter of
public concern. Following H. Arendt, he recalls that technology, today, has the
capacity of activating no return processes, and so, is more a matter of action than
a matter of production. But whatever the importance of the danger (that we must
not underestimate), the existence of possible technological disasters cannot forbid
on their own the scientific and technological progress, especially since the former
sources of power are coming to an end.
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8 Technology and Metaphysics: The Ontological Approach

As I already said, a not inconsiderable part of French philosophy deals with the
Heideggerian idea that science (and likewise technology) does not think anything.
How is it possible to attach the least importance to such a vacuous statement is
very mysterious. But a lot of French philosophers surely share with Heidegger the
convoluted thought that “the question concerning technology is the question con-
cerning the constellation in which revealing and concealing, in which the coming
to presence of truth, comes to pass”.* What do they mean by that? It is hard to say
and it is no more sure those bombastic words can hardly mean something, it would
certainly be better not to waste one’s time to look for an answer.

However, as this kind of thought is now very widespread, we cannot avoid saying
some words about it. The main purpose of Heidegger’s thesis is, in fact, to show that
the sense of technology has changed with the development of science in the 17th cen-
tury. From the earliest times until Plato, technology was no mere means. It was a kind
of bringing-forth (Her-vor-bringen in German), a mode of revealing, linked to what
we call truth, translating the Roman veritas and the Greek aletheia: “Technology is a
mode of aletheuein. It reveals whatever does not bring itself forth and does not yet lie
here before us, whatever can look and turn out now one way and now another”.* So,
for the Greeks, in fact, technology and handcraft manufacture belonged to poiesis,
as arts, poetics, but so does physics. Now when we say that modern technology is
something incomparably different from all earlier technologies, it is not only because
it is based on modern physics as an exact science. For Heidegger:

the revealing that holds sway throughout modern technology does not unfold into a bring-
ing-forth in the sense of poiesis. The revealing that rules in modern technology is a chal-
lenging [Herausfordern], which puts to nature the unreasonable demand that it supply
energy that can be extracted and stored as such.*!

And while the work of the peasant does not challenge the soil of the field, mecha-
nized industry is now challenging all the energies of nature. “Air is now set upon
to yield nitrogen, the earth to yield ore, ore to yield uranium, for example; uranium
is set upon to yield atomic energy”,* and so on. A famous example is supposed to
make us feel the difference between former and recent technology: the hydroelectric
plant, set into the current of the Rhine, is not built into the Rhine River as was the
old wooden bridge joining bank with bank for hundreds of years. This factory “sets
the Rhine to supplying its hydraulic pressure, which then sets the turbine tuning.
This turning sets those machines in motion whose thrust sets going the electric cur-
rent for which the long-distance power station and its network of cables are set up
to dispatch electricity”.* As Heidegger said, the river is now dammed up into the
power plant, and what it is now, namely, a water power supplier, derives from the
essence of the power station. For Heidegger, such a state of affairs is monstrous:

In order that we may even remotely consider the monstrousness that reigns here, let us
ponder for a moment the contrast that speaks out of the two titles, “The Rhine” as dammed
up into the power works, and “The Rhine” as uttered out of the art work, in Holderlin’s
hymn by that name.*
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The conclusion is that the Rhine is now reduced to “an object on call for inspec-
tion by a tour group ordered there by the vacation industry”.*

Commenting on the different papers of Heidegger about the question of technol-
ogy, Jean-Pierre Séris showed that Heidegger’s ideas were not very new nor original
ones. Jacques Ellul, in “La technique ou I’enjeu du siecle” (1954) and 20 years
after in “Le systeme technicien” was already opposed to the current conception of
modern technology which is criticized by Heidegger and may be called an “instru-
mentalistic anthropologism”. Gabor, Mumford, Illich, in the 1970s, were denounc-
ing the supposed unlimited and so totalitarian modern system of technology. This
leitmotiv of the 60s and 70s is still fashionable today. Bruno Latour took up the
story around the 1980s, showing that scientific knowledge is, by role and necessity,
totally unlimited, as capitalism which gave its birth to it.*

Séris himself was not convinced by Heidegger’s arguments though he understood
very well its stake, which is to set out the Nietzschean “will for power” as a manner
of fulfilling occidental metaphysics. But after the moment of criticism comes the
question of knowing what we can do. And we cannot content ourselves with gazing
at the marvelous old bridge of Heidelberg when extreme poverty, destitution, fam-
ine and diseases still exist in the world. Heideggerian condemnation of technology
reveals in fact the casualness of a privileged being living in an opulent society, and
who comes to forget what he is owing to it. I would also point out that an old bridge
is again a technological object, which belongs to a network organization of the soci-
ety certainly different from ours but historically specific and well defined. Perhaps
it links together the church and the castle, or two trade fair towns on both sides of a
river. But if we want to understand what technology is, we should not give priority
to a particular state of its development.

9 Back to Technology Itself

Far from these critical and panoramic views, the Bachelardian school stressed the
necessity to return to technology itself, and to begin to describe it.

Bachelard himself, who was first and foremost a philosopher of science, did not
have a lot to say about technology. There are only a few passages devoted specifi-
cally to it in his works and most of them are dedicated to scientific apparatus. But
there remain some in which we can disclose an actual interest in the technology of
machines. For instance, we may read in Le matérialisme rationnel, that a machine
is an inflatable apparatus which can be arranged in many ways according to its
use.*” And this observation has been very well verified afterwards when applied to
machines like computers, which are governed by a program.

Francois Dagognet, a disciple of Bachelard born in 1924 and who wrote more
than 50 books, is not only a philosopher of the life sciences. Throughout his work
we find several reflections devoted to philosophy of technology. In L’invention
de notre monde, l'industrie: pourquoi et comment? for instance Dagognet, after
Marx, takes the factory as a philosophical object. For him, industry works won-
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ders: from some cheap, ordinary and generally very abundant ingredients (the
inputs) — that are modified, joined or transformed by some machines —, it makes
valuable goods (the outputs). This process from less to more is something of a
miracle. Though it is not a creation ex nihilo, the fact remains that it is a remark-
able improvement.*® Against all those philosophers who merely point out the
negative effects of industrialization and content themselves with investigations
based on too obvious charges, Dagognet, after Hume, Saint-Simon and Auguste
Comte, says in manufacturers’ defense that industry is actually a true demiurge.
Against Marx and Marcuse, he shows that modern societies progressively create a
set of laws which try to protect workmen as purchasers. Little by little, machines
yield increasing outputs and more and more independence. The engines of Savery,
Newcomen or Watt, lead to growing and growing productions. The perfecting of
engines and the rules they must obey to give new forms of machinery and gears
(Woolf, compounds, Ebinger machines). The progress of chemistry puts on the
market new objects based on wood cellulose (C;H, O,), or polythene (CH,-CH,),
times, for instance, which gives polyvinyl chloride, PVC, when an atom of chlo-
rine takes the place of an atom of hydrogen), and again polyamides like nylon and
other polymers. By these inventions, industry does not only create a new universe,
it changes the natural world into a human one, and establishes new kinds of rela-
tions between men or between men and objects. In fact, for Dagognet, industrial
environment leads to a true religion and a burning art (art briilant). In another
book on the same subject, L’essor technologique et I’idée de progres, Dagognet
tries to save the idea of progress, even if, as he said, this idea may succomb under
the blow of progress itself.

Though Dagognet wrote about many things, and also about technology, he is
known, above all, as a philosopher of Chemistry and the life sciences. It was in
fact another disciple of Bachelard, Gilbert Simondon (1924-1989), who devel-
oped the first great philosophy of technology of the second part of the 20th cen-
tury. In a very dense book, entitled Du mode d’existence des objets techniques,
Simondon, whose main problem was in fact the question of psychological and
biological individuation,* tried to show how technology developed. In this book,
he criticized Norbert Wiener’s theory of cybernetics which, according to him, had
accepted what any theory of technology must refuse namely a classification of
technological objects conducted by means of established criteria and following
genera and species. Simondon preferred to overcome the shortcomings of cyber-
netics and to develop a general phenomenology of machines, which shows espe-
cially, the numerous influences on the production of technical objects™ and how, at
every step of their development, these objects are synthetically reorganized — the
engine, for instance, becoming more and more compact and its parts more and
more interrelated.

After Simondon, Jean-Claude Beaune is surely, among the Bachelardians, one
of the philosophers who has done the most to stimulate studies and reflections
on philosophy of technology. Probably influenced by Mumford (1963, 1971),
Beaune essentially took into account ambiguous and mythic entities. For instance,
he wrote a beautiful book on the ambiguous concept of automaton,> which is not
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only a scientific notion but a philosophical one. The term of automaton, indeed,
comes from Greek automaton which, in the beginning, meant nothing but chance.
But the historical evolution of the word revealed another meaning, which is, on
the contrary, completely deterministic: the automaton, as it is supposed to do
always the same thing, is quite repetitious. Consequently, reason and unreason are
involved in that concept, in an indissociable manner. We can even say more: with
the great figure of repetition, which is linked to the Freudian principle of repeti-
tion, death is not very far of. Thus Beaune’s observations on technology are also
a meditation on death, and the relations between technology and death. One of
the major themes of Beaune’s philosophy is that man, when he tried to substitute
technological systems for life — and that is one of the main and more useful aims
of technology — never entirely succeeds because life is not comparable with a
mechanical apparatus. When this confusion is made, then, the mechanization of
life induces curious effects, like those we can see when medicine unduly prolongs
human life, making of men some kinds of dead-living beings.’> Beaune also wrote
about other ambiguous entities like remedies and drugs, and perhaps has been one
of the first French philosopher to show that illness (or the scientific definition of
the feeling of sickness) is, most of the time, a social disease: that is how former
vagrants became, for 19th century’s medicine, “itinerant automata”, a short-lived
and completely unfounded category.>

In the last two decades, with the publication of four or five books, a new phi-
losopher suddenly appeared in France, Gérard Chazal. This disciple of Dagognet,
Beaune and Gayon, formulated first a philosophy of computer science,** before
he developed it into a full-fledged philosophy of technology, a philosophy of
forms* and even a theory of culture in general.’® Influenced by the French math-
ematician René Thom (Fields Medal 1958), whose “catastrophe theory” belongs
now to true science, Chazal, like Beaune, took an early interest in the concept
of automaton. But he understood it essentially in the sense of computer science.
For him, computer science allows us to go beyond logic and to get around the
famous limits that Godel’s theorem (1931) impose on formal sciences. Also con-
cerned with the concept of neuronal network, Chazal tried to use it to propose a
new interpretation of the Aristotelician hylemorphic schema, which, according
to him, may contribute to solve the mind-body problem by way of an updated
materialism. In his latest books, Chazal attaches the utmost importance to the
concept of “interface”, which is, for him, not only the well-known computer
science notion, but a true mediation which can explain many cultural facts or
contemporary behaviors: from tattooing (because the body is an interface) to
theory-making (when theories are some kind of abstract tools with which we
can capture the world). In his latest book, L’ordre humain ou le déni de nature
(2006), he has returned to the technology of building, information science as
well as mind and body techniques, which are, for him, manners of making our
(incomplete) world more human.

I have now a few words to say about my own involvement in the realm of tech-
nology. After working for more than 2 years with a space engineer at the CNES
(Centre National d’Etudes Spatiales) in Toulouse, I wrote two books on modern
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technology : La conception technologique (1998) and L’homme volant (2001). In
these works, I tried to explain what modern design is, especially in the field of aer-
onautics and spacecraft engineering, and undertook to combat rampant “techno-
phobia”, widespread in everyday life of all western societies. From the shipwreck
of the Titanic to the nuclear accident of Tchernobyl, the comprehensible mistrust
that could be generated by technological failures transmuted into an incomprehen-
sible hatred based on ignorance and neglect of the great victories of humankind.
I was naive enough to believe in a project of setting things straight, which was
probably to bite off more than I could chew. But I maintain with Dagognet that
French philosophers must leave their favorite meditations about consciousness
and subjectivity, open their eyes if they are still prepared to look, and describe, if
they are still capable of understanding what actually happened in the real world
in the last century. The period 1900-2000 is not only the century of two bloody
world wars. During those 100 years, man learned more about nature and its laws
than during the whole stretch of earlier history. One of the main examples is the
resolution of the problem of flying. From the dawn of aerodynamic thought to
George Cayley, throughout the infancy of aerodynamics and its first applications
by the Wright brothers, the scope of hydrodynamic phenomena subjected to exact
analysis increased more and more, until a true science developed. Finally, the
question of flying (or how to pose correctly the three problems of propulsion, lift
and control) was to be solved by a meticulous study of gliding, even if the truth of
the matter is that a powerful engine is enough to produce a propulsion and bring
about a take off.

I want to conclude by saying that, like most of French philosophers, I am filled
with admiration for the works of Jean-Pierre Séris, whose premature death deprives
French philosophy of technology of one of its best representatives. As former stu-
dent of the Ecole normale supérieure (rue d’Ulm), Jean-Pierre Séris was evidently
well versed in classical and modern philosophy. But he became also an expert in
game theory and machine making, and probably wrote one of the best book pub-
lished in France on the subject. Another of his books, on technology, entitled La
technique, that I quoted often in this paper, is far more than a manual. It is one of
the best guides I ever read on the topic, and should in my opinion remain for a long
time a major book. I wanted to pay tribute to this modest, competent and clever
man, Professor at the Sorbonne, Director of the Institut d’histoire des sciences et des
techniques in Paris, a master and an example for all of us.

Endnotes

1 Descartes, 1953, p. 168.
Ibid., p. 566.

3 Descartes wrote a letter to Villebressieu in the summer of 1631, telling his friend that he carried
out himself many experiments in mechanics. Cf. ibid., pp. 943-945.

4 “A Huygens, 5 octobre 16377, in ibid., p. 971.

5 Ibid., pp. 973-981.
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A Problem in General Philosophy
of Science: The Rational Criteria of Choice

Anastasios Brenner

1 Introduction

The question of the criteria involved in scientific choice is recurrent in philosophy
of science. It has received attention in recent research and is not unrelated to several
hotly debated issues: realism, truth, progress. The need to motivate decisions occurs
in all areas of scientific inquiry. Thus the criteria of choice belong to a general phi-
losophy of science, such as measurement or the structure of theories. By drawing
attention to a question that cuts across disciplinary boundaries, we do not advocate
the unity of science or a return to positivistic conceptions. We merely note that
general questions arise, despite the fact that philosophy of science is branching off
more and more into a series of distinct explorations of the various sciences. Those
who adopt the disunity of science are not dispensed from having to explain interdis-
ciplinarity. While new sciences emerge, each with its specific agenda, methods and
techniques are transposed from one specialty to another.

Choice is an essential question in science as well as other areas of human activity.
The criteria involved in choosing between theories help in turn to decide on a course
of action in applied science. They may also provide insight for rational decision in
everyday life. Yet it is far from obvious that the reasons we regularly give in favor
of our choices have a clear, unambiguous meaning or that they have been submitted
to a sufficiently thorough examination. Our aim in this article is to bring together
the results of different strands of research: both logical analysis of established sci-
ence and historical study of the development of science. Logical positivists as well
as historically minded philosophers of science have paid heed to our problem. It is
important to seek to determine the procedures deployed by contemporary science
through an analysis of discourse and practice. But we should also endeavor to know
where they came from and how they evolved, that is to describe their trajectories
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and variations. Logic does not dispense us from history, and we shall especially
call on the historical approaches of Gaston Bachelard and Thomas Kuhn. To com-
pare the views of these two major protagonists of the French and American schools
of historical philosophy of science is not without interest in a volume devoted to
French philosophy of science for English speakers. It will allow us to make some
observations on the relation between these traditions.

2 The State of the Question in Kuhn’s Second Doctrine

Let us take as our point of departure Kuhn’s “Objectivity, Value Judgment, and
Theory Choice”. This article, included in The Essential Tension in 1977, deserves to
attract our attention for several reasons. It provides the most complete presentation
Kuhn has given of the criteria of scientific rationality. It addresses a major difficulty
encountered by the doctrine of scientific paradigms. Furthermore, one may perceive
here an evolution in the author’s thought.

Kuhn had been accused of rendering scientific choice irrational in his 1962 Structure
of Scientific Revolutions. Indeed, how to understand the transition from one paradigm
to another that characterizes a scientific revolution? The paradigm being what explains
the constitution of a particular community of researchers within society, it determines
all at once the relevant problems, the appropriate methods and the shared values. In
consequence, with the change of paradigm the scientific field concerned is subjected
to a complete reorganization. There is thus no common basis for a strict comparison
between two successive paradigms: one speaks then of incommensurability. Reflect-
ing on this conception some fifteen years later, Kuhn endeavors to elaborate a new
solution. He acknowledges that, although he had not until then scrutinized scientific
values, he had not refused their existence.! One may nevertheless legitimately raise the
question whether the introduction of this theme does not profoundly modify the man-
ner of conceiving scientific change: the choice in favor of a new paradigm can now be
rationally motivated and is founded on a series of recognized values.

Kuhn’s answer consists in spelling out five basic requirements that should guide
scientific decision: accuracy, consistency, scope, simplicity and fruitfulness. These
values render possible a rigorous comparison of different theories. For instance,
concerning simplicity Kuhn writes:

If [...] one asks about the amount of mathematical apparatus required to explain, not the

detailed quantitative motions of the planets, but merely their gross qualitative features —
then [...] Copernicus required only one circle per planet, Ptolemy two.?

The formulation suggests that, in historical context, the application of values is
to be qualified. It is only with Kepler’s elliptical orbits that heliocentricism became
truly simpler. Kuhn proceeds to stress that different values may come into conflict;
the final decision depends on the scientist’s priorities:

Accuracy does permit discrimination, but not the sort that leads regularly to unequivo-

cal choice. The oxygen theory, for example, was universally acknowledged to account
for observed weight relations in chemical reactions, something the phlogiston theory had
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previously scarcely attempted to do. But the phlogiston theory, unlike its rival, could account
for the metal’s being much more alike than the ores from which they were found.?

The history of science, which Kuhn calls on, shows that scientific victories
are more complex than what rational reconstructions or manuals would lead us to
believe.

What Kuhn is trying to make us understand is that the criteria of choice are not
rules but values. None has precedence over the others, and there is no prescribed
order of application. One must judge each case individually. Sometimes the choice
between two theories will be made on grounds of simplicity, other times scope will
serve as an argument. Kuhn does not believe in any automatic procedure of theory
selection. There is no decisional algorithm. Kuhn thereby rejects both the inductiv-
ist techniques of the logical positivists as well as the falsificationist methods of
Popper. We are concerned with a complex and subtle operation, which consists in
interpreting and weighing the different criteria. Occasionally one must be ready
to sacrifice one value to another. We may add a few more examples. Descartes, by
restricting Aristotle’s notion of motion to local transport, was able to formulate the
principle of inertia; whereby he paved the way for modern physics. Maxwell, unlike
Helmholtz, did not hesitate to juxtapose different models in order to produce an
extremely fruitful theory of electromagnetism.

Rational criteria have a role to play in scientific activity. As Kuhn has it:

They do specify a great deal: what each scientist must consider in reaching a decision, what
he may and may not consider relevant, and what he can legitimately be required to report as
the basis for the choice he has made.*

According to Kuhn, criteria evolve more slowly than other theoretical compo-
nents. Although communication among proponents of different theories may be dif-
ficult, they “can exhibit to each other [...] the concrete technical results achievable
by those who practice within each theory. Little or no translation is required to apply
at least some value criteria to those results”.’

The solution offered in “Objectivity, Value Judgment, and Theory Choice” is not
merely circumstantial. Kuhn will continue to concern himself with this theme in
his posthumously published The Road since Structure.® It is part of the new picture
he gives of scientific change and marks, in my opinion, an important shift in his
doctrine. Henceforth Kuhn draws a clear distinction between the adoption of a new
paradigm by a scientist and its approval by the scientific community. The individual
case is assimilated to a gestalt switch: the scientist suddenly sees the world differ-
ently. The phenomenon is obscure, and its analysis difficult. On the contrary, the
collective case admits of a more direct examination. The acceptance of a paradigm
by a group occurs gradually and gives rise to debates that witness the process of
change. Kuhn mitigates the difference between normal science — the activity carried
out within a paradigm — and extraordinary science — the search for a new paradigm.
He no longer contrasts sharply periods of consensus with periods of disagreement.
The constant aim of science is problem solving.

Kuhn also comes to emphasize language change. The conflict between Ptolemy’s
followers and those of Copernicus could be depicted as turning on the meaning of
the word “planet”: the Sun is no longer to be counted as a planet, whereas the Earth



76 A. Brenner

becomes one. Such changes signal a discontinuity, but they only concern a small
number of terms at the same time. What we are concerned with here are classifica-
tions, and Kuhn suggests that we direct attention to kinds. Classifications evolve,
and their transformations can be studied. Now, rational criteria also give rise to clas-
sifications: kinds of activities represented by accuracy, consistency, simplicity etc.
Together these values describe what we take for science. The meaning of the term
science clearly varies more slowly than the individual theories upheld successively
by scientists. Kuhn’s amendments yield a more reasonable and intelligible view of
scientific change. There is no doubt that he has provided some judicious qualifica-
tions. Several authors have followed up this line of thought and developed a careful
examination of the manner in which we classify things.’

It remains that Kuhn’s final doctrine raises several difficulties. He maintains that
rational values change slowly. Now, this is a historical issue, and it is far from
obvious that values cannot be affected by scientific revolutions. For example,
before General Relativity it was taken for granted that Euclidian geometry provided
the simplest and most convenient framework for physics. With Einstein’s theory
our understanding of simplicity was altered. Values, like the other components of
the paradigm — symbolic generalizations, ontological models and methodological
rules — may change during a revolution.

Kuhn is also rather vague about the meaning of the criteria of choice. Moreover,
he does not tell us how he arrived at his aforementioned list of five standard require-
ments. Kuhn merely suggests that they are generally accepted. It is surprising that a
historically oriented thinker should not have inquired into the origin of these crite-
ria. Nowadays the anthropologist’s rule to make explicit the standpoint from which
a study is carried out has gained currency in all areas of the human sciences, and we
require greater awareness on part of the philosopher of science with respect to the
origins and nature of his concepts and methods.

3 Bachelard and the Transmutations of Rational Values

Concerning the values underlying scientific choice, Kuhn could have called on
Bachelard. The latter had indeed directed his thoughts to this issue since his very
first writings in the 1920s. Not only does Bachelard provide us with further observa-
tions on the question we are seeking to explicate, but he offers us a point of com-
parison. Reflection on rational values took different paths in France and America.
Its history is made of strange detours, persistent misunderstandings and surprising
convergences.

There are several striking analogies between Bachelard and Kuhn. Both thinkers
react against the various forms of positivism upheld by their predecessors. Bache-
lard is critical of Comte and Mach; he even distances himself from the “new positiv-
ism” of Poincaré and Duhem. Kuhn opposes the logical positivism, then dominant
in America. Bachelard and Kuhn seek to formulate a philosophy of science based
on history of science. They defend a conception of scientific development in which
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discontinuities occur locally and globally. Bachelard speaks of thresholds, muta-
tions and epistemological breaks; Kuhn of conversions and gestalt switches. These
underlie the revolutions that periodically shake science.

According to Bachelard, science goes through three stages: the pre-scientific
mind, the scientific mind and the new scientific mind. The latter stage characterizes
the recent transition from classical physics and chemistry to Relativity and Quanta.
Kuhn similarly has preparadigmatic science, the paradigm of classical science and
the new paradigm of the beginning of the 20th century. The Einsteinian revolution
on examination shows that upheavals occur regularly in a discipline. The concepts
of physics are profoundly modified, and a new worldview arises.

Bachelard brings out the tacit philosophy of scientists; the various aspects of
scientific activity require resorting to different philosophical doctrines. Kuhn like-
wise reveals the metaphysical elements in scientific theories: the paradigm includes
ontological models and rational values. The positivist ideal of philosophical neutral-
ity is questioned. Historical study leads both thinkers to refuse simple philosophical
models.

This parallel can be pursued with respect to rational values. Bachelard devotes
ample space to them in his works. His doctoral dissertation, Essai sur la connais-
sance approchée, offers a detailed study of the concept of precision as it comes to
play in contemporary science. He is opposing the conceptions of William James
and Bergson. An analysis of the methods of approximation enables him to depart
from these two philosophers. It is not enough to say that science aims to validate its
hypotheses; for one must inquire into the degree of precision expected, that is the
progressive application of methods of verification. Science does not remain at the
surface of things. There is no need to contrast it with intuitive knowledge. This is
what a careful examination of the concrete procedures of science shows: “Knowl-
edge driven by methods of approximation will be able to follow the phenomenon
right into its individuality and its very motion”.® Bachelard thus rejects idealism
and begins on his attempt to reformulate realism. He provides a series of observa-
tions that make it possible to reach a better understanding of the notion of preci-
sion. Bachelard distinguishes between a relative sense, the precise, and an absolute
sense, the exact. Now, science is an endless succession of efforts to draw nearer to
the object under study. Exactness with its connotations of certainty and perfection
lead us astray:

As it is a pure impossibility to hit on the exact knowledge of some reality, even by chance —
for a coincidence between thought and reality is a genuine epistemological monster — the
mind must always summon up its capacities in order to reproduce the multiple diversities
that designate the phenomenon under study by extending over its surroundings.’

Precision is neither complete nor final; it is approximate. The search for greater
accuracy involves various factors: measurement, the application of mathematics to
reality and the conditions of objectivity.

Measurement deserves to be considered first. Its operations can be translated
without difficulty into the language of arithmetic, making possible a mathematiza-
tion of the world. Measurement aims to go beyond the immediate perception of a
property and to provide precision. With the remarkable development of instruments
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and apparatuses in the 19th century, science came to be defined as the art of meas-
uring exactly. Bachelard emphasizes the leaps and bounds made in precision; new
orders of magnitude are brought into existence. But he is careful to adopt a critical
attitude with respect to the traditional conceptions of Comte, Cournot and Maxwell:
there is no question of an asymptotic approach to truth. Following on Mach, he
reveals the philosophical assumptions that underlie measuring techniques. Progress
in accuracy is to be correlated to the general advances of science.

But this is not enough for Bachelard. Scientific development is discontinuous. The
increase in accuracy is not obtained by merely performing again the same operation
with more care and rigor. One may need to change tactics, taking up a new hypoth-
esis as guide or introducing an instrument based on another procedure. Measurement
is not sheltered from the revolutions that frequently shake science. Bachelard stresses
the dependence of measuring on the explanatory models and the experimental tech-
niques. It is not sufficient to apply a unit of measurement to an object; the behavior
of the instrument being used must be taken into account. One is inevitably led to
formulate a theory of the instrument — which like any theory is susceptible of being
continually improved. Accuracy is not given once and for all: it is inseparable from
the general movement of science; it carries an irreducible historical dimension.

Bachelard does not fail to study how the realm of accuracy expands. Chemis-
try, for example, no longer contrasts the purity of a substance with its impurity; it
takes into account degrees of purity as given by experimental techniques. Bachelard
brings out the implications:

Other notions had their unity broken as soon as their precise conditions of application to the
real were established experimentally. Thus the existence of pure bodies was once taken for
granted in chemistry [...]. “Pure” is no longer for today’s chemist an adjective that does not
admit of degrees [...]. The methods are what determine purity.

And we are given this warning:

But we may say that purity plays in matter the role of a Platonic idea in which the world

participates; it is an ideal toward which the chemist tends by eliminating the impurities. One

admits that he will never reach it. We prefer to say that a meticulous chemist always reaches
ir'

The author breaks with the Platonic realism of mathematicians; he favors rather
the idea of a realization.

Bachelard continues to explore rational values in his later works. We know that
an important turn took place in his thought during the 1930s: he emancipated him-
self from his teachers, Brunschvicg and Abel Rey; his doctrine took on a firmer
expression. In The Philosophy of No, he returns to the concept of precision:

No experimental result should be proclaimed as an absolute, divorced from the various
experiments which have furnished it. A precise result ought even to be stated in terms of
the various operations which produced it in its final form; operations which were at first
imprecise, then improved, produced the established result. No precision is clearly stated
without some history of initial imprecision."'

Precision is never obtained at one stroke; it is the result of a gradual conquest.
Bachelard now links this line of thought with the theses of his mature philosophy:
the philosophical pluralism of science and phenomeno-technics.
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More generally, Bachelard comes to speak of the “transmutations of epistemologi-
cal values” and the “reaction of scientific knowledge on mental structure”.'? It is the
mind itself that changes in relation to scientific progress. He insists constantly on the
various factors that enter into the elaboration of scientific knowledge: completeness,
simplicity, consistency, accuracy. Bachelard is intent on drawing the full consequences
of the revolutions that had shaken science and sketching the new scientific mind, as is
expressed clearly in the conclusion to The Philosophy of No. According to him, non-
Euclidian geometries ushered in the beginning of a profound intellectual mutation.
It is not merely the question of their mathematical legitimacy but their relevance for
physics, as became apparent with General Relativity. Quantum mechanics also leads
to enlarge our conceptual framework. It is revealing that the proposal was made to
modify classical logic based on the principle of bivalence. Bachelard underscores this
direction by contemplating a possible transformation of arithmetic. Even if this disci-
pline exemplifies rational values, it is not sheltered from scientific progress:

Arithmetic is not the natural outcome of an immutable reason any more than geometry is.

Arithmetic is not founded upon reason. It is the doctrine of reason which is founded upon

arithmetic [...]. In general the mind must adapt itself to the conditions of knowing [...]. The

traditional doctrine of an absolute, unchanging reason is only one philosophy, and it is an
obsolete philosophy.'?

Bachelard is bringing classical rationalism into question and elaborating a dialectic
rationalism. The succession of different theories over time should not lead to skepti-
cism. One must be confident in the resilience of scientists. But the dialectical synthesis
of earlier theories requires a recasting of rational categories. Dialectical overcoming
and higher synthesis, such is the procedure proposed by Bachelard. But more to the
point, this doctrine suggests that the criteria of choice have a philosophical content and
are modified by scientific revolutions. In other words the criteria, like other aspects of
scientific activity, are not unconnected with the experience of scientific life.

4 The Criteria in History

The preceding observations induce us to set about a more thorough historical
analysis. Let us focus on the criterion of accuracy. The English language has
constituted over time an array of terms to describe the mathematical rigor and
meticulous observation characteristic of modern science: precision, exactness or
accuracy. Our discussion being expressed in a particular natural language, we
must be aware of the distinctions it suggests as well as those it dissimulates. These
words derive from Latin, and their meanings have varied notably. “Exact” in its
first sense designates the quality of what has been brought to perfection; “precise”
what has been cut short; “accurate” what has been executed with care. They have
acquired completely new meanings, and this evolution bears on the question at
issue. Moreover, there are significant differences of expression among the major
languages and cultures in which science developed; difficulties of translation may
even arise.
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The passage from Latin to the vernacular is often the occasion for a shift in
meaning. Thus in translating Descartes’ Principia philosophiae, we observe that
the Abbé Picot, perhaps under the guidance of the author, substitutes the idea of
exactness for that of uniqueness or univocality. The following passage is from the
concluding section of the work; Descartes is arguing for the completeness of his
explanation of natural phenomena:

Except for motion, magnitude and figure or situation of the parts of each body, which are
things that I have explained as exactly [exactement, unoquoque] as possible, we perceive
nothing outside of ourselves by means of the senses other than light, colors, odors, tastes,
sounds and the qualities of touch: all of which I have proven are nothing apart from our
thought but the motions, magnitudes and figures of various bodies.'*

The exactness of the explanation is obtained by resorting strictly to geometrical
notions. But this quality is not the foremost; it is rather “clarity” and “distinctness”
that stand out as decisive attributes of his system. They make possible the mathema-
tization of phenomena. But simultaneously they lead Descartes astray: the possibil-
ity of void is rejected on grounds of intelligibility.'

The term accuracy in the sense of “precision and correctness” enters the Eng-
lish language towards the middle of the 17th century and is used conspicuously in
the context of the development of modern science. One of the earlier occurrences
can be found significantly in Newton’s preface to the first edition of the Principia:
“accuracy” is employed here to characterize the distinctive trait of the science the
author is expounding. It is not possible to offer here a full commentary. One would
have to emphasize the rhetorical techniques that prepare the reader for the subse-
quent work. While calling on the authority of Pappus, Newton seeks to break with
tradition. His discourse can be connected with the quarrel of the Ancients and the
Moderns. But what is of interest for us here is the term accuracy, which occurs
several times at the beginning of the preface. Newton proceeds to reverse the prec-
edence of geometry over mechanics: “Geometry is founded in mechanical practice,
and is nothing but that part of universal mechanics which accurately [accurate]
proposes and demonstrates the art of measuring”.'® The debate over the nature of
the “exact sciences” probably originates here. This does not mean that earlier sci-
ence did not seek rigor and certainty; Newton is of course promoting his theory. But
undeniably new standards were being set, and these standards had an impact on our
understanding of precision. Accuracy, as illustrated by Newtonian method, came to
characterize science. The question remained how to understand scientific inquiry
into the nature of man. For example Hume:

“Tis at least worth while to try if the science of man will not admit of the same accuracy
which several parts of natural philosophy are susceptible of. There seems to be all the rea-
sons in the world to imagine that it be carried to the geatest degree of exacmess."”

The problem of the application of mathematics to the world also cropped up.
Fernand Hallyn, in a study devoted to the rhetorical procedures of science, touches
on the manner in which this debate was expressed during the 18th century. He
observes how a series of thinkers — d’ Alembert, Diderot and Buffon — were led to
criticize the excesses of mathematization. We may retain the latter reflecting on the
“union of mathematics and physics™:
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When I speak of the figures employed by Nature, I do not mean that they are necessarily
or even exactly [exactement] similar to the geometrical figures that exist in our understand-
ing; it is by assumption that we make them regular, and by abstraction that we make them
simple. There are perhaps no exact [exacts] cubes nor perfect spheres in the universe [...].
The precise [précis], the absolute, the abstract, which present themselves so often to our
minds, cannot be found in reality, because everything takes place by gradation, everything
combines by approximation.'s

In developing the contrast between human understanding and reality, Buffon
brings to play several notions that deserve to be analyzed.

“Accuracy” is not the only criterion to have undergone transformation. We men-
tioned earlier “simplicity” in connection with Einstein. Let us now briefly examine
the case of consistency. As used to signify the absence of contradiction of a math-
ematical system of propositions pertaining to natural phenomena, “consistency”
came into currency during the late 19th century; the ancient equivalent “harmony”,
as employed by Copernicus had a very different sense. In The Copernican Revolu-
tion, Kuhn brings out the neo-Platonism and the esthetic motivations that underlie
the theory. His account differs curiously from the summary given later to the effect
that simplicity is determinate.'® The question arises whether Kuhn does not concede
too much to his critics in his later doctrine, and one wonders how to conciliate the
historical study of the arguments actually put forth by scientists in favor of their
theories at different periods and the rational analysis of criteria of choice in estab-
lished science.

Rational values are not unrelated to our conception of truth. “Exactness” con-
tains among its connotations the idea of an adequation between the thought and the
thing. An exact theory could be understood as one that is in strict conformity with
reality. This leads us to the conception of truth as correspondence. But nothing pre-
vents us from calling on a new criterion. If we take the internal harmony of a theory
as the index of its truth, we attach ourselves to the coherence conception of truth.
To judge the theory on the basis of its predictions is rather to favor the pragmatist
view. We encounter thus the major conceptions of truth. But there are in fact oth-
ers, as suggested by our list of criteria. Simplicity could suggest a Platonic attitude:
beyond the confusion of appearances one perceives the purity of archetypes. There
remains the criterion of scope or, as it is sometimes formulated, completeness.?
This requirement could serve, as in the passage of Descartes quoted above, not
only as an argument in favor of preferring a particular theory but as a vindication
of its truth. Although there is perhaps no major philosophical conception that one
may refer to, completeness can be seen as related to the coherence conception and
more particularly to holistic arguments.?! It is possible then to perceive metaphysi-
cal assumptions underlying the arguments employed in defending a theory. The
variety of criteria available shows that scientific practice does not pledge allegiance
to any particular conception. Scientific rationality, as Bachelard has it, implies a
philosophical pluralism. Perhaps truth itself is protean.

After Newton the realm of accuracy expanded constantly from mechanics proper
to numerous physical phenomena such as heat, electricity and magnetism. New
areas came to be submitted to quantitative methods: chemistry, biology and sociol-
ogy. In consequence, the question of distinguishing exact science from other forms
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of scientific knowledge sprang up. Finally, as the Newtonian paradigm entered a
state of crisis, a more reflexive, philosophical analysis of the nature of scientific
practice arose. Mach criticized Newtonian notions of space, time and matter. He
sought to relate these notions more precisely to the procedures of science. Accuracy
began to take on its contemporary meaning: a precision of approximation.

5 The Debate over Theory Choice

The criteria as they evolved came to be associated with the problem of theory choice.
This becomes apparent for example in Duhem’s well-known definition of theory:

A physical theory is not an explanation. It is a system of mathematical propositions, deduced
from a small number of principles, which aim to represent as simply, as completely, and as
exactly as possible a set of experimental laws.?

Simplicity, completeness and exactness explicitly enter into the definition of the-
ory, and one needs only to read further to encounter the requirements of consistency
and fruitfulness.?® Thus we already find in The Aim and Structure of Physical Theory
of 1906 the standard criteria evoked by Kuhn. This should not surprise us. Duhem is
breaking away from the traditional view: a scientific theory is no longer conceived
as an explanation of ultimate causes, but as an abstract representation of laws. One
may perceive here the beginning of a conception that the logical positivists would
amplify and that has been called the standard view: a theory is an axiomatic system —
a set of propositions linked together by deductive rules; its empirical interpreta-
tion is provided by correspondence rules, comprising in particular procedures of
measurements.

What is important to note is that “simplicity” does not refer to some ultimate,
primitive quality, but to the provisional result of a procedure of decomposition. Like-
wise “exactness” is not to be given an ontological sense — the adequation between
the thought and the thing. It should be understood in terms of a careful analysis of
science:

The various consequences [...] drawn from the hypotheses may be translated into as many
judgments bearing on the physical properties of bodies [...]. These judgments are com-
pared with the experimental laws which the theory is intended to represent. If they agree
with these laws to the degree of approximation corresponding to the measuring procedures
employed, the theory has attained its goal.**

Duhem was not alone in developing such ideas. He belonged to a movement
of thought that included Poincaré, Le Roy and Milhaud, in which importance was
given to conventions or decisions.?

The novelty of this perspective can be brought out by a comparison with earlier
conceptions. Let us return to Auguste Comte. He defined the positive or scientific
spirit by means of the following series of terms: reality, usefulness, certainty and
precision. He went on to add relativity as an afterthought.? The only one of our cri-
teria he mentions is precision. These traits were supposed to define a new attitude.
Comte was concerned with getting rid of the great metaphysical systems of the past
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and elaborating a philosophy inspired by science. The question of the procedures
of decision carried out by scientists was not raised. Comtian positivism provided a
grand classification of the sciences and their progress, but paid little attention to the
details of scientific practice.

Interestingly enough Bachelard singles out this passage for commentary:

It is perhaps the fourth characteristic [precision] that, as concerns measured phenomena,
entails the others. Indeed the results of a measurement can sometimes be so precise that
no account is taken of the very small errors that they still retain. These measurements, free
from sensitive discrepancies, give rise unquestionably to a general consensus. It is by means
of precise measurement that an object can reveal itself as permanent and fixed, in other
words as a duly recognized object [...]. Precision takes precedence; it gives to certainty so
solid a character that knowledge seems to us truly concrete and useful; it gives us the illu-
sion of touching the real.”’

Bachelard is careful to leave aside positiveness, a term of which Comte made
immoderate use. He emphasizes precision and shows how the other attributes derive
from it. For sure, Comte had some interesting remarks to make: precision differs
from certainty; it admits of degrees. This comes out in his presentation of the vari-
ous meanings of the term “positive”:

A fourth commonly received meaning [...] consists in contrasting the precise with the
vague: this sense evokes the constant tendency of genuine philosophical spirit to obtain
in all areas the degree of precision compatible with the nature of the phenomena and in
accordance with our true needs; whereas the old manner of philosophizing invariably led
to vague opinions, which only achieved the necessary discipline through a permanent con-
straint based on supernatural authority.?

Comte brought out the specificity of modern science and outlined the cognitive
evolution of humanity. But his main concern was to avoid all metaphysics, going so
far as to impose limits on science. Bachelard was to relinquish positivism. Science
overturns obstacles; it renews the conditions of cognition and transforms rational
values. In consequence, he could concentrate on the procedures whereby we estab-
lish precision.

We may now go over the history of the debate concerning theory choice. Kuhn
borrowed his list of rational values in all likelihood from Hempel, with whom he was
in close contact as colleague at Princeton shortly after the publication of The Struc-
ture of Scientific Revolutions.” Prior to Kuhn’s article on theory choice, Hempel
devoted a chapter to the criteria of confirmation and acceptability in his Introduction
to Philosophy of Natural Science.’® He spelled out the conditions involved in theory
confirmation as follows: quantity, variety, precision, predictions giving rise to new
tests, simplicity and consistency. But more interesting still is Hempel’s article of
1983 “Valuation and Objectivity in Science”, in which he subjects Kuhn’s historical
interpretation to critical scrutiny. He brings out certain analogies with Carnap and
Popper, but disapproves of the pragmatist orientation. Hempel claims that Carnap
had already taken into account several difficulties pointed out by Kuhn:

The problem of formulating norms for the critical appraisal of theories may be regarded as
a modern outgrowth of the classical problem of induction: it concerns the choice between
comprehension theories rather than the adoption of simple generalizations and the grounds
on which such adoption might be justified.?!
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According to Hempel, Kuhn’s conception does not make it possible to account
for the rationality of scientific method. At the same time Hempel’s criticism helps us
understand how the account of theory choice evolved in relation to the general develop-
ment of logical positivism. At an early stage logical positivists had set about to clarify
a series of values that had come up as a result of earlier debates on scientific method.
The standard view of theory structure was then gradually modified, and theoretical
statements came to be conceived as making up strongly integrated systems whose rela-
tion to observation is complex and indirect. Hempel believes that these modifications
suffice and that Kuhn’s solution tends towards irrationalism or relativism.

6 Philosophical Semantics

It is time to draw attention to what we have been doing. The preceding study has
sought to analyze how the criteria of choice function in scientific practice. Different
meanings have been distinguished, and the variations over time have been outlined.
One could characterize such an approach as a historical or philosophical semantics.
We have concentrated on the criterion of accuracy, providing what should be con-
sidered only a rough sketch of the historical trajectory of the notion. Following these
lines, a more thorough examination could be undertaken, especially with regard to
the use of instruments, the correction of errors and the estimate of approximation.
One could then move on to submit the other rational values to the same treatment,
taking into account the full array of synonymous terms. What I should like to pro-
mote thereby is a research program concerning the process of decisionmaking in
scientific activity.

Recourse has been made to both historical study and linguistic analysis, and we
may call on the authority of several prominent thinkers. A recent trend seeks to recon-
cile the two major traditions in contemporary philosophy, the analytic and the histori-
cal, or at least to bring together their results. Paul Ricceur is a noteworthy example.
Having studied in the phenomenological tradition, he came into close contact with
analytic philosophy during the many years he spent teaching at the University of
Chicago. In a late study on recognition, he associates significantly linguistic analysis
and historical hermeneutics. Ricceur calls forcefully for associating both methods:

I have endeavored, as a good student of the good British school of ordinary language,
to spell out the various meanings according to their particular context of use in natural
language [...]. Before us the grand German philosophy of the 19th and 20th centuries had
included philological inquiry in working out its guiding concepts. And, preceding us all,
the Greek thinkers of the classical period, the good professor Aristotle foremost, pondered
over the great book of customs as keen lexicographers, recording the appearance of suitable
expressions in the poets and orators, before usage had erased the effect of these new addi-
tions to linguistic exchange.*

Ricceur goes on to analyze the notion of recognition in this manner; he singles
out three aspects: identification, reflexivity and mutuality. One could easily trans-
pose these aspects to scientific knowledge. But what we should retain here is his
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method. Linguistic analysis leads to historical considerations. Ricceur draws atten-
tion to various lexicographic tools that can provide the philosopher with relevant
material. He interprets the linguistic facts, situates them within intellectual history
and brings out the philosophical implications.

He is not alone in this venture. Jean Starobinski, in a study more closely related
to science, Action et réaction: aventures d’un couple, follows in a similar manner
the development of the concepts he has chosen. Both authors lead us to believe that
from the point of view of practice the derivative precedes the root, the result is more
important than the origin: thus recognition is prior to cognition; reaction to action.
For we are already caught up in a series of events, in a chain of beliefs. This per-
spective leads Ricceur to a balanced treatment: recognition becomes the result of a
complex effort involving not only the recognition of others but also selfrecognition.
As for Starobinski, he maps out the surroundings of scientific activity in terms that
bring him near to our problem:

Objective knowledge which claims to consign consciousness to its origins (biological, neu-
rological), and which seem to dispossess it must consent to recognize itself as the outcome
of a decision, and bearer of future decisions.®

But one can point also to an author seeking to bridge the gap from the other side:
Tan Hacking endeavors to associate historical study and linguistic analysis. Although
educated in the analytic tradition, he does not hesitate to call on French philosophy
of science, the title of one of his books, Historical Ontology, is expressly borrowed
from Michel Foucault. Hacking adopts it to characterize his own inquiry. Foucault
had found inspiration in Bachelard and took his perspective further, making a broader
and more systematic use of history, which he in due course named “archeology of
knowledge” or “historical ontology”. Hacking takes up this approach, applying it
more specifically to philosophy of science. He reformulates Foucault’s arguments:
the concept of power is enlarged to include not only the power of repression but
also the power of constitution. Thus is brought into view the interaction between the
categories created by us and the objects or subjects subsumed under them. Finally,
a concrete meaning is given to the attempt to relate discourse to its context of utter-
ance. And Hacking offers a careful analysis of the production sites of experimental
science: the laboratories and the research centers.

What is more, he claims that it is quite possible to recover thereby the concerns
of analytic philosophy. Historical ontology is just another way of pursuing analysis:
the conceptual usages are referred chronologically to their site of enunciation. Such
inquiry can provide support in the quest to eliminate or overcome philosophical
problems. Among the various currents of Anglo-American philosophy, some are not
incompatible with the Bachelardian school; such is the case, according to Hacking,
of ordinary language philosophy. This is how he presents his program:

Historical ontology is about the ways in which the possibilities for choice, and for being,
arise in history. It is not to be practiced in terms of grand abstractions, but in terms of the
explicit formulations in which we can constitute ourselves, formulations whose trajectories
can be plotted as clearly as those of trauma or child development, or, at one remove, that
can be traced more obscurely by larger organizing concepts such as objectivity or even facts
themselves.*
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One can then submit the constitutive notions of science to a historical analy-
sis, recording the discursive formulations and mapping out their development. The
techniques Hacking employs betray similarities to those of Ricceur and Starobinski;
historical ontology can be seen to merge with philosophical semantics.

7 Conclusion

One may perceive a shift in philosophy of science over the past century from the
context of justification to that of discovery and invention. After the problems of
induction and experimental testing interest has focused on the rational values
attendant on theory choice. This leads to a richer model of scientific rationality.
It could be feared that the historical perspective has the effect of undermining the
authority of science: causes of belief are diverse, and motives change with time.
History runs counter to the pedagogy of textbooks. This danger may threaten those
accounts that remain polemic in attitude, aiming only to overthrow positivism. But
at the same time history can provide its own antidote: it brings into view the actual
procedures of science, those that have enabled the overcoming of obstacles on the
path of discovery. Scientific rationality no longer appears static, formal, schematic,
but rather intricate, flexible, self-correcting. Why not, with reference to the life sci-
ences, speak of an adaptive, evolutive reason?

Furthermore, history reveals stabilizing techniques: the justification of a theory is
progressively purged of its idiosyncratic elements. For example, the alleged harmony
Copernicus claimed for his theory comes to be reckoned in terms of the logical consist-
ency, the novel predictions and the theoretical fruitfulness of the heliocentric research
program, its incompatibility with Aristotelian natural philosophy being resolved by
the establishment of a new physics. With the development of science the grounds
of belief are enhanced, multiplied and more and more closely coordinated. We need
not commit ourselves to the unity of science to admit an encyclopedic task going on:
scope and consistency push us continually to organize the fragments of our knowl-
edge. The value of a theory is ensured by a whole network of reasons, which include
both instruments and institutions. Above and beyond the empirical data dealt with is
the full historical record: the difficulties overcome; the rival theories superceded.

Our investigation leads us to believe, against Kuhn, that the criteria of choice do
not necessarily evolve slowly and do not transcend the other elements of the para-
digm. Understood in a definite sense, they may undergo in time a profound trans-
formation, and during a scientific revolution they may change suddenly. Rational
values do not provide a way out of the difficulties of incommensurability. One must
go beyond this framework. There is however an advantage to conceive these values
as intimately bound up with the general movement of science. These variations
are the outcome of discoveries. We are thereby more consistent with respect to the
general tendency to deny strict separations between justification and discovery, fact
and interpretation, theory and practice. Transitions in science appear in this light
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perhaps more complex but also more intelligible. The criteria are given substance;
they are related to concrete situations of decision.

Rational values call for a close analysis. They carry many different meanings.
“Consistency” for example can designate any of a number of relations between two
theories belonging to related areas of inquiry: entailment, reinforcement, compat-
ibility, implausibility or inconsistency.*> Our aim has not been to fix rigidly the
meaning of the criteria; for we are not seeking to impose a formal algorithm of
decision the difficulties of which have been stressed but to understand the paths,
lengthy and varied, taken by scientific practice. The criteria must retain some flex-
ibility or vagueness in order to fulfill their function: making possible a comparison
of diverse paradigms and allowing a critical overview of the received paradigm. The
terms employed are generally couched in natural language and play a meta-theo-
retical role. “Accuracy”, as we have seen, has a history of its own. Naive concep-
tions of truth and reality have been left behind. What is now meant is a precision
of approximation, resting on a whole array of techniques and procedures. Philo-
sophical options have not been settled once and for all but enlarged; the scientist has
acquired a larger compass for his research. Of course, precision must be accompa-
nied by other advances, such as coherence and fruitfulness. The outcome is a global
decision; the criteria summarize in a sense scientific activity. To devote attention to
them is to take up the study of scientific knowledge, simply from a different angle.

Endnotes

1 See Kuhn, 1977, p. XXI. Indeed, the term value is rare in The Structure of Scientific Revolu-
tions. It is in the postscript that Kuhn distinguishes four constitutive components of the para-
digm: symbolic generalizations, models, exemplars and values.

Ibid., p. 324.

Ibid., p. 323.

Ibid., p. 331. Cf. p. 339.

Ibid., p. 339.

See in particular Chap. 9 “Rationality and Theory Choice”.

See for example Hacking, 1993, 2002.

Bachelard, 1928, p. 28. Translation mine.

Ibid., p. 43. Translation mine. Here, as in the following, I translate the French terms “exact”

and “précis” systematically by “exact” and “precise”.

10 Bachelard, 1928, p. 80. Translation and emphasis mine.

11 Bachelard, 1940, p. 72. Emphasis mine.

12 Ibid., pp. 4, 7. Translation, pp. 5-7.

13 Ibid., pp. 144-145.

14 Descartes, 1644, vol. 3, p. 199.

15 Ibid., p. 203.

16 Newton, 1687, p. XVIIL.

17 Hume, 1740, pp. 645-646. Emphasis mine. Mill continues the debate: the realm of exactness
is not defined once and for all. There are the exact sciences such as astronomy, the sciences in
which exact laws are yet to be discovered such as meteorology and further removed but amena-
ble to the same model the science of human nature. Cf. Mill, 1843, VI, Chap. 3, § 1, p. 844.
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18 Buffon quoted in Hallyn, 2004, p. 209.

19 Kuhn, 1957, p. 172.

20 “Scope” is somewhat vague, and “completeness” expresses more clearly the aim of explain-
ing comprehensively the phenomena belonging to a particular field. The latter should not be
confused with the technical sense introduced by Godel. “Completeness” is part of the tradi-
tional vocabulary of science. Thus Lagrange observes that Varignon’s Nouvelle mécanique
“contains a complete theory of the equilibrium of forces in different machines”, Mécanique
analytique, 1788, p. 13.

21 Inparticular, Duhem and Neurath place emphasis on completeness. They do not however base
their theories on this sole criterion.

22 Duhem, 1906, p. 24. Translation, p. 19.

23 Duhem speaks of noncontradiction in the same passage. He later develops the requirement of
consistency more fully, I, Chap. 4, §§ 7, 10; II, Chap. 7, § 1. Fruitfulness is examined further
on, I, Chap. 3. It is a more complex concept, involving prediction and progress.

24 Duhem, 1906, p. 25. Translation, p. 20.

25  On this current of thought, see Brenner, 2003.

26 See Comte, 1884, pp. 120-126.

27 Bachelard, 1928, p. 52. Translation mine.

28 Comte, 1844, pp. 121-122. Cf. Comte, 1830-1842, I, pp. 60, 457.

29  Kuhn, 2000, p. 309.

30 Hempel, 1966, Chap. 4 “Criteria of Confirmation and Acceptability”.

31 Hempel, 1983, p. 92.

32 Riceeur, 2004, p. 13-14. Translation pp. 1-2.

33 Starobinski, 1999, p. 355.

34 Hacking, 2002, p. 23.

35 Cf. Laudan, 1977, p. 54.
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Science and Realism: The Legacy of Duhem
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Sandra Laugier

Anglo-American epistemology has long recognized its debt to Pierre Duhem:
most notably in the so-called “Duhem—Quine” thesis that has been at the center of
debates over empiricism and realism. These debates began with the Vienna Circle
and have continued through the development of a more historical reflection on
the sciences. This development is still ongoing, as can be seen in Hilary Putnam’s
work on realism. The most prominent figures in this movement of inheritance of
Duhem’s work, as well as the most controversial, are Kuhn and Feyerabend. But
this change in American philosophy of science since, say, the sixties may also
draw our attention to another influence, less visible than Duhem’s, but just as
important: that of Emile Meyerson. One finds references to Meyerson in writings
by both Quine and Kuhn. Kuhn, in particular, has explicitly recognized his debt
to the author of Identity and Reality. In an interview in the French newspaper
Le Monde," he noted that he had, in philosophy, three major influences, apart
from his contemporary, Quine: Duhem (for his Aim and Structure of Physical
Theory), Meyerson (for Identity and Reality), and Koyré, who was responsible
for the direct transmission of Meyerson’s work to the U.S. Kuhn also recalled that
it was Popper himself who advised him to read Identity and Reality, a work that
proved decisive for Kuhn.

These texts, somewhat forgotten in France after the thirties, were not only trans-
lated into English very early (/dentity and Reality appeared in the U.S. in 1930), but
were sometimes reprinted in English editions. In its original language, on the other
hand, Identity and Reality has been unavailable for some time. In examining certain
aspects of Meyerson’s work, we will attempt to understand why certain French phi-
losophers, though forgotten in France until recently,” have been a source of inspira-
tion for several philosophers of science in the United States.
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1 Holism and Ontology

This essay begins from two footnotes of Quine’s. The footnotes in question come
from an article that made a thunder-clap on the clear sky of analytic philosophy of
science in the U.S.: “Two Dogmas of Empiricism”, delivered as a lecture in 1950 and
published in 1951. Quine, let us recall, was the one who, after a voyage to Europe
in the 1930s, had introduced the work of Carnap and the Vienna Circle to American
philosophers. In the wake of close collaboration between Quine and Carnap (as their
recently published correspondence attests), a uniquely American form of logical pos-
itivism became the dominant movement in American philosophy departments. This
movement was also encouraged by the forced immigration, in the thirties and forties,
of many European philosophers and scientists, including Carnap, Reichenbach, Tar-
ski, Frank, and Hempel. In his 1951 article Quine attacked the foundations of Vien-
nese logical empiricism, namely the analytic/synthetic distinction and reductionism.
These two dogmas are, according to Quine, “at root identical”, and rest on a shared
illusion: the possibility of distinguishing, in an utterance, between what belongs to
experience and what belongs to language. In particular Quine singled out the dis-
tinctively neo-positivist idea that an utterance has an empirical meaning, and can as
such be subject to empirical confirmation or refutation. Let us note that Quine was
engaged here with an interpretation of logical empiricism that had become common,
rather than with a serious reading of Carnap. It is too little noticed that Quine appeals
to the Aufbau itself in his refutation of the second dogma.

My counter-suggestion, issuing essentially from Carnap’s doctrine of the physical world in
the Aufbau, is that our statements about the external world face the tribunal of sense experi-
ence not individually but only as a corporate body.?

But it is precisely here that we find a reference to Duhem, and not, as is often
supposed, to the celebrated paragraphs* on refutation and crucial experiment, but
rather to the criticism of the Newtonian method.’

Quine does not so much take up the detail of Duhem’s argument against refuta-
tion, but rather the general philosophy of Physical Theory, which one also finds in
To Save the Phenomena, especially the impossibility of conceiving facts independ-
ent of all conceptualization. “An experiment in physics”, Duhem writes, is:

quite another matter than the mere observation of a fact [...]. What the physicist states as
the result of an experiment is not the recital of observed facts, but the interpretation and the
transposing of these facts into the ideal, abstract, symbolic world created by the theories he
regards as established.®

Their certainty, for Duhem, “always remains subordinated to the confidence
inspired by a whole group of theories”.” It is precisely this point, taken up equally
by Meyerson — “It is, as Duhem has justly said, impossible to understand the law,
impossible to apply it, without performing the work of scientific abstraction, with-
out knowing the theories which it presupposes™ — that interests Quine. The tes-
timony of experience, independent of any theoretical context, is a philosophical
myth: “Statements, apart from an occasional collectors’ item for epistemologists,
are connected only deviously with experience”.” The critique of refutation, and what
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we call “Duhem’s problem”, are a methodological consequence of this philosophi-
cal position, a position also adopted by Meyerson.'” No statement is in itself refut-
able, because there is no statement that speaks purely of experience (as the protocol
sentences of Carnap’s Aufbau were supposed to do): even statements of experience
are theory-laden. A recalcitrant experience therefore does not suffice to refute a
theory: refutation is not as simple a matter as we might have thought.!!

Duhem’s idea that a negative experience does not require the rejection of a theory
is frequently taken up by the post-Popperians. It was also developed in Quine’s
philosophy of science in the form of his much-discussed epistemological holism.
We find a very explicit formulation of Quine’s position in the introduction to his
textbook Methods of Logic:

Statements close to experience and seemingly verified by the appropriate experiences may
occasionally be given up, even by pleading hallucination'? This exactly parallels Duhem’s
remarks: “When the experiment is in disagreement with [the experimenter’s] predictions,
what he learns is that at least one of [his] hypotheses [...] is unacceptable and ought to be
modified; but the experiment does not designate which one should be changed."

We can always preserve of a statement come what may, Quine concludes. On the
other hand — an idea new with Quine — there are no unrevisable statements. Such are
the interconnections assured by the logical relations between statements that every
statement, even one taken as “central”, is vulnerable to a negative experience. Expe-
rience can have consequences anywhere in the system. “Reevaluation of some state-
ments entails reevaluation of others, because of their logical interconnections — the
logical laws being in turn simply certain further statements of the system, certain
further elements of the field”.!* There is thus no privileged place within the concep-
tual scheme. Any statement, even one occupying a central place in the system, can
be put into question. This is so even for logical laws, which, despite their “decisive
position”, can be revised, if the revision provides a simplification necessary to the
survival of the system.

Here again one can cite Duhem: the apparently unchangeable and necessary
principles of physics, even those that cannot be directly subject to experiment, can
be overturned in the development of science.

On that day some one of our hypotheses, which taken in isolation defied direct experimental
refutation, will crumble with the system it supported under the weight of the contradictions
inflicted by reality on the consequences of this system taken as a whole."

Every statement is thus revisable. This is the meaning of the metaphor, favored
by Quine and made famous by him, of a “field of forces” representing “the totality
of science”,'® where statements confront experience at the periphery yet redistribute
consequences to the interior, even to the most distant statements. There is no break
between the periphery and the center, only differences of degree of proximity to
experience, always provisional and never measurable: this is precisely the point that
signaled Quine’s break with the Vienna Circle.

Thus we see that holism is, in Quine, a double-edged sword. Any statement can
be revised, but, on the other hand, it is equally true that any statement can be pre-
served. On this point we can cite another passage from Methods of Logic:
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Our system of statements has such a thick cushion of indeterminacy, in relation to experi-
ence, that vast domains of law can easily be held immune to revision on principle. We can
always turn to other quarters of the system when revisions are called for by unexpected
experiences.’

For Quine this holds not just for physics, but also for logic (though fundamentally
revisable, it can be held immune “on principle”, because of its central place and also
because of the indeterminacy of translation). This unnoticed consequence is nothing
but the flip side of holism, or as Quine calls it, the “logical (rather than epistemologi-
cal) point of view” on holism. For Quine there is no contradiction in this: the revisabil-
ity of logic goes along with its immunity — these are just two sides of the same coin.

When some revision of our system of statements is called for, we prefer, other things
being equal, a revision which disturbs the system least [...] despite the apparent opposition
between this priority and the one previously noted, the one involves the other.'®

It is because a revision is never merely local, but always “systematic”, that any
revision must reflect choices and decisions according to what Quine calls “priori-
ties”. There is no sense in revising the system unless one keeps it open, at each
intermediate stage in the history of science, to revisions that will ensure its sur-
vival. “Mathematics and logic, central as they are to our conceptual scheme, tend
to be accorded such immunity, in view of our conservative preference for revisions
which disturb the system least”.! Nonetheless there are priorities and conditions
that decide the place of a hypothesis in the system. Briefly, we choose on a prag-
matic basis® the change that disturbs the system least, unless a more wide-ranging
revision offers other advantages, in particular simplification.

It is with reference to Duhem that Quine draws his most “anti-realist” conclusion:
physical theory is not an explanation, but a symbolic representation: after recalling
Neurath’s metaphor of the boat (the philosopher is “a mariner who must rebuild his
ship on the open sea”), he adds:

We can improve our conceptual scheme, our philosophy bit by bit, while continuing to
depend on it for support; but we cannot detach ourselves from it and compare it with an
unconceptualized reality. Hence it is meaningless, I suggest, to inquire into the absolute
correctness of a conceptual scheme as a mirror of reality. Our standard for appraising basic
changes of conceptual scheme must be, not a realistic standard of correspondence to reality,
but a pragmatic standard.?!

Quine concludes with an appeal to “conceptual economy” that hearkens back to
both Duhem and Mach, recalling also the “pragmatist” tone of “Two Dogmas”.?
The first concern of holism is conservatism, or, to put it more naturalistically, the
survival of the conceptual scheme. Transformations of the system, even radical ones,
are gradual. Conceptual change, even major change, can be effected without a sharp
break. It is simply because a revision is never merely local, but always systematic,
that choices must be made. There is no sense in revising the system unless one keeps
it open, at each stage in the development of science, to revisions that will maintain
its stability. This is also the meaning of Neurath’s metaphor: “Our boat stays afloat
because at each alteration we keep the bulk of it intact as a going concern”.?

This Quinean model of the development of science, at once conservative and
revolutionary, was in fact sketched out in a metaphor that Duhem uses in Physical
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Theory: “Physical science is a system that must be taken as a whole; it is an organ-
ism in which one part cannot be made to function except when the parts that are
most remote from it are called into play, some more so than others, but all to some
degree”.?* And it is remarkable that Duhem, in order to illustrate the difficulty of
refutation, uses a biological metaphor: a physicist cannot determine the exact place
at which his theory has broken down, just as a doctor

has to guess the seat and cause of the ailment solely by inspecting disorders affecting the
whole body [...] The watchmaker to whom you give a watch that has stopped separates all
the wheelworks and examines them one by one until he finds the part that is defective or
broken [...] Now the physicist concerned with remedying a limping theory resembles the
doctor and not the watchmaker.”

This metaphor shows that Duhem’s doctrine of continuity is based on a form of
epistemological holism that finds its most developed expression in Quine.

From this point of view, if we now return to “Two Dogmas”, we will not be
surprised to find reference in the text to another French philosopher — Meyerson.
Epistemological holism, the impossibility affirmed by Quine of determining the
adequacy of our conceptual scheme as a representation of reality, seems little com-
patible with the frankly ontological philosophy of Identity and Reality. How can we,
at this point in the discussion, invoke ontology? We might recall that Duhem did not
rule out an ontological order:

Thus, physical theory never gives us the explanation of experimental laws; it never reveals
realities hiding under the sensible appearances; but the more complete it becomes, the more
we apprehend that the logical order in which theory orders experimental laws is the reflec-
tion of an ontological order.?

There is indeed a form of realism in Duhem, in his idea that “these theories are
not a purely artificial system, but a natural classification”.

But it is clear that this is not Quine’s position. The idea of “realities hiding under
the sensible appearances” is quite far from his approach, precisely because of his
interpretation of the ontological problem. Toward the end of “On What There Is”,
Quine suggests that from a phenomenalist point of view, ontologies that include
physical or mathematical objects are “myths”.?” This notion of “myth”, which
comes back later in “Two Dogmas”, has reinforced conventionalist interpretations
of Quine: “The myth of physical objects is epistemologically superior to most in that
it has proved more efficacious than other myths as a device for working a manage-
able structure into the flux of experience”.”® Quine famously compared the ontol-
ogy of physics (not just that of objects, but also, e.g., that of forces — a topic dear
to Meyerson) to that of the Homeric gods. There is in this a clearly instrumentalist
conception of ontology (this can be traced back to Mach): “physical objects are con-
ceptually imported into the situation as convenient intermediaries, not by definition
in terms of experience, but simply as irreducible posits, comparable, epistemologi-
cally, to the gods of Homer”.?

We might wonder, then, how the empiricism of “Two Dogmas” amounts to a crit-
icism of neo-positivist epistemology, since the neo-positivists more or less adopted
wholesale Duhem’s idea that physical theory was a symbolic representation and
a formal system. We can see this in Carnap’s Logical Syntax: “it is, in general,
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impossible to test even a single hypothetical sentence [...] Thus the test applies, at
bottom, not to a single hypothesis but to the whole system of physics as a system of
hypotheses”.* Clearly what is at stake here is not just holism, but realism as well.
Quine’s references to Meyerson is not merely out of respect or empty, and perhaps
Quine is more serious than we suppose when he appropriates the statement from
Identity and Reality “L’ ontologie fait corps avec la science elle méme et ne peut en
étre séparée [“Ontology is part of the body of science itself and cannot be separated
from it”.]*! Let us look at the context in which this reference appears more closely.
Quine affirms the continuity of ontological and natural scientific questions in the
essay “On What There Is”. The problem of ontology, according to Quine, is not
that of knowing what exists, but of knowing the ontological significance of our
discourse — of knowing what we say exists. Ontology does not, therefore, have for
Quine the task of determining what there is. “What is under consideration is not the
ontological state of affairs, but the ontological commitments of a discourse”.*? The
ontological question is transformed: “But we have moved now to the question of
checking not on existence, but on imputations of existence: on what a theory says
exists”.* In order to know “what exists”, one must look not to ontology, but to sci-
ence. What exists is what science, as a whole, “says exists”. And just as the only
possible response to the ontological question is within science, the philosophy of
science is identified by Quine with ontology.

One might, to parody a phrase of Wittgenstein’s, say that “it is science (not gram-
mar) that tells us what sort of thing something is”. The citation from Meyerson
therefore announces Quine’s naturalism well before “Epistemology Naturalized”.
According to Quine’s naturalism there is no fundamental difference between the
task of philosophy and that of science. Ontology is an enlargement and generaliza-
tion of scientific achievements. On the other hand, Quine suggests, in “Things and
their place in Theories” that epistemology is a “methodology of ontology”. The
work of ontology is no different from the work of science, and participates in the
same process of continual systematic revision. The philosopher’s task is that of

making explicit what had been tacit, and precise what had been vague; of exposing and
resolving paradoxes, smoothing kinks, lopping off vestigial growths, clearing ontological
slums. The philosopher’s task differs from the others’, then, in detail; but in no such drastic
way as those suppose who imagine for the philosopher a vantage point outside the concep-
tual scheme that he takes in charge.™

There are no more privileged objects than there is a privileged science; there is
a continuity, from the middle-size objects whose names we learn in first learning
language, to the most sophisticated objects of science. “All objects are theoretical”.
For Quine, the ontology of science, even when it posits objects quite distant from
our experience, is an extension of the ontology of common sense, not because the
latter is in some way supreme, but because it is already theorized.”

Here we find again a connection with Meyerson. The work of science, even in the
context of naturalized epistemology, is ontological: as Meyerson had already said,
science does not content itself with establishing laws. “Whatever opinion or system
one supposes to prevail from a strictly philosophical point of view, one must admit

that science itself is and remains a creator of ontologies”.>
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Beginning in Identity and Reality, Meyerson affirms that

the ontological character of scientific explication is ineffaceable [...] there is not, there
cannot be, in the natural evolution of scientific theories, any phase where ontological reality
would disappear, and at the same time the concept of conformity to law remain standing®’

Meyerson was the first to propose a model of the evolution of science in which
ontological change defines scientific change (even if it is governed, as always for
Meyerson, by the principle of identity). Moreover, it is these changes of ontology
that allow him to describe, in Identity and Reality and Explication in the Sciences,
the conceptual changes made in the history of the sciences. These changes are always
motivated by the emergence of a new ontology: “the scientific intellect imperiously
demands an ontological reality, and if science did not permit the creation of a new
one, it would certainly be powerless to destroy the old one.”*

There is no ontology independent of or prior to science: from this point of view,
Meyerson is paradoxically less of a metaphysician than Duhem, and he prefigures
Quine, even if Quine’s ontology relativizes and radicalizes Meyerson’s. (Quine pro-
poses, in Theories and Things, that any ontology can be reinterpreted in the terms of
any other via a “proxy function”.) The Meyersonian conception of ontology allows
Quine, beginning in 1951, to make ontology immanent. This leads in his work to a
final dissolution of the “question of transcendence” — that of the adequacy of physi-
cal theory to reality, or, as he put it in 1981, “the question whether or in how far our
science measures up to the Ding an sich.”* On this point, Quine is far from Meyer-
son. But it is from Meyerson that he takes the idea of an immanent ontology, which
is central for his work beginning with “Two Dogmas”. And one might say that it is
over this point — realism — and not over holism that he breaks with Carnap.

For Quine, it is not possible that the philosopher take up “a vantage point outside
the conceptual scheme that he takes in charge.” “There is no such cosmic exile”, he
concludes in Word and Object. Carnap had already said as much in his Logical Syntax.
But for Quine, ontology, once relativized, is not taken less seriously, and ontological
relativity is in no way the dissolution of ontological questions. For Carnap, the ques-
tion of a theory’s ontology is not a theoretical question, but a question that calls for a
practical decision about the structure of our language. For Quine, by contrast, the ques-
tion is more complicated because on his view “our theory of nature grades off from the
most concrete fact to speculations about the curvature of space-time [...]. Existential
quantifications of the philosophical sort belong to the same inclusive theory”.** General
ontological questions, for Quine, are not a matter of language, or of the choice of a
“conceptual scheme”, any more than ordinary scientific hypotheses are. The essential
disagreement between Quine and Carnap is over ontology. Quine recognizes this at the
beginning of his essay “On Carnap’s Views on Ontology”, which was a response to
Carnap’s article “Empiricism, Semantics, and Ontology”. And we have suggested that
the break represented by “Two Dogmas” comes not over epistemology but over the sta-
tus of ontology. In sum, for Quine there is a continuity between talk about experience
and talk about things, and ontology cannot be a matter of linguistic decision.

From this point of view, the appeal to Meyerson in From a Logical Point of View
is paradoxically appropriate, even if Meyerson seems to postulate an independent
reality from which science extracts or reconstructs its elements. Meyerson’s realism
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requires that we take the ontology of science “seriously”, while at the same time
taking account of the changes of ontology that have occurred in the history of the
sciences. This is the only ontology we have at our disposal.

It is because Quine’s naturalism shares this approach to ontology that it does
not exclude realism, even a “robust realism”, as he says in Theories and Things.
Naturalism is “the recognition that it is within science itself, and not in some prior
philosophy, that reality is to be identified and described”;*' it is the “abandonment
of the goal of a first philosophy prior to natural science.”* Even if we do not know
whether our theory of the world or our ontology is the best or the only one possible,
we must take it to be true. “We continue to take seriously our own particular aggre-
gate science, our own particular world-theory or loose total fabric of quasi-theories,
whatever it may be.”** Truth is immanent, and questions of reality cannot be posed
except from within our system of the world. “There is no extra-theoretical truth”.
This obviously poses a problem, which we will attempt to clarify. Quine’s natural-
ism, since it incorporates ontological questions into natural science, is a specific
form of naturalism (irreducible, among others, to its cognitivist successors and by-
products). Its ontological and realistic “theses” (found in the essays “Speaking of
Objects” and “Ontological Relativity”) are inseparable from a radical skepticism
about the possibility of determing a “natural”, preconceptual ontology, even by the
most refined scientific methods. In a more recent text, Quine writes:

These reflections on ontology are a salutary reminder that the ultimate data of science are
limited to our neural intake, and that the very notion of object, concrete or abstract, is of our
own making, along with the rest of natural science and mathematics. It is our overwhelm-
ingly ingenious apparatus for systematizing [...] our intake, and we may take pride.*

Ontology is “a human option”, and the notion of reality “is itself part of the
apparatus; and sticks, stones, atoms, quarks, numbers, and classes are all utterly real
denizens of an ultimate real world, except insofar as our present science may prove
false on further testing.”*

Is there the same notion of ontology at work in this radical naturalism as there
was in the quotation from Meyerson in “Two Dogmas”? Is there, in Meyerson’s
philosophy of science, the possibility, taken up by Quine, of an ontology immanent
in science? The question remains to be posed. But it was probably this idea of Mey-
erson’s, along with his reading of Duhem, that led to the decisive shift in Quine’s
philosophy and that gave direction to his break with the “dogmas” of logical empiri-
cism, i.e., with those of classical analytic philosophy of science.

2 Philosophy of Science and Realisms

We often, and rightly, consider the shift in American philosophy of science during
the years 1960—1980 (initiated by Kuhn, Lakatos, Feyerabend, Putnam, and Hack-
ing) as a break with mainstream philosophy of science based in logical positivism.
This shift in philosophy of science had two aspects: a radically new conception of
the nature of science, and an equally new approach to resolving the problems of
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philosophy of science — an approach joined, inevitably, to a redefinition of scientific
methodology. In effect, what was put in question during this period was the status
of philosophy of science, as a result of the discovery in Anglophone philosophy of
the historicity of science. There is here an important rupture, which today certainly
might lead, with the benefit of hindsight, to a discussion of the oft-noted differ-
ences between two styles of philosophy of science, French and Anglo-American.
The connection of these two traditions in the philosophy of science is perhaps not at
first so obvious, nor is it clear how they can engage each other in argument. Kuhn’s
Structure of Scientific Revolution was published in the moribund Encyclopedia of
Unified Science. Yet the return to French philosophy accomplished by Quine during
the 50s and subsequently in a different way by Kuhn, Lakatos, and Feyerabend, was
not surprising. This return coincided with, or justified, a new anti-positivism, and
a questioning of the “dogmas of empricism”, Carnap’s as well as Popper’s, both
verificationism and falsificationism.

As Hacking has noted, there is considerable agreement, despite their various dif-
ferences, between the Logical Empiricists and Popper.

Popper and Carnap assume that natural science is our best example of rational thought
[...]. Both think there is a pretty sharp distinction between observation and theory [...].
Both agreed that there is a fundamental difference between the context of justification and
the context of discovery [...]; the philosophies of Carnap and Popper are timeless: outside
time, outside history.*

In order to arrive at Kuhn’s philosophy, one need only reject these conclusions
one by one: Kuhn’s claims (like Feyerabend’s, though there are differences), even
if they are not always framed in this way, bear exactly on this common body of
beliefs shared by Carnap and Popper: “whenever we find two philosophers who
line up exactly opposite on a series of half a dozen points, we know that in fact they
agree about almost everything. They share an image of science”.*’ It is this image
that is drawn into question beginning in the 1960s, precisely with instruments of
thought inherited from French philosophy of science — notably that of Duhem and
Meyerson. This explains the considerable interest we find in their works during this
period.®® It is in Duhem, as we have seen, that we find the first formulation of the
dependence of experience on theory, whose immediate consequence, recognized by
Quine as well as Kuhn, Feyerabend, and Lakatos, is that there is no demarcation
between statements of observation and of theory. This dependence of experience on
its conceptual context does away with the myths of refutation and crucial experi-
ment. Lakatos takes up this point in “Falsification and the methodology of scientific
research programmes”.*

Meyerson earlier evokes in Identity and Reality “the close dependence of experi-
ments upon scientific theories”.>® And later in the Cheminement de la pensée Mey-
erson wrote:

However much one tries to stick to facts, no matter how much effort one makes to exclude
every hypothesis, ontology cannot be excluded from physics [...]. Duhem has indisputably
shown that an experiment in physics is not just the observation of a phenomenon, but is
rather the theoretical interpretation of this phenomenon and that “the statement of the result
of an experiment implies, in general, an act of faith in a whole group of theories.”"
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And here it must be recalled that these theories have as their aim precisely to find
out the being of things, their essence, and finally to explain the behaviour of objects
in terms of this essence, the disposition of particles, of molecules and atoms in bod-
ies, of electrons in the atom.>?

It may seem strange at first to see Meyerson appeal to Duhem for purposes con-
trary to Duhem’s own, at least until we look closer: ontology, for Meyerson, is not
to be found anywhere except in science (“in terms of this essence, the disposition of
particles”). And science cannot perform this work through laws alone, but only by
presupposing certain objects (posits, as Quine would say), such as “pure silver [...]
the mathematical lever, the ideal gas, or the perfect crystal... abstractions created by
the theory.”? For “we only attain laws by violating nature, by isolating more or less
artificially a phenomenon from the whole, by checking those influences that would
have falsified the observation. Thus the law cannot directly express reality.”>* Mey-
erson continues his “ontological” interpretation of Duhem in chapter XI of Identity
and Reality:

Duhem establishes, with great exactness, that only the theoretical interpretation to which
phenomena are subjected by the physicist makes possible the use of instruments. He con-
cludes that between phenomena really observed and the result of an experiment formulated
by a physicist a very complex intellectual elaboration intervenes.”

This argument was reprised by Kuhn and Feyerabend, but Meyerson adds:

These deductions indicate [...] to what a degree the physicist is attached to the concept
of thing [...]. And it is easy to see why it is impossible to state [an] experiment without
speaking of [an] hypothesis. This is because the experiment has to do with something cre-
ated by this latter; and, of course, the statement when formulated will imply an act of faith
in a theory, for it will have to do with the object the essence of which is the basis of the
hypothesis in question.®®

Science creates objects, and it is in positing the existence of its objects’ (an
expression of Meyerson’s that Quine takes over) that it achieves its explications.
Clearly Meyerson’s concept of explication overlaps with the explication rejected by
Duhem. More precisely, Meyerson affirms, through his concept of explication, that
it was in vain that Duhem tried to exclude all metaphysics from science: metaphys-
ics, or ontology, is natural, immanent in scientific activity. It is on the basis of this
philosophical principle that the thesis of Identity and Reality is established, namely
the constant role of the principle of identity in different stages in the history of sci-
ence (through principles such as those of conservation). The scientist is engaged in
ontology, in “pressing his thought into the ontological mold, in giving to it the form
of an hypothesis about the reality of things”.’® He does so without knowing it, like
the ordinary man, “comme il respire” (to take up a lovely formulation Meyerson
used in Explication in the Sciences and quoted by Koyré in his article on Meyer-
son.® In Explication in the Sciences Meyerson wrote that “scientists, as soon as
they bring atoms and ether into play, implicitly reason as if these were not concepts,
but real things”® In sum, the scientist has a natural tendency to engage in ontology.
Meyerson speaks of “the tendency to create fictitious entities for the purpose of
explanation”, which is “so strongly rooted in us that it was necessary to put us on
guard against it by a special declaration [...] the famous ‘Ockham’s razor’”.%! It is
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in this light that we can interpret the central role that the concept of conservation
has in Meyerson’s work.

Any statement of conservation tends to give rise to an explanatory theory. That is why when
confronted with anything that is said to be conserved and which is at first, of course, only a
scientific abstraction [...] we feel a sort of irresistible need to hypostasize it ontologically,
to transform it into a being.%

This tendency to posit theoretical objects explains the origin and development
of notions such as that of movement or inertia,® or simply the transformations of
the notion of physical object. In a quite different style, one can recall Quine’s Vol-
tairean aphorism: “physical objects, if they did not exist, would [...] have had to be
invented”.%*

It is clear from this point of view why Meyerson, as well as Duhem, would be cited
by anti-positivism in its opposition to the traditional philosophy of science derived
from logical empiricism. We sometimes forget that Meyerson read, at the end of his
life, not only the work of Moritz Schlick (at Einstein’s urging, he read Schlick’s writ-
ings on relativity® , but also the work of the Vienna Circle and the early Wittgenstein,
to which he dedicated a note in Le Cheminement de la pensée.®® Meyerson was well
aware of the proximity of the Vienna Circle (initially called the Ernst Mach Society)
to Mach, and therefore to Comte.”” In the note, Meyerson expresses surprise that
Comte is hardly cited by the Circle. Meyerson is one of the first serious critics of the
Viennese tradition, whose theses “‘on many essential points disagree completely with
those [he, Meyerson] presented.” It is not at all therefore an accident that Meyerson’s
critique of positivism reappears later in the post-Popperian critique of neopositivism.
What is at stake however, namely realism, is more than just the rejection of positiv-
ism, as Meyerson shows in the Cheminement by his remarks on Eddington (whose
ideas he compares to the realism of Sommerfeld), as well as his lucid critique of both
the operationalism of Bridgman and the pragmatism of Dewey.®

Meyerson takes up, as we have seen, certain themes from Duhem, but he also
connects Duhem with Comte and Mach because of his “phenomenalism”: “discus-
sions in physics make no sense if one tries to abandon the assumption that objects
exist independent of sensation. The affirmation of the existence of a reality, that
never changes”.®” Duhem admired Mach’s Mechanics, but Meyerson engaged in a
radical critique of Mach in all his works. The most remarkable form of this rejec-
tion appears in Meyerson’s discussion of Einstein in The Relativistic Deduction
(1924). The special theory of relativity (1905)” was frequently imagined to be an
illustration of the theses of postivism, and later of logical empiricism.”" The whole
aim of The Relativistic Deduction, as the title indicates, is to present, contrary to
positivism, a deductive, explicative system that posits the existence of an independ-
ent reality. Distinguishing clearly between relativity and relativism, Meyerson notes
(citing Kneser):

The principle of relativity is, as a matter of fact, the principle of the non-relativity of the

real; it demands that the reality implied by the observed phenomena of nature remain

immutable with respect to possible modifications of viewpoint and system of measure-

ment, that it be, according to the current expression, invariant with respect to the Lorentz
transformations.”
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Meyerson chose Einstein to confirm his thesis in Identity and Reality. He saw,
in the theory of 1905, and later in the general theory of relativity of 1915, the use
of a principle of identity, which one might also call in this context a principle of
invariance. For Meyerson, relativity theory, which proposes the invariance of laws
under the Lorentz transformations, just as Galileo had proposed the invariance of
laws under change of point of view (for example, that of a sailor on land and of a
sailor on a boat in motion), is much more realistic than pre-Einsteinian theories.”
As Sommerfeld, who inspired Meyerson, said: the aim of theories of relativity is to
find what is not relative. Relativity became for Meyerson the very model of a theory
that is explicative and ontological.

This point is yet more interesting when we recall that Einstein himself was won
over by Meyerson’s interpretation. Until the early 1920s, Einstein presented himself
(in accordance with numerous interpretations) as a disciple of Mach, even associat-
ing his doctrine, at one time, with what he called Mach’s principle. It is remarkable
that Finstein’s turn against Mach, well described by Gerald Holton in his essay
“Mach, Einstein, and the Search for Reality”’* occurred at the same time as his first
contact with Meyerson. They met in 1922, when Einstein was invited to a meeting
of the Société Francaise de Philosophie, and their discussions continued through
the publication of The Relativistic Deduction and a review of it by Einstein in the
Revue Philosophique. Einstein’s turn against Mach was apparently strengthened by
his reading The Relativistic Deduction. During the meeting of the Société, Meyer-
son presented his critique of Mach, and he made it clear that, on his view, “between
Mach’s ideas and Einstein’s theory there seems to be no truly intimate or neces-
sary connection. One can certainly be an adherent of relativity [theory] while being
convinced that no science is possible that does not posit, in the first instance, an
object persisting outside of consciousness, and that, as a consequence, science can-
not avoid the task of making clear how it conceives this object, through the modifi-
cations that the progress of our knowledge imposes on this image. Indeed it seems
to me that Einstein’s attitude confirms this point of view”.”> One the same occasion
Einstein objected to Mach as a philosopher:

Mach’s system studies relations that exist among the data of experience; the totality of these

relations is, for Mach, science. But this is a bad point of view: in sum, what Mach did is a cat-
alogue and not a system. Mach was as awful at philosophy as he was good at mechanics.”

This surprising claim shows clearly that there is a connection between Meyer-
son’s views and Einstein’s move toward realism. If this connection is not one of
cause and effect, it is at least one of convergence, Einstein finding in Meyerson
terms and arguments appropriate for his rejection of Mach’s views.

Meyerson clearly influenced Einstein’s philosophical development. One can par-
ticularly trace this influence in his correspondence with his friend Michel Besso,
a convinced Machian. It is in a 1917 letter to Besso that Einstein first presents his
doubts about Mach, in a discussion of a manuscript by Friedrich Adler (physicist,
Austrian politician, and translator of Duhem). Regarding Mach’s philosophy, Ein-
stein wrote: “It cannot give birth to anything living, it can only exterminate harmful
vermin”.”” In a much later letter to Besso (1948), he elaborates on this point, in a
tone remarkably reminiscent of Meyerson:
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It is interesting, by the way, that Mach rejected the special relativity theory passionately
[...]. The theory was, for him, inadmissibly speculative. He did not know that this specula-
tive character belongs also to Newton’s mechanics, and to every theory which thought is
capable of. There exists only a gradual difference between theories, insofar as the chains
of thought from fundamental concepts to empirically verifiable conclusions are of different
lengths and complications.”

Meanwhile, in a letter to Schlick Einstein seems to change course and follow
Meyerson in opposing neopositivism. He reproaches Schlick:

In general, your presentation does not correspond to my style of thinking, in as much as I
find your overall orientation so to speak too positivist [...]. I put it to you squarely: physics
is an attempt at the conceptual construction of a model of the real world and its nomologi-
cal structure [...]. In sum, I object to the failure to clearly separate the reality of experience
and the reality of being.

One cannot help but notice the similarity between the realist positions defended
by Einstein and by Meyerson. This similarity is confirmed if we keep in mind not
only relativity theory, but also Meyerson’s position on the Copenhagen interpretation
of quantum physics. Meyerson’s reservations about the latter were, like Einstein’s,
on ontological grounds: in Réel et determinisme dans la physique quantique (1933),
he affirms that Bohr and Heisenberg could not have done otherwise than to posit an
independent reality: “The quantum physicist, in as much as he is a physicist, certainly
thinks as a realist, cannot think otherwise than as a realist”.” “Quantum physics, like
any other physics, presupposes a real outside of me”.%° Phenomenalist interpretations
are, for Meyerson, an admission of failure, in fact “a sort of homage paid to the idea
of a real explication™: “If the least possibility offers itself, we see researchers come
back to a concrete image, realizable in thought, a Weltbild”.®' Meyerson’s thought
can thus help us understand the particular brand of realism gradually adopted by
Einstein, which one might call, adopting an expression of Putnam’s, natural real-
ism, or following Arthur Fine, a natural ontological attitude. This realism affirms
the necessity, presented by Meyerson in Identity and Reality and developed in the
Cheminement de la pensée, of an ontology inherent in science:

This [ontological] aspiration is entirely supported by science, which, in this respect as in
many others, is nothing but a particular form of philosophy, but a philosophy necessarily
realist, incapable of divesting itself of an ontology.*

Einstein, who, in his review of The Relativistic Deduction, recognized only that
“All science is founded on a realistic philosophical system”, went further (and here
again we see the influence of Meyerson) in a letter to Schrodinger (1935): “The real
problem is that physics is a kind of metaphysics; physics describes ‘reality’. But we
do not know what ‘reality’ is. We know it only through physical description”.®

The problem here posed goes beyond the context of Einstein’s philosophy,
as the debates over realism in the late 20th century show: in affirming the con-
nection between science and reality, we hesitate between an immanent ontology
and a robust realism that claims this “posited” reality as the only reality. This
contradiction, which structures the whole of Quine’s work, was formulated by
Meyerson in The Relativistic Deduction. Meyerson recognized that “Although
the Einsteinian physicist, like all physicists, is basically a realist, the very suc-
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cess of his deduction leads him to a structure that is just as basically idealistic”.3
Quine, in 1950, taking up in a naturalist vein the phrase “L’ontologie fait corps
avec la science elle-méme et ne peut étre séparée” (In French in Quine’s text :
“Ontology is part of the body of science itself and cannot be separated from it”)%
and inscribing it in the context of a relativized ontology (it is science that tells
us what exists) could not but end up with a radicalized form of the duality of
realism described by Meyerson. The realist side of Quine, constantly reiterated
in his work, applies only locally. The conceptual scheme, “the whole scientific
system, ontology and all, is a conceptual bridge made by us”. Realism is “robust”
because it is immanent to our language and to our understanding of science. The
content that we give to the word “reality” is produced by our scientific discourse,
and integrated into an “immanent epistemology”. This is the limit of Meyerson’s
influence, and the full radicalism of Quine, who owes to Meyerson even his con-
ception of naturalism.

Meyerson is far from thinking, contrary to Duhem or to certain interpretations
of Duhem, that science and its ontology are exempt from testing by experiment.
“No one will dream of developing a scientific theory without showing to what
extent it is confirmed by experience”.® It is in the face of recalcitrant experi-
ence that changes of theory occur. We find this aspect of Meyerson’s philosophy
again in Kuhn, who is not really the idealist one often supposes from a cursory
reading of The Structure of Scientific Revolutions. Kuhn affirms that a change of
theory does not occur except when there is a general recognition of difficulties
and failures of the current theory, what he calls anomalies.?’ In the essay “Hegel,
Hamilton, Hamelin, et le Concept de Cause”,*® Meyerson takes up from this point
of view the adage “a theory is no good unless one can show that it is false”. He
writes:

This is evident for a scientific theory that accommodates itself to no matter what observa-
tions and experiments is a theory that is so flexible and inclusive as to be decrepit; it is use-
less even from the point of view of the simple prediction of facts, and does not persist even
for a moment unless there is no other to put in its place.

Thus Meyerson anticipates, here again, the anti-positivist reactions of Kuhn and
Feyerabend. Meyerson, like Duhem, affirms that an isolated experiment cannot suf-
fice to refute a theory; but this is because, for him, a theoretical change is also an
ontological change. This leads him to formulate a conception of the history of sci-
ence close to that of Feyerabend, for whom scientific changes do not take place in
the absence of an “alternative” theory, and to that of Kuhn, for whom a paradigm is
not rejected unless it is in a lamentable state.

Thus a physical theory, as is easily shown by an examination of the whole history of the
sciences, does not disappear unless it is succeeded by a new theory; the scientific reality
that dies is of necessity born again in a new reality.®

Far from being the simplistic continuist one might suppose, Meyerson pro-
poses a reading of the history of science that is in fact the true precursor of
the 1960s.



Science and Realism 105

3 Toward Anthropology

Meyerson was without doubt one of the first, with Duhem, to see the true nature of
scientific change as it was later explored by Kuhn. In a paragraph of the Chemine-
ment de la pensée, titled “Les Revolutions dans les sciences physiques” he suggests
that the history of science, as it is usually presented, leaves out the resistance that
always opposes new ideas, or presents it “in a way that only the innovator himself
would find justified, his opponents appearing as men of ill-will, or of mediocre intel-
ligence, incapable of grasping the clearest evidence”. According to Meyerson, we
must re-examine history and recognize the resistance of normal science to change:

And if one takes the trouble simply to examine, without preconceived notions, the polem-
ics of this great period, one quickly sees where the resistances come from and that none of
them is without possible justification.”

Elsewhere he elaborates on this point, criticizing the usual reading of the chemi-
cal revolution:

The arguments of the phlogiston chemists were in no way absurd, nor were they unsci-
entific (contrary to what men insufficiently informed in the documents of the history of
science have often maintained) [...]. Lavoisier violated the most essential rules of chemical
argument as they were firmly established at that time.”!

Here we find exactly the formulation of the proprieties of normal science as
Kuhn defined it in Structure. Perhaps it was through Koyré that this specific mode
of interpreting historical scientific texts was transmitted, as many of the essays col-
lected by Kuhn in The Essential Tension suggest.

This is precisely the problem of incommensurability. From the very beginning
of The Structure of Scientific Revolutions, the theme of “incommensurable ways
of viewing the world” is raised by the problem of historians’ access to “how things
were before”, and of the scientificity of past science.

Historians confront growing difficulties in distinguishing the “scientific”” compo-
nent of past observation and belief from what their predecessors had readily labeled
“error” and “superstition”.”

It is a matter of considering past theories with the attention that Meyerson and Koyré
advocated, not as receptacles of error, but as part of science. What Kuhn and Feyerabend
most object to in philosophy of science before them is not so much its rationalism as its
conception of past theories as errors, and of history as a succession of refutations and
corrections, even provisional ones. From this point of view we can understand better
the meaning of a remark of Hacking, for whom the center of the philosophical revolu-
tion introduced by Kuhn is “a different relation of science to its past”. This is not a mat-
ter of a formal respect for the past, a kind of principle of charity adapted to the history
of science; rather it is a matter of a different relation to experience:

If these out-of-date beliefs are to be called myths, then myths can be produced by the same

sorts of methods and held for the same sorts of reasons that now lead to scientific knowl-

edge. If, on the other hand, they are to be called science, then science has included bodies
of belief quite incompatible with the ones we hold today. Given these alternatives, the his-
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torian must choose the latter. Out-of-date theories are not in principle unscientific because
they have been discarded.”

The thesis of incommensurability, for Kuhn, applies to paradigms of both intelli-
gibility and rationality: each scientific revolution displaced “the standards by which
the profession determined what should count as an admissible problem or as a legit-
imate problem-solution”.** But paradoxically Kuhn sees the need for, as Koyré had

already suggested, a principle of universal intelligibility.

What has made the assumption of universal translatability so nearly inescapable is, I believe,
its deceptive similarity to a quite different one, in this case an assumption that I share: any-
thing which can be said in one language can, with imagination and effort, be understood by
a speaker of another. What is prerequisite to such understanding, however, is not translation
but language learning. Quine’s radical translator is, in fact, a language learner.”

Returning again to Quine, we see that what is at stake here is the anthropo-
logical dimension of the question of incommensurability. The principle of identity,
elaborated in Meyerson’s early works, brings anthropology and philosophy of sci-
ence together in a particularly fruitful way, just as it did in interesting discussions
between Meyerson and Lévy-Bruhl. A whole chapter of the Cheminement de la
pensée is dedicated to the connection between “The physicist and primitive man”.%
In light of Lévy-Bruhl’s work on participation and his interpretation of pre-logical
mentality, Meyerson argues that the scientist of the past, like the primitive, “did not
depart for all that from the general stamp of our intellect”.”” When we attribute to
the primitive (or the past scientist) a mode of thought different from ours, we refuse
to see that he reasons as we do: “The primitive judged wrongly, but he nonetheless
thought as we habitually do, and we cannot pretend that he was illogical without
affirming at the same time that our own way of thinking is t00”.%

If we follow Lévy-Bruhl, then (despite many interpretations to the contrary) we
must attribute to the primitive a form of common rationality. The question of logic
is to be posed, not at the level of individual psychology, but at the level of a com-
parative study of diverse types of collective mentality. It is this comparativism that
determines Lévy-Bruhl’s method, and it is no way relativist: it is more a matter of
showing the difficulty of defining logic once one gives up trying to ground or define
it in terms of a single type of human mind or a transcendent rationality:

I do not assert (today less than ever) that there exists a mentality peculiar to “primitive
peoples”. There is, in their mentality, a large part which they have in common with us.
Equally there is in the mentality of our societies a part (larger or smaller according to the
general conditions beliefs, institutions, social classes, etc.) which is common to it and to
that of primitive peoples.”

Ethnography does not aim to establish either insurmountable differences in thought,
or the psychological unity of the human species. It aims to bring to light, by the affirma-
tion of what is shared between the primitive and the non-primitive, an immanent plu-
rality in thought. And this is precisely the way, according to Meyerson, and later, Kuhn,
that the history of science should proceed. The connection that Meyerson’s principle
of identity creates between anthropology and philosophy of science makes identity a
condition on the discovery of conceptual diversity. In an essay on the interest of Lévy-
Bruhl’s theory of participation for the history of science Hélene Metzger has discussed
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this similarity between the work of the ethnologist and that of the historian of science,
in their study of universal schemas that make it possible to cognize differences.'®

The appeal to anthropology also allows us to de-dramatize relativism, and
especially to defuse the Davidsonian critique of “conceptual schemes” and para-
digms as sources of relativism. In his “Reflections on My Critics”!°! Kuhn replies
to a similar objection from Popper, who criticizes the “dogma [...] [that] differ-
ent frameworks are like mutually untranslateable languages”.!> Kuhn recognizes
that we can only examine the paradigms of the past from within our own, but he
argues that this does not keep us from examining them. This is precisely the work
of the historian of science. To do the history of science is to learn how to trans-
late historical languages into our terms. We translate “ancient theories in modern
terms”, and we learn, for example, to read historical documents differently. “Part
of learning a language or a theory”, Kuhn wrote, “is learning to describe the
world within which the language functions” and to “acquire the knowledge of
nature that is built into the language”.'® The new task given to the historian of
science resembles, for Kuhn, not so much translation as the learning of a foreign
language or culture, which is perfectly accessible provided we perceive the dis-
tance between a distant paradigm and ours and learn where they differ. With time,
we can learn the language of the other culture in this way, which does not mean
interpreting or conceptualizing it in our language, but rather learning to predict
the reactions of the other, and making his strangeness familiar — “something that
the historian regularly learns to do (or should) when dealing with older scientific
theories”.'™ This conception of incommensurability has nothing in common with
extreme relativism: it recognizes a new task for philosophy of science, a descrip-
tive one, in showing that the only way to describe the experience of the other is to
take the measure of his distance from us.

The work of the historian of science thus turns out be similar to that of Quine’s
linguist undertaking radical translation: it is a matter of reading a foreign language
in order to give it meaning, to integrate it into our language. The possibility of
translation is the basis not only of the history of science but also of the growth of
knowledge. There is an indeterminacy to translation, but it is this indeterminacy
that makes the growth of science possible. This point was also made by Koyré, in
his beautiful, and very critical, review of Louis Rougier’s book, La Scolastique et
le Thomisme.'%®

Nothing is more variable than the collections of “truths” admitted and believed at dif-
ferent times by different social groups. Again, nothing is more variable than mental
attitudes, both individual and social [...]. It is obvious that a primitive who believes in
magical causes [...] and a physicist who studies the laws of motion have quite different
mental attitudes [...]. But inside their mentality and their beliefs they think [...] in the
same way. Despite the material differences there is a formal identity of thought. This is
not, I believe, an a priori claim. The profound analyses of Lévy-Bruhl on the one hand,
and of Meyerson on the other, have, I believe, firmly demonstrated this formal identity of
the categories of thought.!%®

If we translate correctly the propositions “written by those who preceded us”,
that is to say, “if we are willing to seek out the theories that give these proposi-
tions their true sense”, then we can “translate them into the language of the theories
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accepted today” and see the truth in them. Meyerson takes up the same theme in an
even more optimistic form, and reverses Duhem’s conclusion:

The science of the past is every bit as useful as that of today for the study of these processes.
One might even say more useful. For by the very fact that this science is outdated, that we
no longer believe in it, we are able to observe it more impartially. Indeed, however hard we
try, we cannot attain such impartiality toward the science of today. The latter, its methods
and its results, are among the most essential components of our intellectuality.'"’

Meyerson proposes, as a criterion of translation, the “identity” of the human

mind.

It is here that the history of science is in danger of making us feel awkward, since it shows a
thought process whose course follows the same principles as ours does, yet the conclusions
it arrives at are so different from those we are used to.'®®

The parallel between history of science and anthropology has proven itself espe-

cially fruitful, for Koyré and others from Quine and Kuhn to Foucault, and it seems
to me that the whole approach implicit in these remarks, one that connects anthro-
pology and history of science, defines a theme specific to contemporary philosophy,

and maybe one of its central inspirations.
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Philosophy and 20th Century Physics

Gilles Cohen-Tannoudji

1 Introduction

The celebration in 2005 of the centennial of the “miraculous year” during which
Einstein produced his articles on the energy quanta, on the Brownian motion and
on restricted relativity has provided an opportunity to draw up a comprehensive
assessment of the contribution of 20th century physics to human knowledge. One
must recognize that this contribution is impressive. Contemporary physics has made
available what is known as the standard model, namely, a set of effective theories
that, with the help of a finite set of adjustable parameters, lead to an acceptable
agreement with all experimental or observational data on the microscopic structure
of matter and on the evolution of the universe.

The study of the microscopic structure of matter is the objective of the physics of
elementary particles and fundamental interactions. This part of physics is the heir of
the atomistic conception of ancient Greek philosophers, according to which all the
various forms of matter are determined by the combinatorial arrangements of huge
numbers of infinitesimal, irreducible constituents that exist in a small number of
different species, and, as such, it has far reaching philosophical implications. In this
domain, the standard model consists, on the one hand, of quantum Chromo Dynam-
ics (QCD), the theory of the strong interactions of quarks and gluons, and, on the
other hand, of the electroweak theory of the electromagnetic and weak interactions
of quarks, leptons, intermediate and Higgs bosons. The theoretical framework of
this part of the standard model is the quantum theory of fields' that realizes the
merging of quantum physics and restricted relativity.

The study of the universe as a whole is the objective of cosmology, a domain
that, until recently, belonged rather to philosophy than to science. It is not the least
merit of 20th century physics to have provided this domain with a scientific basis
through Einstein’s theory of general relativity.” This theoretical framework has
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made it possible to put together the observational data in a cosmological standard
model, the so-called big bang model.

The standard models of particle physics and of cosmology both involve a
time—energy relation: in particle physics that belongs to quantum physics, this
relation is a consequence of the Heisenberg inequalities stating that the product
of indeterminacies on the measurement of time and space variables and those on
the measurement of energy and momentum variables is bound to be larger than
the quantum of action equal to Planck’s constant 7; in cosmology, according to
the big bang model, the universe is expanding, diluting and cooling after an initial
singularity, the big bang, when it was infinitely dense and hot; in its primordial
state, the universe is modeled as a homogeneous fluid the temperature of which,
namely the average kinetic energy of its constituents, decreases as the inverse of
the square root of the time elapsed since the big bang. Due to this circumstance,
particle physics and cosmology acquire, through their convergence, a fascinat-
ing temporal dimension: exploring the world of the infinitely small with a high
energy probe amounts to simulate, in the laboratory, the conditions prevailing in
the primordial universe, at a time after the big bang when the temperature cor-
responded to the energy of the probe. The representation of the universe that the
standard models of particle physics and of cosmology are offering us is one of a
universe in evolution, in becoming, from a primordial phase when all interactions
and particles were unified to the state in which it can now be observed through
a long sequence of phase transitions in which interactions differentiate, particles
acquire their masses, symmetries are broken, new structures form, new states of
matter emerge. In this exploration one has to rely on the methods of statistical
physics, a domain in which important philosophical questions arise. In any case,
again, physics is getting a foothold in a domain that par excellence belongs to
philosophy, namely cosmogony.?

The objective of the present chapter is to present to a public of philosophers of
science the philosophical implications of 20th century physics as a physicist under-
stands them. We shall have to discuss the fundamentals of the theoretical framework
of the standard model in connexion with some philosophical issues concerning real-
ity, objectivity, causality, and completeness, arrow of time, reductionism, and deter-
minism. For this discussion we shall rely heavily on the contribution of Einstein
not only because he has initiated almost all the developments of 20th century’s
physics, but also because his epistemological* writings, including his acute criticism
of quantum physics provide very useful guiding lines for those who want to under-
stand the philosophy of contemporary physics. We shall first recall the program of
rational mechanics whose aim was to comprehend the whole of physical reality in
terms of the motion of material objects in space and time, and that developed from
the works of Newton to the apogee of the end of the 19th century. We shall then
describe the deep conceptual crisis this program went through at the beginning of
the 20th century, and then explain the very profound transformations of the concep-
tual basis of physics called for by this crisis and validated by the successes of the
standard models. It is this validation by the confrontation of theory and experiment
that enables us to reach a reliable understanding of the philosophical implications
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of modern physics. At the beginning of this chapter I wish to apologize for some
technicalities in the following developments that may seem hard to follow for a
non-specialist: indeed I believe that the price to pay for this reliable understanding
is to be at least aware of the real stakes of the conceptual developments that led to
the current achievements.

The problems encountered by the founders of contemporary physics were
extremely difficult because of their far-reaching philosophical implications. To
solve these problems, physicists could not and did not want to rely on any philo-
sophical system, because the very adherence to a system would have restricted the
field of possibilities in the search for a way out of the conceptual crisis they were
confronting. This attitude toward philosophical systems, which I shall adopt in the
present chapter, is very well-expressed by Einstein in his “Reply to Criticisms”,
included in Albert Einstein: Philosopher-Scientist:

The reciprocal relationship of epistemology and science is of noteworthy kind. They are
dependent upon each other. Epistemology without contact with science becomes an empty
scheme. Science without epistemology is — insofar as it is thinkable at all — primitive and
muddled. However, no sooner has the epistemologist, who is seeking a clear system, fought
his way through to such a system, than he is inclined to interpret the thought-content of
science in the sense of his system and to reject whatever does not fit into his system. The
scientist, however, cannot afford to carry his striving for epistemological systematic that far.
He accepts gratefully the epistemological conceptual analysis; but the external conditions,
which are set for him by the facts of experience, do not permit him to let himself be too
much restricted in the construction of his conceptual world by the adherence to an epis-
temological system. He therefore must appear to the systematic epistemologist as a type
of unscrupulous opportunist: he appears as realist insofar as he seeks to describe a world
independent of the acts of perception; as idealist insofar as he looks upon the concepts and
theories as the free inventions of the human spirit (not logically derivable from what is
empirically given); as positivist insofar as he considers his concepts and theories justified
only to the extent to which they furnish a logical representation of relations among sensory
experiences. He may even appear as Platonist or Pythagorean insofar as he considers the
viewpoint of logical simplicity as an indispensable and effective tool of his research.’

2 The Program of Rational Mechanics

The general program of mechanics known as rational, initiated by the works of
Galileo and Newton, marks, in the aftermath of the Renaissance, what one can call
the birth of modern science. This program consists in trying to reduce the whole of
physics to mechanics, i.e. to the study of the motion of material objects in space and
time. The two basic concepts of the program of mechanics are the material point
and the force, starting points of the two roads that lead to the current physical con-
cepts of elementary particle and fundamental interaction. The concept of material
point is a sort of asymptotic concept: it corresponds to the simplest material object
the motion of which in space and time can be determined according to the program
of mechanics. It obviously corresponds to the atomistic intuition of elementary,
point-like, structure-less constituents of matter, which implies that eventually the
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program of mechanics will converge with the atomistic conception of the world.
The concept of force, on the other hand, is somehow the blind spot of the program.
In fact, in rational mechanics, forces are supposed to be given, they are not the
object of any theoretical derivation, to use a common terminology, “they are put
by hands” (“hypotheses non fingo” says Newton), they can act instantaneously at
a distance. In mathematized mechanics, forces are often taken as deriving from
a potential. The program of mechanics can then be reduced to the two following
reciprocal questions:

e Given a system of material points, and some forces, what motion do these forces
induce for the system of material points (provided that the initial conditions are
fixed)?

e Given the motion of some material points, what are the forces that have given
rise to this motion?

The immense success of the program of mechanics, in particular when it was
applied to the motion of planets, is incontestably due to the effectiveness of its
mathematical method. Newton is indeed the founder, at the same time as and inde-
pendently of Leibniz, of what one now calls the differential and integral calculus,
which enabled him to develop the mathematical formalism of mechanics. Under the
action of the continuators of Newton, like Euler, Lagrange, Hamilton and Jacobi,
rational mechanics, developed considerably, and reached, at the end of the 19th cen-
tury a true apogee. It is interesting to note that in spite of the crisis it went through at
the beginning of the 20th century, the ambition of mechanics remains a true guiding
principle of research in contemporary theoretical physics.

Intended at the beginning to account for the motion of simple material points,
mechanics immediately tackled the description of the most general motions affect-
ing material objects of any kind. After the material point, the simplest object that
one can consider is the rigid solid body, the motion of which is split into the trans-
lation motion of its centre of mass, and a rotational motion around this centre of
mass. Mechanics extends then to the dynamics of fluids, which one decomposes by
thought into infinitesimal cells comparable to material points. It thus appears that
with the concepts of material point and force, mechanics has vocation to extend to
the description of the sum total of all physical phenomena, provided that one carries
out the extension of its applicability to phenomena like light, electricity, magnetism
or heat.

Such an extension of mechanics obviously required empirical or experimental
explorations but also the significant improvements of the formalism of mechan-
ics that one owes to the above-mentioned continuators of the work of Newton.
Lagrange thus revolutionizes mechanics by axiomatizing it in what he calls ana-
Iytical mechanics. He unifies mechanics mathematically, by establishing a formal
framework making it possible to solve all the problems of mechanics, including
statics and dynamics, for solids or fluids. This reformulation of mechanics ascribes
a central role to the concept of energy, which one splits up into kinetic energy and
potential energy; the equations of motion are derived from the principle of least
action that had been postulated in a heuristic way by Maupertuis, and was formalized



Philosophy and 20th Century Physics 119

in a rigorous way by Euler, Lagrange and Hamilton. The interest of this formulation
of mechanics is due to its systematic nature: it provides a genuine methodology,
comprising strict rules, which it is enough to observe rigorously to derive the equa-
tions of motion for any material system. As this methodology remains, in spite of
certain adaptations and generalizations, at the heart of contemporary physics, it is
worth taking some time to discuss its mains concepts and moments.

A degree of freedom is a parameter, depending on time, that enters the definition
of the position of a material object in space. A material point, for example, depends
on three degrees of freedom, its three co-ordinates in a certain reference frame, and
thus a system of N independent material points depends on 3N degrees of freedom.
A fluid (liquid or gas) is a system depending on an infinite number of degrees of
freedom, co-ordinates of the infinitesimal cells of which it is made up and that are
comparable to material points. The state of a fluid can then be defined using one or
several functions of these co-ordinates, which is called a field. As systems depend-
ing on an infinite number of degrees of freedom, fields can thus in principle be
integrated into the program of mechanics. Let us note however that, at this stage,
the concept of field is not a primitive concept: it is a secondary concept making it
possible to account for the state of a given complex material system.

The state of a system depending on N degrees of freedom is represented by a
single point, the coordinates of which, in an abstract space with N dimensions called
the configuration space, are the N degrees of freedom. For such a system, the pro-
gram of rational mechanics consists in determining, using the equations of motion
and the initial conditions, the trajectory of the point representing the system in the
configuration space.

The Lagrangian formulation of mechanics consists in making the equations of
motion derive from a variational principle, known as the principle of least action.
In mathematical terms, this principle stipulates that the trajectory followed in the
configuration space by the point representative of a system is the one that minimizes
a certain integral, called the integral of action, the integral over time of a function
called the Lagrangian. This Lagrangian, which has dimensions of energy, is, for the
simplest mechanical systems, equal to the difference between the kinetic energy and
the potential energy.

The Lagrangian formulation of mechanics relies on the powerful variational
method that consists in elucidating the dynamics of a physical process, in consid-
ering the whole set of ways the process can virtually follow and in establishing a
criterion making it possible to determine the one actually followed.

Another advantage of the Lagrangian formulation is that it highlights particularly
well the coordination between relativity, properties of symmetry® and conservation
laws. The Galilean principle of relativity is the true foundational principle of all
mechanics, because it plays an essential role in allowing an objective approach of
physical reality: are objective those aspects of reality that are maintained when one
changes the reference frame, i.e. when one changes the point of view from which
this reality is observed. Still it is necessary to define what “is maintained” when
the change of reference frame takes place. One then has recourse to two narrowly
connected concepts: on the one hand invariance (or symmetry), i.e. the fact that the
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equations of motion do not change when one carries out certain transformations and
on the other hand the conservation in the course of time of certain quantities. The
Lagrangian formulation of mechanics makes it possible to establish a fundamen-
tal theorem, due to Emmy Noether, that mathematically gives an account of this
coordination: with any property of relativity is associated a certain symmetry of the
Lagrangian, i.e. a certain invariance of the Lagrangian with respect to certain trans-
formations, and the law of conservation in the course of time of certain quantities.
In mechanics, the theorem of Noether applies

e to the relativity of time, coordinated with the invariance with respect to time
translations and the conservation of energy,

e to the relativity of space, coordinated with the invariance with respect to space
translations and the conservation of momentum,

e And to the isotropy of space, coordinated with the invariance with respect to
rotations and the conservation of angular momentum.

3 The Crisis of Mechanics

Thanks to the improvement of its formalism, analytical mechanics reinforced the
hope that one can base on it a scientific conception able to account for the whole
realm of observable physical phenomena. But in order for this prospect to take
shape it was necessary to widen its field of application to phenomena that hith-
erto seemed to be foreign to it. The extensions of mechanics fall into two main
categories with regard to its two basic concepts, the material point and the force.
In connection with the concept of material point are the phenomena that could be
integrated into mechanics thanks to the atomistic assumption, like heat phenomena,
thermodynamics, and even chemistry. In connection with the concept of force are
the electric and magnetic phenomena that the electromagnetic theory of light devel-
oped by Maxwell made it possible to associate with optical phenomena. Essentially,
these extensions of mechanics were achieved by 20th century physics, but only at
the price of completely restructuring its foundations.

At the beginning the crisis was signaled by a few very specific and academic
problems, namely some phenomena that one was unable to quantitatively explain
by means of the available mechanistic or mechanistically inspired models. To
these puzzles belong the photoelectric effect that did not fit in the framework of
Maxwell’s theory of electromagnetism; the advance of the perihelion of Mercury,
an effect disagreeing with the predictions of Newton’s theory of gravitation; the
specific heat of poly-atomic substances that challenged Maxwell’s kinetic theory
of matter, which aimed at unifying mechanics with the atomistic conception; the
spectrum of black body radiation, which could not be described with the tools of
thermodynamics and electromagnetism. The crisis was also fuelled by some unex-
pected experimental discoveries like those of X-rays by Roentgen in 1895, of the
electron by Thomson in 1897, and of radioactivity by Becquerel in 1896 and Pierre
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and Marie Curie in 1898. The discovery of radioactivity was the most intriguing
one, since, although it suggested that atoms actually exist, it also suggested that
they are not eternal and that they can undergo a change of species through a trans-
mutation process.

In addition to the above-mentioned puzzles and discoveries, the program of
rational mechanics was confronted with some conceptual questions that led it to a
state of crisis. This crisis concerned the three domains of statistical, relativistic and
quantum physics that we are going to review in the following sections.

4 Statistical Physics and the Problem of the Reality of Atoms

One can attribute to Carnot the foundation of theoretical thermodynamics: in an
almost unnoticed work of 1824, Reflexions on the Motive Power of Fire,” he makes
the assumption that heat is a fluid, and starting from an analogy between the power
of heat and that of a waterfall, he establishes what one can regard as the origin of the
second principle of thermodynamics. To give rise to the power of heat, one needs a
difference in temperature between a hot body and a cold body, and the output of any
heat engine is necessarily lower than 1 (the maximum output is equal to the ratio of
the difference in temperature to the highest temperature). But, in 1831, he questions
the assumption of the heat fluid and a little further he states what is nothing but the
first principle of thermodynamics (stated after the second one!), the principle of
conservation of energy.

The complete formalization of thermodynamics is the work of Clausius who
states in a clear way the two principles of thermodynamics: the first expresses the
conservation of energy and the second one expresses, in terms of the increase of
entropy, the impossibility of perpetual motion of the second kind (which would
consist in producing work starting from only one heat source). The tendency of
heat to pass in an irreversible way from hot bodies to cold bodies is explained by
this second principle. After the work of Clausius, thermodynamics seemed a well-
established theory, but its relations with mechanics were not clear. If energy seemed
to lend itself to a mechanistic interpretation, other concepts of thermodynamics like
pressure, temperature, or entropy did not seem to be easy to integrate into the frame-
work of mechanics. It is thanks to the atomistic conception of matter and with the
recourse to statistical methods that the synthesis of thermodynamics and mechan-
ics took place through the kinetic theory of matter and statistical thermodynamics
developed by Maxwell and Boltzmann.

The kinetic theory of matter made it possible, thanks to statistical methods, to
determine some characteristics of the hypothetical constituents of matter called
atoms or molecules, and to begin connecting the physical quantities of thermo-
dynamics to the concepts of mechanics. A link is thus established between the
microscopic laws of the elastic collisions of molecules and the first principle of
thermodynamics, established at the macroscopic level, that of the conservation of
energy. Temperature is interpreted in terms of molecular agitation: it is proportional
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to the average kinetic energy of the molecules, namely half the product of their mass
by the average value of the square of their velocity. The proportionality factor is
Boltzmann’s constant . It is Boltzmann who completes the synthesis of thermody-
namics and mechanics by establishing a mechanistic interpretation of entropy at the
basis of the second principle: Boltzmann’s constant acts as a proportionality factor
between the entropy S and the logarithm of the number W of microscopic con-
figurations, called complexions, giving rise to a given macroscopic state, S=kLnW.
Entropy thus gives a measure of the disorder that tends to increase with time for an
isolated system, and the second principle of thermodynamics accounts for the fact
that, insofar as randomness is at work, it is likely that a closed system presenting a
certain order will go towards disorder, which offers so many more possibilities.®

In a conference intended for a wide audience, under the title “Molecules”, Max-
well presented the recourse to the statistical methods as a makeshift to which we are
constrained due to the imperfection of our means of knowledge and observation:
“Thus molecular science teaches us that our experiments can never give us anything
more than statistical information, and that no law deduced from them can pretend to
absolute precision.”” To reach a world “where everything is certain and immutable”,
Maxwell said it is needed to pass “from the contemplation of our experiments to
that of the molecules themselves, to leave the world of chance and change.” This
marks a severe conceptual difficulty: if molecules do exist, they are so small that
they will never be observable and our knowledge about them will always be based
on statistical assumptions, i.e. incomplete. This difficulty led some philosophers
or physicists like Mach and Ostwald to adopt a positivistic stance and to reject the
atomistic conception. The way out of this difficulty required, on one hand, provid-
ing statistical methods with a more solid theoretical ground and, on the other hand,
discovering ways of making atoms or molecules experimentally observable.

At the very beginning of the 20th century, in 1902 precisely, it appeared, through
the work of Gibbs and once again of the very young Einstein,'° that statistical meth-
odology is not necessarily a makeshift but that its range is perhaps fundamental
and universal. In the foreword of his Elementary Principles of Statistical Mechan-
ics, Gibbs explains the major shift of point of view he proposes for the recourse to
statistical methods:

We may imagine a great number of systems of the same nature, but differing in the con-
figuration and velocities which they have at a given instant, and differing not merely infini-
tesimally, but it may be so as to embrace every conceivable combination of configuration
and velocities; And here we may set the problem, not to follow a particular system through
its succession of configurations, but to determine how the number of systems will be dis-
tributed among the various conceivable configurations and velocities at any required time,
when the distribution has been given for some one time."!

The advantage of so proceeding is that, as Gibbs says a little further:

The laws of statistical mechanics apply to conservative systems of any number of degrees
of freedom, and are exact. This does not make them more difficult to establish than the
approximate laws for systems of a great many degrees of freedom, or for limited classes
of such systems. The reverse is rather the case, for our attention is not diverted from what
is essential by the peculiarities of the system considered, and we are not obliged to satisfy
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ourselves that the effect of the quantities and circumstances neglected will be negligible in
the result.

The articles published by Einstein in 1902, without being acquainted by Gibbs’
book proceed from his constant endeavor to work out the fundamental principles at
work in a physical theory, specifically in statistical physics, the main object of his
concerns at that time, while keeping as close a contact as possible with experiment.
For Einstein, as for Gibbs, the concepts of statistical physics apply to ensembles of
systems. Einstein considers ensembles that one calls today, following Gibbs, canon-
ical, i.e. ensembles with a fixed temperature. Einstein also endeavors to transcend
mechanics and to discover the most general statistical laws that do not depend on
mechanistic modeling.

From the same thought process proceeds Einstein’s endeavor to show that
fluctuations, i.e. departures from the laws of thermodynamic equilibrium, able to
affect “small systems” visible with the microscope, are accessible to experimental
observation, which neither Boltzmann nor Gibbs believed. He presumes that the
order of magnitude of these disturbances is related to Boltzmann’s constant k and,
since 1900, contemplates means of determining the characteristics of the atoms
(their numbers, their sizes) using the observation of these fluctuations. In 1905 he
succeeds in elaborating a theory of Brownian motion that could, in principle, be
tested experimentally. When the existence of atoms was clearly established, after
the experiments were carried out in accordance with this theory by Jean Perrin in
1908, this achievement was considered as a genuine triumph of rational mechanics,
providing the scientific basis of the atomistic conception.

5 Restricted Relativity, Relativistic Particles and Fields

Another conceptual difficulty of rational mechanics is related to the controversy
concerning the nature of light: is light made of waves or of corpuscles? This contro-
versy was one of the subjects of concern to theorists at the end of the 19th century.
True, Newton had proposed a corpuscular model for light, but the discovery of the
phenomena of interferences and diffraction had tipped the scales on the side of an
undulatory interpretation of light. The theory of the electromagnetic field developed
by Faraday, Maxwell and Heaviside, strongly reinforced this interpretation when
Hertz highlighted the fact that the waves of the electromagnetic field propagate pre-
cisely at the same speed as light: the propagation of light was then comparable with
the propagation of waves of the electromagnetic field. But this conception raised
difficult questions of a theoretical nature: one hitherto had never met waves which
were not carried by a certain medium, or a certain fluid (it was known that there
are no sound waves in the vacuum); what then was the medium “carrying the light
waves”? One had thus postulated the existence of a mysterious fluid, called ether,
which was supposed to carry the light waves. But then, such a medium was to be
describable by means of rational mechanics, it was to induce observable effects, like
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“an ether wind” due to the Earth moving in it. However all the theoretical and exper-
imental efforts to establish the existence of this mysterious fluid appeared vain.

One can say that in 1905 the physics of electromagnetic interactions was in full
crisis. The failure of the experiments of Michelson and Michelson and Morley, aimed
at testing the existence of an ether wind, was the subject of various interpretations.
Independently of the model of ether, it came to be recognized that Maxwell’s equa-
tions are not invariant under the transformations known as Galilean, supposed to
translate mathematically the principle of relativity, fundamental in mechanics: the
laws of physics are expressed in the same way in two reference frames of inertia (i.e.
in the absence of any external force) in relative rectilinear and uniform motion. It is
Lorentz who discovered the transformations, called by Poincaré Lorentz transfor-
mations, and shown by him to form, together with spatial rotations, a group, which
leave invariant Maxwell’s equations. However the significance of this invariance
was not understood and its implications such as the contraction of length and the
dilatation of time appeared very mysterious.

In 1905 Poincaré and Einstein produced almost simultaneously and independ-
ently their works on relativity. The work of Poincaré, founded on the Lorentz
invariance of Maxwell’s equations, modeled the electron like an extended object,
undergoing the “pressure of ether” in the form of a contraction in the direction of
its motion. Einstein’s theory of relativity, which eliminates the very idea of ether,
is very different: it affects the most fundamental part of mechanics, namely kin-
ematics, the very doctrine of space and time. Einstein first shows that, because of
the finite time that light (or any other signal possibly carrying information) puts to
be propagated, it is impossible to decide in an absolute way of the simultaneity of
two instantaneous events spatially separated. He thus reinterprets the speed of light
in the vacuum c as a universal constant translating the absence of instantaneous
interaction, and he redesigns mechanics by adding to the principle of relativity the
principle of the invariance of the speed of light. This refondation implies that one
abandon the absolute character of time (two clocks in relative motion do not mark
the same time) and the absolute character of spatial metric (two identical rulers
in relative motion do not measure the same length). According to the expression
suggested some time afterwards by Minkowski, time in this new kinematics must
be regarded as the fourth dimension of space-time, a continuum whose other three
dimensions are those of space. In this new kinematics, the Lorentz transformations
express the way in which space-time co-ordinates change in a uniform rectilinear
motion with a speed necessarily lower than or equal to the speed of light. A little
time after this historic article, again in 1905, Einstein established the principle of
the inertia of energy, which is translated in his most famous formula E=mc’. A
material point of mass m, moving in a rectilinear uniform motion has an energy E
and a momentum p that form a 4-vector of space-time, called the four-momentum
(the analogue of a 3-vector in the three-dimensional space of classical mechanics).
Einstein’s famous formula is a particular case of a relation between the mass, the
energy and the momentum, known as the mass shell or dispersion relation which
expresses the fact that the norm of the 4-momentum (the analogue of the length of a
3-vector), equal to mc?, is invariant under the Lorentz transformations (in the same
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way as the length of a 3-vector is invariant under space rotations). In a space-time
reference frame where the material point is at rest, namely where its momentum
vanishes, the norm of the 4-momentum reduces to the rest energy or proper energy,
which thus equals mc?. This relation between mass and energy is a true novelty
of relativity: in classical mechanics a particle at rest has no energy since the only
energy that a material point may have is its kinetic energy which vanishes when the
velocity vanishes, whereas, in relativity, even at rest, a particle has a proper energy,
that, in units in which the speed of light is a large number, is enormous. It is interest-
ing to note that the mass shell relation allows the value zero for the mass, which is
also a novelty with respect to classical mechanics, for what could a material point
of zero mass mean? In relativity a mass-less particle is never at rest, it moves, just as
light, at the speed of light in any reference frame; it has an energy and a momentum
equal to the energy divided by c. In a sense one could say that, whereas in classical
mechanics mass precedes energy (there is no energy without mass), in relativity
energy precedes mass (there is no mass without energy).

With this relativistic kinematics, implying the Lorentz invariance for all phenom-
ena, it becomes possible to integrate the electromagnetic theory within the renewed
framework of mechanics. In this framework the new fundamental concept is the
concept of field, of which the electromagnetic field is an archetype. A field is a
physical object, with an infinite number of degrees of freedom, extended to the
whole of space-time: it corresponds to the definition, at each point of space and
at any instant of time, of a function or a set of a few functions. So conceived, the
electromagnetic field does not need unspecified ether or any carrying medium; it
is itself the seat of the oscillatory phenomena associated with the propagation of
light. The electromagnetic field carries energy and a momentum equal to the energy
divided by c, so one can say that it is a mass-less field. A particle like the electron
has a specific property, called its electric charge, which makes it able to produce an
electromagnetic field and to react to the action of such a field. The electromagnetic
interaction is not propagated instantaneously at a distance: a moving charged par-
ticle produces a variable electromagnetic field, the variations of which can subse-
quently put in motion another particle spatially separated from it.

6 General Relativity, Gravitation and Cosmology

Einstein then seized this concept of field and tried to make it into the most funda-
mental concept of the whole of physics. His research then went on to generalize
the theory of relativity. Not seeing any reason that the principle of relativity should
be restricted to the changes of inertial reference frames, he sought to extend this
principle to the most general changes of reference frames. He succeeded in reach-
ing that aim thanks to a detour through the theory of gravitation: by noting that the
acceleration produced by gravitation on a material body does not depend on the
mass of this body, he showed that a change of reference frame comprising accelera-
tion is equivalent to a gravitational field of opposite acceleration. More generally,
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he established that any change of reference frame can, locally, be replaced by a
certain gravitational field, and that, reciprocally, any gravitational field can, locally,
be replaced by a certain change of reference frame. In this sentence, the adverb
locally means that the equivalence between the gravitational field and the change
of frame is only possible in an infinitesimal region of space-time. Applied to the
propagation of light, this reasoning implies that light undergoes the action of gravi-
tation, which, we recall, is acceleration. To safeguard the invariance of the speed of
light, Einstein was led to postulate that the effect of gravitation is a modification of
the metric of space-time: gravitation influences the length of the measuring-rods
and the running of the clocks, in such a way that the speed of light remains con-
stant! Thus the generalization of the theory of relativity leads to a new theory of
universal gravitation, geometrical in nature: matter and the gravitational field that
it induces are replaced by a space-time the metric of which is a universal field. In
1915, Einstein put into equation this masterpiece, in terms of a theory of universal
gravitation, which encompasses that of Newton, reduces to it at the approximation
of weak fields, makes it possible to solve the puzzle of the motion of Mercury’s
perihelion, and finally, predicts new effects, such as the deflection of light by heavy
stars, which was observed during the solar eclipse of 1919.

Immediately after having elaborated the theory of universal gravitation based
on general relativity, Einstein tried to apply it to cosmology. He first noticed that
Newton’s theory of universal gravitation is not in harmony with the observation that
the density of matter in the universe is in average approximately uniform, whereas
it predicts rather a maximum density of stars at a sort of a center and decreasing to
zero far away from this center, “a stellar universe [that] ought to be a finite island
in the infinite ocean of space.'”” He then showed that thanks to the non-Euclidean
character of the geometry implied by general relativity, one can conceive a universe
that is finite and yet without boundary.

7 Relativity and the Problem of Space

The title of this section is taken from the fifth appendix added by Einstein in 1952
to the fifteenth edition of his book Relativity, in which he had explained, as early
as 1917, restricted and general relativity for a wide audience. In this appendix he
expresses the wish “to show that space-time is not necessarily something to which
one can ascribe a separate existence, independently of the actual objects of physi-
cal reality,”*” and that finally “the concept of ‘empty space’ loses its meaning”. In
this very dense text, Einstein exposes his epistemological views about space and
time. To conceive physical reality one needs the concept of event and the concept
of material object. He first notes that “it is just the sum total of all events that we
mean when we speak of the ‘real external world’” and then that “it appears to [him],
therefore that the formation of the concept of the material object must precede our
concepts of time and space.” He goes on to discuss the evolution of the conception
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of matter, space and time from classical Newtonian mechanics to restricted and
general relativity. In Newtonian mechanics physical reality:
thought of as being independent of the subject experiencing it, was conceived as consisting,
at least in principle, of space and time on one hand, and of permanently existing material
points, moving with respect to space and time, on the other; The idea of the independent

existence of space and time can be expressed drastically in this way: If matter were to disap-
pear, space and time would remain behind (as a kind of stage for physical happening).'*

The passage from classical mechanics to restricted relativity is characterized by
the promotion of the concept of field that “becomes an irreducible element of physi-
cal description, irreducible in the same sense as the concept of matter in the theory
of Newton.” However this evolution in the physical description does not affect the
idea of the existence of space (more precisely this space together with the associ-
ated time) as an independent component of the representation. Also, even when they
have been made compatible with restricted relativity, the electromagnetic theory
and the rest of mechanics still need the concept of material points, possibly carrying
electric charges. In the general theory of relativity, the concept of field acquires a
more important status, because, on the basis of this theory:

Space, as opposed to ‘what fills space’, which is dependent of the co-ordinates, has no sepa-
rate existence. [...] If we imagine the gravitational field [...] to be removed, there remains
absolutely nothing. [...] there exists no space ‘empty of field”."s

8 Quantum Physics: From the Discovery of the Quantum
of Action to Quantum Mechanics

The introduction of the elementary quantum of action by Planck in 1900 in his for-
mula accounting for the spectrum of black body radiation initiated a long period of
research and strong controversies that led to the current universal agreement about
the fundamental status of quantum physics. True, the implications of the quantum
of action were very intriguing: as soon as agreement was reached concerning the
undulatory interpretation of light, one discovered, through Planck’s formula and
its interpretation by Einstein in terms of energy quanta, that it has also a possible
corpuscular interpretation; as soon as it was possible to clearly reject the positiv-
istic objections against the atomistic conception, one discovered that, because of
their quantum properties, atoms cannot be thought of as material points. More
fundamentally, as an element of discontinuity in action, Planck’s constant and
the physics in which it enters put the crisis of mechanics at a genuine climax,
because it questions the two pillars of the whole scientific enterprise, namely,
causality and objectivity. Causality is questioned because, in classical mechanics,
as we said above, the causal laws of motion are derived from a principle of least
action, which imperatively requires the continuity of action, and one does not
know how to apply it if there is an elementary quantum of action. Objectivity is
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also questioned since, at the quantum level, the object to be observed is modified,
transformed by the observation. If one wants to observe a microscopic structure
with a high spatial and temporal degree of accuracy (i.e. with a small spatial and
temporal margin of error), it is necessary to transfer to it, for a certain length of
time a certain quantity of energy. The product of this duration by this energy has
to be at least equal to Planck’s constant. But since the duration of the measure-
ment must not exceed the tolerated temporal margin of error, the energy necessary
for obtaining a result of measurement will be at least inversely proportional to this
temporal margin of error. True, this circumstance does not bear any consequence
as long as one remains in the field of classical physics, i.e. when the actions
brought into play are very large with respect to the elementary quantum of action,
but as soon as one wants to explore with sufficient precision the atomic or suba-
tomic world, it obliges us to give up the implicit prejudice according to which it is
always possible, at least in principle, to disregard the condition of observation: in
its preparation, as well as in its results, any experiment in the microscopic world
depends in such an essential way on these conditions that they must be taken into
account down to the very formalism itself. Such a constraint seems to question the
possibility of an objective description of the microscopic world.

The resolution of such a crisis took about 30 years of trials and errors, controver-
sies, new experimental discoveries and conceptual innovations to lead to what came
to be called quantum mechanics, comprising a rigorous mathematical formalism
and a physical interpretation. Although the discovery of the quantum of action took
place in the field of electromagnetic radiation, a field not directly related to mechan-
ics, and although the contributions of Einstein, till the mid 20’s mainly concerned
the quantum theory of radiation, the founders of quantum physics concentrated on
“quantizing” non-relativistic mechanics of point particles, postponing for a further
stage the quantization of (relativistic) field theory.

The formalization of quantum mechanics was carried out at a frantic rhythm in
1925 and 1926. It is initially Heisenberg who, in 1925 and in collaboration with
Born and Jordan, developed a completely new approach that was called the mechan-
ics of matrices, which associates with the observable physical quantities matrices
obeying relations of commutation. On his side, P. Dirac arrived by a different way
of thinking to a formalization of what he called quantum mechanics, (the title of the
thesis he defended in 1926). It is likewise in 1926 that Schrodinger developed, with
the aim of making comprehensible the wave-corpuscle duality of de Broglie, a third
approach, called wave mechanics, based on the wave function that obeys the now
celebrated Schrodinger’s equation. Some time later, again in 1926, Schrodinger
showed the equivalence of his approach with that of Heisenberg, as well as that of
Dirac. A coherent formalism, primarily founded on Schrédinger’s equation, thus
began to emerge, which made it possible to account in a precise way for the experi-
mental observations like, for example, the Stark and Zeeman effects.

To these advances in the formalization, it is worth adding two major contribu-
tions pertaining to interpretation: the probabilistic interpretation of the wave func-
tion suggested by Max Born in June 1926, and the principle of indeterminacy stated
by Heisenberg in 1927. Thus, at the end of the 20’s, a consensus was reached on a
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formalism and an interpretation, known as the Copenhagen interpretation, which
made it possible to elucidate the problems left open by classical physics and to
undertake the systematic exploration of the quantum universe.

Although it is called mechanics, the physics that quantum mechanics is supposed
to describe has several features that seem completely foreign to rational mechan-
ics. A first such feature is the particle-wave duality. Whereas the observation of the
Compton Effect confirmed the existence of a corpuscular structure in the electro-
magnetic field that hitherto was conceived only in an undulatory way, Louis de Bro-
glie, proposed, in his PhD thesis in 1924, that corpuscles of matter, like electrons,
can show undulatory aspects. These ideas were confirmed by the observation of
the phenomenon of interferences and diffraction induced by electrons. “The work
of de Broglie made me a great impression. It lifted a corner of the great veil's”
said Einstein, impressed by this vision. Gradually, it indeed appeared that in the
quantum world (i.e. when the actions involved are of the order of magnitude of
the elementary quantum of action) both in the realm of the structure of matter, and
in the one of the interactions, phenomena are suitable for two descriptions, which
would be completely contradictory in the framework of classical physics, one in
terms of waves and another in terms of particles. The frequency and the wave vector
that characterize the propagation of the wave are proportional to the energy and the
momentum that characterize the motion of the particle with a proportionality factor
equal to Planck’s constant.

Another very intriguing feature of quantum mechanics is the superposition prin-
ciple. Whereas, in classical mechanics, the states of a system are represented by
points of the space of configuration, they are represented, in quantum mechanics,
by vectors of a Hilbert space, a linear vector space of complex functions on which
are defined a norm and a scalar product. One also uses the term of wave function
to indicate a vector of the Hilbert space representing a quantum state. The linearity
of the Hilbert space corresponds to the superposition principle according to which
quantum states can combine, superimpose, i.e. can be added like complex numbers,
as do, in classical physics, waves or fields. This property of coherence is one of the
essential characteristics of the entire quantum universe. But it is also this property
which is at the origin of the most disconcerting and paradoxical aspects of this new
physics: one could thus imagine thought experiments in which a physical system
could be in a state of superposition of two contradictory states (as the poor cat which
Schrodinger had imagined, at the same time dead and alive).

9 [Einstein’s Criticism of Quantum Mechanics

Another essential characteristic of quantum mechanics that is revealed by radio-
activity is that its predictability is probabilistic. One is obliged to resort to prob-
abilities, on the one hand because there are processes, bringing into play an action
of the order of the elementary quantum of action, like a radioactive decay or a
nuclear or particle reaction, which it is impossible to describe in a deterministic
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way using differential equations, and on the other hand because it is necessary to
include in the formalism the conditions of observation and that these conditions
cannot in general be better determined than in a statistical way. This feature was
Einstein’s main concern in his criticism of quantum physics. His attitude towards
quantum physics varied with time. Till the mid 20’s, not only did Einstein not
criticized quantum physics but, as one of its founders he very warmly praised the
advances it made possible. A careful reading of his articles shows that what he
tries to establish is a quantum theory of fields rather than a quantum mechanics:
this appears in his 1905 article on the photoelectric effect and in his famous article
in 1917, “Quantum Theory of Radiation”, in which he provides a demonstration
of the Planck formula for the black body radiation; even in his articles in 1924
and 1925 on the quantum theory of the mono-atomic ideal gas, in which he inte-
grates the Bose statistics (now known as the Bose—Einstein statistics) in the frame-
work of quantum physics, he notes that “it is possible to associate a field of scalar
waves with a gas.” In any case, the feature that he never accepted is the recourse
to probabilities at the fundamental level, because this recourse would imply that
the theory is incomplete. In his “Reply to Criticisms”, quoted above, he considers
a radioactive decay described in quantum mechanics by means of a “Psi-function”
(i.e. a wave function):

This Psi-function yields the probability that the particle, at some chosen instant, is actually
in a chosen part of space (i.e., is actually found there by a measurement of position). On
the other hand, the Psi-function does not imply any assertion concerning the time instant of
the disintegration of the radioactive atom. Now we raise the question: Can this theoretical
description be taken as the complete description of the disintegration of a single individual
atom? The immediately plausible answer is: No. For one is, first of all, inclined to assume
that the individual atom decays at a definite time; however, such a definite time-value is
not implied in the description by the Psi-function. If, therefore, the individual atom has a
definite disintegration time, then as regards the individual atom its description by means of
the Psi-function must be interpreted as an incomplete description. In this case the Psi-func-
tion is to be taken as the description, not of a singular system, but of an ideal ensemble of
systems. In this case one is driven to the conviction that a complete description of a single
system should, after all, be possible, but for such complete description there is no room in
the conceptual world of statistical quantum theory."”

In the celebrated “EPR” Physical Review paper, written in 1935 in collaboration
with Boris Podolsky and Nathan Rosen, “Can Quantum-Mechanical Description of
Physical Reality be Considered Complete!'3?”, Einstein proposes a thought experi-
ment that could lead to a paradox possibly ruining the whole consistency of quan-
tum physics. In this paper, the paradox was formulated by means of a pure thought
experiment concerning the determination of the positions and momenta of a pair
of particles produced in a well-defined quantum state. Although, for each particle
of the pair, the position and the momentum obey the law of non-commutation and
can thus be determined only with uncertainties constrained by the inequalities of
Heisenberg, the difference of the positions commutes with the sum of the momenta.
It would thus seem that one could measure with an arbitrarily high precision this dif-
ference and this sum and that consequently one could predict with precision either
the value of the position or that of the momentum of the first particle of the pair, if,
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respectively, the value of position or that of momentum of the second particle of the
pair is measured. Since, at the time of measurement, the direct interaction between
the particles of the pair has ceased, the position and the momentum of the first
particle can be regarded as physical attributes of an isolated object, which would
mean that one could “beat the inequalities of Heisenberg”, and thus that quantum
mechanics does not provide a complete description of reality.

In aletter to Schrodinger of June 19th 1935, Einstein reconsiders the EPR thought
experiment of which he presents the implications in the form of a true antinomy:
either quantum theory is incomplete or it violates what he calls a separation prin-
ciple according to which if one considers a system whose real state is composed of
the real states of two subsystems A and B, then the real state of subsystem B cannot
depend in any way on the experiment one performs on subsystem A.

The complete elucidation of the EPR paradox took several years. It required sev-
eral advances on the experimental and theoretical grounds. A first advance was made
by David Bohm, who imagined possible experiments, more realistic than that evoked
in the EPR article, in which the position and the momentum are replaced as non-com-
mutative observables by components of spins on different axes, which, in quantum
mechanics, are represented by operators which do not commute. On a theoretical
grounds, it is John Bell who, in 1964, established some inequalities that should satisfy
the results of the experiments imagined by Bohm, on the first assumption that quan-
tum mechanics would be incomplete and would thus have to be supplemented with
some hidden variables and on the second assumption of locality i.e. the assumption
of absence, in accordance with Einstein’s principle of separation, of an instantane-
ous connection between spatially separated systems. These inequalities thus made it
possible to put Einstein’s argument to a precise quantitative test: either they would be
satisfied, and then Einstein would be right, or they would be violated, and then at least
one of the two assumptions made by Bell (hidden variable or locality) would be at
fault. In the 70’s, some experiments aiming to test the Bell’s inequalities were carried
out in atomic physics and nuclear physics, but it is in 1982 that the decisive experi-
mental advance occurred: Alain Aspect and his collaborators succeeded in carrying
out a genuine EPR experiment (in the version of a Bohm experiment); they found,
and this was confirmed by many other experiments carried out since, a clear violation
of Bell’s inequalities, thus confirming the predictions of quantum theory.

10 Mature Quantum Physics, the Quantum Theory of Fields

With the failure of the lawsuit in incompleteness brought by Einstein against quan-
tum physics, the verdict of the experiment is without appeal: quantum physics is
discharged. Therefore, in at least one of his criticisms, Einstein was wrong. With the
encompassing view that more than 70 years of implementation of quantum physics
give, it is advisable to reassess the objections he made to this physics, to locate in
what respect he was right and in what respect he was wrong, and also to evaluate, in
a critical way, the Copenhagen interpretation to correct its possible defects.
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We believe that it is the passage from quantum mechanics to the quantum theory
of fields that enables us to answer the epistemological objections raised by Einstein
with respect to locality, reality and completeness, and thus to solve the crisis of
physics initiated by the discovery of the elementary quantum of action.

Not only was Einstein entirely right to require what he called the principle of sep-
aration, but one can blame the Copenhagen interpretation for not having sufficiently
stated it. Expressed bluntly by Steven Weinberg, who calls it the cluster decomposi-
tion principle, in his textbook on the quantum theory of fields, it affirms that

Experiments that are sufficiently separated in space have unrelated results. The probabili-
ties for various collisions measured at Fermilab should not depend on what sort of experi-
ments are being done at CERN. If this principle were not valid then we could never make
any predictions about any experiment without knowing everything about the universe.'

This principle, also called the principle of locality, indeed seems to be one of
those with which it is really impossible to compromise.

Several of the Einstein’s queries about quantum physics are related to the ques-
tion of reality: the belief in the existence of a material reality, independent of any
observation, and describable in space and time; the difficulty in defining what is
“reality” since it is known to us only by the description that physics gives it; the
dualism of the field and the material point, two descriptions that are possible but
contradictory. This dualism, which Einstein always rejected and he was unable to
get rid of, is indeed overcome by the quantum theory of fields, as Weinberg says in
an article, under the title “What is Quantum Field Theory and What did We Believe
It Is?” in which he highlights some topics of his textbook:

In its mature form, the idea of quantum field theory is that quantum fields are the basic
ingredients of the universe, and particles are just bundles of energy and momentum of the
fields. In a relativistic theory the wave function is a functional of these fields, not a function
of particle coordinates. Quantum field theory hence led to a more unified view of nature
than the old dualistic interpretation in terms of both fields and particles.?

To address the question of completeness, we need to go back to the above-
mentioned articulation of the two basic concepts necessary to conceive reality,
the concept of object and the concept of event. The concept of object belongs to
the realm of theory, whereas the concept of event belongs to the realm of experi-
ment: the aim of theory is to constitute a scientific object, an element of reality
independent of the way it is observed; events on the other hand are the modalities
through which reality is empirically or experimentally known to us. Completeness
is a theoretical requirement, not an experimental requirement that thus concerns
the object not the event. On the one hand, Einstein was right when he blamed
quantum mechanics to keep the particle as a representative of the primitive con-
cept of object while giving the wave function a probabilistic (i.e. incomplete)
interpretation; but, on the other hand he was wrong in his hope that quantum
events be individually predictable in a deterministic way. The finiteness of the ele-
mentary quantum of action forbids any subdivision of individual quantum proc-
esses. These processes must be considered as irreducible events that are neither
individually predictable nor reproducible. In the framework of relativity, general
covariance requires events to be strictly localized in space-time. In the quantum
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framework, even in absence of relativistic effects, it is the principle of locality
that requires quantum events to be strictly localized in space and time. The only
possible predictability concerning quantum processes is probabilistic by means of
statistical averages over ensembles of strictly localized events occurring in some
region of space-time.

A quantum field is a physical entity defined at each position in space and instant
in time. Whereas a classical field entity is a real or a complex function of the space-
time coordinates, a quantum field entity is an operator that produces or destroys a
particle in a quantum event strictly localized at the space-time coordinates. Accord-
ing to the quantum theory of fields the particle-wave duality is interpreted in a non
dualistic way: quantum fields are objects that behave, either as particles or as waves
according to their being involved or not involved in actual quantum events. As Fey-
nman says in the article in which he introduced the path integral reformulation of
quantum physics,

The electron acts as a wave, so to speak, as long as no attempt is made to verify that it is a

particle; yet one can determine, if one wishes, by what route it travels just as though it were

a particle; but when one does that [the classical way to combine probabilities] applies and
it does act like a particle.?!

Quantization of field theory is often named “second quantization”. Accord-
ing to this terminology, the first quantization is the association with a system of
particles of a wave function that is considered as a classical field, the quantization
of which is the second quantization. Actually, it appears that the quantum theory
of fields is rather a complete change of perspective. In quantum mechanics, the
states of the system are represented by vectors of the Hilbert space, and the observ-
able physical quantities are represented by operators acting on these vectors. In
quantum field theory there is a complete change of point of view: operators are
associated with the object, the quantum field, whereas vectors are associated with
the states, not of the system, but rather of the experimental apparatus. A quantum
field operator that produces or destroys a particle acts on the state of the particle
detector. In quantum mechanics, the wave function of a particle is a complex
function of the space and time coordinates, or of the energy and momentum, the
squared modulus of which is the probability that the particle has these coordinates
or these energy and momentum. On the other hand, according to the quantum
field theoretical point of view, the wave function is a field amplitude, a complex
function, the modulus squared of which is the probability of counting at the cor-
responding position or with the corresponding energy and momentum a particle
produced by the quantum field. Actually, it turns out that in quantum physics,
all experiments are more naturally interpreted according to this quantum field
theoretical point of view than according to the quantum mechanical point of view,
for all the detectors that enable us to experimentally observe the atomic or suba-
tomic world are nothing but event counters, possibly including some filters that
make it possible, say, to select particles with a given spin component, but never
apparatuses that would enable us to determine the wave function of an isolated
particle. Having this in mind, one understands why the passage from the quantum
mechanical point of view to the quantum field theoretical point of view provides
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a solution to the EPR paradox: as Einstein himself noticed, there is no paradox if
experiments are interpreted in terms of statistics of ensembles. The only mistake
Einstein made was to consider such ensembles as ensembles of systems and not
as ensembles of events.

11 Quantum Field Theory and the Physics of Fundamental
Interactions

Historically, quantum field theory was applied for the first time in Quantum Elec-
trodynamics (QED), that is the quantum field theory of the electromagnetic inter-
actions of electrons and positrons. It is in order to work out a tractable scheme
suited for this purpose that Feynman was led to elaborate his above-mentioned
Path Integral Quantization as an alternative to the standard methods of quantiza-
tion that were available at that time. Starting from the simplest example, i.e. the
quantum mechanics of a one-particle system, he rewrites the Schrodinger’s equa-
tion as a functional integral equation, the solution of which, the wave function
of the particle at a given space-time position, is a functional integral (that is an
infinite dimensional integral) over all the “paths” or trajectories that could possi-
bly bring the particle from an arbitrary position in the infinitely remote past to its
actual position. Such a reformulation looks very complicated in the very simple
case considered, but it can be applied to very general situations, including the
treatment of fundamental interactions with quantum field theory. The integrand
of the path integral, namely the weight given to the contribution of each path (in
the case of a field theory, one should rather speak of each “field history”) involves
the Lagrangian of the theory in which is encoded all the information concern-
ing the considered interaction (the fields involved, the masses, spins and other
quantum numbers of their quanta, the symmetries of the interaction, the coupling
constants that characterize the intensity of the interaction at the elementary level,
etc.) The Lagrangian is the sum of the kinetic energy terms corresponding to the
free propagation of the fields involved and of the interaction terms corresponding
to the interactions or couplings of the fields. The locality principle constrains all
the terms in the Lagrangian to be of the form of products of fields, or field deriva-
tives evaluated at the same space-time point.

The quantization of field theory confronted two major difficulties, negative ener-
gies and infinities, the overcoming of which is one of the keys of the success of the
standard model.

The first difficulty arose as soon as one tried to work out a relativistic generaliza-
tion of the Schrodinger’s equation. Even for free particles, in which case standard
and path integral quantization can be worked out explicitly and lead to the same
results, such a generalization leads to negative energy solutions that would imply
that no quantum state could be stable since the energy would not be bounded from
below. The physical interpretation of these negative energy solutions is impossible
in the framework of quantum mechanics where the number of particles is fixed and
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conserved. It is precisely the passage from quantum mechanics to the quantum field
theory that makes it possible to overcome this difficulty: in quantum field theory
the number of particles is not conserved; particles can be produced or destroyed,
and the problem of negative energies is solved by constraining negative energy, i.e.
unphysical particles to go backward in time and replacing such a negative energy
particle with a given charge by a positive energy, i.e. a physical antiparticle with
the opposite charge going forward in time. With this scheme time is axiomatically
given an arrow: only physical particles or antiparticles go forward in time. The
experimental discovery of the positron, the antiparticle of the electron, and then of
the antiparticles of all the known particles has clearly demonstrated the adequate-
ness of this scheme.

When interactions are taken into account, the standard quantization methods lead
to very cumbersome, almost intractable calculations, whereas path integral quan-
tization leads to a very powerful scheme known as the perturbative expansion in
terms of Feynman’s diagrams and amplitudes. For any process relying on a given
fundamental interaction, the amplitude the modulus squared of which is the prob-
ability of its occurrence, can be expanded in powers of the coupling constant, the
coefficients of which are a sum of Feynman’s amplitudes associated with Feyn-
man’s diagrams. These Feynman’s diagrams make it possible to picture in a very
suggestive way the basic idea of the path integral of decomposing an actual process
in terms of a sum of terms associated with virtual processes. The higher the power
of the coupling constant in the power expansion is, the more complex are the Feyn-
man diagrams, so, if the coupling constant is a small number (as it is the case in
QED) one can hope to get with the contributions of a few simple virtual processes a
good approximation of the full amplitude.

The amplitude associated with a Feynman diagram is always written in terms of
multiple integrals over a finite number of variables. At this point one has to confront
the difficulty of infinities: in general the integrals necessary to compute Feynman’s
amplitude diverge, namely are equal to infinity. Actually, this difficulty, which
seems to possibly ruin the entire quantum field theoretical program, is deeply rooted
in the conflict, already raised by Einstein, between locality and completeness: local-
ity requires considering point-like couplings of fields, which in turn requires taking
into account virtual processes involving arbitrary large energies responsible for the
divergent integrals; if, in order to get finite amplitudes one would simply ignore
the virtual processes involving energies higher than some arbitrary cuz-off, then the
theory might be blamed for incompleteness. The idea of a way out of this difficulty
is to split the values of the parameters of the theory into their bare values, i.e. the
values they would have in absence of interaction, and their physical values, i.e. the
values they acquire due to the interactions. In QED, where the parameters are the
electron mass and the electron charge, it turns out that infinities arise when one
tries to express the physical amplitudes in terms of the bare values of the param-
eters whereas no infinity occurs in the expression of the amplitudes in terms of the
physical values of the parameters. Of a theory, like QED, in which such a “miracle”
occurs for all amplitudes and at all orders of the perturbative expansion, one says
that it is renormalizable. Since the physical values of the parameters can be experi-
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mentally determined, it is possible to compare with experiment the predictions of
a renormalizable theory. In the case of QED, for some physical quantities that are
theoretically calculable and experimentally measurable, the agreement between
theory and experiment is amazingly good.

12 Towards a Philosophical Category of Reality Horizon

From the rational explanation of this “miracle” can be drawn the main philosophi-
cal lesson of the present chapter. Actually, the physical values of the parameters
implicitly depend on an energy associated with the coarse graining with which
the interaction is experimentally observed. The realization of this coarse graining
dependence is an asset of what is known as the modern interpretation of quantum
physics that, in turn, is an asset of the path integral quantization method. In order to
be able to attribute probabilities to actual events produced by interacting quantum
fields one has to perform the path integral with a graining that is sufficiently coarse
so that interferences that might prevent ascribing additive probabilities to independ-
ent events actually cancel.”> Now, because of that circumstance, a renormalisable
theory like QED cannot be considered as a fundamental theory valid at all energies,
but rather as an effective theory, suited to describe the interaction at a given resolu-
tion related to the coarse graining energy. But does that not imply such a theory to
be incomplete since it would depend on parameters varying with energy? Actually,
this is not the case because the way in which the parameters depend on the coarse
graining energy is not arbitrary: it has to be such that the measured and calculated
physical quantities do not depend on it. The equations that translate this physical
independence on the coarse graining are called the renormalization group equa-
tions. According to the QED renormalization group equations, the fine structure
“constant”, equal to the square of the electron charge divided by the product of
Planck’s constant by the speed of light is not constant: it is predicted to vary from
1/137 at an energy of a MeV (a million electron-Volt) to 1/128 an energy of a hun-
dred GeV (a hundred billion electron-Volt), and this prediction has been confirmed
by experiment. On the physical ground, the great achievement of the standard model
is that one has embedded QED in a set of renormalizable theories (the electroweak
theory and Quantum Chromodynamics, QCD) leading to predictions that have been
experimentally confirmed with an excellent accuracy.

On an epistemological ground these achievements have put in the foreground
a concept that currently plays a growing role in the context of quantum cosmol-
ogy, the concept of horizon. In contemporary physics this concept is relevant in
the interpretation of the fundamental limitations of human knowledge implied by
some universal constants® like Planck’s constant or the velocity of light: these
limitations are not to be considered as insuperable obstacles but rather as infor-
mational horizons, namely some boundaries beyond which lie some inaccessible
information. The fact of assuming the existence of an informational horizon does
not mean that one neglects or forgets the information lying beyond it. The method-
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ology that allows keeping track of this missing information is based on functional
integration: to evaluate the probabilities of the values of the dynamical variables
bearing the accessible information (the followed variables) one integrates out the
dynamical variables bearing the inaccessible information (the non-followed vari-
ables). Such a methodology is used in classical statistical physics where the micro-
scopic configurations leading to the same macroscopic state (what one calls the
complexions) are treated as non-followed variables that are integrated out through
the statistical averages leading to the definition of the Boltzmann—Gibbs probabil-
ity distribution of the followed variables. Basically, the path integral quantization
relies on the same methodology: the summation, with a certain coarse graining,
over all possible paths or field histories exactly corresponds to integrating out
non-followed variables. Actually, it can be shown that the similarity between the
Boltzmann—Gibbs probability distribution in statistical classical physics and the
path integral in quantum physics is not a simple analogy, but rather a rigorous
mathematical correspondence, with a strict “dictionary” translating Boltzmann’s
constant into Planck’s constant, entropy (or information) into action, inverse tem-
perature into imaginary time, critical phenomena occurring at a second order phase
transition into the results of a renormalisable quantum field theory. The last item
of this dictionary led in the 70’s to a remarkable interdisciplinary synthesis, since
one was able to use, with great success, the same theoretical tools in two domains
of physics which hitherto seemed completely disconnected, the physics of critical
phenomena on one hand and Quantum Chromodynamics, the physics of strong
interactions of quarks and gluons on the other. In this respect it is interesting to
note that the same correspondence allowed designing some computer simulations
of QCD, the so called “lattice QCD” providing some insight on the non-perturba-
tive regime of this quantum field theory.

A last comment is in order about the correspondence between classical statistical
physics and quantum physics. Since an imaginary time can be considered as a fourth
Euclidean dimension of space, one can say that somehow quantization adds an extra
space dimension to classical physics: quantum physics in a three-dimensional space
is equivalent to classical statistical physics in a four-dimensional space. Such a fea-
ture is analogous to what occurs in the reconstruction of a three-dimensional scene
by means of a two-dimensional hologram. Following this line of thought, some
very important developments currently occur in cosmology. Gravitation is the only
interaction capable of so much curving space-time that it leads to the formation of
a spatial horizon, namely a “one-way membrane”, a two-dimensional informational
horizon hiding information lying beyond it. Because of the expansion of universe,
there exists in cosmology a horizon, called the particle horizon that is defined by the
distance beyond which lie galaxies whose light had not the time to reach us. Beyond
that horizon one suspects the existence of another horizon, called the event horizon
that would be defined by the distance beyond which no information can ever reach
us. This event horizon is usually assumed to rely on quantum cosmology, i.e. the
domain of cosmology in which gravity has to be quantized. A theoretical labora-
tory to explore the physics of such event horizons is the physics of black holes. The
event horizon of a black hole is the surface surrounding it beyond which any mat-
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ter (and thus any information), trapped by the black hole escapes from perception.
Although black hole physics is classical as far as gravitation is concerned, at the
horizon, the classical gravitational field is so intense that it may induce in matter
certain quantum effects such as the production of particle—antiparticle pairs, which
have to be dealt with. Since, in quantum statistics, missing information is equivalent
to entropy, it is natural, in this framework, to attribute entropy to such a horizon.
Bekenstein and Hawking have shown that the entropy corresponding to the informa-
tion trapped inside a black hole is proportional to the area of the event horizon rather
than to the volume embedded inside it. It seems possible to generalize this result to
space-time metrics involving a horizon which leads to conjecture that cosmology
associated with such metrics is completely determined by the quantum properties
of the horizon.** According to such a holographic principle,” the total information
contained in a universe involving a horizon would not be proportional to the volume
embedded by the horizon but only to the area of the horizon.

On a philosophical ground, I would like to conclude this chapter by emphasizing
the relevance to philosophy of science of a concept that could act as a genuine philo-
sophical category, the concept of reality horizon. The reality horizon is one of the
key concepts of the philosophy of Ferdinand Gonseth (1890-1975), a Swiss math-
ematician-philosopher who was familiar with theoretical physics (he was a close
friend of Michele Besso,” the closest friend of Einstein; he was asked by Georges
Lemaitre, one of the founders of modern cosmology, to write a foreword for his
book The Hypothesis of the Primitive Atom*") and who designed what I think is the
philosophy that 20th century science deserves. In a development in his major book
Geometry and the Problem of Space, devoted to the articulation of the three essen-
tial aspects of geometry, namely intuition, axioms and experiment, he notes that

The previous results have a value that goes beyond the framework of geometry. They con-
cern the entirety of knowledge, we mean the state in which knowledge comes to us, at a
given instant: Nothing authorizes us to think that our knowledge, even at its last frontiers,
is more than a knowledge horizon; that the last ‘realities’ that we have conceived are more
than a reality horizon.

It seems to me that all the developments of 20th century physics, from the resolu-
tion of the crisis of rational mechanics to the promising speculations about quantum
cosmology through the successes of the standard model, confirm the validity of this
ambitious and yet humble philosophy: we are such, and the world is such that it is
never given to us in its full reality but as a reality horizon.
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Foundations of Physics: The Empirical
Blindness

Hervé Zwirn

1 Introduction

Physics has long been taken as the paradigm science. This was particularly the case
under the logical empiricists. Physics was the only science that was worth discuss-
ing in epistemology. This is no more true and modern philosophy of science has to
take all disciplines into account. Yet, it’s true that biologists or sociologists don’t
wonder whether the objects they study are real. Their philosophy is a spontaneous
realism which, in their mind, is not questionable. Physicists are the rare scientists
wondering if scientific theories are about the world or about themselves. Physics
remains the only empirical science that brings real new insights into philosophy and
that is able to influence our philosophical conception of the world. Thus, the results
of physics can’t be ignored when discussing the status of reality or the validity of
knowledge that science provides.
Among many others, these are questions that we can ask about physics:

1. Is physics describing the real world?
2. Is physics justifiable in any way?
3. Are the foundations of physics firm?

Of course these questions are linked. We’ll try in the following to give some
insight into possible answers.

2 Refusing Two Opposite Conceptions

Traditional epistemology pits realism against idealism. It is generally assumed
that refusing the existence of an independent reality which has a precise structure
and definite properties leads necessarily to a position close to idealism. I will try
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in the following to show that the choice between realism and idealism is not com-
pulsory. Both positions could be wrong or more precisely only partially true. Both
stem from a philosophical framework that is perhaps too narrow. The main point
is that the competition between realism and idealism is often materialized through
some questions that are supposed to receive either a positive answer (and in this
case, for example, realism wins) or a negative one (and in this case, idealism
wins). This dualism generally comes from the fact that the negation of a proposi-
tion is thought to be obtained by asserting the main verb of the proposition in its
negative form: “It is false that A has the property P” is understood as equivalent to
“A has not the property P, which is sometimes assumed to imply that “A has the
property not-P”. However, modern physics shows that sometimes, this is not the
case. If it is false that the spin along Oz of an electron is +1/2, that doesn’t mean
that this spin is —1/2, even if +1/2 and —1/2 are the only possibilities that could be
obtained. When this sort of underdetermination arises for questions intended to
decide between realism and idealism, neither the former nor the latter wins and
the situation is more complex but also more interesting. I also want to focus atten-
tion on the necessity to avoid in this debate sentences like “something is real if
one is compelled to somehow admit that it is different from nothing”.! The vague-
ness of this statement makes it both apparently true and in fact meaningless. But
consequently, it can be used in many contexts, for example as an argument against
idealism: “if thinking were not thinking of reality (understood as [...] something
which is different from nothing), it would be thinking of nothing and therefore
no thinking at all”.? This type of argument clearly doesn’t prove anything, but the
dispute between realists and idealists often uses that sort of fuzzy (though appar-
ently obvious) statement. Usually, the more these statements are obvious the more
they are empty.

In the following I present arguments for and against realism and idealism and
discuss them.

2.1 Scientific Realism

The scientific realist thinks that there exists an independent reality in which we
are immerged and that this reality is literally and correctly described by scientific
theories. Actually, scientific realism is made up of three assumptions. The first
one is the thesis of metaphysical realism which claims that there exists an inde-
pendent reality. The second one is the assumption that we can obtain some reliable
knowledge of it. The third one states that scientific theories provide us with this
knowledge.

Let’s clarify some of these points. Metaphysical realism says that reality is
independent because it would be essentially the same even if we were not exist-
ing, in particular it is a domain of mind-independent existence. Of course, it is
perfectly possible to accept metaphysical realism and to deny the fact that inde-
pendent reality is knowable. According to Kant, we can’t have any knowledge of
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things as they are in themselves. But this is not what the scientific realist believes.
For him, we can know something about independent reality and the most plau-
sible way to get this knowledge is through natural science. Thus the scientific
realism thesis goes well beyond metaphysical realism. According to it, scientific
theories give an appropriate account of the features of what objectively exists in
the independent reality. That means that the scientific realist is entitled to believe
that the entities whose behaviour is described by science are real in much the
same way as a chair or a bird are real and that they behave as the theory says they
behave. Accepting a theory is therefore accepting the existence of its objects. Van
Fraassen® says that according to scientific realism, science aims at providing us,
through our theories, with a literally true story of what the world is. Thus, scien-
tific theories are not to be thought of as metaphors but as expressing truths about
the world. We must accept to the letter what they say. “To have good reason to
accept a theory is to have good reason to believe that the entities it postulates are
real” as Wilfrid Sellars has expressed it.* If a theory is about electrons and their
behaviour then the theory says that electrons exist. As Rescher® puts it amus-
ingly: “to accept a scientific theory about little green men on Mars is ipso facto
to accept little green men on Mars”. So, physics describes reality such as it is in
itself. According to the most recent theories, the string theories,® we live inside a
ten-dimensional space-time. Six of these dimensions are curled up very tightly so
we may never be aware of their existence. Moreover the various particle types are
replaced by a single fundamental building block, a “string” which can be closed
or open and can vibrate. Everything in the world is ultimately made with strings.
If we take scientific realism seriously then we must believe that strings really
exist in a ten-dimensional space-time exactly in the same way we think that chairs
exist in our ordinary space. It is even worse than that because what physics actu-
ally shows is that the usual objects we are used to are not really existing. That’s
only the entities used in the theory that are existing. If we accept string theories
then only strings exist. As Putnam® says realism reminds him of the seducer in
the old-fashioned melodrama. “The seducer always promised various things to
the innocent maiden which he failed to deliver when the time came”. The maiden
here is common sense, which believes that chairs and ice cubes exist and which
is frightened by idealism (and all the similar anti realist positions). So, common
sense naturally goes with the realist. Then after a while, the realist reveals to the
poor common sense that it is not the chairs and the ice cubes that exist but the
objects that scientific theories use, no matter how far from usual experience they
can be. Putnam conclusion is “Some will say that the lady has been had”.

2.2 Idealism

For an idealist, the realist’s claim that things exist independently of our thought is
inconsistent since to say something, it’s necessary to think about it. Thus simply
by claiming that things are outside of our mind, these things are included in it.
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According to Berkeley “esse est percepi”, only our perceptions are real. For him,
the phenomena of sensations can all be explained without presupposing the reality
of external material substances. Sensible objects exist only in the minds of those
who perceive them. In its most extreme form, idealism leads to solipsism. The sol-
ipsist claims that only his thoughts exist. This position is not refutable but has the
disadvantage to close the discussion. It was not Berkeley’s position. For him, what
is real exists in many minds, so it can continue to exist whether I perceive it or not
because somebody else can see it. But the problem is to account for the fact that the
objects that I perceive now continue existing even when neither myself nor nobody
else perceives them. For Berkeley, God plays that role. The mind of God serves as
a permanent repository of the sensible objects that we perceive at some times and
not at others. For Hegel and the German idealists this role was played by the Spirit,
self-knowing, self-actualizing totality of all that is, obtained through dialectical rea-
soning as the synthesis of the thesis Idea and its antithesis Nature.

3 Arguments for Realism

3.1 Metaphysical Realism

Metaphysical realism seems a natural position directly based on the spontaneous
knowledge of the world we acquire since early childhood. Believing in an external
world in which we live and that doesn’t depend on what we think or know is a
natural attitude directly drawn from our everyday life. As Hume noticed, in gen-
eral the reason why we think that something exists is based on the “cause-effect
relation”. If I hear a voice in the room next door, I think that there is somebody
speaking. If I see a shape looking like a plateau with four legs, I think that there is
a table in front of me. We assume that something exists that causes the effect we
see and indeed, our experience shows that in many cases, this reasoning is correct
(we’ll see below how Hume refutes the validity of this argument). Another argu-
ment for metaphysical realism is the fact that people agree on what they see. Two
persons watching a garden will agree saying that there are two trees, a clump of
flowers and a dog on the grass. In general, people’s observational reports are in
agreement and why should it be so if the observations were not about something
which really exists independently of the persons who observe? We’ll call this
argument the inter subjective agreement. Another reason for believing that some-
thing that doesn’t depend on our theories or on our thoughts exists is the fact that
we can’t do what we want. Of course, it is clear that we can’t fly but more than
that, our scientific theories sometimes fail and are refuted by experiment. If there
exists a reality that has a proper structure, we can’t say anything and everything
about it. There are propositions which will turn out to be false as they state what it
is not.® D’Espagnat® says that “there is something that says no”. The fact that there
are propositions in the scientific theories which turn out to be refuted through an
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adequate experimental device is an important clue that these propositions speak of
reality. Thus, the three main reasons for metaphysical realism are the cause-effect
relation, the inter subjective agreement and the resistance of reality (something
that says no).

The most elementary version of metaphysical realism is the layman’s spontane-
ous philosophy: independent reality is made up of objects such as chairs or cubes
of ice (and perhaps also of waves and of forces for the most advanced ones). In this
conception that d’Espagnat! calls “multitudinism”, the world is nothing more than
a collection of entities with well defined properties, that exist independently of us
and interact in a well defined way. Of course, much more sophisticated versions of
metaphysical realism are possible. For example, Kant’s transcendental idealism is
compatible with a sophisticated metaphysical realism which asserts that we can’t
have any direct access to things as they are in themselves (noumena) and that the
only access is through our experience (phenomena).

3.2 Epistemic Realism

The very same reasons that make us believe that there exists an independent real-
ity also lead us to think that we can know something about it. After all, we have
learnt since the beginning of our life to use the objects around us, we know what is
going to happen if we let a ball fall down, we wait for the daylight after the night
and we drink water when we are thirsty. Thus, we know something, we even know
many things. Common sense tells us that what we know is about reality. So reality
is knowable. There is no reason to think that we can’t know anything about reality
since we do know a lot of things about it. Now, common sense and everyday life
also tell us that many phenomena that we see are easy neither to understand nor to
forecast. When will the next eclipse come? Why is the sky blue? How can we cure
flu? These questions are not easily answered and that is where science becomes
necessary. So science, being nothing else than the continuation of common sense by
other ways as Bertrand Russell says, inherits the quality of common sense to speak
about reality.

3.3 Scientific Realism

It is then natural to adopt the position according to which the best way to get
knowledge about reality is to ask science for it. It is difficult to deny that almost
all scientists adopt a spontaneous realism. According to most of them (and this
is all the more true as we move away from theoretical physics to biology and
human sciences), their work aims at describing reality (or at least some part of it)
and they believe that science can succeed in this objective. The most usual argu-
ment to defend scientific realism starts with the acknowledgement that scientific
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theories succeed in giving a correct description of the observed phenomena and
in making it possible to forecast them at least within good approximation, what
Boyd'! calls the instrumental reliability of scientific theories. This success would
be very surprising if science was not describing what reality is in itself. This is the
“no miracles” argument of Putnam and the “abductive argument” of Boyd. This
argument states that it is only by accepting the reality of approximate theoretical
knowledge that we can adequately explain the uncontested instrumental reliability
of scientific methods. The fact that there is an independent reality and that it is
described by scientific theories is the best explanation of the fact that science is
working. Put differently, this means that the explanation for the empirical success
of a theory is simply that this theory is true. And if the theory is true then the enti-
ties that it deals with are real, exist and behave as the theory says they behave.
An important consequence of this position is that we are entitled to believe also
in the non-observable entities of the theory. For example, even if quantum chro-
modynamics tells us that it will never be possible to observe a free quark directly
because of confinement,'? quarks are really existing in much the same way as
atoms are.

4 Criticism of the Arguments for Realism

4.1 Metaphysical Realism

4.1.1 Cause-Effect Relation

If I hear a voice in the room next door, I think that there is somebody speaking.
If I see a shape looking like a plateau with four legs, I think that there is a table
in front of me. The first sentence means that we infer from one perception (the
voice in the room next door) another possible perception through a counter factual
reasoning: if I went in the room next door, I would see somebody. The second one
concerns the inference of the existence of something from a perception. These
two inferences are not of the same type. Criticisms against both have been raised
a long time ago. The first inference only concerns perceptions, it links two per-
ceptions between them. Each time I hear a voice in the room next door, if I go
into the room I'll see somebody. Hume criticises this inference which rests on the
principle of induction that states that if such a link has been observed in the past it
will remain valid in the future. Now induction principle is impossible to rationally
justify. Thus nothing guarantees that two events that were linked in the past will
remain linked in the future. So, from a purely rational point of view, we are not
entitled to think that we’ll find somebody when we hear a voice in the room next
door. Induction is not a valid inference. We know that the solution given by Kant
to this problem is to consider that induction must be understood as a synthetic a
priori condition for empirical discourse. The second inference concerns reality
itself. It consists in assuming the existence of real entities as an explanation for
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our perceptions. Thus only this second formulation concerns directly metaphysi-
cal realism. Hume criticized it noticing that we have access to our perceptions
only and not to reality. That things exist outside is thus not a conclusion that we
should draw. According to him, it is only as a convenient way to organize our per-
ceptions that we are led to assume that external objects exist. It is true that from
a logical point of view we have no valid reason to fill the conceptual gap between
the existence of our perceptions and the existence of an external world. After
all, the objects that I perceive when I am dreaming are not external to my mind.
Moreover, quantum mechanics gives good reasons to be prudent about conclu-
sions such as “this thing exists”. Thus, I will not consider the cause-effect relation
as a strong argument for metaphysical realism.

4.1.2 Inter Subjective Agreement

Inter-subjectivity is an argument for the existence of things external to our mind
based on the remark that pure idealism which states that there is nothing outside,
has difficulty to explain why we agree about our perceptions. If Paul and Peter
both agree on the fact that there are two glasses and a bottle of wine on the table,
the simplest explanation is that there are really two glasses and a bottle of wine
on the table. In some sense, this argument is an answer to the objection I raised
above to the cause-effect argument: if I perceive a table, that could be an illusion
(as in a dream). The table could exist only for me. On the other hand, if both Paul
and Peter see the table, it becomes hard to say that they share the same illusion
or, even if this is possible sometimes, it seems difficult to claim that all common
perceptions are illusions. So, inter-subjectivity seems to be more a solid argument
for metaphysical realism than cause-effect relation. And yet, quantum mechanics
undermines this conclusion. This is not because Paul and Peter agree on the fact
that the spin along Oz of one electron is +1/2 that this spin was equal to +1/2
before the measure. The intuitive explanation saying that if they both see that the
result of the spin measurement is +1/2, this is because the spin was +1/2 before
the measurement, is wrong and leads to false consequences. Quantum mechanics
teaches us that the value of the spin was indefinite before the measurement and
that it has become determined during the measurement process. In some sense,
it is Paul and Peter’s perception that is (partly) the cause of determination of this
value. Quantum mechanics says that the very fact of measuring is, at least partly,
the cause of what we perceive. This is particularly clear in the interpretation of
the measurement process given through the decoherence theory.!* Now, even if we
contest the conclusion that if Paul and Peter have the same perception of a table
this is an argument for the existence of this table, we have admitted till now that
their perceptions were actually identical. But this is not mandatory and within
the position that I have called “convivial solipsism”!* I propose an interpreta-
tion of the measurement process where inter-subjectivity is apparently respected
though perceptions are different. So, inter-subjectivity seems at the end not to be
as strong an argument as it could appear intuitively.
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4.1.3 Resistance of Reality

If reality was only a human construction there would be no reason why our best theo-
ries be refuted by experiment. But the history of science attests that there has been
an uninterrupted series of refutations. A lot of beautiful and powerful theories have
been defeated by experimental results that were not in agreement with their predic-
tions. So, as d’Espagnat puts it, “there is something that says no”. And according to
him, this “something” can’t be “us”. This argument implicitly assumes that a human
construction will be its own yardstick and will be exempt of contradiction. But why
should it be so? If we suppose that everything comes from us, that we invent the rules
of the game, what we identify with reality is a human construction. Of course, it is
very difficult to explicitly describe the nature of this construction and the way we use
to build it. It is totally different from the formal way we build scientific theories. We
start building it in our early childhood. Let’s call it a perceptual construction. Scien-
tific theories are then explicit, conscious and formal constructions intended to account
for an unconscious perceptual construction. We know how difficult it is to show that a
formal system is consistent as soon as it is complex enough. Godel’s theorem proves
that we can’t demonstrate the consistency of a formal system by purely internal means
(as soon as the system is powerful enough to contain arithmetic). So, building a con-
sistent complex system is not an easy task, the more complex the more difficult. By
extension® it is not so surprising that from time to time we discover some contradic-
tions, which manifest themselves through empirical discrepancies between our formal
scientific constructions and the informal construction that we call reality. That means
that we have some difficulties to build two different constructions (one formal giving
scientific theories and one perceptual giving what we call reality) in such a way that
these two constructions be simultaneously consistent. D’Espagnat!® answers that, if
everything is nothing but a construction coming from us, he doesn’t understand why
we generally choose to preserve the construction that represents reality against the
theoretical construction. He says that we could as well choose to believe in a refuted
theory and abandon our belief in reality. The reason why we don’t do that is because
the two constructions are not on an equal footing. Reality is much more epistemically
entrenched than science, and confronted with the necessity of revising our beliefs we
always choose to change those that are the less entrenched.!” Science is by definition
an empirical process and that means that confronted with a contradiction between data
and theory we must give the priority to data.

4.2 Scientific Realism

4.2.1 Abductive Argument of Empirical Success: No Miracles

As we have seen the abductive argument for scientific realism is often considered
as the main argument for it. The empirical successes we get in applying our theories
betoken their truth. This argument is also indirectly an argument for metaphysical
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realism since scientific realism rests on metaphysical realism and that assuming
the truth of a theory without assuming a reality to refer to would be meaningless.
Oversimplified this argument is nothing else than the old explanation that we see the
grass green because grass is really green. It is well known since Locke’s distinction
between primary and secondary qualities that this is an explanation which raises
many problems. Moreover, there has been an uninterrupted series of refutations
of momentarily adequate theories during the history of science. That shows that it
is difficult to believe that our current theories, even the best ones, are true because
using a pessimistic inductive argument, we are led to think that they will be refuted
in the future. The only possibility to save this argument is then to adopt (with Boyd'?
for instance) the concept of a gradual convergence of scientific progress. We’ll show
below that this is not acceptable. Another criticism can be given along the following
line. Given a finite set of data (resulting from observations) it is in principle pos-
sible to build many theories accounting for them (as there is an infinity of curves
going through a finite set of points). This is Quine’s thesis of underdetermination of
theory by evidence. So, there is no reason to be surprised that we can build adequate
theories at a given time. The defenders of the argument admit this point and retort
that it is not the description of known facts but the prediction of novel facts that
would be miraculous if the theory were not reflecting something real. The most
often quoted example is the discovery of Neptune through pure computation within
Newton’s mechanics. But, let’s be cautious not to fall into the illusion of what can
be called the horoscope effect which is the fact to remember only the successes
and to forget the failures. The discovery of Neptune is of course a very remarkable
prediction but the inexistence of Vulcan whose mass and position had been calcu-
lated to explain the correct value of the precession of the perihelion of Mercury is
a memorable failure too! As Popper says, science is going on through conjectures
and refutations. At each period of time, the stock of empirical data is finite. So it is
in principle possible to account for it through many theories. Sometimes, scientists
provide competing theories that need to be tested to know which is the best one.
Some of these theories predict novel facts (a new planet or a new particle or a new
physical effect). The best corroborated theory is kept but we must have in mind that
other competitors, predicting other novel facts, have been refuted. To give a recent
example, several theories were in competition with the Glashow—Weinberg—Salam
model (now called “the standard model”) to unify weak and electromagnetic inter-
actions before the discovery in 1983 of the W and Z bosons predicted by the theory.
Should these bosons have been inexistent, another theory would have survived. A
posteriori, it seems a miracle that the winner predicted this novel fact but is it really
surprising? When many theories compete, it is not strange that sometimes one of
them be momentarily correct.

Besides that, one can wonder if it is really necessary for a theory to be true to
provide good results. After all, nature could be error-tolerant and if the error has an
impact that is below the threshold of the accuracy of today’s observations, then the
theory will be confirmed. As Rescher' says:

The success of the applications of our current science does not betoken its unqualified truth
or ultimate adequacy. All it indicates is that those various ways (whatever they may be) in
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which it doubtless fails to be true are not damaging the achievement of these good results
— that, in the context of those particular applications that are presently at issue, its error lie
beneath the penalty level of actual failure.

So the empirical success argument doesn’t seem really convincing. It is not nec-
essary to assume any correspondence between a theory and reality to understand its
empirical success. We’ll see another reason not to accept this argument when we
speak of scientific theories as compression algorithms.

4.2.2 Non Convergence of Scientific Theories

In this view, scientific theories are becoming closer and closer to the truth and con-
verge gradually towards an ultimate (perhaps forever out of reach) true theory. Though
this conception may seem appealing it comes up against many difficulties. The first
one is that we know since Popper’s unsuccessful definition of verisimilitude that
we have no satisfactory definition of approximate truth for a theory. What does it
mean that a theory (which is known to be false) is closer to the truth that another
one? In which respect is Newton’s mechanics (which has been proved false after the
discovery of special relativity) closer to the truth than the Ptolemaic theory? There
is one meaning of approximation which is unproblematic. This meaning is related
to the numerical predictions made by the theory. If these numerical predictions are
in general more accurate within one theory than within the other, we are entitled
to say that the first one is numerically closer to the truth than the second one. And
this is exactly what happened during the history of science. A theory empirically
adequate at one time was replaced by a new one because its predictions were either
in disagreement with experiment (that appeared through a numerical discrepancy)
or less accurate than those given by the new one. Let’s give as an example the suc-
cessive replacement of the Ptolemaic system by Copernicus’ circular trajectories
then by Kepler’s laws then by Newton’s mechanics. At each step the predictions
have been improved, which was necessary due to the improvement of observational
means and of the accuracy of measures. Though empirically adequate at the time
of the Greeks, the Ptolemaic system is refuted by modern results of observation.
Today we know that Newtonian mechanics (empirically adequate long after
Newton’s time) is refuted too. Its predictions are less and less good as speeds closer
and closer to the speed of light are considered, and special relativity is the currently
best theory in this case. Newton’s theory is also refuted by the precession of the
perihelion of Mercury, which is only accurately predicted by general relativity. As
computed inside Newton’s theory, there is a discrepancy of 43 s of arc less per cen-
tury. So, it is meaningful to say that as far as numerical predictions are concerned,
Einstein’s relativity is closer to the truth than Newton’s mechanics, which was
closer to the truth than Kepler’s laws, which in turn were closer to the truth than the
Ptolemaic system.

But this is not what realists have in mind when they say that a theory is closer to
the truth than another one. They go further, meaning that what the better theory says
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about reality (the objects that the theory describes, the laws it uses, the structure of
reality which is implicit in its mathematical structure) is reflecting more truly what
is real. This is where we can’t follow them. Literally speaking, the Ptolemaic sys-
tem and Newton’s theory are false. From the point of view of Einstein’s relativity,
there are no epicycles, there is no absolute time and there is no gravitational force
acting at a distance. So, what could it mean that Newton’s theory is closer to the
truth than the Ptolemaic system apart from the accuracy of numerical predictions?
If the assumed truth is the description given by general relativity (which is the best
theory for gravitation we have today and so, in this view, is supposed to be the
closest description of the truth we ever had), is the image given by a flat space
with an absolute time and a gravitational force closer to the truth than the image of
epicycles? It is highly dubious. Actually, if we analyse the realist’s reasoning, it is
very loose. It uses one fact and one hypothesis. The fact is that there is no doubt that
the empirical adequacy of scientific theories is increasing as far as the accuracy of
the predictions is concerned. The hypothesis is that an empirically adequate theory
must be close to the truth (unless it is a miracle that it can give correct predic-
tions). Truth means here that the structure of the theory closely reflects in every
aspect the structure of reality and that the entities of the theory refer to real objects.
Then from the fact that theories become closer and closer to numerical truth they
infer that theories become closer and closer to the truth (truth taken in the above
sense). This is clearly a wrong inference since it demands another assumption to be
valid: the assumption according to which, having defined the concept of distance to
the truth of a theory (let’s call it f, so f(T) is the distance to the truth of the theory T),
this function has the following property: if T’ is numerically better that T then
f(T*)<f(T). There are clearly two problems. The first one is that we don’t know
how to define this function f, the second one is that, even if this growth property of
f seems intuitive, it is not obvious that it is not possible to define a distance to the
truth violating it.° To summarize the argument: the empirical successes of a theory
is supposed to betoken its truth. Faced with the objection that it can’t be the case
since many successful theories have been refuted and so were false, realists answer
that these theories were not totally true but close to the truth. Thus, the argument
has moved from ““a successful theory is true” to “a successful theory must be close
to the truth”. But for lack of the definition for approximate truth, the only possibil-
ity for realists is to notice that theories are becoming more and more accurate and,
under the implicit assumption that the more accurate the closer to the truth, to infer
that theories are converging towards the ultimate true theory. This is not convincing
since they are unable to define what they mean by close to the truth if this is not in
the numerical sense.

There is also another reason why this argument is problematic. It is based on the
hypothesis that there is an ideal (though perhaps out of reach) theory which is true.
This theory is totally in agreement with reality, which is supposed to be correctly
described in all respects by it. But because of Quine’s underdetermination of theory
by evidence there is not a unique ultimate theory but presumably many that are
empirically adequate whatever the stock of empirical data be. These theories could
be incompatible or even contradictory in many ways. The famous example given by
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Putnam?! is the one of two theories T and T’ which are empirically equivalent but
such as T entails that “there really are such things as spatial points” and T” entails
that “there are arbitrarily small finite regions but not points”. In this case, which
one is representing the truth? How is it possible for two contradictory theories to
be true? Are there many truths? One hits a paradox that seems not easy to escape.
Putnam’s internal realism enables us to say that both theories are true. But this is
clearly because Putnam declines to assert a theory of truth and in particular denies
that truth is captured by correct assertability.?’For a traditional scientific realist this
is clearly a problem.

4.3 What is Left in Defence of Realism?

It is true that common sense exerts a very strong influence on the feeling that
we live in an independent reality that frequently resists against what we want to
do or that refutes what we could think a priori about things around us. It is also
true that it appears that we do know something about reality, first through our
everyday experience, second (in a more precise and efficient way) through our
scientific theories. The proof is everywhere around us. We have invented planes
which allow us to fly, rockets to go to the moon, satellites that allow us to com-
municate everywhere on the earth and even to find our location everywhere with
a precision better that one meter, we are able to extract energy from atoms, etc.
This list could be made much longer but this would not add anything to the argu-
ment. The force of what we see, what we hear, what we feel, what we experiment
is extremely strong and leads us to become unable to envisage the possibility that
there is no independent reality. Our feeling about its existence is shaped day by
day since our childhood and is strengthened as we get older through the knowl-
edge that we get from science. The process is the same for the child and the sci-
entist. The abductive argument plays its role, and it is a very pervasive role! But,
remember: we have this very strong feeling that we are at rest and yet the Earth
is moving around the Sun at a speed of 28 km/s; we think that a particle must
have a definite position and quantum mechanics teaches us that this is not always
the case; we feel that time goes everywhere the same way, but relativity theory
shows that it is false; we believe that energy is a property of objects, and yet
relativity theory shows that it is possible to transform energy into particles. All
these strong feelings are extremely entrenched in our mind. Abandoning them is
a very difficult task that many people refuse to accomplish (physicists excepted).
Though these feelings mislead us. Can we think that our feeling that there is an
independent reality is similarly a misleading feeling? We have given above good
reasons for that and will propose in the following a conception that doesn’t need
this hypothesis.



Foundations of Physics 153

5 Arguments for and Against Idealism

I will be much shorter as far as idealism is concerned. Berkeley’s idealism was
perfect for somebody wanting to defend religion and God against the dangers of
science, materialism and atheism. His claim is that sensible objects cannot exist
without being perceived. It is true that resorting to God for allowing things to exist
even when no human being is perceiving them is both a means to answer the main
criticism against idealism — it is very difficult to accept that this tree that I am the
only one to see in the deep forest vanishes every time I close my eyes to reappear
when I open them again — and a good argument in favour of the existence of God.
The intellectual contortions of the German idealists to avoid to resort to God are
not very satisfactory. The conception I will present below, although not realist,
avoids these problems because it doesn’t assume that everything comes from our
mind.
I will now present some ingredient of my conception.

6 Scientific Theories as Compression Algorithms

6.1 The Algorithmic Theory of Information

The algorithmic theory of information has been simultaneously invented by Kol-
mogorov, Solomonoff and Chaitin. The algorithmic complexity of a string of bits
is the smallest self-delimiting program to produce it. This measure is essentially
concerned with the redundancy inside the string. If there is no redundancy, no
regularity then the only way to produce the string is to give explicitly the string
to the computer. We agree that the string “01010101010101010101” is simple
because it can be described as a regular succession of “01”. The string “010011
0000110000011110010101” seems on the contrary more complex because it is
difficult to discern any pattern inside. A regular, ordered string will be made up
of 0 and 1 that follow a simple rule. A string of one thousand “01” is easy to pro-
duce through a small program. This program is simply “write one thousand times
“01” and stop”. The important fact to notice is that in this case, it is possible to
produce the string through a program that is significantly shorter than the string
it produces. Typically the size of the program is roughly the logarithm of the size
of the string. On the other hand, a string as “0100110000110000011110010101”
will not be computed through a program using a simple rule, just because there
is no simple rule to do the job. The shortest program to produce it will then be
“write “0100110000110000011110010101” and stop”. And the size of this pro-
gram is roughly the same as the size of the string. The main lesson to remember
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is that when a string is ordered, when the succession of 0 and 1 follows a simple
law, then it is possible to compute it through a short program, a program that
is significantly smaller than the size of the string. On the other hand, when the
string doesn’t contain any regularity, when the succession is random then the
only way to compute it is to give it explicitly to the program because no rule can
compute it. Then the size of the program is the same as the size of the string.?

6.2 Scientific Theories as Algorithms

Let’s now view scientific theories as formal systems. Given one theory, the set
of experimental data belonging to its domain is a set of statements inside the
language of the theory. Now the theory will be empirically adequate if it can
produce these statements, i.e. if these statements are provable inside the theory.?*
So the theory, if adequate, is a way to compute the empirical results. Thus, it
becomes natural to see the theory as an algorithm to produce the set of empirical
results. Let’s take as an example, the series of experimental results from succes-
sive releases of a pebble in the vacuum starting from a height of one meter to a
height of one hundred meters through one meter increments. The speed of the
pebble when it lands is a one hundred numbers series. This series can be pro-
duced from a very simple algorithm given in Newtonian gravitation theory: the
formula v = (2gh)2. This simple example can be generalised to all predictions
done by physical theories, even the most complex ones. Of course, all physical
phenomena don’t reduce to a series of numbers. Finding the good algorithm
often needs to find good tools or new concepts to describe the phenomena that
are studied. This is why, building a physical theory doesn’t reduce to finding
mathematical formulas. But, this doesn’t change anything to the fact that, once
the theory is built, it is an algorithm making it possible to generate the statements
reporting experimental results. An empirically adequate theory must of course
be able to produce all the experimental data coming from past experiments but
it attempts also to predict the potentially infinite set of results of every future
experiment. In this sense, the theory is really a way to compress the infinite
number of data coming from all potential experiments that could be done inside
a physical domain. As Chaitin® says:

I think of a scientific theory as a binary computer program for calculating the observations
which are also written in binary. And you have a law of nature if there is compression, if
the experimental data is compressed into a computer program that has a smaller number of
bits than are in the data it explains. The greater the degree of compression, the better the
law, the more you understand the data. But if the experimental data cannot be compressed,
if the smallest program for calculating it is just as large as it is [...] then the data is lawless,
unstructured, patternless, not amenable to scientific study, incomprehensible.

From this point of view, comprehension is compression. It is then possible to
say that the domain of science is the set of all phenomena that are compressible.
That’s not the case for art for example. It is not possible to find an algorithm decid-
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ing if such a painting is better than another one from the aesthetic point of view. It
is not possible to build an algorithm to produce grandiose symphonies. So there is
no more reason to be surprised with Einstein that the world (the physical one) be
understandable or to find extraordinary with Wigner that mathematics be so effi-
cient. The reason why is that we apply science only where it is possible, that means
in the domain of compressible phenomena. The only surprising thing is then that
there are such phenomena!

6.3 Induction Revisited

Hume’s devastating criticism against induction shows indubitably that induction is
not a valid reasoning. However, and contrary to Popper’s claim, it is commonly used
in scientific reasoning. In the light of scientific theories seen as compression algo-
rithms the reason why it is so becomes clearer. Scientific process starts by building
theories that explain (reproduce) past empirical results and then, use them to predict
new results. If we think that scientific theories aim at compressing data, the best
theories will make the best usage of the regularities that data contains. As we have
seen, algorithmic complexity addresses the regularity that a string of 0 and 1 (or more
generally a series of results) contains. If there is any regularity, the minimal program
(program of the shortest length that computes the data) must certainly exploit it. For
example, assume that the data you have gotten from your past experiments is a string
of one million 1, representing the results of one million experiments. The minimal
program to produce this string is certainly “write 1 one million times”. From our point
of view of scientific theories as compression algorithms, this is not exactly what we
would like to call a theory. The corresponding theory would be an algorithm giving
you an answer when asked a question. In this (too) simple case, the question is “what
is the result I’1l get if I do an experiment” and the answer is “1” which is confirmed in
every past experiment. Now, if we want to use this program for predicting new data,
the simplest way to do it is to reproduce the same answer. The best theory under this
point of view will be “all experiments give a result 1”’. Faced with a series of observa-
tions sharing common features (every morning the sun rises), given the fact that the
smallest program that predicts this data is exploiting this regularity, the best theory
will be the one that continues predicting the same features under the same conditions.
So, the usual reason why we use induction, that is the belief that things that happened
in the past will repeat identically in the future is replaced by the precept that, having
built an algorithm which reproduces past experiments through the shortest way, we
want to use it to build the simplest and shortest algorithm to predict the future. It hap-
pens simply that induction, i.e. reproducing past regularities, seems the right way to
do that. Thus, that means no more that we must have confidence in the fact that future
is similar to past, that means that following this particular rule for building scientific
theories, we must believe that (1) minimal programs are the best theories and (2)
using regularities is the best procedure to build minimal programs. So the induction
justification shifts from a metaphysical problem to a pragmatic one.
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7 The Empirical Blindness

7.1 Empirical Pertinence

As is well known, the positivist demarcation between observational and theoretical
statements has been questioned first by Hanson?® then by Kuhn?” and Feyerabend.?
Observations and experiences have to be interpreted to be meaningful and that
involves an inescapable theoretical dimension. That is what is called theory-laden-
ness. One consequence is that despite its harmless appearance, the fact to accept a
theory as empirically adequate is less neutral than one could think. Accepting to
recognize that a theory T has been, up to now, empirically adequate is already show-
ing a certain commitment to T. As van Fraassen says,” it is in particular accepting
to use the conceptual framework of T to guide the look for new experiments and
to interpret the observations. It is also accepting the fact that the set of observa-
tions made to test T, which have been guided by the research program induced by
T, is relevant and significant compared to all the observations that could have been
made to test T. T will be considered as empirically pertinent if the research program
induced by T is relevant to guide the experiments made to test T. For example, a
theory that would predict that every time there are clouds in the sky, a new moon
will come within less than 28 days would be empirically adequate but not empiri-
cally pertinent. Accepting a theory as empirically adequate requires a preliminary
commitment which is justified only if first, the structure of T is not too far from the
dominant paradigm on good theories and second, T has some successes in its favour
such as an explanation of a fact not understood in previous theories or the prediction
of a novel fact.*® There exists then a mutual support: the empirical successes got in
the framework defined by the theory increase our confidence in the pertinence of the
theory which in return confirms us in the fact that these successes are good evidence
for the empirical pertinence of the theory. This is similar to the process described by
Boyd?*' “there is a dialectical relationship between current theory and the methodol-
ogy for its improvement”. But unlike Boyd who interprets this as a possibility for a
cumulative development of science, I think on the contrary, that it is a flaw weaken-
ing the status of empirical pertinence. Why? Because this process, once engaged in
a false direction can maintain wrongly its own success.

7.2 Empirical Blindness: First Aspect

This mistaken process can happen through many different ways. The first one con-
sists in providing predictions fuzzy enough for being confirmed whatever the exper-
iments or in remembering only the observations that confirms the predictions. The
best example of this kind of practice is astrology. Predicting to somebody who is a
Libra that something concerning his family is going to happen during the week is
not a very risky prediction since at any time almost everybody can refer to a familial
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event happened recently. Moreover, when asked about the quality of predictions
made to him, a staunch supporter of astrology will remember only the successes and
forget the failures. A second one consists in using ad hoc modifications to escape
falsification. The famous example given by Popper is Marxism because its advo-
cates preserved the theory from falsification by modifying it and because the only
rationale for the modifications which were made to the original theory was to ensure
that it evaded falsification. These two ways to ensure the success of a theory pose
the problem to know how distinguishing a good scientific methodology. No defini-
tive precise demarcation criterion is accepted yet. We have acquired a good intuition
of what science is but this intuition is difficult to formalize. Nevertheless, we can
think that this intuition is good enough to prevent us from falling into the traps just
described. Yet, there is a more subtle possibility to maintain a wrong empirical suc-
cess. This will be the case if the dominant theory provides a conceptual framework
such that no experiment that could falsify it be launched. Here, Lubbock’s famous
quotation “what we see depends mostly on what we look for” is particularly appro-
priate. Let’s use a voluntarily exaggerated example to show what we mean. Imagine
as Putnam that there is a Twin Earth where the laws of nature are different. Let’s
call it Earth 2. On Earth 2, there is an absolute space and a universal time. There
is no need neither for special nor for general relativity. The Newtonian mechanics
(its local equivalent invented by Newton 2) is the dominant theory T and it works
perfectly well. Roughly, Earth 2 is at the same scientific level than we were at
Laplace’s time. The main difference is that under the hypothesis we have adopted,
no experiment (such as a discrepancy in the precession of the perihelion of Mer-
cury) can falsify T predictions for macroscopic bodies. Assume moreover that the
paradigmatical impact of T is such that all researches are focused on the behaviour
of macroscopic bodies and that scientists are blind to other phenomena. On Earth
2, T works perfectly well to describe the behaviour of macroscopic bodies within
the accuracy of the most precise experiments. The nature of light is not considered
as a scientific problem and neither electricity nor magnetism have been discovered.
In this case, T is empirically adequate since it is used only in a restricted domain
where it works and only experiments about this domain are considered scientific.
For Earth 2 realist physicists, T is true and reality is made up of objects like stones
or planets following T laws. In this case, the empirical adequation of T comes from
a bad empirical pertinence. The program of research induced by T has led physicists
to be blind preventing them from launching experiments needed to refute T as for
example making light waves interfere or study black body radiation. Of course,
it is easy to raise objections against this too simple example. One could say that
in a world where there is no need for relativity, the laws of Nature could well be
as Earth 2 physicists think they are. I ask the reader to accept as a hypothesis the
fact that it is possible that on Earth 2 everything is as it is on our Earth except for
relativistic behaviours. The second, more serious, objection could be to criticize me
on the basis that I have assumed what I wanted to prove in postulating that Earth 2
physicists don’t care about the nature of light and that neither electricity nor mag-
netism have been discovered. My answer is that my example is certainly too simple
but that I use it to show that the program induced by a theory can lead to forget
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about certain not obvious phenomena. Sometimes, having the idea to test something
requires a long and difficult preliminary theoretical work. Aspect’s experiments
that showed that locality is violated have been possible only after Bell’s discovery
of his inequalities. The non-separable property of space that follows comes from a
very sophisticated experimental device built on a complex theoretical proof. This is
not something that is just in front of our eyes. One proof is that neither Einstein nor
Bohr during their hard discussions about EPR paradox have been able to imagine
a real experiment to decide between their positions. So it is not absurd to think that
for some theories, such complex phenomena, that could refute the theory if they
were seen, stay hidden inside the framework of the theory. In this case, the theory,
though false, will never be falsified. Something similar happened (admittedly dur-
ing a short period of time) with mechanics when physicists at the beginning of the
20th century were exclusively focused on integrable systems whereas we know now
that non-integrable systems are the vast majority. Empirical blindness is then the
fact to be blinded by a research program coming from a limited dominant theory
that hinders from doing the experiments that could refute it. As this theory is not
empirically pertinent, some phenomena remain then ignored and even can be left
outside of scientific preoccupation.

7.3 Empirical Blindness: An Inevitable Disease

There is another aspect of empirical blindness which is linked to indecidability. As is
well known since Godel, any complex enough formal system contains propositions that
cannot be proved nor refuted inside it. These propositions are called indecidable. The
consequence is that if some phenomena are expressed through such indecidable forms
inside a theory, the theory will have nothing to say about them. Let’s give an example.
ZF is the Zermelo Fraenkel set theory. The totality of mathematics used in physics is
inside ZF. Let’s call T, a physical theory built by adding to ZF, what is needed to get a
good physical theory as for instance the M-theory we mentioned previously. Let’s call
ZFE, the theory ZF to which we add some large cardinals hypotheses.*? The consist-
ency of ZFE can’t be proved inside itself and even less inside ZF and for some large
cardinals hypotheses nobody has a reliable feeling about the fact that it is consistent
or not. Now, it is perfectly possible to build a real Turing machine enumerating one
by one all theorems of ZFE and stopping when it proves “1=2". Then, T will be dumb
about the question whether the Turing machine will stop or not. This can seem strange
but such a machine is a real physical system and no physical theory can predict its
behaviour. This impossibility doesn’t come from lack of knowledge of some laws or
from quantum effects and would remain even in a classical world governed by pure
mechanical laws. This is an example of a simple physical system whose behaviour is
forever not predictable. The algorithmic power of scientific theories can’t include the
totality of empirical phenomena. This is another aspect of empirical blindness. Every
theory will stay blind to some parts of the empirical reality and its formalism will stay
dumb on the behaviour of these parts.
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8 A Three Levels Stance

8.1 The Realism of Phenomena

Many positions (realist or not) assume that phenomena are explicitly given to us
as if empirical reality was a big bag which we can get phenomena from or a stage
where phenomena happen and can be looked at. This is what I call the realism of
phenomena. It is, relative to phenomena, a position comparable to naive realism
which says that objects are really existing, are under our eyes and that it is the rea-
son why we see them. This is a natural position for anybody accepting metaphysical
realism. Oddly enough, it is sometimes admitted also by idealist thinkers who reject
metaphysical realism. They refuse to accept the existence of objects in themselves
but admit that we have a direct access to phenomena identified with our perceptions.
For these thinkers, we content ourselves with watching passively what happens.
This doesn’t imply that we make no effort to observe phenomena but that these
efforts are more like bending down to pick up a pebble than like creating something
that would not exist otherwise.

Usually, two levels are considered. The first one is the level of phenomena (iden-
tified with our perceptions) and is called empirical reality. The second one, rejected
by non-realists, is reality in itself. If realists admit that reality in itself exists beyond
empirical reality, many non-realists admit that empirical reality exists in a sense
that is very close. I don’t agree with this position and I feel the need to introduce
a distinction between what I’ll call empirical reality (with a new meaning that I
am going to precise) and the level of our perceptions that I call phenomenal real-
ity. I will defend the following stance: our perceptions, interpreted, form the basis
which we rely on. These perceptions are not to be considered as simple awareness
of some pre-existing empirical reality. According to the realist image, phenomena
exist outside, and we become aware of them through our perceptions. What I say
is that no phenomenon exists outside and that we are responsible for our percep-
tions. In some way, we create phenomenal reality. But we are not free to create
it as we want because many constraints are there. These constraints are what I
call empirical reality. Empirical reality is what makes our perceptions possible
while imposing constraints on them. That means that it is the framework for all
the (physical and mental) acts that we use during the cognitive process. It is the set
of all potentialities which, during their actualisation, give birth to our perceptions.
Let’s give an analogy from quantum mechanics. Perception and potentiality are in
the same relationship as the result of a measurement (for example the value of the
position of a particle) and the physical property that is measured (the position). It
is through the measurement process that a value for position is determined (and
that we become aware of it), but the position is not determined before and as such
doesn’t pre-exist as phenomenon but only as potentiality. Thus, a phenomenon is
not something that pre-exists and that we observe passively, it is something that
emerges from an act in which we play an essential role. Dummett** defends a simi-
lar position in mathematics and copying what he says and adapting it to physics,
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I would say: If we think that our perceptions come from outside (and I call phe-
nomenal reality the set of all perceptions) we should think of a phenomenal reality
that is not existing yet but that comes to birth along with our actions. Our tentative
research gives birth to something that was not there before and what it gives birth
to (phenomenal reality) is not coming exclusively from ourselves. Empirical real-
ity is the framework that constrains our perceptions and makes them come from
outside. In some way we build phenomenal reality from empirical reality. The first
level is then the phenomenal reality and the second one the empirical reality. Now,
this second level is very peculiar. It is not composed of objects or strengths or fields
or anything else that is representable. It is the set of all potentialities that can be
actualised. This actualisation can be effective only if it respects some constraints
preventing us to create the phenomenal reality as we want. Empirical reality is then
the set of all these potentialities and the associated constraints. Now we can under-
stand why contradictory theories can be empirically adequate (what we should now
call phenomenally adequate). It is because these theories respect the constraints
imposed by empirical reality.* The reason why they are empirically adequate is
neither the fact that the terms of the theories have a real referent in empirical real-
ity (which is not composed of physical entities) nor the fact that the referent is in
the phenomenal reality which is only composed of actualised perceptions. There
is no more reality left to which physical theories can refer. Physical theories seen
as algorithms are adequate if their algorithms are in adequation with the structural
constraints imposed by empirical reality.

8.2 The Need for a Third Level

Phenomenal reality is both conceptualizable and representable. Empirical reality is
conceptualizable since we are able to build theories which reflect its structure but it
is not representable. Its very nature (set of potentialities) is an obstacle to any repre-
sentation since a representation is by definition actualised. Moreover, it is concep-
tualizable in many different ways because of underdetermination of theories. This
means that it is only partially conceptualizable because it is impossible to gather all
the different ways in a global conceptualisation. It remains beyond every exhaustive
description. This is an analogue to quantum complementarity. In quantum physics,
it is possible to measure the position of an electron or its momentum but not both
simultaneously. Moreover measuring first position then momentum doesn’t make it
possible to know both values afterwards. Phenomenal reality is a sort of section of
empirical reality, coming from many measures and giving a partial representation of
it. Each section is exclusive in the sense that it is impossible to rebuild a global view
of empirical reality through different sections as is the case for example in archi-
tecture where 3D pictures are drawn from different 2D views. Thus, that empirical
reality is not representable doesn’t come from the fact that some of its parts are out
of reach but from the fact that it is impossible to have a total and global knowledge
of all these parts simultaneously.
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One can wonder whether these two levels exhaust “the universe”. It seems to me
that it is naive to think that “everything” is conceptualizable. Of course we must be
very prudent here. If by “what is conceptualizable doesn’t exhaust what is in the
universe” we mean “there is something that is not conceptualizable” we fall imme-
diately inside a trap of language. Let’s remember Wittgenstein’s famous sentence
“Whereof one cannot speak, thereof one must be silent”. I am here going to try to
show what I mean more than to describe it precisely. Empirical reality is the set of
all actualisable potentialities and is a sort of asymptotical construction built from
all the concepts that we use to describe and to predict phenomenal reality. Then in a
way, it is linked to the capacities of the human brain. It is obvious that this empirical
reality is totally out of reach for a dog or for a monkey. I pretend that our capaci-
ties of conceptualisation are limited and I refuse to consider that for example, some
greater capacities are impossible. That means that for entities having these superior
capacities, some things that are conceptualizable for them are not for us, exactly
in the same way that what is conceptualizable for us is not for a dog. Thinking the
contrary would mean that the human brain is the ultimate machine for conceptualis-
ing which seems a little bit pretentious. Then I will postulate that there are “entities”
that are not conceptualizable. Language finds here its own limits because it is not
possible to say anything about these “entities” which are not usual things. Let’s
only say that conceptualizable things are not everything and that there is something
else which I'll call the third level. Thus there are three levels: the first one is the
phenomenal reality that is representable and conceptualizable, the second one is the
empirical reality that is conceptualizable but not representable and the third one (for
which I give no name) is not conceptualizable.

9 Conclusion

This stance is compatible with the results of quantum mechanics and their inter-
pretation that undermines traditional realism. It rejects metaphysical realism and
epistemic realism but is not an idealist position. It also enables us to understand
why apparently contradictory theories can be empirically adequate without being
trapped in the false questions of the existence of a real referent of theoretical
terms or of the wrong concept of approximate truth. Underdetermination of theo-
ries becomes a natural consequence of the fact that theories are algorithms used
to predict phenomenal reality. The “no miracle” argument vanishes in front of the
fact that our theories work only inside the part of phenomenal reality that lends
itself thereto. The success of these theories comes from the fact that they respect
the structural constraints of empirical reality. Then the fact that “something says
no” comes from the difficulty for our mental structures to work out a theoretical
formal construction and a perceptual construction which are jointly consistent.
Due to the empirical blindness features, it is certainly a sceptical epistemology but
it doesn’t refuse to recognize the possibility of obtaining some pragmatic knowl-
edge about phenomenal reality.
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This stance borrows some features from realism in that it refuses to say that
everything comes from our mind but at the same time it doesn’t admit the exist-
ence of an independent reality. Phenomenal reality and empirical reality exist only
relatively to our perceptive capacities. Their existence is then of a different nature
than the one postulated in traditional realism. The Human mind plays an essential
role but is not the sole ingredient. As Putnam says® “the mind and the world jointly
build the mind and the world”.
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1997, 2000, to appear and Soler, 2006.

14 I have no place to develop it here (see Zwirn, 2000).
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32 For lack of place here, it is not possible to explain why it is necessary to use as complicated
a theory as ZFE. For more details about it see Zwirn, 2000 where the detailed reasoning is
drawn.

33  Dummett, 1978.

34 1 have not place here to develop this point which is related to structural realism. See Zwirn,
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Philosophy of Chemistry

Bernadette Bensaude-Vincent

The notion of “philosophy of chemistry” challenges the singular in the phrase
“philosophy of science”, which is the standard term for the discipline in the
English language. This linguistic peculiarity has undoubtedly favored the tacit
equation science = physics that has characterized mainstream philosophy of sci-
ence during the course of the 20th century. The hegemony of physics has had pro-
found consequences that have subsequently become identifiable. One of them is the
increasing gap between philosophical reflection and science in action. As Joachim
Schummer has pointed out: “Had those philosophers without prejudice gone into the
laboratories, then they would have stumbled on chemistry almost everywhere”.! For
there is a striking contrast between the philosophers’ neglect of chemistry and the
quantitative data, which show that chemistry is by far the largest scientific discipline
in terms of the number of publications indexed by the major journals of abstracts.
Thus, philosophers have virtually ignored the major part of scientific activity choos-
ing instead to focus on theoretical physics, which seemed more appropriate in light
of the “linguistic turn”.

The situation is slightly different in the European tradition. The plural “phi-
losophie des sciences” which has prevailed in the French language may be due to
Auguste Comte’s longstanding influence, since he strongly advocated a regional
epistemology. The result is that chemistry has not been totally neglected. As I have
argued elsewhere, chemistry helped shape the French tradition, especially in what
can be labeled its “historical turn” and its focus on theories of matter.” Whether
French philosophers interacted more with active scientists than their Anglo-Saxon
counterparts or shared the scientists’ interests remains a matter of debate for histo-
rians of the philosophy of science.

After decades of neglect of chemistry in mainstream philosophy of science, how-
ever, the late 20th century witnessed an impressive revival of philosophical interest
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in the discipline. Philosophy of chemistry has become a dynamic research field,
establishing itself as a sub-discipline in the 1990s. An International Society for
the Philosophy of Chemistry, founded in 1997, has organized an annual summer
conference. Two journals have been launched, Hyle in 1995 and Foundations of
Chemistry in 1999. Chemists and chemistry teachers have been the prime movers
behind this renaissance of the philosophy of chemistry. For them, the hegemony
of physics in the philosophy of science resonated with the reductionist ambitions
of quantum physicists, who denied the very existence of any independent theo-
retical foundations of chemistry. For chemistry teachers, Paul Dirac’s famous 1929
claim that “the underlying physical laws necessary for the mathematical theory of a
large part of physics and the whole of chemistry are thus completely known”, had
always been a trauma, as it meant that their discipline could be taught as a sort of
applied physics.? Their concern with the philosophical implications of Dirac’s state-
ment was not shared by working chemists, who knew that the reductionist research
agenda was impossible to achieve because the calculations would always be too
complex. However, when digital computers allowed ab initio calculations, theoreti-
cal chemists started to worry once again about reductionism and became more inter-
ested in philosophy. Chemists felt the need to demonstrate that chemical concepts
could not be deduced from quantum mechanical principles, giving rise to a flood of
technical publications about reductionism in the 1980s.* Chemists, advocates of the
autonomy of their discipline, tend to use philosophy as a battlefield for their heroic
struggle against the imperialism of quantum physics. As a consequence, reduction-
ism and foundational issues have been the main concern over the last decade. Subtle
conceptual distinctions became strategic to limit the dominion of quantum mechan-
ics over chemistry: “quantitative reduction” does not mean “conceptual reduction”,
“ontological dependence” does not imply “epistemic dependence”.’ The notion of
supervenience referring to asymmetric dependence has been envisaged as a pos-
sible substitute for the notion of reduction.’ In this perspective, only a few aspects
of chemistry — such as the interpretation of the periodic system — have drawn philo-
sophical attention, while concepts and practices in daily use by laboratory chem-
ists have been overlooked. Ironically the overwhelming concern with reductionism
threatens to lead to a reduction of the emerging field of philosophy of chemistry to
theoretical issues. If this trend continues, chemistry would paradoxically be bound
in philosophical allegiance to physics, condemned to spend its existence ruminating
over Dirac’s arrogant claim.

It is time for philosophers to face up to what is the most evident feature of chemis-
try, that it is not only a natural science but also a cornucopia of material technologies.
Explaining and modeling are just two of its many facets. Chemistry is also about
making, testing, measuring, improving yields... The dual face of chemistry demands
a specific philosophical approach. It is not enough to revisit philosophical notions
that have been sanctified in the context of a tradition of philosophy of science that
has modeled its categories around theoretical physics. Indeed, to try to accommodate
these notions to chemistry understood in its entirety is a hopeless task.

Chemistry needs a philosophy of its own. A number of French philosophers—
Pierre Duhem, Emile Meyerson, Héléne Metzger —have paved the way for such an
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approach. In particular, Gaston Bachelard has suggested an alternative philosophy
that he termed “metachemistry”.” Bachelard’s aim in The Philosophy of No, was to
describe a new trend in science embracing non-Euclidian geometries, non-Aristo-
telian logics, non-Cartesian physics, non-Lavoisieran chemistry. The prefix “non”
means (i) that today’s science is not the continuation of the past and rather ques-
tions and challenges established knowledge through a polemical process; (ii) the
non-sciences are not however negations of past theories and rather include them
as particular cases in a dialectical process. Since Bachelard’s aim was to promote
a new updated “scientific spirit” rather than digging into the singularity of the phi-
losophy of chemistry, here I will try to explore what Alfred Nordmann presented
as “the promise of metachemistry”.® This aim cannot be achieved without a move
away from the “linguistic turn” that has prevailed in the logical-positivist tradition,
aligning instead with the “practical turn” that characterizes more recent philosophi-
cal trends.’ In this respect, I am merely following a path opened by Roald Hoff-
mann, Nobel laureate for chemistry in 1981, and adding a historical dimension to
his philosophical essays.'° I will first consider the impact of laboratory practices on
chemical explanations and theories, before turning my attention to the issue of the
ontological burden of chemistry.

1 Knowing Through Making

Any philosophical examination of chemistry should take into account the fact that
chemistry is and always has been a laboratory science. The word “laboratory” itself,
originally referred to the place where chemists worked and only gradually spread
to include the spaces used for other kinds of experimental practice. Frederic Larry
Holmes, a leading historian of 18th century chemistry, insisted on the importance
of this physical setting:
The problems and objects of study of chemistry have been provided by and limited by the
operations that could be performed on materials in a chemical laboratory [...]. As theoreti-
cal structures changed and new objectives supplemented or displaced older ones, the stable
setting of the chemical laboratory both identified chemists and distinguished them from

other natural philosophers who dealt with some of the same phenomena that concerned
them."!

This physical niche determines both the object of chemical investigation and a
specific way of knowing that is the chemists’. As the etymology of the term reminds
us, the laboratory is a place of labour, of manual work rather than of inductive or
deductive reasoning. The practice of chemistry is as much a physical activity as
a mental exercise. Joan Baptista Van Helmont used to say that “God sells the arts
in return for sweat”, meaning that knowledge of nature was to be obtained only
at the cost of painstaking experiments.'> Chemists attempt to know substances by
transforming them by means of manipulations and physical operations. Whatever
the importance of chemical theory, chemistry is first and foremost concerned with
making. Historically it was an art and craft before it became an academic science."
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Nowadays, if we look at scientometric studies, we can see that making new mol-
ecules remains a major part of the work found in academic publications.'*

Historically, chemistry provided the grounds for criticizing the esprit de systeme,
embodied by scholars “speechifying” in their doctoral robes. As an illustration, we
can cite Diderot’s blistering offensive launched against speculative and abstract
knowledge in De [’interprétation de la nature, an attack echoed in Gabriel Francois
Venel’s heroic portrait of the chemist as an “artist”, in his article “chymie” in the
Encyclopédie.” More recently, Roald Hoffmann has written:

The reliable knowledge gained of the molecular world came from the hot and cool work of
our hands and mind combined. Sensory data, yes, but we did not wait for Scanning Tun-
nelling Microscopes to show us molecules; we gleaned their presence, their stoichiometry,
the connectivity of the atoms in them and eventually their metrics, shapes and dynamics by
indirect experiments.'®

Indeed, “indirect” may be a key word for understanding the chemists’ way of
knowing nature. They use the detour of the laboratory to access nature. This does
not simply mean that they use the mediation of instruments to understand natural
phenomena, like experimental physicists do. Rather, they take mediating practices
much further by insisting that only man-made, artificial products provide informa-
tion about natural substances. To know the nature and properties of substances,
chemists proceed by analysis and synthesis. Since the Renaissance, decomposition
or the resolution of bodies into their components, combined with recomposition
or the recombination of the purported components to give the original substance,
has provided the key to understanding material substances.'” Joan Baptista Vico’s
famous statement Verum et factum convertuntur, established that we can get rational
knowledge only about what we have done.'® For chemists, we can know only what
we have produced through technological processes. As Bachelard noted, even when
they extract plants or minerals from nature, chemists first submit them to a number
of purifying processes.'” Thus, they rely on facticity to understand nature. This is
how Bachelard interpreted Marcelin Berthelot’s famous statement: “Chemistry cre-
ates its object”.?° Making things and making them as pure as artefacts is the chem-
ist’s approach to nature.

Bachelard also emphasized the asymmetry between analysis and synthesis.
Indeed analysis can provide chemists with some evidence about the nature and
proportion of the constituents of substances. However, it will never give them
confidence, for there remains the suspicion that the results of analysis were pro-
duced by the analytical tools rather than being preexistent in the compound.
Analysis lacks definitive demonstrative power. While it may serve the purposes
of falsification, only synthesis has the power to confirm. There is no way to over-
come objections apart from recomposing the original compound from its pur-
ported components. Synthesis thus stands as the realization of a conjecture about
the composition or the structure of a substance. Chemical proofs depend on the
reciprocity of analysis and synthesis, which are both indissociably intellectual
and experimental processes. Their reciprocity is at the root of Immanuel Kant’s
admiration for Georg Ernst Stahl, who “transformed metals into calx and calx into

metals”.?!
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2 “Making up Stories While Making Molecules’’**

Making is the chemists’ major activity, and it is more than simply a material
practice. It also characterizes an intellectual practice. As Hoffmann put it, they
are “making up stories” about what they are doing with their hands and flasks.
Chemical theories, unlike theories in physics, are not really aimed at explain-
ing phenomena. Rather, they try to make sense of phenomenological data using
stories about tiny invisible atoms or molecules. As early as the 17th century,
Nicolas Lemery forged hooked and spiny atoms to account for the behaviour of
acids and alkalis, while modern chemists use molecular models to predict new
compounds. In so doing, they do not claim to provide a causal explanation, and
their theory is closer to being a narrative. Just as early-modern hooked and spiny
atoms were a “Cartesian novel”, modern electronic orbitals could be regarded as
a “quantum novel”. Similarly, the structural formulas invented by 19th century
chemists were not meant as representations of the real world of atoms and mol-
ecules. Thus, Charles Gerhardt, who was a staunch advocate of atomic notation,
drew the formulas of organic compounds according to three molecular “types”.
He used these types to interpret a great many reactions, and even predicted
unknown compounds by substituting radicals for hydrogen in each of the types.
But he never suggested that his formulas reflected the internal architecture of
the compounds he was representing and refused to view the radicals as isolable
and real bodies. They were useful and indispensable fictions.

Nevertheless, speaking of “fictions” does not necessarily mean that chemical
theories have no truth-value at all or that they should be viewed as mere instruments
for prediction and classification.?® Instead we need to redefine what counts as the
truth-value of chemical statements. The dilemma of instrumentalism (or positivism)
versus realism is a pitfall that chemists need strenuously to avoid. If by realism
we mean the representation of an external reality, it is just as inadequate a label as
instrumentalism. Chemists make extensive use of visual images but these are not
intended to refer to real individual molecules. Rather they are better thought of as
icons representing relations between individual entities. Chemists seem to share
the conviction that the bedrock of chemical properties does not lie at the ultimate
level of matter. In other words, they do not strive to reach the roots, or to unveil the
ultimate building blocks of matter. They make up plausible narratives to account
for the properties observed in individual substances that they use, or to predict and
make new substances with desired properties. In so doing, they are constantly shift-
ing from the macro- to the micro-level.>* Thus, they never settle on a scale for their
reflection, with the constant shifting between levels determining their characteristic
expository style. Chemistry textbooks, whether from the 17th century or most recent
ones, tend to juxtapose narratives of experiments performed at the macro-level with
narratives about relationships between microscopic invisible entities. The two kinds
of narrative run in parallel but neither alone accounts for the ultimate causation.

Rather than being ideal accurate representations of nature, these narratives dis-
play meanings, with atoms and molecules best described as actors in a story. Even
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when these invisible entities are visualized using imaging techniques, they do not
mirror the ultimate reality underlying phenomenological appearances, although they
do mean something for the chemists. In certain cases they may mean that there is a
possibility of breaking a bond, or of substituting a functional group or of encapsulat-
ing certain atoms within a cage molecule, etc. In addition stories require a temporal
structure: temporality plays a prominent role in chemical narratives as the kinetics
determines whether the reaction will be a success story or not. Wilhelm Ostwald
was, like Berthollet, concerned with incomplete reactions whose outcome depends
on subtle equilibriums, and proposed new narratives of chemical experiments based
on the frequency of collisions. Thus, for example, catalytic materials that prompt
the advancement of a reaction in a specific direction play a similar role to that of the
hero’s companion in epic narratives.

3 Requirements and Obligations

Hoffmann’s metaphor of story telling suggests that chemical theories have very
weak explanatory power. In fact, Hoffmann makes the case for the “power of poor
theories” and insists that two alternative theories, belonging to different paradigms,
are not necessarily incommensurable.”® A standard example is Linus Pauling’s the-
ory of the chemical bond, associating Lewis’s notion of a shared electron pair with
the quantum mechanical notion of a covalent wave function, which proved to be
extremely useful in heuristic terms. Hoffman comments:

I think incommensurability is no problem whatsoever to chemists. Differences in language
are there, the result of different paradigms, but more so of history, and of education. Yet
people, eager to make things, with no handwringing on how problematic it all is, graft one
way of understanding onto another.

Making up stories does not, however, mean that chemists rely on fanciful and
arbitrary accounts. It just means that chemists do not claim to reach the roots, or
the ultimate cause of phenomenological data. Chemistry, like other experimental
sciences, is a normative activity. But if its ruling norm is not to provide the perfect
representation of reality, we may nevertheless demand what kind of norms are in
use in this science.

The distinction between requirements and obligations forged by Isabelle Stengers
in her “ecological” approach to practices in science is particularly helpful for char-
acterizing chemical practices.® Experimental scientists like to see their activities
as conforming to a number of criteria or standards, including logical rules, experi-
mental controls, peer review, etc. Conforming to such general widely accepted rules
allows them to draw a clear demarcation line between their practices and others that
are generally considered to be non-scientific or at least less scientific. Fulfilling
such criteria is thus indispensable for defining the identity of a scientific practice,
and in this respect chemists are no exception. They comply with the canons of the
so-called scientific method, which shows that they are full members of the scien-
tific tribe. However, Stengers argues, experimental practices are also governed by
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a number of more elusive and tacit norms — dubbed “obligations” — instituted by
active scientists in specific contexts. The chemists’ obligations are the collective
standards that they have adopted over the centuries in order to learn something
about nature from their experimental practices, while at the same time never forget-
ting about making, and producing new artefacts or drugs.

Galileo’s major obligation — that only matters-of-fact can tell us about the truth —
led him to question nature in a mathematical language in his experiments on falling
bodies. By contrast, the chemists’ major obligations seem to be caution and skepti-
cism. Crystals, liquids or gases in flasks behave in unpredictable and sometimes
positively dangerous ways. These behaviors are so puzzling that chemists had to
forge an arsenal of obligations: purifying, synthesizing, submitting them to standard
reactants to settle their identity and characterize their properties. For this purpose
of identification they rely on a wide range of different tests. In medieval times,
chemists tested everything with fire, but since then they have come to use all sorts
of chemical reactants and physical techniques of measurement, ranging from tra-
ditional balances, hydrometers, gasometers, to modern spectrometers. They have
to pay particular attention to the conditions of their experiments — in some cases
even more than experimental physicists — as slight modifications in temperature,
pressure, concentration etc., can alter the course of a reaction, thereby changing the
composition of the product. Since Robert Boyle’s famous publication, “sceptical”
has often been associated with the word “chemist”. It does not mean that chemists
are stubborn unbelievers. Rather it is because what they know about chemical sub-
stances and chemical reactions justify a cautious attitude concerning any conclu-
sions they might be tempted to draw from their experiments.

Identifying, naming, and classifying are the chemists’ principal responses to
their major obligation. Due to their “creativity” — millions of new molecules are
reported in the Chemical Abstracts each year — chemists are continuously under
pressure, as they have to find a name and a place for all these newcomers in their
databases. In 1787, when a group of French academicians designed a “method for
naming”, they assumed that by formulating the major requirements for a chemical
nomenclature, they would provide subsequent generations with reliable guidelines
for naming any newly discovered substances.?”” They formulated general rules for
coining systematic names based on composition, and banished names based on the
substance’s qualities, its uses, or the circumstances of its discovery. In doing so,
they were acting as “architects of matter”, designing and planning future chemical
edifices. The growing number of organic compounds in the 19th century never-
theless generated a chaotic situation with dozens of different names for the same
substance. Standardization and systematization were the two leading requirements
reiterated at the end of the 19th century by the first International Conference on
chemical nomenclature held in Geneva in 1892. The concerted response was to give
each substance an official name, but most of them were never used by chemists in
their daily chemical practices. Indeed, this ideal of standard and systematic names
has been continuously challenged, and linguistic customs established within sci-
entific journals tended to prevail, meaning that the standard names in common use
no longer complied with the original ideal of a systematic nomenclature. Regular
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international meetings and a permanent commission on nomenclature at the Inter-
national Union for Pure and Applied Chemistry continue periodically to revise
the rules. Still, the current nomenclature is by no means as systematic as the 1787
reformers had envisioned. Trivial names — names that do not refer to the structure
of the compound — coexist with the systematic names that conform to the rules. In
fact, both in organic and inorganic chemistry, most names are semi-trivial, mixing
informal parts with those constructed following the systematic rules. Thus, the dif-
ficulty of keeping up with systematic names for extremely complex compounds
proved so difficult that chemists had to renounce their ambition of submitting the
molecular world to their ideal of rational systematization. This obligation may be
considered a fundamental weakness, a sign of the imperfection of the chemical sci-
ences. But what Stengers means by “obligation” suggests a more charitable reading.
This term suggests a kind of binding agreement between chemists and the object of
their investigations. Chemists are “obliged”, in the dual sense of the word, bound
by and indebted to the growing population of molecules they both create and inves-
tigate. They are less “architects of matter” than dusty laborers trying to discipline a
jungle of diverse molecules.

The repeated attempts to classify chemical elements during the 19th century pro-
vide another illustration of the interplay between requirements and obligations. The
official requirement was to group simple substances according to their common
properties. Nevertheless, chemists soon realized that the ideal of a “natural clas-
sification” reflecting all the similarities between the elements would be impossi-
ble to achieve. They consequently adopted “artificial classifications”, based on one
or two properties arbitrarily selected among the wide variety of candidates. They
even combined artificial classifications for metals with natural classifications for
non-metals while admitting that the division between metals and non-metals was
itself artificial. Such hybrid arrangements are far from the rational ideal and might
therefore be considered a major defect. Chemists were, however, “obliged” to adopt
and teach such imperfect solutions, as they were aware that their picture of the
material world was inevitably biased, that between the exigencies of an operational
system and an ideal one something had to give. Emile Meyerson, a chemist turned
philosopher, argued that although the distinction between metals and non-metals
was arbitrary, chemists used it because they had to draw strong distinctions, to artifi-
cially introduce rigid demarcations into the flux of complex inter-relations, in order
to be able to refute conjectures. Rigidity and falsification add truth-value to the
story invented by chemists. Meyerson used a suggestive metaphor, borrowed from
Arthur Balfour, to characterize the chemist’s approach to nature: they are “drawing
a fiber” out of the magma of reality. Chemical classifications seem to be based on
the assumption that nature is composed of a “fibrous structure” in which they select
a specific region in order to disentangle the local network of relations.?® Focusing on
a fiber, they start reasoning about its connections with the whole fabric, while all the
time looking at the landscape created by the extraction of this one fiber. They never
claim that this fiber is the root of the structure, or the unique entry into the puzzle.
But drawing out a fiber is their obligation, which means, on the one hand, that they
must not break it, and that they must use it as a robust guideline. On the other hand,
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they are not to treat the fiber as a completely secure element that would permit safe
deductions. “If...then” is a forbidden leap in a jungle where unexpected surprises
are strewn on every pathway. Thus, chemical classification remains an open field.
More than a century after Mendeleev’s periodic system came to be considered “the
chart of nature” a view subsequently justified by atomic physics, chemists are still
unsure about the best way to represent the periodic function. There is no ideal chart.
Each year, new systems are designed and new graphic representations are submitted
for publication, some of them concocted by obscure chemical practitioners, sug-
gesting that classifying elements remains a work in progress, a communal and end-
less task.”

4 “No Natural Body Consists of Matter Per Se”

An aura of materialism surrounds the image of chemistry, which derives as much
from the chemist’s concern with material things as from the abundance of material
goods generated by the chemical industry.

Ironically, however, chemists do not care very much for matter. They have used
the terms “substances” or “bodies” for centuries but, as Venel noted in Diderot’s
Encyclopédie, “no natural body consists of matter per se”.*° Rather than being con-
cerned with matter in general, chemists want to know why only one particular acid
dissolves gold or why spirit of niter joined to salt of tartar produces true saltpeter.
They pay attention to individual properties, with reference to a jungle of different
materials and their potentialities.

Chemistry is concerned with the stuff things are made of, but we need to ask what
concept of substance they use. In The Philosophy of No, Bachelard argued that the
metaphysical notion of substance inherited from the Ancient Greek quest for per-
manence has been modeled on classical physics. Since Descartes, matter has been
regarded as an essentially homogeneous substance defined in geometrical terms, with
the diverse sensory properties that characterize the multiplicity of the phenomenal
world being merely “secondary qualities” arising from the spatial arrangements and
rearrangements of indistinguishable elements. This metaphysical notion of substance
as a permanent and pervasive substrate underlying phenomenological change is, how-
ever, completely inappropriate for chemistry. What might a “metachemical” notion of
substance look like? The stuff that chemists call “substances” is always in the plural.*!
For chemists, substances are concrete entities with individual properties. Explanations
of chemical phenomena rely on a few immutable elements responsible for the indi-
vidual properties of compounds. They may be irremediably invisible but they can be
traced by means of the sensible effects that they cause at the phenomenological level,
or by means of their circulation from one combination to another.

The dichotomy concerning this issue outlined above suggests that as far as the
philosophy of matter is concerned, physics and chemistry are heirs to two differ-
ent ancient traditions, with physics deriving from Democritus and Epicurus and
chemistry from Empedocles and Aristotle. In the former case, the endless variety of
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substances with their individual specific properties is referred to essentially similar
atoms, only distinguishable with respect to their figures and movements, while in
the latter case, the variety of individual properties is attributed to strongly individu-
alized principles. In Le Mixte et la combinaison chimique, Pierre Duhem suggested
a similar distinction between two “research schools”. The first was the “corpuscular
school” — Cartesian and then Newtonian — which one could characterize by Boyle’s
assumption of a “catholic matter”, and which would lead to the mechanistic models
of the 19th century that Duhem rejected. The second was the “Aristotelian school”,
taken to be characterized by its rejection of all “systems”, all a priori reasoning, as
well as its firm attachment to irreducible qualities.*

This dual genealogy is, however, superficial and in the end misleading. The so-
called rival paradigms — the monist, atomistic, mechanistic philosophy versus the
pluralist, qualitative doctrine of elementary principles — were not incommensurable.
Most chemical theories managed to combine them in some fashion. As historians
of early modern chemistry have shown, a corpuscular theory was embedded in the
alchemical tradition, and was, in fact, crucial for justifying the possibility of transmu-
tation.*® It is now well established that Boyle’s corpuscular philosophy, for example,
stemmed from this longstanding alchemical tradition transmitted via Daniel Sennert.
Thus, Boyle’s corpuscular philosophy was not the grafting of a physical theory onto
a previously incoherent body of alchemy or iatrochemistry.* Later on, Georg Ernst
Stahl also assumed that material bodies were constituted by the mixta, composita
and supercomposita of constituent particles. He assumed a corpuscular view of mat-
ter meshed with a view of individual principles acting as the vehicles of the proper-
ties. Such combinations suggest that atomist views and the principle theories were
deployed for different purposes and did not address the same issues. Neither of them
holds the secret of matter. For chemists, there is no privileged ultimate level of real-
ity; instead they adopt what Bachelard termed a “laminated reality” since laboratory
practice gives access to substances at multiple levels simultaneously.*

5 The Chemists’ “Essential Tension”

Stahl used a clear-cut distinction to differentiate the territory of chemistry from that
of physics. He acknowledged that mechanical physics could account for one species
of material compounds, namely “aggregates”, whereas only chemistry could deal
with “mixts”.* Aggregation was a juxtaposition of units, and could be understood
in mechanical terms such as mass and movement. Mixtion, however, was the union
of principles involving individual affinities. The decomposition of an aggregate
would not affect the properties of its components whereas the dissociation of a mixt
entailed changing the properties of its elements.

This conceptual distinction echoed the issue raised by Aristotle in De genera-
tione and corruptione I about the mode of presence of the constituents in a mixt.
The problem emerged from a critical review of atomism. If atomist doctrines were
right, then a mixt would be just a collection of atoms placed side by side, like grains
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of wheat and grains of barley. “To the eye of the Lynx nothing would be com-
bined”*” Constituents would be physically present in the compound although not
visible at first glance. Thus, they can be recovered without changing the properties
of the compound. Aristotle insisted that if the components are preserved unchanged
then the mixt is only apparent. By contrast, a true process of mixture involves the
interaction of qualitatively differentiated ingredients in such a manner that they do
not persist unchanged in the resulting compound. A true mixt is not, therefore, com-
posed of constituents sticking together. Something new is created, with properties
not possessed by the original ingredients. The emergence of a new “stuff” implies
that the ingredients no longer coexist with the mixt. Consequently, a true mixt can
be characterized by an either...or condition. Either you get a compound and you
lose the properties of the initial ingredients, or you recover the original ingredi-
ents and you lose the properties of the mixt. By contrast, the atomic conception of
chemical combination does not demand such a disjunction.

Paul Needham, who offered a detailed analysis of Aristotle’s conception of mixts,
has convincingly argued that Aristotle raised the fundamental issue of chemistry,
i.e. the generation of new substances out of initial ingredients.* This clear recogni-
tion of the problem should not, however, be used to suggest that Aristotle conceived
a “theory of chemical reaction and chemical substances”, as Paul Needham seems
to argue, since chemistry did not exist as an identifiable branch of knowledge at this
time.

Avoiding such anachronisms is important for grasping the concept that I have
dubbed the chemists’ “essential tension”. By referring to the title of Thomas Kuhn’s
famous book, I want to draw attention to the specificity of chemistry. Indeed the
tension that Kuhn found implicit in scientific research between tradition and revolu-
tion, between conformism and iconoclasm is also at work in chemistry, although
its identity has been shaped by a more specific tension between two competing
views of chemical combination.* At the turn of the 18th century, Stahl’s distinction
between aggregates and mixts was aimed at circumscribing a territory for chemistry,
centered on the notion of the mixt, in a defense against attempts at annexation by
mechanism. So successful was this conceptual strategy, that Stahl was proclaimed
the founder of chemistry throughout the 18th century. A century later, however,
chemists no longer used the word mixt, as the notion of composition prevailed. In
particular, Lavoisier’s famous definition of elements as undecomposable substances
was an integral part of a reorganization of chemistry along the lines of another
distinction, that between simple and compound. Lavoisier, who came to earn the
title of the founder of “modern chemistry”, redefined it as the science that aimed
at decomposing natural bodies and “examining separately the various substances
entering into their combination”.* To be sure the compositional perspective was
nothing new, but with the reform of chemical language it became the dominant
paradigm.*! In the new language, names of compounds were coined by simple
juxtaposition of the names of their components, and were considered as “mirror
images” of the actual composition of the material bodies in question.*> Lavoisier,
who admired and extensively quoted Etienne Bonnot de Condillac’s Logic, adopted
his views of languages as analytical methods as well as his notion of analysis as a
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two-way process, from simple to compound and from compound to simple. Accord-
ing to Condillac, analysis is a mental process involving the successive visualization
of the individual elements of a picture presented simultaneously as a whole to the
senses. Condillac used the metaphor of sight-seeing from the window of a castle.
Immediately I see a landscape, then by analysis the mind will distinguish and name
each element of the landscape pre-existing in the global view.** Condillac’s logic,
inspired by algebra, in turn inspired Lavoisier’s use of equations to describe chemi-
cal reactions. A compound is described as the addition of two constituent elements.
It is entirely characterized by the nature and proportion of its constituents. The use
of the sign “equals” in the equation clearly indicates that chemists are no longer
thinking in terms of the either/or condition. The puzzling issue raised by Aristotle
about the mode of the presence of ingredients in the compound has been laid aside,
discarded rather than being solved.

Reinforced by John Dalton’s atomic hypothesis, the compositional paradigm has
proved very successful. By the middle of the 19th century, the definition of a com-
pound according to the nature and proportion of its constituents was being chal-
lenged by a structural paradigm that emphasized the importance of the arrangement
of the atoms in molecules. Nevertheless, empirical and structural formulas both
eliminate the either/or condition. The actual presence of the constituent elements
suffices to account for the properties of the compound.

Pierre Duhem’s return to Aristotle’s notion in the title of Le mixte et la com-
binaison chimique (1902) was clearly intended to undermine the prevailing atomist
interpretations. The familiar example of sugared water in his introductory chapter
summarized Aristotle’s theory in a few words, and restored the legitimacy of the
either/or condition:

What in general, then, is a mixt? Some bodies, the ones different from the others, are
brought into contact. Gradually they disappear, they cease to exist, and in their place a new
body is formed, distinguished by its properties from each of the elements that produced it
by their disappearance. In this mixt, the elements no longer have any actual existence. They
exist there only potentially, because upon destruction the mixt can regenerate them.*

Duhem mainly reproached atomistic explanations for assuming that the prop-
erties of a compound could be deduced from those of its constituent elements or
atoms. His criticism also encompassed Lavoisier’s compositional paradigm, since
elements are not conserved as such in chemical reactions.

Emile Meyerson indirectly addressed the same issue although, unlike Duhem,
he claimed that chemists could not do without atoms. He nevertheless pointed
to the either/or issue involved in chemical equations, starting with the obser-
vation that when chemists write the equation Na + Cl = NaCl, they obviously
presuppose the conservation of matter.*> He observed that, interpreted literally,
a chemical equation is a non-sense. In asserting that the addition of a soft metal
like sodium to a greenish gas like chlorine equates to a colorless salt, chem-
ists seem to be oblivious of the very conditions of their laboratory practice.
Although they continuously play on the potentialities of various individual sub-
stances and take advantage of their differences, they admit that the compound
“equals” the sum of its initial ingredients.
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Thus chemistry seems to be moved by two antagonist forces. On the one hand,
chemists aim at reducing the qualitative diversity of substances to identity. They
would like to deduce their empirical data from an ultimate hidden cause in order to
“satisfy their rational tendency to identification”, to use Meyerson’s terminology.
Chemical equations balancing the inputs and outputs of chemical reactions are the
best expression of this effort aimed at identification. They presuppose subsistence
throughout chemical change, or the conservation of elements in chemical reactions,
even though the diversity of substances and their idiosyncratic behaviours constitute
the very raison d’étre of chemical practices. Without a diversity of substances with
their own individual properties and without a diversity of processes of reaction,
there would be no chemical reactions and so no chemistry. Thus, chemists have no
choice but to face “irrationals” (again using Meyerson’s terminology). They sense
that it is useless to try and reach the ultimate reality, and hopeless to try reducing
everything to sameness.*

The tension between the two conflicting views of chemical combinations is not
necessarily to be understood as a fight between the rational and the irrational, or as
a contrast between a rational tendency and a more pragmatic one. After all, atomic
theories do not hold a monopoly over rationality.” Moreover, atomic notions, and
molecular models are man-made “artifacts”, tools forged for theoretical and practi-
cal purposes. Nevertheless, the tension is an essential one, as neither of the perspec-
tives is sufficient to account for chemical combinations, while the two descriptions
do not work harmoniously together. Chemical combinations thus offer a new case
of complementarity in Niels Bohr’s sense; two necessary but nevertheless exclusive
descriptions of a phenomenon.*

6 Matters of Concern

Because chemists are not really concerned with understanding the fine structure
of matter, they have regularly dismissed all hypotheses concerning the real exist-
ence of atoms. For instance, August von Kekulé, who conjectured the hexagonal
structure of benzene that formed the basis of most artificial organic compounds
manufactured in the second half of the 19th century, denied the existence of atoms.
More precisely, he banished the ontological issue from chemistry, claiming that it
belonged to metaphysics. Thus, chemists made extensive use of atoms and molecu-
lar models while denying their existence or claiming that they were simply fic-
tions. This apparently inconsistent attitude survived (in France at least) long after
the first demonstrations of molecular reality and the founding of atomic physics.
For instance, the French chemist Georges Urbain wrote in 1921: “It is not absurd to
suppose that the atomic model is identical with absolute reality. However, we know
nothing positively about it. This model is a work of art”.* Such claims have some-
times been viewed as evidence for the theory that, under the pernicious influence
of Auguste Comte, French chemists were sticking to strictly positivist positions,
and consequently lagging behind modern chemistry.®® This apparently inconsist-
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ent attitude was not, however, confined to the small circle of French chemists. The
ontological status of bonds and orbitals was discussed at length by the founders of
quantum chemistry, with some of them denying their physical reality in an effort
to demarcate the chemical approach to concepts such as resonance borrowed from
physicists.’! Chemistry thus appears as a science bound to ontological non-commit-
ment, an attitude not shared by modern physicists.

If we resist the temptation of identifying the philosophy of physics as the “right
model” for all of the sciences, how are we to understand the strange attitude of
these non-committal chemists? For Meyerson, the chemists who denied the exist-
ence of atoms simply lacked authenticity.” He assumed that all chemists professed
a naive realism, a belief in the existence of things such as barium sulphide, for
instance. Meyerson is right: chemistry is certainly not ontology-free, although he
misunderstood its ontology. The assumptions underlying chemical practices do
not concern things such as barium sulphide, or rather, to be more precise, this sort
of “thingism” (chosisme) is not typical of chemists. Two major matters of con-
cern more adequately characterize their ontology: (i) a concern for relations, and
(i1) a concern for agency.

6.1 Relations

There is no question that chemists deal with individual substances and pay attention
to their molecular structures, but these things are of interest to them only in so far
as they enter into relation with other units. Nineteenth-century structural formulas
were not meant to be images of reality, and yet nor were they pure conventions.
Rather they depicted capacities for bonding, the so-called atomicity or valence.
Similarly, series of compounds were essentially viewed as potential combinations
or syntheses. Ernst Cassirer has emphasized the functional determination of the
concept of atoms in Substance and Function where he convincingly argued that the
treatment of an atom as the “absolute substrate” of properties is only apparent. In
fact, the concept of atom serves as a mediator for mapping out a network of interde-
pendent relations between objects.>

Bachelard also emphasized chemists’ concern with relations rather than with
substrates. Since relations imply at least two terms, chemistry necessarily presup-
poses various kinds of beings. The two features that Bachelard selected to define
the rationalism of modern chemistry, which he dubbed “non-lavoisieran”, were that
it was plural and relational. For him, Mendeleev’s system epitomized the shift from
realism to rationalism, because “law prevailed over matter of fact”.>*

The focus on relations allows chemists to choose the unit of matter that best suits
their views. For instance, in Pauling’s valence bond theory, atoms are the combin-
ing units, and their interaction results in the formation of molecules. By contrast, in
Mulliken’s molecular orbital approach, the atom is no longer the relevant concept
for understanding chemical bonds. Molecules are taken as the basic building blocks,
formed by feeding electrons into molecular orbitals.>
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After quantum chemistry had drawn physics and chemistry into cooperation,
chemists continued to debate about the ontological status of relations themselves.
In this context, we can cite the debate that took place between G. W. Wheland and
Pauling about double bonds and resonance.’® Thus, time and again, chemists set
themselves apart by rejecting the physical meaning of the concepts they are using.
They champion artificiality or “facticity” not only in their experimental practice but
also in their intellectual practice. If today’s chemists are no longer non-committal,
it is mainly because they assemble atoms and molecules like Lego blocks. They
believe in orbitals as long as they can explain things with them and design reactions.
According to Hoffmann “The reifying power of synthesis, when you do it with your
hands, time and again, is incredibly strong”.>’

6.2 Agencies

s <

The chemists’ “things” are implicitly described in terms of structures, properties
and functions. Molecular structures are above all conditions for the emergence of
properties, which themselves are viewed as dispositions for desired performances.
While chemists do not care for matter, they are by contrast always searching for
materials, i.e. substances useful for something. Thus, in the 18th century, Hermann
Boerhaave and Guillaume-Frangois Rouelle redefined the four elements in terms
of agents, conceiving them as both the constituent units of compounds, responsi-
ble for the conservation and transport of individual properties through chemical
change, and instruments of chemical reactions. Rouelle introduced his four-element
theory under the heading “Instruments” that included “natural instruments” — fire,
air, water and earth —, and two artificial instruments — menstrua and vessels. The
ancient radical distinction between nature and human artifacts was thereby being
blurred in favor of an instrumental view of matter as an active operational process.
Material principles were always at work, circulating from mixt to mixt, whether
in laboratory vessels or in the depths of the earth or the heights of the heavens.
Subsequently, following the rise of the compositional paradigm after the reform of
chemical language, and later the structural paradigm linked with the emergence of
organic chemistry, chemical names and formulas have been mainly used as “paper
tools” for predicting operations and substitutions.*® They display the possible uses of
compounds through their structure. This action-oriented language inspired Bache-
lard’s description of structural formulas as “rational substitutes”, providing a clear
account of the possibilities for experimentation.” This is why 19th century chemists
could reject all ontological commitment concerning atoms and molecules, while
using them like plumbers use pipes, valves, and joints. Even today chemists refuse
to endow the atomic theory with the power of representing the world, as long as they
are concerned with powers for intervening in the world. Atoms and molecules are
just potential actors in the drama of chemical transformation.

Tan Hacking’s reflections on the way the physicists use electrons in electron
microscopy is similar to the way chemists view the constituents of matter.®
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Electrons are less explanatory notions than instruments for acting or creating
phenomena. Hacking’s distinction between “realism about theories” and “real-
ism about entities” can thus be applied to chemistry. To be sure, chemists are
realists; they believe in the reality of entities, which allow them to operate on
the outside world or to be affected by it. “Operational realism” would thus be
the right phrase to characterize the chemists’ philosophy. The material world is a
theater for operations; the entities underlying observable macroscopic phenom-
ena are above all agents.

In this respect, the three categories of structures, properties, and functions are
not the most appropriate for the philosophy of chemistry. Aristotle provides better
resources by the addition of his notion of potential, which remains appropriate
for characterizing the modality of constituent elements in combinations.’' The
dual nature of chemistry — science and technology — requires the whole panoply
of subtler distinctions found in Aristotle’s treatise on Categories, 8. Properties
belong to the category of quality, but there are many varieties of qualities. States
(for instance, hard or soft) differ from dispositions. The former are stable and
durable “possessed” qualities, whereas the latter are ephemeral and easily altered.
Both possessions and dispositions being acquired in specific circumstances differ
from natural capacities embedded in the subject. They all differ from “affections”
(bitterness, sweetness), which simply refer to sensory properties. The chemists’
art of synthesis takes advantage of the whole spectrum of capacities in order to
put molecules to work, to make the molecules do what chemists cannot do with
their own hands.

In 2003, Susan Linquist, a biologist from MIT’s Whitehead Institute, announced
at a conference that: “about 10,000 years ago, [humans] began to domesticate
plant and animals. Now it’s time to domesticate molecules”.> But domesticating
molecules is what chemists have been doing for centuries. At the cost of repeated
experimental trial and error, they have managed to tame an incredible number of
molecules, to get sufficient control over their reactions to be able to use them as
agents for performing specific tasks. Nevertheless, this domesticated stuff has never
worked in the same way as man-made tools or machines. Substances operate accord-
ing to their own nature, even when they are chemical “creatures”. Through a number
of more or less spectacular chance events and deplorable accidents, chemists have
learned that they are still at the mercy of unexpected outcomes and that reactants do
not always behave in a foreseeable way.

In addition, chemists usually work with huge populations of molecules in their
vessels. Unlike nanoscientists, who are trying to domesticate molecules one at
a time, chemists have no control over individual molecules, although they may
know a good deal about the species of molecules in question, especially when
they have created the substance themselves. Nevertheless, the shift in scale of
the operations has radically changed the relationship between men and materials.
The slogan of the nano-initiative, “shaping the world atom by atom” expresses
the ideal of control and full command that lies behind nanotechnology. Individual
molecules are supposed to be reliable entities, responding predictably to precise
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signals. So deep is the contrast between this culture of precision and the more
crude tradition of chemists, that for Eric K. Drexler, a champion of nanotech-
nology, chemical synthesis is an inexplicable enterprise, which he compares to
trying to assemble a car by putting all the necessary parts in a large box and
shaking them up together.®* Nevertheless, such miraculous processes constitute
the everyday functioning of the world’s chemical factories. The “cars” that the
chemists have managed to assemble by such ham-fisted methods are new things,
with the constituent parts no longer accessible or even visible. When deploying
their art, that of making molecules work for them, chemists are not like Plato’s
demiurge, who builds up a world by imposing his own rules and rationality on
passive matter. Rather, they are like a ship’s pilot at sea, who, constrained by the
force of the ocean and atmosphere, is obliged to channel or guide the forces and
processes given by nature, and ultimately exhibits the powers inherent in nature
in the outcome.

In guise of a conclusion, I want to offer a few reflexive remarks on the functions
of history in this philosophical essay on chemistry. In his paper on “The relations
between the history and the philosophy of science”, Kuhn argued that bringing them
together could be subversive, because philosophy and history were two distinct
mental sets like the rabbit and duck in the famous Gestalt “duck-rabbit” figure.5
Although this mutual exclusion seems quite alien to French scholars trained in a
tradition that promotes the conviction that: “there is no epistemology that is not
historical”® the functions of history in this essay have to be clarified. History is
not a source of examples that serve to illustrate and confirm philosophical claims
about the “essence of chemistry”. There is no such thing as an immutable essence of
chemistry that would fit this kind of strong philosophical program anyway. Instead,
history is used here as a source of problems. The historical materials are not meant to
allow us to reconstruct the past, rather they are an indispensable detour for grasping
the problems at stake and the philosophical views shaped by chemists themselves in
their investigative and productive practices.®”” For chemistry is a historical process.
The journey into chemistry proposed in this essay should be thought of like a trip
on a rocket ship that is continuously in motion, but changes direction in response to
its environment and other circumstances, although overall retaining a more or less
direct trajectory. The purpose was to identify the kind of problems and projects that
have guided generations of chemists in defining this trajectory over time, thereby
(unconsciously) reconfiguring the identity of their science.

Centuries of chemical practices oriented towards cognition and action have gen-
erated a set of specific obligations, which can be characterized as both epistemolog-
ical and ethical rules. Caution, utility, and efficiency have been as highly valued as
the quest for truth in the sense of adaequatio rei et intellectu. The chemical sciences
are not aimed at unveiling the underlying reality beneath the surface. Instead, they
deal with a jungle of molecules and strive to take advantage of their dispositions.
Chemists are put under an obligation by these substances, by their structures, prop-
erties and capacities, meaning that respect, as much as responsibility, should be at
the base of a chemist’s ethics.
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son, Metzger and Koyré, when he advocated these relevance of history for the philosophy of
science, nevertheless rejected their philosophical views. While he praised Meyerson’s and
Brunschvicg’s historical practices, and recommended them to his students, he dismissed
their philosophical messages. Moreover, he never tried to explore the issues for which he
reproached them, and he shaped his own view about the functions of history in philosophy
without reference to the French tradition, ibid, p. 11.

66 Canguilhem, 1977, p. 19.

67 From this perspective, the relevance of Aristotelian notions for chemistry is not to be viewed
as a residue of the past that somehow survived the Scientific Revolution. Just as eighteenth-
century chemists reinvented a four-element theory, today materials chemists are inventing an
analogon of Aristotle’s four-cause theory when they argue that the design of a new material is
not a linear sequence running between function, property and structure. They rather take four
parameters into account simultaneously; structure, property, performance and process. The
Aristotelian component, like the Lavoisian component, is part of the “obligations” that help
chemists to forge their own philosophical positions and their own system of values through
confrontations with others.
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Part IV
Life Sciences



Pharmacology as a Physical Object

Francois Dagognet

1 Introduction

It may seem strange for a “philosopher” — or at least someone considered as such — to
devote attention to the notion of medication and what lies beyond it, the correspond-
ing discipline of pharmacodynamy. This problem should concern the physician and
none other, as he is responsible for prescribing and understanding those substances
that are liable to cure. But already what complicates the examination and keeps
philosophy away from this field of possible reflection is the fact that medication
today has partly deserted medicine for chemical industry, which defines it, renews
it and produces it.

Incidentally, the notion of medication can be practically substituted for a quasi-
synonym, that of remedy. Yet the former refers to a chemical molecule, whereas the
latter has a broader meaning, including among other therapies, balneotherapy, cure
of fresh air, diet, etc. But the term of medication as it does not cease to develop came
to overshadow that of remedy.

In what sense can medication attract the theorist of technology or a philosophy
that has devoted only slight attention to curing?

We believe that there are several reasons for the philosopher to take part in a
general reflection on therapeutics. First, any material (including chemical ones)
should call for a theorized treatment. We make this maxim our own: ‘“Philosophy is
areflection for which any foreign matter is good — and we hasten to add — for which
any good matter should be foreign™.! Furthermore, medication has a privileged sta-
tus, in the sense that it lies at the junction between physiology, the human that its
task is to cure, and physico-chemistry, through a molecular renewal. One cannot
find a richer or more contrasted realm, for it involves both extremes. Another reason
for a requisite philosophical reflection arises from the fact that medication, both in
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its constitution and its effects, borders on that which belongs directly to psychology.
A case in point is “placebo” experimentation. A pill containing an active substance
is given to some sick persons, whereas the same pill with respect to shape, color
and size, but inert and devoid of any active substance is given to others. Now, it is
not to be ruled out that the beneficiary may be more altered and struck in the second
case than in the first; this has the effect of irrealizing the medication and obliges
us to recognize in passing the importance of suggestion, which has an undeniable
effect on the outcome. The false has a greater effect than the real. But the one who
was carrying out the experiment knew that in principle one of the pills should not
have worked. It had then to be recognized that this information seeped out and
came to disturb the reading of the procedure. Henceforth, it will be necessary to
institute a double blindfold: neither the one who is carrying out the experiment nor
the subjects who are being tested on know where lies either the true or the false. It
was necessary to go a step further and to conceal the very name, real or fictitious,
designating the substance, because it may itself alter the result, as it is often a sci-
entific name that impresses.

Furthermore, the experimenter has reached an implausible situation, one in
which a false medication proves to be more active than the real one, causing faint-
ness, vomiting and an unsteady step — a complete hysterized scene. The whole of
pharmacology comes out shaken, as its object of study cannot be easily and surely
circumscribed.

Manufacturers must nevertheless resort to the trick of the placebo, because before
putting on the market a new medication, they are obliged to subtract the imaginary
part from the active substance that it contains. They think they are retaining only the
potentiality of the true; their analysis cannot remove the indistinct area surrounding
the molecule responsible for the cure or at least the sedation.

Another reason for leading the philosopher into the realm of pharmacology is
that the contraceptive pill (due to Pincus) has altered the very notion of medication:
until then medication helped to prolong the duration of life and to hinder illness
(eradication); henceforth, it no longer heals but merely prevents the consequences
of sexual intercourse (childbirth). This led to a revolution in mores: the autonomy
of the subject is enhanced; what the physiology of reproduction imposed is truly
overcome. The reference to the philosophical is thus necessary, as the pill shakes
the basis of society.

That is not all: pharmacology, the technique of curing, will quickly raise moral
issues, which should not come as a surprise as we are touching both the basis of cor-
porality and the foundations of the polis. We shall give a short and small sample. For
the pharmacologist it is a question of evaluating the effects of a substance capable
of curing; now, before making it available, one will have to test it in small quantities
on a sick person. Obviously, in such a case one will interrupt the treatment that had
been followed, for otherwise the discriminating test would be disturbed. But is it
acceptable that we may and should stop the treatment on the pretext of pursuing a
simplified reading? Are we not considering the person we are experimenting on as
a “guinea pig” and without any benefit for them? We must have obtained the agree-
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ment of the sick person, but such consent only goes to prove that we must have
mystified them somewhat.

We await the answer of the moralist in the face of this conflict of duty: on the
one hand, to encourage research with respect to the efficiency of the new treatment,
on the other, to deprive of care the person whose health we worsen. The philoso-
pher could recommend an eclectic solution — to lessen the risks, resorting to minute
quantities, but this amounts less to resolving the problem than to avoiding it. All
in all the notion of medication leads us to encounter problems of different orders:
technical problems (those of manufacturing), epistemological ones (one must quit
the realm of magic as well as that of empiricism), psychological ones (revealed by
the placebo) and psycho-moral ones; the latter increasing as they are bound up with
the development of this discipline.

These preliminary remarks lead us to realize that pharmacology concerns a nar-
row domain, especially when compared with that of mathematical analysis, astro-
physics and microphysics. But precisely on account of its narrowness and its limits,
as also because it pertains primarily to pragmatic questions of efficiency, pharma-
cology requests the attention of the philosopher, in that intelligibility or rationality
find here their trial; no other discipline is more in danger of charlatanism or pseudo-
naturalistic explanations. And when a theorist is searching for imaginary explana-
tions in order to question them, he is sure to turn toward the books of apothecaries.
An epistemological outlook is thus required to free the logic of remedy from an
empiricism that it has yet to cast off.

2 The First Moment, the First System

Medical treatment, whose slow development we shall outline in order to emphasize
it and first of all to acknowledge it (we foresee three periods), gradually acquired
its independence, but it has come a long way. It began essentially with the Greeks
(first and foremost Hippocrates and Galen) who adopted solutions without risk,
almost irrefutable ones: first of all, the maxim “do no harm” (primum non nocere).
To this effect the physician finds his inspiration explicitly in nature (natura sola
medicatrix). How not to praise this caution when it refuses the strangest beverages
alleged to be panacean?

Several consequences follow from this starting point: on a par with a Cosmos
itself well-balanced, a healthy body owes its balance to the coexistence within it of
humors antagonistic but neutralizing one another and which, each after their man-
ner, reflect the very principles of the Universe (earth, air, fire, and water). These four
operators, which mix and especially harmonize, are found in us: fire corresponds
to yellow bile, earth to black bile — or choler adust, water to lymph, air to blood.
The quaternary is found, as expected, in the eventual predominance of one of these
fluids accounting for the different temperaments (the sanguine, the melancholic, the
phlegmatic, and the choleric).
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Under these conditions the disciple of Aesculapius finds the way paved for him:
his aim is to reestablish the harmony endangered by the illness; he will endeavor
to get rid of the excess or to augment the depleted. Sometimes, if he is unable to
establish concord — the morbid becoming encysted or abscessed — he will resort to
a surgical solution — the opening of a canal in order to expel the humor that was
solidifying.

Hippocrates was to allot an important place to diet. And Plato in the Republic
will take up this lesson; aside from nourishment, the philosopher was to recommend
exercise, gymnastics or again baths or a “cure of fresh air” — all that activates and
prevents stoppage (deposits, flatulences, catarrhs), all that avoids the “crasis”:

When his heroes are on campaign he does not feast them on fish, although they are on the
shore of the Hellespont, nor on boiled meat, but only roast. If that’s your view I assume that
you don’t approve of the luxury of Syracusan and Sicilian cooking.>

Indeed, Plato takes up the thesis that it is essential to avoid food that gives som-
nolence as well as repletion. According to the case at hand, a tonic, astringent or
laxative nourishment will be advised.

Hippocratic medicine does not hesitate to seek in the plants that surround us the
means to reinforce our defenses.

Whatever the prescription, it is essential to be attentive to humoral balance: that
is why “The supposed delights of Attic confectionery” or even seasonings as well as
the slightest variety are banned, because they all disturb “the wisdom of the body’’;
likewise it is essential, with respect to plants, to keep to simples.

Galen was to renew the problem of therapeutics. He devotes much space to the
excipient: although inert it enables the medication to have an effect, for it is less a
question of “ordering” it than of preparing it and choosing the form that will allow
it to be introduced in the most appropriate way (intradermic or digestive). With the
help of the mortar in which drugs are pounded, Galen and his disciples present us
with pomades, ointments, plasters, lotions, powders, and pellets. Moreover, Galen
was to enlarge the list of preparations: fumigations and troche.

Pharmacology is not independent from that which commands it — to not exceed
the body, but to free it merely from what intrudes it, to fight against stasis or flux.
But the theory of Hippocratic inspiration did not fail to recognize in the meaning of
the term pharmakon both a possible remedy and a poison. This is a way of recalling
that one must act according to nature and not do violence to it.

During the Middle Ages and until the 18th century pharmacology was content to
continue and enhance the dominant naturalist doctrine; we shall nevertheless note
some advances, the emergence of the better but still accompanied by the worst.

First, pharmacology will follow the so called “theory of signatures”, a hermetic
principle; a plant or an animal would be chosen to the extent that they resemble the
sick person or their pathology in some aspects with respect to their shape, color or
size. A narcotic such as mandrake achieved it central place because its root brought
to mind the human body; one could even discern in its forked shape two arms and
two legs. Yellow-flowered gentian, recommends itself against hepatic affections
(icterus jaundice). However — and this is a small innovation in the system — the 18th
century added metals to the admissible ingredients of medication: gold foremost,
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because inalterable, gold dissolved beforehand or aurum potabile. Others follow
(mercury, quicksilver). One will also resort to animal organs: vipers provide the
best-known and prestigious compound, theriac, which comprises sixty elements
(asort of panacea or universal remedy). Why this reptile in particular, if only because
it renews continuously its skin — a sign of strong vitality? This improbable doctrine
is used to justify anything.

Let us add that bloodletting is often recommended for the same reasons — to fight
against any extravasation (apoplexy).

Yet the system can also claim several unquestionable results that will strengthen
it. At the end of the 18th century for instance, seafarers return with tropical plants
that deserve to receive a special status, because the pharmacologist will extract
“specifics”, — quinine and soon after ouabain, strychnine, pilocarpine papaverine,
etc. We are beginning to leave behind the realm of vesania, but also to glimpse what
will come — a medication that is to lose its aura of magic and strangeness, although
the newcomers still keep up the spirit of the past.

Among the modestly positive side that gives credit to the naturalist theory and
prevents its demise (this has not yet occurred, as the theory continues to be in use
here and there), we may mention a discovery made in an indefensible manner,
because one arrives at the true through the false.

The therapist or even the mere amateur might have observed near rivers or
streams flourishing willows. Now, the physician holds water to be harmful, whether
it runs out from the tissues or spreads through them. He is led to seek what allows
the willow to defend itself and can only point to the bark — the part that was
exposed and should therefore have been damaged. In due course a glucoside
was extracted that was called salicin (from the Latin salix, the willow). It was
quickly transformed into salicylic acid, and (in 1853) into acetylsalicylic acid —
our aspirin, which is efficient against inflammation, consecutive pain and articular
swelling — a pathological state we designate metaphorically as hydric. Let us add
that those affected by this state are advised to live and move around in a dry atmos-
phere; they dread fog and whatever is humid. Through such indirect and false
routes, we discovered the power of Digitalis purpurea (observed by William With-
ering in 1785) which prevents cardiac insufficiency; the French pharmacist Claude
Nativelle purified this digitalin (1844). Colchicum, which is effective against gout,
was discovered in a similarly indirect manner. Hippocratic doctrine does not lack
support and effects, which explains its persistence; it continues to influence surrep-
titiously therapeutics, blurring the notion of medication. At the end of the 18th cen-
tury two major innovations will revive Hippocratic theory, bringing it to its height.
Vaccination is brought back from Constantinople to Europe by the wife of the Brit-
ish ambassador to Turkey; she had observed how the Asians protected themselves
against smallpox, that is by inoculating under the skin a small pustule of the illness —
as if the lesser makes it possible to hinder the greater. Later Jenner improved
this defensive gesture. Another comparable strategy: Hahnemann, after having taken
quinquinia (the bark from this exotic tree) which produces hyperthermia, observed
a sudden rise of temperature; he was to draw as early as 1796 the so-called law of
similitude — the same cures the same, under the condition that one resorts to minute
doses. Mithridatization takes on new colors. Indeed, King Mithridates, in order to
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avoid an eventual poisoning, was used to take the most violent poisons in gradually
increased doses without been otherwise indisposed. Nature it seems would have
provided us with the major weapon against pain and illness — that is tolerance.

We continue to note as concerns therapeutics a mixture of imaginary and real.
Materia medicans continues to perplex us, because the effective appears often in the
midst of the strange.

3 The Second Stage

The second stage of our broad overview begins in the mid-19th century and ends
around 1950. Itis a perplexing stage. For instance, we must acknowledge that Claude
Bernard and those associated with him — Magendie as well as Vulpian — altered
completely the notion of medication (as we shall see), but did not discover any of
importance. Why then give them a special place? It would be difficult to find a text
more novel than Lecons sur les effets des substances toxiques et médicamenteuses
(1857), actually more specifically devoted to the analysis of poisons than remedies.
But Claude Bernard was to set himself primarily the task of “desubstantializing”
what had been overly reified. Indeed, Claude Bernard showed that medication gives
different results according to the animal on which it is tested, the dose given, the
manner of administration, the preparation, the illness, the duration of prescription,
the association with other substances (hence what would be called the potentializa-
tion, for two small doses combined are stronger than what a mere addition might
lead to expect), the time of taking and even the means by which the results are
detected, all which has the consequence of relativizing the evaluation. Claude Ber-
nard does not go so far as to lapse into uncertainty, but he removes medication from
the realm of empiricism.

It is constantly repeated that hypotheses must be verified; anything novel — the
idea — must be put to the test of reality, for the true is the verifiable, but we must
point out that according to our parameters we reach questionable results or conclu-
sions. This polyvalence, which is troubling, casts doubt on the experimental set-up.
It is necessary to call on other methodologies.

We are easily surprised. For instance:

If one ingests mercury cyanide into the stomach of a healthy dog and into that of a sick
dog, the healthy dog dies immediately whereas the sick one dies very slowly [...]. Mercury
cyanide killed the healthy dog because of the free cyanohydric acid that was produced in
presence of gastric juice. The sick dog did not succumb by a different mechanism; the slow-
ness of its death however should be ascribed to the fact that the mercury cyanide did not find
in the sick stomach the gastric juice from which was freed the cyanohydric acid.?

Another disappointment similar to the latter: we thought we could hold as certain
the thesis that “physiology, then pathology and finally pharmacodynamy” promote
one another; their inseparability being truly at the base of experimental medicine.
Indeed, from this unitary point of view, pathology corresponds to an impeded physi-
ology (to a greater or lesser degree — the difference being merely quantitative), but
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this illness is only well observed through what modifies it. If I am able to slow down
an excessive secretion by chemical means, I understand better the clinical picture;
the suppression of the cause must result in that of its effects. Medication would
play an explanatory and differentiating role. We have mentioned Claude Bernard’s
theory favoring unity; yet he neither follows it nor applies it.

Proof or illustration? Claude Bernard put forth the central and revolutionary
notion of “internal environment or milieu intérieur”, two words which appear to
contradict one another and yet designate life in its capacity to escape external deter-
minants. Claude Bernard will search for all the constants of the organism, namely
the blood sugar constant, in other words the “one gram of glucose” per liter of
blood. Following the preceding remarks, illness is conceived as a violation of the
equilibrium (diabetes). But the patient will simply be advised to ensure by nutrition
what he no longer controls; he will have to avoid both the lack and the excess of
sugar.

The most worthy of note is that Claude Bernard discovers a physiology of
importance, likewise he begins by explaining its mechanism, without however
this advance being accompanied by any therapy. Later, during the 20th century,
the discovery of insulin — thus named because secreted by the islets of Lang-
erhans in the pancreas (a gland producing internal secretion, again two terms
which contradict each other and for the same reason) will correct what the liver
is accused of.

We shall bare in mind that Claude Bernard was unable to keep together the
three moments, as he had recommended. For the first two — physiology and
pathology — advance together, whereas the third did not benefit from such agreement;
he even goes back to the notion of a medication of equilibrium — neither the too much
nor the too little of a recommendation tinted with Hippocratism.

Why then praise Claude Bernard, whom we place at the center of an upheaval
in therapy? First, he brought to an end a long tradition, difficult to dispel, one that
made every effort to “chase away the disorder, by freeing the body that had been
invaded by it”, whence the use of the cupping glass, the purge, the application of
leeches, etc. One recommends also mountain air which is reinvigorating.

But the end of the 19th century will witness an unprecedented renewal of phar-
macology; we find ourselves at a turning point, in spite of some remains of the
past.

First, we shall present briefly the most discussed case. Claude Bernard learned
that the Indians of the Amazon mixed together what they had obtained from a kind
of vine named curare, which they applied to their arrowheads. By this means, they
paralyzed quickly the animal, whose mobility returned after a short lapse of time.
Briefly put, we have here the case of a transitory intoxication particularly valued
by hunters (an easy capture). Claude Bernard did not fail to be struck and sought
to understand the mechanism of this feat. He went on to observe or rather experi-
ment that the poison affects neither the nerve of irritability nor that of reaction or
contractility.

Already Haller had been led to distinguish sensibility from motor functions.
Claude Bernard would suggest that the poison could operate only at the time of
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passing from one to the other of these two nerves in the “motor plate”. Physiology
is beginning to understand the power and role of junction and mediation.

Another Bernardian discovery of importance will reinforce the former, even if
it does not lead either to the elaboration of a particular medication; it nonetheless
alters medicine and brings to light a hitherto unknown territory.

When the physiologist stimulates the nerve of the tympanum cord, which goes
to the submaxillary gland, this provokes a distinct over-activity of the capillar blood
vessels, such is the effect of the nervous system (the object of slight attention here)
on circulation and all that depends on it. Gradually comes to light the existence of
local circulations (a departure from Harvey’s general circulation) and especially
that of a twofold system — the sympathetic and the parasympathetic, a constrictor
and a dilator (sometimes the reverse according to regions and functions).

Let us retain this lesson: it is less important to pay heed to the organs and their
physiology strictly speaking than to that which higher up insures their regulation —
the stimulants and reducers. What commands prevails over what performs. The out-
come, soon to follow, will be a harvest of medications concerning centers, including
the brain; the whole pharmacopoeia is concerned with what allows or inhibits junc-
tion (the antisynapses, chemical mediators).

With Claude Bernard, the pioneer, began a change, which in the early 20th cen-
tury witnesses an acceleration. We see nothing more decisive than what O. Loewi
was to bring to light. A frog’s heart had been separated from any connection with
its nerves, in particular the pneumogastric nerve (still called the “vagus nerve”,
because it gives rise to variable if not surprising effects); it is nevertheless irrigated
by a liquid that bathed another live heart; the latter has been even stimulated causing
its slackening. But if the nerve of this heart has had to lessen its rhythm, it is also
going to act (indirectly) on the former, deprived of any connection. How to explain
this extension or the passage between two separate organs, if not by the fact that
the live heart freed a soluble and fugitive substance, which will soon be identified
(acetylcholine)? The most important conclusion does not reside where one would
expect (one can modify at a distance the movement of the heart) but in the evidence
of a possible influence of one organ on another (the same) by means of a “chemi-
cal mediator”. Henceforth, pharmacology will be capable of acting anywhere in
the organism, either with the aim to moderate such and such a function, or with the
intention of increasing it (later psychotropics will act on conduct or behavior). Thus
is confirmed the general theory of transmissions or exchanges — the very basis of
physiology and pathology.

4 The Modern Stage

We do not claim to present the composition of the major medications — the list could
be undoubtedly narrowed owing to the fact that many drugs are simply copies of the
primary ones — nor to examine their properties — a task of compilation. We merely
propose to bring out one of the most distinctive achievements of the discipline (the



Pharmacology as a Physical Object 197

renewal takes place in 1950). We leave behind Bernard’s doctrine and his meth-
odology as presented in An Introduction to the Study of Experimental Medicine,
because pharmacology imposes the change of status and attitude both in therapy
and physiopathology.

The philosopher cannot remain insensitive to this change; he must go beyond
the exercise he was used to practicing and recommending — the coupling of the idea
with the real that could validate it.

This neo-pharmacology was from the outset confronted with a problem that it
was unable to solve: modified cells, parasites barricade themselves, protect them-
selves, to speak by images; actually, the organism defends itself against them and
ends up isolating them. The mediation then fails, because it did not penetrate into
the metabolism of its enemy. The therapist can increase the dose as much as he
wants, he does not necessarily solve the problem — to cure the sick person, whom he
may even weaken. That is why pharmacology must henceforth pay heed primarily
to the strategy that will allow it to break or to bypass the protecting scleroses of
the invader as well as its plasma membrane. What matters is to have access to the
sanctuarized illness, but how? And the physician remains powerless in front of an
inaccessible opponent.

We should perceive remains of empiricism in this battle, as early solutions or at
least their beginnings result from an unintentional loan from chemical industry. The
chemistry of I.G. Farben in Germany and that of Rhone Poulenc in France led to
recognize the power of certain molecules (methylene blue or prontosil rubrum) to
break into the enemy fortress (the cell or the tissual fiber); once in the stronghold,
they establish themselves, eventually destroying their hosts; the staining molecules
succeeded the preliminary step, that of their entrance, owing to the fact of a kin-
ship which will ultimately be established through laboratory research. The first sul-
phonamide drugs were to follow (namely prontosil).

Antibiotherapy follows the same pattern. Fleming noticed in 1928 that certain
bacteria — staphylococci — were invaded by a wooly mold greenish white in color —a
fungus of the genus Penicillium notatum; it denatured the microbial colony, prevent-
ing it from proliferating. Simultaneously a hen house was decimated by a compara-
ble parasite of the genus Streptomyces.

In both cases, a fungus and what it secretes would gain entrance into the cells,
causing them to perish.

Let us continue to ascend and to generalize: be it a stain or a parasite that devel-
ops at the expense of what it lives on, the success comes from bringing about the
first phase of the operation — assimilation.

It is time to go beyond this factual movement and to reach a more general theory:
why not systematically provide the pathological with that which it cannot refuse (a
sure entrance) — what enhances it and favors its expansion, yet with a slight differ-
ence in its molecular structure. Nothing is more easily admitted than “the same”, but
an “almost nothing” is added to it, and all the more minute as it is important not to
complicate penetration; this minimum nonetheless acts on the enzymatic metabo-
lism of the intruder; the enemy has fallen into the trap of an imperceptible difference
but one sufficient to disrupt it. In other cases, one resorts to the reservoir of the body,



198 F. Dagognet

be it that of an ill person or a healthy one; one borrows a substance it diffuses in
the body, modifying slightly its structure. The medication needs only to fulfill two
conditions: an easy entrance into the opponent, but the slightest difference in its
constitution with respect to a substantial to reduce or increase.

Pharmacology will go a little further, which diminishes its portion of simple fact:
to seek to understand the mechanism which accounts for bacteriolysis; we already
know that it is due to the inhibition of the synthesis of what will constitute the
plasma membrane of the microbe (the former softens); and this morphological defi-
ciency is the result of structural analogy, of a competition relative to the occupation
of the place of “murexine”, itself involved in the protecting membrane of the bac-
teria. Several reactions are to be expected in that which penicillin invades, but the
growth and subsistence of the microbial parasite are undermined. Let us enumerate
a whole wealth of penicillins (pheneticillin, propicillin, azidocillin, hetacillin, car-
indacillin, piperacillin, etc.) all different in their range of action and with respect to
their destructive capacities.

In the same vein we know that “‘chemical mediators” play a role in the organism:
they insure the connections. Acetylcholine, as we noted, decreases the rhythm of
the heart but is quickly destroyed by cholinesterase, because a power that endures
is not tolerated. The slowed down heart soon resumes its regular beat; a regulator is
not a break. Hence comes into existence a whole family of related medications: to
prevent that which prevents, to inhibit that which inhibits, which leads to another
kind of effectiveness.

We even believe to glimpse the future: when our “slightly different” compro-
mises a function, what occurs exactly at the infra-cellular level? Is it a transmission
of an electronic nature? We shall in the future come to understand better the nature
of the mechanism of communication, for until now we know better the “what is”
than its “how”.

One should be careful not to confuse this pharmacodynamy with homeopathic
theory (presented by Hahnemann in his Organon of the Medical Art of Curing,
1811). According to this doctrine one must fight the decease itself by minute doses.
It is not difficult to recognize a difference with pharmacodynamy based on a slight
molecular modification.

Later arose a different philosophy of medication, diametrically opposed to the
one we presented above: (a) Must one not experiment, and more so today than in the
past, in order to be sure of the non-toxicity of a remedy (which both cures and poi-
sons)? Is this not a return to Claude Bernard and his methodology? — (b) Does not
the discovery of one or another antibacterial medication, with Fleming at the outset,
prove that nature provides us with that which will save us? Are we not reverting to
Hippocrates’ theory? Emphasis is placed similarly on the benefits of plant extracts
coming from faraway lands: cocaine (coca leaves), quinine (cinchona bark), mor-
phine (from poppy), emetine (from ipecac root), etc. Mystification resorts to plants
as well as animals (organotherapy).

Yet we believed to have brought into question the soundness of these two pillars
of pharmacology — Hippocratism and Bernardism — because in the final analysis the
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former does not cure (setting value primarily on diet), whereas the other limits itself
to physiology, having indeed not recommended any truly active medication.

On the contrary, current pharmacology has provided us with two quasi-panaceas,
antibiotics and psychotropics. We can henceforth fight against the worst disorders
that afflict us, both invasive illnesses (tuberculosis, meningitis) as well as so called
illnesses of the soul (antidepressants and anxiolitics). Such a feat modifies the life of
humankind; we shall soon be able to postpone the hour of death; we shall also get ri