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CHAPTER1

CHARLES TILLY
ROBERT E. GOODIN

1 OVERTURE

Casr of characters:

* Sivu, pseudonym for a peasant in Aurel Vlaicu (Vlaicu for short), a Transylvanian
village of about 820 people living in 274 houses

* Agron, the local land commission’s agronomist

* Map, the land commission’s surveyor

¢ Com’t, a member of the land commission from Vlaicu

* Katherine Verdery, American anthropologist and long-time observer of life in
Vlaicu

Time: Spring 1994.

In 1994, the Romanian government and the people of Vlaicu faced a knotty
problem: how to privatize the village collective farm set up under Romania’s state
socialism. Before socialism, Vlaicu had maintained its own form of private prop-
erty with some collective controls over land, animals, and agricultural products.
That system lasted until the Russian takeover of 1945. Between then and 1959,
however, Romania’s socialist authorities went from organizing cooperatives to
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coercing collectivization; they created both a state farm and a collective farm. In
contrast to the government-owned and centrally managed state farm, Vlaicu’s
households acquired provisional shares of the collective farm’s lands, on condition
of using its facilities and producing their quotas of its crops.

Over the thirty years between 1959 and the collapse of Romanian socialism in
1989, numerous villagers whose families had previously held land left for city jobs,
families that stayed in the village waxed or waned, and shares in the collective farm
shifted accordingly. As the old regime collapsed, villagers often claimed the land
they were then working, sold it, shared it with other family members, or passed it
on to heirs. In 1994, then, the land commission had to decide which rights, whose
rights, and as of what date, established claims to the land now being privatized.
Hence the drama, as recorded in Verdery’s field notes:

Sivu comes in and is very noisy about what terrible things he’s going to do if his case isn’t
settled. He has a piece in Filigore, claims it must be measured, Map says it already has
been—they repeat this several times. Map gets mad because people want remeasuring:
“We’ll never finish this job if people make us remeasure all the time!” One woman wants
him to go measure in Lunca; he says, “We already did it there, if we have to go back we won’t
get out for two weeks.” Sivu says loudly, “I don’t want anything except what’s mine!” He
accosts Com’t: “Look into my eyes, youre my godfather, 'm not asking for anything except
what’s mine. I bought it from Gheorghe, it’s next to Ana and to Constantin. If you don’t give
it to me, I'll ... I'll do what no one’s done in all of Vlaicu.” (Verdery 2003, 117)

The village drama enacts politics as most ordinary people experience politics most
of the time: not as grand clashes of political theories or institutions, but as local
struggle for rights, redress, protection, and advantage in relation to local officials.
Here, as elsewhere, how political processes actually work and what outcomes they
produce depend heavily on the contexts in which they occur.

Property figured centrally in the Vlaicu drama, but not as the abstract property
of constitutions and treatises. Sivu bought Gheorghe’s plot, which neighbored
those of Ana and Constantin; he wanted the authorities to record and legitimate
his right to exactly that piece of land. He insisted that the surveyor and the
agronomist set down the land’s boundaries so that Ana and Constantin (who
may well have been encroaching on Gheorghe’s parcel as they plowed) would
recognize where their fields ended and his began. Looking on, professional political
analysts witness an encounter about which they often theorize: between state-
defined rights and obligations, on one side, and local social relations, on the other.

Political analysts are not, however, simply observing the clash of two discordant
principles; they are watching the continuous creation and re-creation of rights
through struggle. As Verdery (2003, 19) puts it, “I have proposed treating property
as simultaneously a cultural system, a set of social relations, and an organization of
power. They all come together in social processes.” Verdery reports that in
reckoning rights to collectivized property the Romanian government adopted a
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formal, genealogical conception of rights in land, ignoring who had actually
worked various plots under socialism, who had invested care in older former
proprietors, and so on. From the government’s perspective, any individuals who
occupied similar positions within the genealogy—two brothers, two cousins, two
aunts—had equal rights to shares in privatizing property over which a household
or kin group had a legal claim. That formalistic reasoning clashed with local moral
codes. According to Verdery:

Villagers, however, had not understood kinship that way; for them, it was performative. To
be kin meant behaving like kin. It meant cooperating to create marriage, baptismal and
death rituals; putting flowers on relatives” graves; helping out with money or other favors;
and caring for the elderly (who might not even be one’s parents) in exchange for inheriting
their land. (Verdery 2003, 165)

When Sivu demanded what was rightfully his, he appealed to his godfather, the
local commissioner, for confirmation of his rights. He was calling on a different
code from the one written into Romanian national law.

In the case at hand, Verdery found that—to the dismay of most villagers—the
actual distribution of privatized land reproduced the local hierarchy prevailing at
the terminus of the socialist regime. The pyramid of land ownership ended up
“with state farm directors at the top, collective farm staff below them, and village
households at the bottom, holding very few resources for surviving in the new
environment” (Verdery 2003, 11). As happened widely elsewhere in the collapse of
state socialist regimes, people used their knowledge of the expiring system to
capture their pieces of what remained (Solnick 1998). That fact offered tremendous
advantages to people who had already been running factories, bureaucracies,
security services, or state farms under socialism. But ordinary peasants also used
memories, connections, arguments and threats as best they could.

2 CONTEXT MATTERS

Note the immediate importance of context. No one who imagined that privatization
simply followed the laws of the market—or of the jungle—could describe or explain
what actually happened: Through incessant negotiation, resources that had existed (or
had come into being) under governmental control became private property. The
negotiation, the character of the contested resources, the privatization process, Ver-
dery’s collection of evidence on all three, and our own capacity to describe and explain
what was going on in Vlaicu at the time all depend on local and national context.
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The context immediately in question here consisted chiefly of previously estab-
lished relations between villagers and a variety of state officials. But as we step back
from Vlaicu’s local disputes toward the more general problem of relations between
political power and property at large, we begin to see the relevance of other
contexts: historical, institutional, cultural, demographic, technological, psycho-
logical, ideological, ontological, and epistemological. We cannot dismiss the ques-
tion “What is property?” with Pierre-Joseph Proudhon’s famous reply: “Property is
theft.” As analysts of political processes, we have no choice: we must place rights to
resources in context.

Property obviously does not stand alone in this regard. Political scientists’
inquiries into democratization and de-democratization, civil and international
war, revolution and rebellion, nationalism, ethnic mobilization, political participa-
tion, parliamentary behavior, and effective government all raise contextual ques-
tions: when, where, in what settings, on what premises, with what understandings of
the processes under investigation? Viable answers to questions of this sort require
serious attention to the contexts in which the crucial political processes operate.

This handbook provides a survey of relevant contexts. Against the most reductive
versions of parsimony, it argues that attention to context does not clutter the
description and explanation of political processes, but, on the contrary, promotes
systematic knowledge. Against the most exaggerated versions of postmodernism, it
argues that context and contextual effects lend themselves to systematic description
and explanation, hence their proper understanding facilitates discovery of true
regularities in political processes. Between those extreme positions, it examines the
multiple ways in which context affects analysts’ understanding of political pro-
cesses, the extent and sort of evidence available concerning political processes, and
the very operation of political processes. In our brief introduction to the hand-
book’s varied discussions of these issues, we concentrate on showing the import-
ance for systematic political knowledge of getting context right.

Here is another way of putting our main point: In response to each big question
of political science, we reply “It depends.” Valid answers depend on the context in
which the political processes under study occur. Valid answers depend triply on
context, with regard to understandings built into the questions, with regard to the
evidence available for answering the questions, and with regard to the actual
operation of the political processes. We take this position not as a counsel of
despair, but as a beacon of hope. We pursue the hope that political processes
depend on context in ways that are themselves susceptible to systematic exploration
and elaboration.

The hope applies both to description and to explanation. On the side of descrip-
tion, political scientists make significant contributions to knowledge simply by
getting things right—developing reliable means of identifying the major actors in
political conflicts, clarifying where and when different sorts of electoral systems
succeed or fail, verifying the factual premises of governmental doctrines, and so on.
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On the side of explanation, superior cause—effect accounts of political processes not
only serve the advance of political science as a discipline but also permit more
accurate forecasts of the effects likely to result from a given political intervention.
Better description and explanation improve both theory and practice.

We have therefore organized the handbook to show how and why a variety of
contexts matter to systematic description and explanation of political processes.
The contexts that we and our contributors examine range from abstractly philo-
sophical to concretely local. Together they allow us to distinguish three classes of
contextual effects:

1. On analysts’ understanding of political processes.
2. On the evidence available for empirical examination of political processes.
3. On the processes themselves.

Thus an analyst’s understanding of electoral campaigns derives in part from the
analyst’s own involvement or lack of involvement in electoral campaigns, evidence
concerning electoral campaigns comes in part from campaign participants’ public
declarations of who they are, and electoral campaigns vary significantly in form as a
function of their locations in time and space. To be sure, the three interact:
participant observation of electoral campaigns not only shapes the analyst’s under-
standing and gives the analyst access to certain sorts of evidence other analysts can
rarely acquire, but also makes the analyst a cause, however slight, of what actually
happens in the election. Nevertheless, we will do well to maintain broad distinc-
tions among the three kinds of contextual effects. The chapters that follow typically
deal with one or two of them, but not all three at once.

2.1 Alternative Approaches

Although any thinking political analyst makes some allowances for context, two
extreme positions on context have received surprisingly respectful attention from
political scientists during recent decades: the search for general laws, and postmod-
ern skepticism.

The Search for General Laws. On one side, we have context as noise, as interfer-
ence in transmission of the signal we are searching for. In that view, we must clear
away the effects of context in order to discover the true regularities in political
processes. In a spirited, influential, and deftly conciliatory synthesis of quantitative
and qualitative approaches to social science, Gary King, Robert Keohane, and
Sidney Verba begin by making multiple concessions to complexity and interpret-
ation, but end up arguing that the final test for good social science is its identifica-
tion of casual effects, defined as:
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the difference between the systematic component of observations made when the
explanatory variable takes one value and the systematic component of comparable
observations when the explanatory variable takes on another value. (King, Keohane, and
Verba 1994, 82)

This seemingly bland claim turns out to be the thin edge of the wedge, the camel’s
nose under the tent, or the elephant in the room—choose your metaphor! It
initiates a remarkable series of moves including the assimilation of scientific
inference to the world-view contained in statistics based on the general linear
model, assumption that the fundamental causes of political processes do, indeed,
consist of variables, consequent rejection of mechanisms as causes, and advice for
making small-N studies look more like large-N studies, all of which commit the
authors more firmly to explanation as the identification of general laws that
encompass particular cases.

Postmodern Skepticism. On the other side, we have context as the very object of
political analysis, the complex, elusive phenomenon we must interpret as best we can.
In this second view, the first view’s “regularities” become illusions experienced by
political interpreters who have not yet realized that systematic knowledge is impos-
sible and that they only think otherwise because they have fallen victim to their own
immersion in a particular context. Anthropologist Clifford Geertz has written some
of the most eloquent and influential statements of the view; indeed, King, Keohane,
and Verba (1994, 38—40) quote Geertz’s ideas as an often-cited but even more often
misunderstood objection to their own approach. Here is Geertz on how law works:

Law, I have been saying, somewhat against the pretensions encoded in woolsack rhetoric, is
local knowledge; local not just as to place, time, class and variety of issue, but as to accent—
vernacular characterizations of what happens connected to vernacular imaginings of what
can. It is this complex of characterizations and imaginings, stories about events cast in
imagery about principles, that I have been calling a legal sensibility. This is doubtless more
than a little vague, but as Wittgenstein, the patron saint of what is going on here, remarked, a
veridical picture of an indistinct object is not after all a clear one but an indistinct one. Better
to paint the sea like Turner than attempt to make of it a Constable cow. (Geertz 1983, 215)

Much more fun than the “systematic component of comparable observations,”
Geertz’s argument comes close to saying that the systematic component does not
exist, and would not be worth looking for if it did. Like the King—Keohane—Verba
manual, this handbook came into existence largely because political analysts
steeped in Geertzian skepticism have offered serious objections to standard social
scientific portrayals of political processes, but have not—sometimes on principle—
systematized their knowledge of context, cultural variability, and social construc-
tion (Hacking 1999). It ends up, however, much more concerned about those
objections than King, Keohane, and Verba.
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Something in Between. Political scientists rarely line up in disciplined armies
under the banners of General Laws and Skepticism to do open battle with each
other. Yet the two flags define the limits of a terrain across which political analysts
regularly deploy their forces. From differing bases within the terrain, polemicists
often venture out for struggle to control one piece or another of the territory.
Some observers speak of choices between positivism and constructivism, between
covering laws and hermeneutics, between general and local knowledge, or
between reductionism and holism. Regardless of the terminology, at one end
of the range we find claims for universal principles that cut across particular
social contexts, at the other claims that attempts to describe and explain political
phenomena have no means of escaping particular social contexts.

Certainly limiting cases exist in which each approach applies in a relatively
extreme form. On the one hand, seekers of General Laws can sometimes find fairly
robust law-like regularities. Consider the relationship between inflation and un-
employment traced by the Phillips Curve (at least the shape of that curve seems
constant, even if its actual values have to be recalibrated in every period: Friedman
1977). Another might be Duverger’s Law: how plurality voting rules give rise to
and sustain two-party electoral systems (Riker 1982). We can also sometimes find
clear cases where the acts in question are literally constituted by speech and the
shared understandings embodied in it; constitution writing provides a compelling
example (Searle 1969, 1995; Skinner 1969, 2002; Tully 1988). Political actors weave
legal fictions like sovereignty of just such stuff (Walker 1993; Wendt 1999). Around
them, distinctive “standpoints,” perspectives, and discourses of different social
groupings coalesce.! If part of what exists in our world, ontologically, comes
into being through these sorts of social construction, then we need an epistemology
suited to understanding those mechanisms of social construction—the “how”
of constructivism rather than merely the “if ... then” of positivism, “knowing
how” rather than merely “knowing that” (Ryle 1949; Foucault 1981; Rose and Miller
1992).

Although we can clearly find cases where one or the other approach captures
the whole story, more typically some mixed strategy is required (Archer et al. 1998;
Hay 2002, ch. 3). Most of this handbook’s chapters offer arguments, at least
implicitly, in defense of one position within the range and against others.
Readers who consult the handbook on the way to pursuing their own descriptions
and explanations of political processes face the same choices. But we hope
that having been duly sensitized to the effects of context, none of our readers
will ever again find themselves in the position of Ashford’s (1992, 27) “analyst of
French communal budgets [who], laboring to extend a data bank to 1871, was
mystified [by the paucity of data] until someone told him of the Franco-Prussian
War.”

1 See e.g. Smith 1987; Antony and Witt 1993; Hajer 1995; Finnemore and Sikkink 2001; Jackson 2004.
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2.2 Ontologies

Leaving much finer distinctions to the handbook’s contributors, let us distinguish
three aspects of the unavoidable choices: ontology, explanatory logic, and mechan-
isms. Within political science, major ontological choices concern the sorts of social
entities whose coherent existence analysts can reasonably assume. Major alterna-
tives include holism, methodological individualism, phenomenological individual-
ism, and relational realism. Holism is the doctrine that social structures have their
own self-sustaining logics. In its extreme form—once quite common in political
science but now unfashionable—a whole civilization, society, or culture undergoes
a life of its own. Less extreme versions attribute self-reproducing powers to
major institutions, treat certain segments of society as subordinating the rest
to their interests, represent dominant mentalities, traditions, values, or cultural
forms as regulators of social life, or assign inherent self-reproducing logics to
industrialism, capitalism, feudalism, and other distinguishable varieties of social
organization.

Methodological individualism insists on human individuals as the basic or unique
social reality. It not only focuses on persons, one at a time, but imputes to each
person a set of intentions that cause the person’s behavior. In more economistic
versions of methodological individualism, the person in question contains a utility
schedule and a set of assets, which interact to generate choices within well-defined
constraints. In every such analysis, to be sure, figures a market-like allocative
structure that operates externally to the choice-making individual—but it is aston-
ishing how rarely methodological individualists examine by what means those
allocative structures actually do their work.

The less familiar term phenomenological individualism refers to the doctrine that
individual consciousness is the primary or exclusive site of social life. Phenomeno-
logical individualism veers into solipsism when its adherents argue that adjacent
minds have no access to each other’s contents, therefore no observer can escape the
prison of her own awareness. Even short of that analytically self-destructive pos-
ition, phenomenological individualists tend to regard states of body and mind—
impulses, reflexes, desires, ideas, or programs—as the chief motors of social action.
In principle, they have two ways to account for large-scale political structures and
processes: (1) as summed individual responses to similar situations; (2) as distribu-
tions and/or connections among individual actions.

In the first case, political scientists sometimes constitute collective actors con-
sisting of all the individuals within a category such as peasant or woman. In the
second case, they take a leaf from those political scientists who see national political
life as a meeting-place, synthesis, and outcome of that shifting distribution of
attitudes we call public opinion or from the social psychologists who see individual
X’s action as providing a stimulus for individual Y’s action. Even there, they hold to
the conception of human consciousness as the basic site of social life.
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Relational realism, the doctrine that transactions, interactions, social ties, and
conversations constitute the central stuff of social life, once predominated in social
science. Classical economists, Karl Marx, Max Weber, and Georg Simmel all
emphasized social relations, regarding both individuals and complex social struc-
tures as products of regularities in social relations. During the twentieth century,
however, relational realism lost much of its ground to individualism and holism.
Only in American pragmatism, various versions of network analysis, and some
corners of organizational or labor economics did it prevail continuously. Only with
the breakdown of structural Marxism has it once again come to the fore elsewhere.
Relational realism concentrates on connections that concatenate, aggregate, and
disaggregate readily, forming organizational structures at the same time as they
shape individual behavior. Relational analysts follow flows of communication,
patron—client chains, employment networks, conversational connections, and
power relations from the small scale to the large and back. A case in point is the
way in which democracy emerged through networks of workers forming and
reforming effervescent “workers commissions” in the interstices of the rigid, formal
mechanisms of corporatist intermediation in Franco’s Spain (Foweraker 1989).

Intellectual genetic engineers can, of course, create hybrids of the four basic
ontologies. A standard combination of phenomenological individualism and
holism portrays a person in confrontation with society, each of the elements and
their very confrontation having its own laws. Methodological individualists usually
assume the presence of a self-regulating market or other allocative institution.
Individualists vary in how much they allow for emergents—structures that result
from individual actions but once in existence exert independent effects on individ-
ual actions, much as music-lovers enter a concert hall one by one, only to see the
audience’s distribution through the hall affect both the orchestra’s performance and
their own reactions to it. Relational analysts commonly allow for partly autono-
mous individual processes as well as strong effects on interaction by such collect-
ively created structures as social categories and centralized organizations.
Nevertheless, the four ontologies lead to rather different accounts of political
processes.

They also suggest distinctive starting points for analysis. A holist may eventually
work her way to the individuals that live within a given system or the social
relations that connect individuals with the system, but her starting point is likely
to be some observation of the system as a whole. Methodological individualists can
treat social ties as products of individual calculation, but above all they must specify
relevant individual actors before launching their analyses. Phenomenological indi-
vidualists likewise give priority to individuals, with the two qualifications that
(1) their individuals are sites of consciousness rather than of calculating intentions
and (2) they frequently move rapidly to shared states of awareness, at the limit
attributing shared orientations to all members of a population. Relational realists
may begin with existing social ties, but to be consistent and effective they should
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actually start with transactions among social sites, then watch when and how
transactions bundle into more durable, substantial, and/or consequential relations
among sites.

2.3 Explanatory Strategies

As this book’s individual chapters illustrate amply, some of political science’s
fiercest disagreements involve logics of explanation. At the risk of fierce disagree-
ment, let us distinguish five competing positions: skepticism, law-seeking accounts,
propensity analyses, systemic analyses, and mechanism-based accounts. Skepticism
considers political processes to be so complex, contingent, impenetrable, or par-
ticular as to defy explanation. Short of an extreme position, however, even a skeptic
can hope to describe, interpret, or assign meaning to processes that are complex,
contingent, particular, and relatively impenetrable. Thus political science skeptics
continue to describe, interpret, and assign meaning to the Soviet Union’s collapse
without claiming to have explained that momentous process.

Law-seeking accounts consider explanation to consist of subjecting robust em-
pirical generalizations to higher and higher-level generalizations, the most general
of all standing as laws. In such accounts models are invariant, i.e. work the same in
all conditions. Investigators search for necessary and sufficient conditions of
stipulated outcomes, those outcomes often conceived of as “dependent variables.”
Studies of co-variation among presumed causes and presumed effects therefore
serve as validity tests for proposed explanations; investigators in this tradition
sometimes invoke John Stuart Mill’s (1843) Methods of Agreement, Differences,
Residues, and Concomitant Variation, despite Mill’s own doubts of their applic-
ability to human affairs. Thus some students of democratization hope to state the
general conditions under which any non-democratic polity whatsoever becomes
democratic.

In contemporary political science, however, few analysts propose flat laws in the
form “All Xs are Y.” Instead, two modified versions of law-seeking explanations
predominate. The first lays out a principle of variation, often stated as a probability.
The proposed law often takes the form “The more X, the more Y”—for example,
the higher national income the more prevalent and irreversible is democracy.2 In
this case, the empirical demonstration often rests on identifying a partial derivative
that stands up robustly to “controls” for such contextual matters as region and
predominant religion. The second common version of law-seeking explanations
consists instead of identifying necessary and/or sufficient conditions for some

2 As argued, variously, by Burkhart and Lewis-Beck 1994; Muller 1995; Przeworski, Alvarez,
Cheibub, and Limongi 2000.
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outcome such as revolution, democracy, or civil war, typically through comparison
of otherwise similar positive and negative cases (Ragin 1994).

Propensity accounts consider explanation to consist of reconstructing a given
actor’s state at the threshold of action, with that state variously stipulated as
motivation, consciousness, need, organization, or momentum. The actors in ques-
tion may be individuals, but analysts often construct propensity accounts of
organizations or other collective actors. Explanatory methods of choice then
range from sympathetic interpretation to reductionism, psychological or other-
wise. Thus some students of contentious politics compare the experiences of
different social groupings with structural adjustment in an effort to explain why
some groupings resist, others suffer in silence, and still others disintegrate under
pressure (Auyero 2003; Walton and Seddon 1994).

Although authors of law-seeking and propensity accounts sometimes talk of
systems, systemic explanations strictly speaking consist of specifying a place for
some event, structure, or process within a larger self-maintaining set of interdepend-
ent elements, showing how the event, structure, or process in question serves and/or
results from interactions among the larger set of elements. Functional explanations
typically qualify, since they account for the presence or persistence of some element by
its functions—its positive consequences for some coherent larger set of social rela-
tions or processes. Nevertheless, systemic accounts can avoid functionalism by
making more straightforward arguments about the effects of certain kinds of rela-
tions to larger systems. Thus some students of peasant revolt explain its presence or
absence by peasants’ degree of integration into society as a whole.

Mechanism-based accounts select salient features of episodes, or significant
differences among episodes, and explain them by identifying within those episodes
robust mechanisms of relatively general scope. As compared with law-seeking,
propensity, and system approaches, mechanism-based explanations aim at modest
ends: selective explanation of salient features by means of partial causal analogies.
Thus some students of nationalism try relating its intensity to the extent and
character of competition among ethnic entrepreneurs. In such accounts, the entre-
preneurs’ competition for political constituencies becomes a central (but not
exclusive or sufficient) mechanism in the generation of nationalism.

Systemic explanations still recur in international relations, where the views called
“realism” generally attribute great causal efficacy to locations of individual states
within the international system. Otherwise, they have lost ground in political
science since the heyday of David Easton’s Political System (1953). When today’s
political scientists fight about explanation, however, they generally pit law-seeking
against propensity accounts, with the first often donning the costume of Science
and the second the garb of Interpretation. (Nevertheless, the search for micro-
foundations in rational choice approaches to political science involves a
deliberate attempt to locate general laws in the choice-making propensities of
individuals.) Explanation by means of robust causal mechanisms has received
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much less self-conscious attention from social science methodologists than have
law-seeking, propensity, and systemic explanations. Let us therefore say a bit more
about mechanistic explanations.

2.4 Mechanisms

Satisfactory law-seeking accounts require not only broad empirical uniformities
but also mechanisms that cause those uniformities.?> For all its everyday employ-
ment in natural science, the term “mechanism” rarely appears in social-scientific
explanations. Its rarity probably results partly from the term’s disquieting sugges-
tion that social processes operate like clockwork, but mainly from its uneasy
coexistence with its explanatory competitors: skepticism, law-seeking accounts,
propensity analyses, and systemic analyses.

Without much self-conscious justification, most political scientists recognize one
oranother of these—especially individual or group dispositions—as genuine explan-
ations. They grow uneasy when someone identifies mechanisms as explanations.
Even sympathetic analysts often distinguish between mechanisms as “how” social
processes work and dispositions as “why” they work. As a practical matter, however,
social scientists often refer to mechanisms as they construct partial explanations of
complex structures or processes. Mechanisms often make anonymous appearances
when political scientists identify parallels within classes of complex structures or
processes. In the study of contentious politics, for example, analysts frequently invoke
the mechanisms of brokerage and coalition formation (McAdam, Tarrow, and Tilly
2001). If those mechanisms appear in essentially the same form with the same small-
scale consequences across a wide range of circumstances, we can call them “robust.”

How will we know them when we see them? We choose a level of observation:
individual thoughts, individual actions, social interactions, clusters of interactions,
durable social ties, or something else. At that level of observation, we can recognize
as robust social mechanisms those events that:

1. Involve indistinguishably similar transfers of energy among stipulated social
elements.

2. Produce indistinguishably similar rearrangements of those social elements.

3. Do so across a wide range of circumstances.

The “elements” in question may be persons, but they also include aspects of persons
(e.g. their jobs), recurrent actions of persons (e.g. their amusements), transactions

3 As emphasized in different ways by: Brady 1995; Laitin 1995; Tilly 2000; 2001; cf. King,
Keohane, and Verba 1994.
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among persons (e.g. Internet communications between colleagues), and configura-
tions of interaction among persons (e.g. shifting networks of friendship).

To the extent that mechanisms become uniform and universal, their identifica-
tion starts to resemble a search for general laws. Yet two big differences intervene
between law-seeking and mechanism-based explanations. First, practitioners of
mechanistic explanation generally deny that any strong, interesting recurrences of
large-scale social structures and processes occur.® They therefore deny that it
advances inquiry to seek law-like empirical generalizations—at whatever level of
abstraction—by comparing big chunks of history. Second, while mechanisms have
uniform immediate effects by definition, depending on initial conditions and
combinations with other mechanisms, their aggregate, cumulative, and longer-
term effects vary considerably. Thus brokerage operates uniformly by definition,
always connecting at least two social sites more directly than they were previously
connected. Yet the activation of brokerage does not in itself guarantee more
effective coordination of action at the connected sites; that depends on initial
conditions and combinations with other mechanisms.

Let us adopt a simple distinction among mechanisms, processes, and episodes:

* Mechanisms form a delimited class of events that change relations among spe-
cified sets of elements in identical or closely similar ways over a variety of
situations.

* Processes are frequently occurring combinations or sequences of mechanisms.

* Episodes are continuous streams of social life.

Social mechanisms concatenate into social processes: combinations and sequences
of mechanisms producing relatively similar effects. A process we might call identity
enlargement, for example, consists of broadening and increasing uniformity in the
collective answers given by some set of persons to the question, “Who are you?”
Identity enlargement typically results from interaction of two mechanisms: broker-
age and social appropriation—the latter activating previously existing connections
among subsets of the persons in question. Thus in collective action, enlargement of
relevant identities from neighborhood membership to city-wide solidarity emerges
from the concatenation of brokerage with social appropriation.

Mechanisms and processes compound into episodes, bounded and connected
sequences of social action. Episodes sometimes acquire social significance as such
because participants or observers construct names, boundaries, and stories corres-
ponding to them: this revolution, that emigration, and so on. More often, however,
analysts chop continuous streams of social life into episodes according to conven-
tions of their own making, thus delineating generations, social movements, fads,

4 See e.g. Bunge 1997; Elster 1999; Hedstrom and Swedberg 1998; Little 1998; Stinchcombe 1991;
Tilly 2000.
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and the like. The manner in which episodes acquire shared meanings deserves close
study. But we have no a priori warrant to believe that episodes grouped by similar
criteria spring from similar causes. In general, analysts of mechanisms and pro-
cesses begin with the opposite assumption. For them, uniformly identified episodes
provide convenient frames for comparison, but with an eye to detecting crucial
mechanisms and processes within them. Choice of episodes, however, crucially
affects the effectiveness of such a search. It makes a large difference, for example,
whether students of generational effects distinguish generations by means of
arbitrary time periods or presumably critical events.

Mechanisms, too, entail choices. A rough classification identifies three sorts of
mechanism: environmental, cognitive, and relational:

* Environmental mechanisms mean externally generated influences on conditions
affecting social life; words like “disappear,” “enrich,” “expand,” and “disinte-
grate”—applied not to actors but their settings—suggest the sorts of cause—effect
relations in question.

*» Cognitive mechanisms operate through alterations of individual and collective
perception; words like “recognize,” “understand,” “reinterpret,” and “classify”
characterize such mechanisms.

* Relational mechanisms alter connections among people, groups, and interper-

sonal networks; words like “ally,” “attack,” “subordinate,” and “appease” give a
sense of relational mechanisms.

Here we begin to detect affinities among ontologies, explanatory strategies, and
preferred mechanisms. Methodological individualists, for example, commonly
adopt propensity accounts of social behavior and privilege cognitive mechanisms
as they do so. Holists lean toward environmental mechanisms, as relational realists
give special attention to relational mechanisms. Those affinities are far from
absolute, however. Many a phenomenological individualist, for example, weaves
accounts in which environmental mechanisms such as social disintegration generate
cognitive mechanisms having relational consequences in their turn. In principle,
many permutations of ontology, explanatory strategy, and preferred mechanisms
should be feasible.

Review of mechanisms identifies some peculiarities of rational choice theory’s
claims to constitute a—or even the—general explanation of social life. Rational
choice theory centers on situations of choice among relatively well-defined alterna-
tive actions with more or less known costs and consequences according to previ-
ously established schedules of preference. It focuses attention on mental processes,
and therefore on cognitive mechanisms.

From that focus stem three problems: upstream, midstream, and downstream.
Upstream, rational choice theory lacks a plausible account of how preferences,
available resources, choice situations, and knowledge of consequences form or
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change. Midstream, the theory incorporates a dubious account of how people make
decisions when they actually confront situations of choice among relatively well
defined alternative actions with more or less known costs and consequences
according to previously established schedules of preference. Both observational
and experimental evidence challenge the rational choice midstream account, con-
fining its scope to very special conditions (Kahneman 2003). Those special condi-
tions rest on historically developed knowledge, preferences, practices, and
institutions (Kuran 1991, 1995). They depend on context.

Downstream, the theory lacks an account of consequences, in two senses of the
word. First, considering how rarely we human beings execute actions with the flair
we would prefer, the theory leaves unclear what happens between a person’s choice
to do something and the same person’s action in response to that choice. Second,
considering how rarely we human beings anticipate precisely the effects of our less-
than-perfect actions, it likewise remains unclear what links the theory’s rationally
chosen actions to concrete consequences in social life. In fact, error, unintended
consequences, cumulative but relatively invisible effects, indirect effects, and envir-
onmental reverberations occur widely in social life. Any theory that fails to show
how such effects of human action occur loses its claim to generality.

3 THE NATURE OF SOCIAL EXPLANATION

3.1 Explanatory Stories

In dealing with social life in general and political processes in particular, we face
a circumstance that distinguishes most of social science from most other scientific
inquiries: the prominent place of explanatory stories in social life (Ryan 1970).
Explanatory stories provide simplified cause—effect accounts of puzzling, unex-
pected, dramatic, problematic, or exemplary events. Relying on widely available
knowledge rather than technical expertise, they help make the world intelligible.
They often carry an edge of justification or condemnation. They qualify as a special
sort of narrative, which a standard manual on narrative defines as “the representa-
tion of an event or a series of events” (Abbott 2002, 12). This particular variety of
narrative includes actors, their actions, and effects produced by those actions. The
story usually gives pride of place to human actors. When the leading characters are
not human—for example, when they are animals, spirits, organizations, or features
of the physical environment such as storms—they still behave mostly like humans.
The story they enact accordingly often conveys credit or blame.
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Political science’s explanatory stories generally reify collective agents and arti-
facts—states (Allison and Zelikow 1999), parties (Lawson 1990; Strem 2001),
classes, societies, and corporations. They treat them as if they were unified inten-
tional agents, with goals of their own and the capacity to pursue them, and who
therefore should be held to the same standards of credit and blame. The ubiquity of
explanatory stories in everyday life makes the logical slippage all the easier.

Of course, even natural scientists resort to explanatory stories, at least in telling
their tales to lay audiences: this ball hit that, and then that in turn; this electron got
excited and jumped into a higher shell; this infectious agent penetrated that cell’s
membrane. And in those explanatory stories that natural scientists tell lay audi-
ences, objects in the story are anthropomorphized and ascribed a sort of quasi-
agency. Sophisticated observers might balk at that way of talking about objects they
know to be inanimate or with no will of their own. But couching our explanations
in terms of such stories comes quite naturally in the human sciences, where we are
confident that the actors are genuine agents with wills of their own, however
constrained they may be in acting on them.

Aristotle’s Poetics presented one of the West’s first great analyses of explanatory
stories. Speaking of tragedy, which he singled out as the noblest form of creative
writing, Aristotle described the two versions of a proper plot:

Plots are either simple or complex, since the actions they represent are naturally of this
twofold description. The action, proceeding in the way defined, as one continuous whole,
I call simple, when the change in the hero’s fortunes takes place without Peripety or
Discovery; and complex, when it involves one or the other, or both. These should each of
them arise out of the structure of the Plot itself, so as to be the consequence, necessary or
probable, of the antecedents. There is a great difference between a thing happening propter
hoc and post hoc.  (Aristotle 1984, 1452a)

A “peripety,” for Aristotle, was a complete reversal of a state, as when the messenger
who comes to comfort Oedipus actually reveals to him the identities of his father
and mother. A “discovery” was a fateful change from ignorance to knowledge, an
awful or wonderful recognition of something previously concealed; in the story of
Oedipus, a discovery (the messenger’s announcement) produced a peripety (Oedi-
pus’ unmasking as a man who killed his father and bedded his mother). Aristotle
caught the genius of the explanatory story: one or a few actors, a limited number of
actions that cause further actions through altered states of awareness, continuity in
space and time, an overall structure leading to some outcome or lesson.

By attributing their main effects to specific actors (even when those actors are
unseen and/or divine), explanatory stories follow common rules of individual respon-
sibility: X did it, and therefore deserves the praise or blame for what happened as a
result. Their dramatic structure separates them from conventional giving of reasons:
traffic was heavy, my watch stopped, I have a bad cold, today’s my lucky day, and so on.
In fact, explanatory stories more closely resemble classical dramas. They generally
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maintain unity of time and place instead of jumping among temporal and geographic
settings. They involve limited casts of characters whose visible actions cause all the
subsequent actions and their major effects. They often have a moral. On the whole,
however, they represent causal processes very badly: they radically reify and simplify
the relevant actors, actions, causes, and effects while disregarding indirect effects,
environmental effects, incremental effects, errors, unanticipated consequences, and
simultaneous causation (Mills 1940; Scott and Lyman 1968; Ross 1977).

Many political scientists implicitly recognize the inadequacy of explanatory stories
for political phenomena by adopting formal representations whose causal logics
break decisively with the logic of storytelling: multidimensional scaling, simultan-
eous equations, input-output tables, syntactic analyses of texts, and much more.
These non-narrative models, however, prevail much more regularly in the processing
of evidence than in either the initial framing of arguments or the final interpretation
of results. At those two ends, explanatory stories continue to predominate.

Explanatory stories matter visibly, even vitally to our study of context. They
intervene in all three sorts of contextual effect:

* Analysts’ understanding of political processes commonly takes the form of
stories; as teachers of formal modeling soon learn, it takes heroic efforts to
produce students who do not customarily cast descriptions and explanations as
stories and who habitually recognize simultaneous equations or flow charts as
helpful representations of political processes.

* Evidence concerning political processes arrives in the form of stories told by
participants, observers, respondents, journalists, historians, or other political
analysts; even survey research regularly transforms respondents’ stories into
a questionnaire’s fixed alternatives.

* Storytelling frequently looms large within important political processes; just
think of how nationalists, revolutionaries, and candidates for public office
wield stories about who they are and what they are doing.

Thus one important element of getting context right consists of identifying,
describing, and explaining the operation of explanatory stories.

3.2 Other Elements of Context

Of course, other influences than the prevalence of explanatory stories produce
contextual effects on our knowledge of political processes. As contributors to this
volume show in detail, assumptions built into non-story models likewise deeply
affect political scientists’ acquisition of knowledge. The bulk of the statistics
routinely used by political scientists, for example, assume a world of linear rela-
tionships among discrete variables that in nature conform to regular distributions.
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Once again the influence of those assumptions appears in all three varieties of
contextual effect: shaping analysts’ understandings of how the world works, per-
vading the practices of data collection and measurement employed by analysts, and
fitting political phenomena themselves with widely varying degrees of appropriate-
ness (Jackson 1996; Jervis 1997; Kuran 1991, 1995).

Other contributors alert us to a quite different source of contextual effects: the fact
that political structures and processes have constraining histories. Participants in
revolutions emulate earlier revolutions, acquire legitimacy or illegitimacy from those
earlier revolutions, and use institutions, ideas, organizations, and social relations set
in place by those earlier revolutions. Electoral contests generate laws, memories, rifts,
and alliances that affect subsequent elections. Property rights gain historical force
through long use even when they originate in outright predation or deceit.

Our stress on context meshes badly with the view that the ultimate aim of
political science is to identify general laws of political process that cut across the
details of time, place, circumstance, and previous history. Often political scientists
seek to specify extremely general necessary or sufficient conditions for some
phenomenon such as democracy or polarization. The specification often concerns
co-variation: How X varies as a function of Y.

On that issue, we take three provisional positions (not necessarily shared by all of
this Handbook’s contributors):

* First, the program of identifying simple general laws concerning political struc-
tures and processes has so far yielded meager results. It has most likely done so
because its logical underpinnings and routine practices conform badly to the way
politics actually works.

* Second, what strength that program of seeking simple general laws has achieved
lies in its identification of empirical regularities to be explained, not in its
provision or verification of explanations.

* Third, regularities certainly occur in political life, but not at the scale of whole
structures and processes. Political scientists should shift their attention away from
empirically grounded general laws to repeated processes, and toward efficacious
causal mechanisms that operate at multiple scales but produce their aggregate effects
through their concatenation, sequences, and interaction with initial conditions.

4 CONTEXT AS PIECES OF A PUzZZLE

Explanatory stories are offered in response to puzzlement. Why do Southeast Asian
peasants refuse to plant “wonder rice,” when its average yield is so much greater?
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Because the variability of yield is also greater, and peasants living at the margins of
subsistence cannot afford a bad harvest in even a single year (Scott 1976). Why did
Margaret Thatcher retain her popularity while presiding over a period of unpre-
cedented economic decline? Because Britons had expected the decline to be even
more severe (Alt 1979). Why did Gorbachev do so little to stop the collapse of
Communism in Eastern Europe? Perhaps because he was incompetent or the world
was just too complicated; but more plausibly because “decisive inaction” was an
effective way to shed the Soviet Union’s strategically irrelevant and economically
costly client states, despite the internal factions that profited from them (Anderson
2001).

As actors, when choosing our own actions, we are highly sensitive to the
peculiarities of our own particular desires and the rich particulars of our own
mental processes. But in trying to make sense of the social world, we tend (at least
as a first approximation) to impute to others broadly the same sort of psychology,
broadly the same sorts of beliefs and desires, that we ourselves possess. Not only are
we “folk psychologists” (Jackson and Pettit 1990; Pettit 1996); we are also “folk
situationalists,” assuming (until further investigation reveals otherwise) that the
context in which others are acting is broadly the same as our own.> When that
model fails to fit, we go looking for which bits are to blame: in what ways the actors,
or situations, are peculiar. We “make sense” of an otherwise puzzling phenomenon
by finding some special features about it which, when taken into account, allow us
to assimilate that case to our standard model of how the world works (Grofman
2001).

Sometimes what we need to solve the puzzle is a relatively simple piece of
information. To understand why politics takes the peculiar form it does in Senegal,
we need to understand that the primary connotation of “demokaraasi” is not so
much competition as solidarity (Schaffer 1998). To understand why Kerala is so far
ahead of the rest of India and indeed the whole developing world, when it comes to
female literacy and related aspects of social progress (Dréze and Sen 1995), it helps
to know that Kerala was historically a matrilineal society. To understand why there
was so little take-up of Keynesianism in interwar France, we need to understand
that there was already a rich “tradition of government measures to alleviate
unemployment that went back to at least 1848, ... closely related to the self-
understanding of the republican order in general” (Wagner 2003; see further
Rosanvallon 1989).

5 The latter is one source (among many: see Gilbert and Malone 1995) of what social psychologists
know as the “fundamental attribution bias.” Experimental subjects are much more likely to attribute
other people’s “odd” behavior to discreditable attitudes and dispositions, rather than to assume
that there must have been some peculiar situational factors at work, in the absence of any particular
information about those other people. When subjects are told of the particular constraints under
which others’ “odd” behavior was generated, they are much more mixed in that judgment (Jones
and Harris 1967, 6; Gilbert, Pelham, and Krull 1988).
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Sometimes what we need to appreciate is how the situation looks from the
actor’s perspective, the actor’s “frame” or “standpoint.”6 Other times what we
need to appreciate are the options and constraints on action, structures thus
channelling agency (Wendt 1987; Hay 2002, ch. 3). Those structures themselves
often represent the accretion of past practice, ways of doing things and ways of
seeing things that have grown up over time, under the intentional or unintentional
influence of agents who stood to benefit from those ways of doing or seeing things
(Bourdieu 1977; Foucault 1981).

Yet other times what we have to understand is “agency gone wrong.” Sometimes
the explanation is simply that intentional actors did something stupid, or some-
thing that seemed like a good idea but that backfired, perhaps because of misinfor-
mation, miscommunication, or the contrary intentions of other intentional agents.
Stories couched in terms of the “unintended consequences of purposive social
action” (Merton 1936) are very much explanatory stories with human intention at
their heart. We cannot understand what “went wrong” without understanding
what they were trying to do.

In the process of puzzle-solving, generalists and contextualists proceed in sur-
prisingly similar and ultimately complementary ways. Where one starts leaves
a residue, and it shapes one’s presentation at the margins. Those who start from
the more formal, abstract end of the continuum couch their discussion in one
language, that of technical terminology and formal representations (Bates et al.
1998a and b; Strom 2001); those who start from the more nuanced end of the
continuum tend more toward “thick description” (Geertz 1973, ch. 1). But neither
type of craft can do its work without at least some of the other’s kit.

Popkin’s (1979) account of peasant behavior, however “rationalist,” nonetheless
needs to be firmly rooted in situational aspects of Southeast Asian peasant exist-
ence. Equally, Scott’s competing account of peasant behavior (1976), however
rooted in particulars of Southeast Asian peasant culture, nevertheless must appeal
to general ways of understanding the world that we too share. Contextualist
narratives must be “analytical” in that minimal sense, if they are to be intelligible
to us at all. Conversely, rational choice theorists must “acknowledge that their
approach requires a complete political anthropology” and that they “must ‘soak
and poke’” and acquire much the same depth of understanding as that achieved by
those who offer ‘thick’ descriptions” (Bates et al. 19985, 628; see further Bates et al.
1998a; Ferejohn 1991, 281). In that sense, at least, the “rational choice wars” within
political science seem considerably overblown, however problematic we otherwise
might find the bolder claims of rational-choice modelers.”

6 On “frames” see Kahneman 2003; Kahneman and Tversky 2000; Kahneman, Slovic, and
Tversky 1982. On “standpoints” see Smith 1987; Antony and Witt 1993.
7 Key texts in that controversy are Green and Shapiro 1994; Friedman 1996; Monroe 2004.
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Some advocates anxiously seek explanations that are simple in form, others ones
that are gemeral in their applicability. Concrete explanation, however, typically
requires compromise. We might be able to find a valid law that is relatively simple
in form (in the sense that it has few subordinate clauses), provided we confine its
range of application sufficiently narrowly; alternatively, we might be able to find
some valid law that is relatively general in its applicability, provided we are
prepared to make it sufficiently complex by writing lots of “if” clauses into it.
Naturally, if we go too far down the latter track, writing all the particulars of the
case at hand into our “if” clauses, we end up not with an explanation of
the phenomenon but rather with a mere redescription of the same phenomenon.
That is a pointless exercise; if that is all social science can do, then it becomes
intellectually redundant and socially ineffectual (Walby 1992; cf. Flyvbjerg 2001).
But we must not be overly fond of Occam’s razor, either. Explanatory accounts that
are too stark, providing too little insight into the actual mechanisms at work, might
predict but they cannot truly explain (cf. Friedman 1953). If we want explanations
that are of general applicability, then we simply must be prepared to complicate our
explanations a little by indexing more to context as necessary. Any sensible social
scientist should surely agree (King, Keohane, and Verba 1994, 20, 29—30, 104).

5 CONTEXT IN ITS PLACE

The variety of different contexts in which political action occurs is, for some,
a cherished part of the rich tapestry of political life. For others bent on the pursuit
of parsimonious generalizations, contextual effects subvert their ambitions toward
austerity. Still, acount for them they must. They can do so in either of two ways: by
designing their studies in such a way as to “control for context,” in effect eliminat-
ing contextual variability in their studies; or they can try to “correct for context,”
taking systematic account of how different contexts might actually matter to the
phenomena under study. The latter is obviously a more ambitious strategy. But
even the former requires rich contextual knowledge, if only of what contexts might

matter in order to bracket them out in the research design.

5.1 Controlling for Context

Some wit described the field of study known as “ American politics” as “area studies
for the linguistically challenged.” It can also be a refuge for the contextually
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tone-deaf. It is not as if American politics is context-free, of course. It is merely that,
operating within a large internal market where broadly the same context is widely
shared, context can by and large be taken for granted and pushed into the
background.

Of course, even within a single country and a single period, context matters. In
generalizing about The American Voter, Campbell et al. (1960, ch. 15) had to admit
that farmers were different—the best predictor of their votes being, not party
identification like the rest of Americans, but rather the price received for last
year’s crop. So too were Southern politics different, at least in the era of the one-
party South (Key 1949). And of course even in country contexts that we think we
know well, we are still capable of being surprised: American political development
looks very different once you notice the lingering effects there of the feudal law of
masters and servants (Orren 1991; Steinfeld 2001).

Still, by focusing on a country where so much of the context is familiar to both
writers and readers, most of the context can remain unspoken most of the time.
Comparative US state politics is often said to be a wonderful natural experiment, in
that sense, in which federalism means that a few things vary while so much of the
background is held constant.

Controlling for context does not mean ignoring context, though. We need to
know what aspects of context might matter, to make sure that they do indeed hold
constant in the situation under study. What things have to be controlled for, in
order to get the limited sorts of generalizations in which social scientists such as
Campbell et al. (1960) pride themselves? Well, all those that this Handbook covers:
philosophical self-understandings of society, psychology, culture, history, demog-
raphy, technology, and so on. As long as none of those things actually vary among
the cases you are considering, then you are safe to ignore them.

Ideally, you should use that as a diagnostic checklist in advance. But you can also
use it as a troubleshooting guide, after the fact. If generalizations fail you, running
down that checklist might be a good place to start in trying to figure out why.
Which bit of the contextual ground has shifted under your feet?

In many interesting cases, those factors are pretty well held constant. But even in
single-country studies of limited duration, there are cultural differences, rooted in
history, that matter. Remember V. O. Key on Southern Politics (1949). Every time we
put an “urban/rural” variable into an equation predicting voting behavior we are
gesturing toward a contextual factor (demographic or perhaps technological) that
affects the phenomenon under study.

In cross-national and/or cross-time comparisons, especially, contextual variation
always forms a large part of the explanation. Different cleavages have been frozen
into different party systems, over time (Lipset and Rokkan 1967). There are
different levels of technological development, different demographic divisions
that are socially salient (Patterson 1975).



IT DEPENDS 25

5.2 Correcting for Context

Where context varies, we have to take those differences into account, as systematic-
ally as possible. We do not have, and cannot realistically aspire to, any perfectly
general laws telling us fully when and how each of those contextual factors will
affect the life of a society. But we can aspire to “theories of the middle range”
(Merton 1957) explicating in a fairly systematic way the workings of at least some of
the key mechanisms. We do have have at least partial understandings of how many
of these contextual effects work: theories, for example, about the “demographic
transition” from high birth rates in developing countries to much lower ones, as
infant mortality declines and female education increases (Caldwell, Reddy, and
Caldwell 1989; Dreze and Sen 1995).

So context matters, and context often varies. But these contextual effects are
not random. There are patterns to be picked out, and understood from within
each distinct historical, cultural, and technological setting. That understanding
itself may or may not lend itself to generalization in ways that will allow them to be
fit into overarching “laws.” Sometimes it might; often it will not. But contrary to
the assumptions of more extreme skeptics, there are “rules of the game” within each
of those contextual milieux to which such skeptics quite rightly say our explan-
ations need to be indexed. Skeptics are right that our generalizations need to be
indexed to particular contexts; they are wrong to deny that, once those indexicals
are in place, we can have something that might approximate “systematic under-
standing” of the situation.

Besides, we do not need a completely comprehensive account of context to use it
as a corrective; in this regard, contextual analysis differs fundamentally from the
search for general laws. Contextualist accounts typically work by helping us get a
grip on some puzzling phenomenon. The contextualist account provides one
or two keys, given which someone coming to the story form the outside will say,
“Of course: now I get it!” In the Vlaicu story of property rights in transition
with which we began, the thing you need to realize is that in Vlaicu kinship is a
social and not merely a blood relation: someone who took care of your grand-
mother in her old age is kin, whatever the blood tie may be. To understand
how social power is exercised you need to understand both technology (Mann
1986, 1993; Wittfogel 1957; Wacjman 1991) and ideas or strategy (Freedman 1981;
Scott 1998). To understand why certain social forms are widely acceptable in one
time and place but not another, you may need to understand differing social
ontologies—things like “the king’s two bodies” (Kantorowicz 1957) or “the West”
(Jackson 2004)—and you need to understand the way different languages code and
embody them (Bernstein 1974; Bourdieu 1977; Foucault 1981; Laitin 1992; Wagner
2003).
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6 THis HANDBOOK

Remember the three kinds of contextual effects we are seeking to analyze:

1. On analysts’ understanding of political processes.
2. On the evidence available for empirical examination of political processes.
3. On the processes themselves.

In this Handbook, we take broad views of these effects. Instead, for example, of
concentrating on how local knowledge (Geertz 1983; Scott 1998) shapes understand-
ings, evidence, and political processes, we—or, rather, our contributors—range
widely across different sorts of contexts. With no grand theory of context in mind,
we sought authors who in previous writings had reflected deeply and critically on
contextual questions in their areas of expertise. We gave preference to authors who
could help Anglophone political analysts, especially but not exclusively political
scientists, take better account of context in their own work. As represented in an
author’s previous work, we balanced among three different configurations of expert-
ise: (1) extensive knowledge of a certain contextual area, with no particular concen-
tration on politics; (2) extensive knowledge of a certain set of political phenomena,
with considerable sensitivity to context; (3) deliberate attempts to analyze the impact
of certain kinds of contexts on knowledge of certain political phenomena.

Negotiating among these configurations, plausible distinctions among topics,
substantial spread, and our own necessarily partial knowledge of relevant scholar-
ship, we arrived at a commonsense division of contextual areas: philosophy,
psychology, ideas, culture, history, place, population, technology, and general
reflections. With this general plan, we recruited the best authors we could find.
We end up proud of the quality and variety of specialists who accepted our
invitations, and happy with the multiple ways that the book as a whole puts context
on the agenda of political analysis. The book’s major divisions run as follows:

Philosophy Matters. Outside of political theory, political scientists often tremble
at the injection of philosophical issues into what had seemed concrete comparisons
of arguments and evidence. But so many disputes and confusions in political
analysis actually pivot on epistemology, ontology, logic, and general conceptions
of argument that philosophy demanded its place at the contextual table. Political
science could benefit from a band of philosophical ethnographers who would
observe the ways that specialists in political processes make arguments, analyze
evidence, and drawn inferences about causes; the section’s chapters provide
a foretaste of what those ethnographers would report.

Psychology Matters. Political scientists often speak of psychological matters as
“micro-foundations.” We have not used that term for two reasons. First, the term
itself suggests a preference for methodological individualism and analogies with
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economic analysis—serious presences in political science, but by no means the only
regards in which psychology matters to political analysis. Second, enough political
analysts employ conceptions of collective psychology (for example, collective
memory) that readers deserve serious reflection on relations between individual
psychological processes and those collective phenomena.

Ideas Matter. Some readers will suppose that together philosophy and psych-
ology exhaust the analysis of ideas as contexts for political analysis. The three topics
certainly overlap. The Handbook gives ideas separate standing because so many
political analysts attribute autonomous importance, influence, and histories to
ideas as such: ideas of justice, of democracy, of social order, and much more. We
sought authors who could make us all think about proper ways of taking ideas into
account as contexts for analysts’ understanding of political processes, evidence
available for empirical examination of political processes, and influences on or
components of the processes themselves.

Culture Matters. Many objections to broad inferences and comparisons across
polities rest on the argument that culturally embedded ideas, relations, and prac-
tices profoundly affect the operation of superficially similar political processes.
Even within the same polities, analysts sometimes object that linguistic, ethnic,
religious, and regional cultures differ so dramatically that all efforts to detect
general political principles in those polities must fail. Instead of brushing aside
such objections by pointing to empirical generalizations that do hold widely, here
our contributors look seriously at culture, asking how political analysts can take it
into account without abandoning the search for systematic knowledge.

History Matters. Since one of us (Tilly) has written the introduction to this
Handbook’s section on history, we need not anticipate his more detailed arguments
here. Suffice it to say that in all three types of contextual effects—on analysts’
understanding of political processes, on the evidence available for empirical exam-
ination of political processes, and on the processes themselves—history figures
significantly. We do not claim that those who fail to study history are condemned to
repeat it, but we do claim that knowledge of historical context provides a means of
producing more systematic knowledge of political processes.

Place Matters. In some definitions, history as location in space and time exhausts
the influence of place. Yet geographically attuned political analysts detect effects of
adjacency, distance, environment, and climate that easily escape historians who
deal with the same times and places. This section of the Handbook gathers analysts
of political processes who have worked seriously on just such effects generally,
comparatively, and/or in particular time—place settings. They provide guidance for
taking place into account without succumbing entirely to the charms of localism.

Population Matters. The contents of this section may surprise Handbook readers.
One might turn to it for inventories of demographic tools that can advance political
analysis. The discipline of demography does indeed offer a number of formal
techniques such as life tables and migration-stream analyses that bear directly on
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political processes and suggest valuable analogies for political analysis. But we have
pointed our contributors in rather a different direction: toward reflection on how
population processes affect or constitute political processes. Thus they look hard at
demographic change and variation as contexts for politics.

Technology Matters. In contemporary political analysis, technology often appears
as a black box, a demonic force, or an exogenous variable that somehow affects
politics but does not belong to politics as such. Such a view is hard to sustain,
however, when the subject is war or economic imperialism. In fact, technologies of
communication, of production, of distribution, of organization, and of rule per-
vade political processes, and receive insufficient attention for their special proper-
ties. In this section, skilled analysts of different technologies and technological
processes offer ideas on how political scientists can (and must) take technological
contexts into account.

Old and New. We have deliberately avoided giving ourselves the last word about
the Handbook’s subject and contents. In fact, in the Handbook’s very open-ended
spirit we offer no last word at all. The final section does not contain syntheses and
conclusions from the individual chapters, but more general reflections on context
and political processes from two distinguished senior practitioners: David Apter
and Lucian Pye. They raise old and new questions that you, our readers, can take up
for yourselves. If the materials in this Handbook help you accomplish new work that
takes better account of the contexts in which political processes unfold, it will have
served its purpose.
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CHAPTER 2

WHY AND HOW
PHILOSOPHY MATTERS

PHILIP PETTIT

IN order to introduce the question of why and how philosophy matters to politics,
I begin with a short discussion of the nature of philosophy in general and the
prospect for a philosophy of politics. Then I look at a range of questions that are
central to the philosophy of politics, seeking to emphasize their importance in any
scheme of thought and the variations possible in response to them. The questions
covered bear on the nature of persons, the possibilities for personal relationships,
the people and the state, and the role of political values.

1 FrRoM PHILOSOPHY TO PoLITICS

Philosophy is an attempt to think explicitly and rationally about matters on which
one cannot help but have implicit commitments (Pettit 2004). To talk or think about
questions in any domain, or just to act on the basis of beliefs about those matters,
will always be to work with certain presuppositions; in the nature of the case not
everything can ever be spelled out explicitly. And to do philosophy in that domain
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will be to try and lift out the most general presuppositions operative, to examine
them properly, and if necessary to revise or replace them. Where philosophy goes,
one’s presuppositions will always have gone already. And how one’s presuppositions
have gone may not be how one will wish to go on reflection. Philosophy involves the
unmasking of presuppositions and, if needed, the remaking of them.

Consider the manner in which we treat one another as responsible for this or that
action and the presupposition, built into that mode of treatment, that we are or can
be free in a way in which inanimate processes or non-human animals cannot be. We
treat people as responsible and free so far as we entertain attitudes of resentment or
gratification towards them, for example (Strawson 1982). But we never treat the
weather or the dog that way; or if we do, then we won’t long defend the stance: we
will admit it’s silly or have to suffer some considerable embarrassment. But is the
presupposition about the responsibility and freedom of people defensible? What
exactly should it be seen as involving? And can we really believe in it, given what
science tells us about our own mundane construction? These are typical philosoph-
ical questions (Pettit 2001¢, chs. 1—4).

What is true of philosophy in general is true of philosophy in the domain of
politics. No matter what our involvement in politics, whether it be that of the
politician or political scientist or the regular member of a political public, we
invariably think and talk and act on the basis of a plethora of presuppositions:
a layer of assumption that sustains the beliefs and desires we form, the evaluations
we make, and the initiatives we adopt. And the role of a philosophy of politics is to
try and spell out those presuppositions or prejudgments, to hold them up to the
light of critical reflection, and to make up our minds on whether or not they should
be maintained.

What body of information or theory will be deployed in the exercise of reflecting
critically on those presuppositions? There is no limit to what may be introduced as
a basis for critique so that it is bound to be a variable from culture to culture. The
more robust findings of science, as in the sorts of findings that make a belief in free
will seem initially puzzling, provide an obvious basis of critique in our age and
culture. The same goes for more established observations that are accepted as
a matter of common sense. And for some of us the same may go for theses of an
avowedly religious or ideological provenance. As there are scientific and common
sense philosophies of free will—or philosophies that claim to be both at once—so
there can be a Christian or Islamic philosophy too.

Consistently with this general view of philosophical reasoning, we can distin-
guish five or six domains of inquiry.

* The philosophy of reason explicates and examines the presuppositions we make as
to what follows from what when we reason on any topic whatsoever, whether of
the kind related to deductive or inductive logic, epistemology, or the philosophy
and methodology of science.
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» The philosophy of nature studies the presuppositions that govern our thought
about the natural world, including assumptions about space and time, about
events, processes, and substances, and about relations of causation, possibility,
and necessity.

* The philosophy of mind targets the presuppositions encoded in our “folk psych-
ology,” to do with belief and desire and action, intentionality and rationality,
reasoning and free will, consciousness and personhood, and the like.

* The philosophy of society deals with presuppositions about the nature of conven-
tions, norms, and laws, about the possibility of joint intention, communal life,
and group agency, and about the character of the citizenry, democracy, and the
state.

* The philosophy of value starts from the presuppositions we make in aesthetic,
ethical, and political discussion about the meaning of goodness and obligation
in general, the role of more substantive values—autonomy, welfare, respect,
liberty, etc.—in relation to those categories, and the ideal shape of normative
argument.

As this categorization suggests, the philosophy of politics spreads across a number
of these areas. The presuppositions we make in politics that are likely to attract
philosophical attention will figure mainly in the domains of the philosophy of
society and the philosophy of value. But presuppositions about what follows from
what, about what is involved in causal relations, and about the nature of minds and
persons are also wont to make an appearance, so that the philosophy of politics can
take us right across the spectrum of philosophical concern.

There are a number of reasons why the philosophy of politics, understood in this
manner, is inevitably going to vary over time, making it more unlikely that there
will ever be a philosophy of politics for all time. It will vary, first of all, to the extent
that formations like the citizenry and the state have changed dramatically in the
course of history, depending on size and prosperity and the mode of organization
of populations as well on their institutional and other technologies. It will vary,
secondly, so far as different bases of critique are activated at different times in the
attempt to examine current presuppositions. And it will vary, thirdly, as a result of
the fact that previous explications of crucial ideas will have fed back into political
life and become part of the philosophy of politics that is given institutional and
ideological prominence in a society.

But though the philosophy of politics is likely to vary greatly from time to time,
that is no reason for making a sharp divide between studying the philosophies of
the past and attempting to work out a philosophy for one’s own time. The nature of
the enterprise is hard to appreciate without a good sense of the different forms it
has taken in figures as varied in location as Aristotle and Cicero, Machiavelli and
Harrington, Hobbes and Bentham, Locke and Montesquieu, and Rousseau. But
even more important, it may well turn out that there are ideas to be wrested from
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the study of the past, perhaps ideas common to a range of past figures, that have
become hard to identify in reflection on one’s own place and tradition. Some of
those ideas may be worth trying to resuscitate. I have myself been arguing in
common with a number of others, for example, that one finds a republican idea
of freedom as non-domination present in a variety of past contexts, that the idea
disappeared under local, ideological pressure in the early nineteenth century, and
that there is every reason to try and rework it for the contemporary world (Pettit
1997b; Skinner 1998; Richardson 2002; Viroli 2002; Maynor 2003).

These remarks are sufficient, I hope, to introduce my understanding of what
philosophy is and of how it promises in general to connect with issues of politics. In
the remaining sections I hope to identify a range of issues that I think philosophers
can usefully address in the political realm, pointing to variations in the way quite
central presuppositions can be explicated or recast.

There are four broad areas where we work with presuppositions that are of
the first importance for the stance we adopt in politics, whether this be as
a participant—at whatever level—or as a scientific observer. I now proceed
to look over those areas, indicating where I think that much turns on how
precisely we interpret relevant presuppositions and how far we endorse or revise
them. The areas in question involve the nature of persons; the possibilities for
personal relationships; the nature of the people and the state; and the role of
political values.

2 THE NATURE OF PERSONS

Perhaps the most basic level at which we are bound to make certain philosophically
interesting presuppositions in political life and political science—henceforth I shall
simply say, politics—is in connection with the nature of human beings and the sort
of relationships of which they are capable. Those presuppositions have become
matters of explicit attention and formulation within social and political thought
and two very different images have emerged. These images represent rival philoso-
phies of person, and of personal relationships, and are right at the heart of many
current disputes in politics. They can be associated, on the one side, with decision
theory or rational choice theory and, on the other, with what is best described as
discourse theory—I once referred to it as inference theory (Pettit 1993, ch. 5).
I proceed now to offer a characterization of these two pictures of the person and
I then go on in the next section to look at the significance of the different images for
the nature of human relationships.
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2.1 The Decision-theoretic Image

The dominant image of the human subject in contemporary social and political
thought, certainly in thought of a more or less economistic cast, is the picture of
agency projected in decision theory, particularly decision theory in the broad
tradition of Bayes (Eells 1982, ch. 1). This picture depicts the human agent as
a locus at which two different sorts of states interact in the production of decision
and action. On the one hand, there are the agent’s credences or degrees of belief,
and on the other his or her utilities or degrees of preference. These are defined over
different states of the world—possible ways the world may be—and correspond to
how the agent takes and wants the world to be.

The Bayesian picture makes three claims about these credences and utilities. First,
any agent who satisfies certain conditions of rationality, intuitively understood, can
be represented as acting on the basis of a well-behaved credence function: a function
that evolves under new evidence in such a way—to take the standard version of
Bayesianism—that the unconditional credence given to any event in the wake of
finding that evidence is the same as the credence that used to be given to the event
conditional on the appearance of the evidence; the function evolves so as to satisfy
what is known as conditionalization. Second, any agent who satisfies intuitive
conditions of rationality can be represented as having such a credence function and
such a utility function that for any option involving different possible outcomes the
agent will attach a degree of utility to that option—a degree of expected utility—
which reflects the utility of each possible outcome and the credence given to its
coming about in the event of the option being chosen; different Bayesian theories tell
different stories about the exact way this is defined. And, third, as between different
options with different degrees of expected utility, any agent of that intuitively rational
kind will prefer the option with the highest degree of expected utility and choose
accordingly; the agent will maximize expected utility.

The Bayesian image of the human agent is rather formally and artificially
constructed but the basic elements correspond fairly well to aspects of our make-
up that are recognized in common sense; in this way it represents an explication of
presuppositions we make in our ordinary dealings with one another, political and
non-political. Utility functions correspond to goal-seeking states of desire, prob-
ability functions to fact-construing states of belief, and the idea of acting so as to
maximize expected utility is a formal version of acting so as to pursue one’s desired
goals according to one’s beliefs about the facts.

There are some striking gulfs between folk psychology and decision theory. For
example, folk psychology depicts us as forming judgments as well as forming
degrees of preference and credence, where judgments are on—off commitments;
we don’t judge in degrees, though we may judge that a scenario has this or that
degree of probability. And folk psychology also depicts us as forming degrees of
preference for different ways the world may be, on the basis of judgments as to the
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properties of those scenarios (Pettit 1991). But nevertheless there is a fairly good fit
between common sense and the basic thrust of decision theory.

This fit is so good, indeed, that much of what is assumed about human agents
in the broad reach of social and political thought, particularly in more analytical
traditions, sits well with essentially a decision-theoretic image. People are depicted
as moved essentially by their preferences or utility functions, being guided towards
the satisfaction of those preferences by the nature of their beliefs. They are
preference-driven, credence-directed centers of rational agency. That assumption
is often made more substantial, of course, so far as the driving preferences are taken
to be essentially self-regarding in character, but this is a dispensable aspect of the
standard package.

2.2 The Discourse-theoretic Image

But if decision theory gives a picture of human psychology that picks out many
elements already recognized about human agents in common sense—beliefs,
desires, actions, and so on—there is one broad aspect of human peformance that
it overlooks. Human beings may be decision-theoretic subjects who act on the basis
of beliefs and desires that can be modeled, however approximately, in certain
credence and utility functions. But they are not just that (Pettit 1993, ch. 5). They
are, more specifically, decision-theoretic subjects whose beliefs and desires evolve
under the influence of reasoning or discourse, in particular discourse with one
another (Habermas 1984, 1989).

Like many non-human animals, we human beings form beliefs and desires and
act so as to satisfy our desires according to our beliefs, or at least we do so under
intuitively favorable conditions and within intuitively feasible constraints; this is
what gives application to the decision-theoretic image. But unlike non-human
animals, we also give intentional expression to the ways things present themselves
as being in the light of our beliefs and our desires. We don’t just have the ability to
believe that p; we can assert that p: we can use a voluntary sign, in Locke’s phrase, to
represent how things present themselves as being, given that belief (Locke 1975, bk.
3, ch. 2). We don’t just have the desire that q; we can assert that the prospect that
q is attractive or desirable or whatever: we can use a voluntary sign to represent how
things present themselves as being, given that desire. We can express our beliefs in
regular, content-specifying sentences and we can express our desires in sentences
that predicate attraction or desirability or something similar of the contents
desired.

The fact that we are articulate believers and desirers in this sense means that we
can do something that marks us off very sharply from mute animals. All agents of
the kind modelled in decision theory will have reasons to believe and to desire
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those things that it is rational for them to believe and desire according to the
theory. Thus if an agent has a very high credence in “q” conditionally on “p”, and
comes to give full credence to “p”, then he or she has reason to give a very high
credence to “q”. Or if the agent gives full credence to the claim that there are two
options available—to A or not to A—and assigns a higher expected utility to A-ing,
then the agent will have reason to A rather than not to A. But that agents have such
theoretical or practical reasons for believing and desiring things does not mean
that they can articulate or see the reasons they have for making such responses,
recognizing them as reasons. The states in virtue of which they have reasons may
operate within them without their having any beliefs—any credences—to the effect
that there are such and such reasons available or, equivalently, to the effect that it is
right or appropriate or rational for them to believe that g, or to A. Thus the agents
may be unable to form beliefs about what reasons they have and what it is right,
therefore, for them to believe or desire; they may lack the normative concepts
required.

This is likely to change, however, if the agents are articulate in the relevant
domains. Articulate agents who have the reasons illustrated will be able to give
expression to those reasons as such. They will be able to say to themselves in the
first case: “p, and if p, very probably q”—assuming, for convenience, that this is the
way to express such credences. They will find themselves disposed in virtue of
having the beliefs thereby expressed to believe and say that it is very probable that q.
And they will thereby put themselves in a position to register that the fact, as they
believe it to be, that p and that if p, very probably q, is a reason for believing that it is
very probable that g; it makes it right or appropriate or rational, as decision theory
implies, to believe that q.

Although it is sketchy, this line of thought should prove generally persuasive; the
controversy comes in the details of how it is to be filled out. Assuming that it is
correct, it means that articulate subjects will be able to see as such the reason that
they have—and had all along—for giving a high credence to “q”: viz., that p and
that if p, very probably q. And on a similar basis they will be able to see that the
inconsistency of two propositions gives them reason not to believe both, that
the perceptual evidence that something is the case gives them reason, though
perhaps only defeasible reason, to believe that it is indeed the case, and so on.

By a parallel train of reasoning, articulate agents will also be able in this sense to
see the reason that they have in a practical case, not just to have that reason in the
fashion of mute animals. They will be able to say: there are two options, to A or not
to A and it is more attractive to A, assuming that “attractive” expresses higher
utility. And saying this, they will be able to register that that fact, so expressed,
makes it right or appropriate or rational for them, at least in the decision-theoretic
sense, to A. Not only indeed will they be able to think about their options and
related outcomes in terms of how far they are attractive. They will also be able to
think about them in terms of how far they are consistent, for example, with other
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things they desire; about how far they represent scenarios that, going on past experi-
ence, deliver the goods that they promise to deliver and do not go stale in the mouth
(Milgram 1997); about how far perhaps they have properties that serve for them as
indices or determinants of what is attractive (Pettit 1991); and so on. In short, they will
in some sense be able to consider the options and outcomes for how “desirable” they
are, where “desirable” determines what they ought to be attracted by but not
necessarily what in fact attracts them: weakness of will or such a pathology may
always strike (Smith 1994).

The possibility of forming higher-order beliefs about the reasons they have for
holding by various attitudes or for performing various actions should enable
people to achieve a higher degree of rationality, even in the decision-theoretic
sense. Suppose I find myself prompted by perception to take it to be the case that p,
where I already take it to be the case that r. While my psychology may serve me well

«_ >

in this process, it may also fail; it may lead me to believe that p, where “p” is
inconsistent with “r”. But imagine that in the course of forming the perceptual
belief I raise the question of what I should believe at the higher-order level about the
candidate fact that p and the other candidates facts I already believe. If I do that
then I will put myself in a position, assuming my psychology is working well, to
notice that “p” and “r” are inconsistent, and so my belief-forming process will be
forced to satisfy the extra check of being squared with this higher-order belief—a
crucial one, as it turns out—before settling down.

In this example, I search out a higher-order belief that is relevant to my fact-
construing processes and that imposes a further constraint on where they lead. But
the higher-order belief sought and formed in the example could equally have had
an impact on my goal-seeking processes; it would presumably have inhibited the
simultaneous attempt, for example, to act so as to make it the case both that p and
that r.

The enterprise of seeking out higher-order beliefs with a view to imposing
further checks on one’s fact-construing and goal-seeking processes—with a view
to promoting one’s own rationality—is what we naturally describe as reasoning or
deliberation. Not only do we human beings show ourselves to be rational agents, as
we seek goals, construe facts, and perform actions in the fashion mapped by
decision theory. We also often deliberate about what goals we should seek, about
how we should construe the facts in the light of which we seek them, and about how
therefore we should go about that pursuit: about what opportunities we should
exploit, what means we should adopt, and so on. We do this when we try to ensure
that we will form suitably constraining higher-order beliefs about the connections
between candidate goals and candidate facts.

That we are creatures of this deliberative kind, however, should not be taken to
suggest that we are relentlessly reflective. When I draw on deliberation in full
explicit mode, I will certainly ask after the higher-order connections that obtain
between candidate facts and candidate goals. But I may be subject to deliberative
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control without always explicitly deliberating in this sense. Suppose that without
explicit deliberation I tend to go where such deliberation would lead me and that if
I do not—if my habits take me in intuitively the wrong direction—then the “red
lights” generally go on and I am triggered to engage deliberative pilot. Under such a
regime, deliberation will “virtually” control the evolution of my beliefs and desires;
it will ride herd on the process, being there as a factor that intervenes only on a
need-to-act basis (Pettit 2001¢, ch.2). I will be in deliberative control of what I do
but I may not be particularly reflective in the way I conduct my mental life.

3 THE POSSIBILITIES FOR PERSONAL
RELATIONSHIPS

The two images of human subjects can be usefully summarised as follows.

* Under the decision-theoretic image human beings:
have degrees of credence that update suitably under new evidence;
have degrees of utility for different ways the world may be; and
act so as to maximize expected utility—more colloquially, act so as to satisfy
their desires according to their beliefs.
* Under the discourse-theoretic image human beings:
can articulate the things they believe and desire;
can see as such the reasons they have for those attitudes; and
can be moved by the reasons to improve their performance.

The distinction between these images of human beings is of sharp significance for
our view of the relationships that people may form. The decision-theoretic picture
suggests that all relationships must ultimately involve a sort of attitudinal manipu-
lation, whether with purpose benign or malign. The discourse-theoretic picture
holds out the possibility of a sort of relationship in which others can relate to one in
a co-reasoning fashion that is as unmanipulative as reasoning with oneself.

3.1 Decision-theoretic Adaptation

Suppose that we think of human beings in purely decision-theoretic terms, without
supposing any ability to reason. They will act perfectly rationally under this image,



44 PHILIP PETTIT

forming beliefs and desires and intentions in a rational manner and acting ration-
ally in the light of those attitudes. And as part of that rational performance they
may act so as to influence one another on the basis of beliefs they form about the
attitudes and capacities of others; thus they may act so as to obstruct or intimidate
or channel the responses of others, shaping the real or apparent environment in
which others have to act. But they may also do more. Having access to linguistic
resources, they may intentionally reveal their states of belief and desire and inten-
tion to one another—and make it manifest that they are doing this—giving others
the opportunity to form beliefs about those attitudes: say, about their beliefs or
desires or intentions, including conditional desires or intentions to the effect “I am
disposed, should you do such and such, to reply by doing so and so.” And so human
beings in the decision-theoretic image may also pursue another sort of influence.
They may reveal their attitudes to one another with the purpose, perhaps manifest
to all, of getting others to change their beliefs in response to seeing what they
perceive or believe—the message is “I perceive or believe that p, and I'm in a
position to know”—or of coercing others with the prospect of penalties, coaxing
them with the prospect of rewards, and thereby securing personally or mutually
attractive patterns of accommodation.

Under the decision-theoretic picture, then, it is clear that people can relate to one
another in a range of ways. They can shape the parametric environment of others,
real or apparent, expecting others to form beliefs about that environment and
adjust to it. They can shape the strategic environment of others, real or apparent,
letting others discern opportunities for usefully adapting to them or enabling
others to create opportunities for reciprocal accommodation. And they can shape
the evidential environment of others, real or apparent, by letting others form beliefs
about what they perceive or believe, in a situation where others are likely to be
evidentially affected by that.

For all this variety of relationship, however, there is one common theme in the
decision-theoretic picture of possibilities. That is that since human beings, under
this picture, do not have any beliefs about reasons for forming attitudes, or
performing actions, they cannot have beliefs about giving one another reasons
for responding in those ways and, to anticipate the next section, they cannot set out
to reason with one another. Thus they have to think of what they do in making
overtures to one another in different, purely causal terms. This implies that they can
only conceive of the interactions surveyed, and they can only intend those inter-
actions as means of causally affecting one another; in particular, as means of
affecting one another that happen to appeal to them, in virtue of their own
particular preferences. Putting the lesson in a word, they have to think of what
they attempt, and of what others attempt in their regard, as a variety of attitudinal
and behavioral manipulation: an attempt to engineer and tune, to their own
satisfaction, the way that others are. The exercise may be welcomed by the manipu-
lated as well as the manipulating but it still remains manipulation: a sort of



WHY AND HOW PHILOSOPHY MATTERS 45

tampering, one-way or two-way, that cannot be recommended or embraced as
something supported by mutually endorsed reason.

3.2 Discourse-theoretic Co-reasoning

With this point made, we can see why the discourse-theoretic image of human
beings opens up the possibility of a different sort of relationship between human
beings. The fact that we human beings reason or deliberate means that not only can
we be moved by goal-seeking and fact-construing states—by the belief that p or the
desire that g—in the manner of unreasoning, if rational, animals. We can also
reflect on the fact, as we believe it to be, that p, asking if this is indeed something we
should believe. And we can reflect on the goal we seek, that g, asking if this is indeed
something that we should pursue. We will interrogate the fact believed in the light
of other facts that we believe, or other facts that perceptions and the like incline us
to believe, or other facts that we are in a position to inform ourselves about; a
pressing question, for example, will be whether or not it is consistent with them. We
may interrogate the goal on a similar basis, since the facts we believe determine
what it makes sense for us to pursue. Or we may interrogate it in the light of other
goals that also appeal to us; in this case, as in the case of belief, a pressing question
will be whether or not it is consistent with such rival aims.

Nor is this all. Apart from drawing on deliberation to interrogate the facts we
take to be the case, and the goals we seek, we can ask after what actions or other
responses we ought to adopt in virtue of those facts and goals. Not only can we ask
after whether they give us a reliable position at which to stand; we can ask after
where they would lead us, whether in espousing further facts or goals, or in
resorting to action. We may be rationally led in the manner of non-human animals,
for example, to perform a given action as a result of taking the facts to be thus and
so and treating such and such as a goal. But we can also reason or deliberate our way
to that action—we can reinforce our rational inclination with a deliberative
endorsement—by arguing that the facts, as we take them to be, are thus and so,
the goals such and such, and that this makes one or another option the course of
action to take; it provides support for that response.

But if we are reasoning creatures in this sense, and if we are aware in common of
being such creatures—we are each aware of our reasoning capacities, each aware
that we are each aware, and so on—then the relational possibility that suddenly
opens up is that we can reason together: that we can relate as co-reasoners. This
process is going to involve an exercise in which I collaborate with you, or you with
me, or each of us with the other, in exploring the respective reasons we have for
holding by this or that attitude, or acting in this or that manner (Pettit 2001¢, ch. 4;
Pettit and Smith 2004).
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That I explore your reasons with you for thinking or wanting or doing some-
thing—that I behave as a co-reasoner—is going to mean, intuitively, that

* I communicate my own beliefs about those reasons to you;

* I do so openly and honestly, not hiding anything about myself or the world;
* I do so as fully and fairly as your reasoning appears to require;

* Tam open to your taking a different view and to your persuading me of it;
* T allow you go where by your judgment the reasons lead.

That I explore your reasons with you, in other words, means that I relate to you in
much the way that you relate to yourself when you reason as to what you ought to
think or want or do. I am a presence in your mental life of a kind that ought to be
wholly welcome, since it serves to advance the epistemic ends that you yourself
pursue whenever you try to reason in that way. And this is something that we are
both in a position to see. More generally, we are all able to recognize that ratiocina-
tive shaping is something each of has reason to welcome, that each of us is able to
recognize that we all recognize this, and so on in the usual hierarchy of common
awareness. We are all able to recognize that it is a shared ideal.

This ratiocinative shaping of one another that people can pursue under the
discourse-theoretic image of human beings is quite different from the parametric
or strategic or evidential shaping possible under the bare decision-theoretic picture.
Those forms of shaping remain possible, of course, but they stand in contrast to this
newer mode of influence. Where they have to be seen as a merely causal kind of
manipulation, ratiocinative shaping can be seen as something quite novel: as a form
of relationship that everyone has reason to welcome, and that everyone can believe
as a matter of common awareness that everyone has reason to welcome. It may be
possible under the rival image for people to achieve a level of mutual accommoda-
tion that everyone welcomes and that everyone can believe as a matter of common
awareness that everyone welcomes. But it will not be possible for them to believe as
a matter of common awareness that everyone has a reason to welcome this, given
that they have no beliefs about reasons. And so it will not be possible for them to
hail it as an ideal, let alone to hail it as an ideal in common with others.

I should stress that the co-reasoning relationships envisaged here are perfectly
consistent with the decision-theoretic image of how human beings are motivated.
What becomes possible under the discourse-theoretic image is a new sort of option,
not a new sort of motivation. The resort to co-reasoning—the resort to an exercise
in which I put my self-interest offline and become a servant of my partner’s
interests—may make perfect sense in terms of the sorts of motives, even perhaps
self-interested motives, that decision theory recognizes.
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3.3 The Upshot

The two images of the human person and the associated pictures of potential
relationships support quite different views of politics. Let people be cast in the
bare decision-theoretic mould, and we will be forced to think of all human life, and
politics in particular, as a matter of manipulating one another to more or less
mutually beneficial effect. It will be natural to prioritize the notion of human
welfare, then, however that is conceptualized; to think of human beings as potential
beneficiaries on this front; and to envisage institutional political design as a matter
of finding the most benign possible form of treatment. Let people be cast in the
discourse-theoretical mould, however, and we are immediately directed to the ideal
under which they are treated as co-reasoners: in effect, they are treated with what
can count intuitively as respect (Darwall 1977). It will be much more natural on this
account, not to focus on human welfare alone, as if people were just the passive
objects of treatment, but to pay attention rather to how they can be incorporated
into arrangements where they are able to assume their full status as ratiocinative
agents and interlocutors.

4 THE PEOPLE AND THE STATE

Politics is not just a matter of individual persons and their relationships, of
course, but also of the collective formations that we posit when we speak of the
people or citizenry, the state, and the system—as we shall assume, the democratic
system—that establishes the relationship between them. Whenever we speak of
government, and of the ideals of government, we have to put in place certain
presuppositions about the nature of these entities. And political philosophies vary
insofar as they offer quite different accounts of how to regiment or recast those
presuppositions.

The main issue that I see in this area is how to think of the people for, depending
on how this issue is resolved, the state and democracy will naturally be understood
in one or another fashion. There are two distinctively different ways in which the
notion of the people can be taken, and has been taken, and it may be useful to set
these out briefly and then to comment on how they connect with variant under-
standings of the nature of the state and the nature of democracy.
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4.1 The People as a Corporate Body

I describe the first model of the people as solidarist in character; it represents the
people—or more accurately, the citizenry that comprises the full-status members
of the polity—as a corporate body. The best way of approaching this model is to
imagine how any corporate body of individuals might form and what it would
require of its members. With the abstract possibility sketched, we can then look
at the history of thinking about the people or citizenry as a body of just that
kind.

Suppose that a collection of people jointly intend to promote a certain set of
purposes in common, however the notion of joint intention is analyzed (see
Tuomela 1995; Bratman 1999; Velleman 2000; Gilbert 2001; Miller 2001). Suppose
in addition that they jointly intend, implicitly or explicitly, that the actions which
are taken on behalf of the collectivity in support of those ends should be directed by
one and the same set of canonical, collectively endorsed judgments—say, at a first
approximation, the set of judgments supported by majority voting or by some such
procedure (Hobbes 1994, ch. 5, §§ 15-17). And suppose, finally, that when any of
them acts on behalf of the collectivity—when they act in a representative role, in the
group’s name—they allow their actions to be guided, not by their own particular
beliefs, but by the canonical judgments.

When conditions of this kind are fulfilled, it is perfectly reasonable to say that the
collectivity constitutes a corporate agent (Pettit 20015, 2003). The collectivity will
have a set of judgments and a set of purposes—something like a system of belief
and desire—that is distinct from the systems of belief and desire that its members
individually instantiate; if you like, it will have a single vision by which it operates
(Rovane 1997). And when individual members act in its name, they will act on the
basis of that system of judgment and purpose, not in expression of their own
particular attitudes. The entity in question may be an ad hoc organization of
activists, a parish council, the editorial board of a journal, or whatever. And of
course it may be part of an organizationally complex entity, like a company or
church or university: an entity that is itself articulated out of many corporate sub-
agents, each designed to have a province of action of its own.

Why suggest, as I did above, that majority voting will only indicate at a first
approximation the sort of thing required for enabling a group to establish canonical
judgments? Because majority voting may produce an inconsistent set of judgments
for the group to endorse, even if everyone voting is individually consistent (Pettit
2001, ch. 5). Suppose, to take a simple illustration, that there are three members in
the group, A, B, and C, and that they have to make judgments on whether p, whether
q, and, at the same or a later time, whether p and q. A and B may vote that p, C
against; B and C that q, A against; and A and C that not p-and-q, with only B
opposing. Majority voting in such a case would lead to the group holding that p, that
g, and that not p-and-q, and would disable it as an agent; after all, inconsistency in
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judgment means, at some margin, paralysis in decision. The problem here is quite
general. A recent impossibility theorem shows that there is no way of reliably
generating consistent group judgments over a set of connected issues out of indi-
vidually consistent judgments; at least not, to put the conditions roughly, if the
method used treats all issues independently and all individuals even-handedly (List
and Pettit 2002, 2005; Dietrich 2003; Pauly and Van Hees 2003).

The possibility that the judgments endorsed by the group may come apart on
any issue from the judgments endorsed by individuals raises a question as to how
far they may be allowed to drift away from individual judgments, and yet count as
the judgments of the group that those individuals comprise. The line I take is that
however the judgments are made, they will count as the group’s judgments so far
as this answers to the joint intention of the members on the matter. This can even
make room for the position defended, notoriously, by Hobbes (1994). He argued
that when a sovereign speaks for a people, with each of its members acquiescing in
this arrangement, then that sovereign’s judgments just are the judgments of the
people; and this, even when the sovereign is a single man or woman, as in
Hobbes’s preferred monarchy, who may pay no attention to what other individ-
uals think.

The possibility of a corporate agent of roughly this kind came to be identified in
medieval legal theory, as the idea of the corporation was developed in order to cope
with the realities of guilds, universities, cities, and the like (Coleman 1974; Canning
1980). And, unsurprisingly, this idea of the corporation was applied quite early on to
the political citizenry. Fourteenth-century scholars like Bartolus of Sassoferrato and
Baldus de Ubaldis (Canning 1983) used it to characterize the citizenries of a number
of Italian city-states in their own time. They argued that de facto if not strictly de
jure—as a matter of conventional if not statutory law—these cities had the status of
corporations in their relationships with their own residents, with outsiders, with
bodies like guilds and universities, and with the great powers represented by Church
and Empire.

This medieval tradition of representing the people was very influential,
according to recent scholarship (Skinner 2002), in shaping the emergence of the
notion of the people in early modern political theory. The high point of its
influence was probably in the work of Jean-Jacques Rousseau (1973). He argued
that the people are indeed a corporate body and that in matters of legislation, if not
administration, it has to represent itself, coming together in assembly and forming
its intentions and judgments—the general will—as a group agent. His way of
thinking may still have a certain influence on contemporary thought, as in com-
munitarian and related models of political participation that one finds in writers as
diverse as Hannah Arendt (1958), Michael Sandel (1996), and Jed Rubenfeld (2001).
It may even be part of the common sense of democracy as an ideal of popular
sovereignty: an ideal of government in which the pre-formed will of the quasi-
corporate people is imposed via referendum or representation.
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4.2 The People as a Mere Aggregate

But a more recent tradition of thinking asserts that it makes no sense to posit group
agents proper. There are only agents of an individual kind and the idea of group
attitudes or group actions, even the attitudes or actions of an organised corporate
body, is mere metaphor (Quinton 1975, 17); there are only singular agents, no plural
ones. We can describe the view as ‘singularism’(Gilbert 1989, 12).

Singularism had a powerful impact in the nineteenth century, partly in reaction
to the Romantic excesses to which those who hailed group agencies were prone. The
line was that groups count as agents “only by figment, and for the sake of brevity of
discussion” (Austin 1869, 364). That line survived into twentieth century social and
political thought, particularly in English-speaking countries. It was briefly inter-
rupted by the enthusiasm for legal persons—akin to the corporate entities of
medieval thought—that was sparked by translations of the German medieval
historian, Otto Gierke (Hager 1989; Runciman 1997). And it was never fully
embraced by leftist thought. But it undoubtedly achieved the status of an ortho-
doxy. The apogee of the approach may have come with the famous remark of
Margaret Thatcher: “There is no such thing as society.”

The rise of singularism, as might be expected, had an enormous influence on
thinking about the citizenry. It naturally led political thought from the Rousseau-
vian, solidarist extreme to the very opposite end of the spectrum: to a view under
which there are citizens but not in any distinct sense a citizenry; there are persons
but not in any distinct sense a people. Under the solidarist view, the individuals
who constitute the citizenry have relationships with one another of such a kind that
they constitute a group agent, establishing a single system of belief and desire.
Under the singularist alternative, there are no particular relationships, or none of
any particular importance, that individuals in the same citizenry have to bear to
one another. The only distinctive relationships they have with one another will be
contractual liaisons together with those relationships that make them subjects of
the same political system and the same government. For all that belonging to the
same citizenry requires, people may relate to one another in just about any fashion;
they may be as heterogeneous and disconnected as the set of individuals who live at
the same latitude.

But won’t the individuals represented by government be united in virtue of that
representation, as Hobbes (1994) had envisaged? Not so far as they each think of
government as representing them—representing them at the same time that it
represents others—in their individual capacity. Given that they each think of
government in this way, there will be no question of their jointly intending, as in
the Hobbesian picture, that the government’s judgments count as their judgments.
They will see the government, as they might see an attorney they commission in a
class action, as an independent entity that acts in representation of their individual
purposes or interests according to its own judgments.
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4.3 The State and Democracy

In the history of political philosophy, solidarism and singularism have been very
prominent doctrines and have suggested very different pictures of the nature of the
state and the nature of democracy. Under solidarism the people are going to be or
constitute the state—I’Etat, c’est nous'—and democracy is going to be the ideal
whereby the people as a corporation freely forms and enacts its will; the people is
autonomous or self-determining, whatever the mode in which it determines its
decisions. Under singularism the state is going to be an entity—in practice,
a corporate entity—distinct from the people, and democracy is going to be an
ideal under which the state is forced to be sensitive in a suitable measure to the
individual will of each; this sensitivity will be achieved via regular elections in which
different candidates and parties compete on equal terms to attract the votes of
citizens and win a term in office (Shumpeter 1984).

Neither image of the state or democracy has an irrefutable claim to the allegiance
of citizens. Whether one goes for the decision-theoretic or discourse-theoretic
picture of persons and their relationships, the coercive, non-contractual aspect of
the state—even the democratic state—raises a serious question about its normative
status. Proponents of the solidarist people and state have argued, like Rousseau,
that citizens share individually in the identity of the people and state—it represents
their general, corporate will—and that this makes it possible for the state to respect
individual freedom; but few go along. Proponents of the singularist people have
argued, for example like Buchanan and Tullock (1962), that a suitably constitu-
tional democratic state can be represented as an arrangement that would have been
chosen by everyone, had there been a moment of constitutional choice; but again,
not many have been won over.

Where then to go? Do we have to see the state as a brute force in our lives—even
if it is a force, as most will think, for overall good? Or can we find a basis for
thinking of it as an entity that is fully coherent—or would be fully coherent, if
reformed in this or that manner—with our nature as human beings and our best
relational possibilities? Starting from the discourse-theoretic image of the human
being, political philosophers in the broadly deliberative tradition of democratic
thought have begun to argue that such a basis may yet prove to be available (see e.g.
Bohman and Rehg 1997; Elster 1998).

The best version of the guiding idea in this approach, as I take it, holds that the
people or the citizenry should be seen as something more than an aggregate entity
but something less than a corporate one. It should be seen as a community in which
common ideas get established in the course of discussing public affairs and achieve
the status of what John Rawls describes as public reasons (Rawls 1993, 1999, 2001).
These, roughly, are considerations that are openly acknowledged as relevant to
public decision-making on all sides—this, perhaps, as an inevitable byproduct of
public debate (Habermas 1984, 1989; 1996)—even if they are weighted differently
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and taken to support different judgments and policies. What should democratic
institutions be designed to achieve, then, for such an ideationally, if not judgmen-
tally, unified people?

One line would be that they should impose such electoral and constitutional
constraints as will force the state, first, to recognize the need to justify its decisions
on the basis of those shared ideas and, second, to make room for impartially
adjudicated, effective contestation as to how far the justifications work (Pettit
2000). Democracy on this account would not empower any imagined corporate
will. Nor would it be of its essence to ensure sensitivity to the individual wills or
preferences—perhaps the self-seeking wills—of individuals. Rather it should serve
to empower the reasons and concerns that everyone in the community is disposed
to recognize as relevant to public business, however differently they may weigh
them. Those considerations will not often serve to determine concrete issues of
policy uniquely, but they will rule out a variety of policy alternatives—they will
make them unthinkable—and they can determine procedures whereby remaining
questions are to be settled.

This line of thought points us towards a third model of democracy, on a par with
the earlier two. I think that the three models identify attractive aspects of a political
constitution and that the ideal of a full democracy should incorporate all those
dimensions. I mention the models here, however, not with a view to arguing that
point, but just to illustrate the different directions in which background, often
unexamined presuppositions may take us in political design.

5 THE ROLE OF VALUES

The discussion so far should illustrate the wide range of issues on which we
invariably make presuppositions when we think about political matters. Further-
more, it should display the implications of construing those presuppositions, now
in this way, now in that. The exercise of showing how philosophy has an unavoid-
able presence in political life and thought might be continued indefinitely across
further and further questions, but there is space to comment only on the sorts of
presuppositions about matters of value that also have an impact in politics.

Any theory of value, any explication of the presuppositions we make in this area,
will have to underwrite a number of different stories. First, a metaphysical account
of what sort of entities give rise to the human experience of value; I shall assume
here that the experience of value reflects human practices and sentiments in some
way, rather than directing us to a domain of transcendent claims. Second,



WHY AND HOW PHILOSOPHY MATTERS 53

a semantic story as to how those practices and sentiments are reflected in judg-
ments and statements of value; on this matter I shall assume that they report how
the world presents itself in the light of those practices and sentiments, in particular
those that we expect one another to share. And third, an epistemological account of
how it is that we become aware of values, conceptualise them, and resolve disputes.
Here I think that while we may be attuned to values in a quasi-intuitive way—in
virtue of our practice- and sentiment-bound responses—the confirmation of
a value judgment always involves recourse to implicit or explicit generalization
(Jackson, Pettit, and Smith 2000; Pettit 20014a). If we can speak of a method for
arguing about matters of value, it probably corresponds to what John Rawls (1971)
describes as that of seeking a reflective equilibrium between our judgments of
particular cases and our more general principles and assumptions.

I just mention these positions in meta-ethics because, while political philoso-
phers need to adopt one or another view about the issues involved, it is not clear
how great a political difference will be made by adopting one or another theory. But
there is a further meta-ethical issue that does arise in politics and that generates
significant debate. This is the question about how value or goodness relates to
rightness: say, the rightness of doing this or that action, or of instituting this or that
arrangement (Scheffler 1988; Pettit 1997a). Consequentialism holds that for any
neutral value or values that people contemplate in common, the right option
among any set of alternatives on which they bear is that option or option-set that
does as well as possible—and so at least as well as any other—in promoting the
realization of the value or values. Non-consequentialism holds that this need not be
the case: that whether an option is the right alternative for an individual or people or
state may depend, not on how far it promotes the relevant values—or not just on
that—but on how far it exemplifies them: on how far espousing that alternative
bears witness, as it were, to those values. Thus whereas pacifists in the consequen-
tialist camp might think that the cause of peace justifies occasionally going to war,
pacifists of the non-consequentialist persuasion may not; they may argue that it is
wrong not to exemplify peace, even if the resort to violence would make for more
peace overall. And whereas liberals in the consequentialist camp might think that the
cause of freedom will occasionally require repression—say, the repression of a fascist
group—liberals of a non-consequentialist stamp may not be willing to agree.

It is very important, I think, for political philosophers to be clear about this issue,
since the decision on how to resolve it—the decision on how to interpret the widely
shared presupposition that rightness is distinct from but connected with good-
ness—will impact on what one thinks is required to justify a constitution or policy.
Go consequentialist and the question will be whether the constitution or policy
produces or promotes the goods—however those goods are counted. Go non-
consequentialist and one may think that it is equally, even perhaps uniquely,
important that the goods be instantiated and exemplified in the state’s perform-
ance, at whatever cost to overall promotion.



54 PHILIP PETTIT

My own preference is for the consequentialist line—all the more so, in matters of
politics (Pettit 2001b)—but I won’t try to defend it here. One conciliatory remark
worth making is that provided they agree on what the relevant political values are,
consequentialists and non-consequentialists will often converge in practice on
concrete issues. Thus even consequentialists may be willing to admit that since
war tends to lead to war by lowering resistance to arms and by activating a desire for
revenge, the chance of war bringing peace is usually so slim that there is no live
debate among pacifists. And consequentialists may take a similar line on the issue
about freedom, invoking the common wisdom that the state will almost always
represent a sharper threat to freedom than any group it might repress, so that it is
never sensible to allow it to have resort to repressive measures.

This takes us finally to the question of what values—what goods—are relevant in
politics. Here it is important, straight off, to distinguish between the values that
argue for designing a political system in one way or another—call these, designer
values—and the values that participants within the political system may invoke in
the attempt to persuade other participants, and ultimately government, to go in
one or another direction; call these, participant values. There is a bad tradition
in political philosophy of failing to make this distinction and of assuming the
stance of a super-legislator in dictating both the constitution and the policies of the
ideal state (Walzer 1981). But no one of a democratic stamp—in almost any variant
on the democratic ideal—can reflectively endorse this.

Suppose I invoke certain designer values to argue for the third model of
democracy distinguished earlier, in which the important point is to empower
people’s shared ideas about the polity; a plausible base for supporting that
model, as indicated, might be that it is the only feasible way in which the state
can give recognition to people as co-reasoners, treating them with what we natur-
ally regard as respect. I am hardly going to go on and argue in the same designer
voice that the policies adopted within such a polity ought to take this or that form.
I will surely recognize that when I begin to argue about policies—as of course
I may naturally want to do—I move to the role of participant, and that in
this second role I have to think of myself as constrained in a different way by
the ideas valorized in the community to which I belong. The designer values on
the basis of which I recommend the democratic regime envisaged will have to
have a resonance in the culture for which I am designing the regime, if it is to have
any chance of gaining roots there. But the participant values I invoke will
have to figure explicitly or implicitly in the society—they may of course be
subject to various interpretations—or purport to extrapolate from values that
figure there.

What values are candidates for figuring in the designer and participant argu-
ments of philosophers? There is no hope of documenting these here, let alone of
doing them proper justice. Suffice it to mention that they will include the usual

» o«

gamut of considerations invoked under tags like “justice,” “equality,” “freedom,”
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and “welfare.” One of the most important jobs that philosophy does for politics is
to provide different versions in which these ideals can be cast, generating well-
tested, well-honed terms for political debate. Philosophy is well-known for its
contributions on this front, however, and I hope that that may justify having
concentrated here on other areas where it makes and is required to make
a contribution.

There is no possibility of a rich and vibrant politics without a full repertoire of
values being engaged in people’s debates, and for that reason it is important that
philosophy is there to explicate such values and to provide a framework for political
life and political science. But equally, and perhaps less obviously, there is no
possibility of a rich and vibrant politics without a shared image of human beings,
without an ideal of the relationships to which human beings may aspire, and
without a model of how they come together to form a people and a state. Philoso-
phy matters to politics because it is the discipline in which the views we take for
granted on these issues get to be explicated and explored. The philosophically
unexamined life is not worth living, so we are told. It may equally be that the
philosophically unexamined politics is not worth practicing.
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CHAPTER 3

THE SOCIALIZATION
OF EPISTEMOLOGY

LOUISE ANTONY

DRrAGNET was a TV cop show, popular in the United States during the 1950s and
1960s. Each week viewers would watch as Los Angeles Police Sgt. Joe Friday and his
partner investigated a single crime. Sgt. Friday, played in scrupulous deadpan by
the mellifluously voiced actor Jack Webb, usually conducted the interrogations.
Every so often, an overly eager witness would venture a personal opinion about the
case. Friday would immediately interrupt: “Just the facts, Ma’am.”

Probably no one ever took this show seriously as a portrayal of big city police work.
Nonetheless, I think the figure of Joe Friday gave pretty adequate expression to a
popular conception of objectivity—one that is still current today. The notion is that a
good investigator—whether scientist, historian, journalist, or everyday citizen—will
do as Sgt. Friday did, and discipline herself to consider just the facts—the raw,
undisputed data of the matter, unadorned with personal speculation and uncor-
rupted by emotional interest in the case. Only by taking this studiedly neutral,
disinterested viewpoint can an investigator hope to uncover the plain truth.

But this conception of objectivity is seriously flawed. Not only because no living,
breathing human being could ever hope to live up to the gold standard set by the
stony Joe Friday—this will be readily conceded on all sides; but objectivity so
conceived—call it “Dragnet Objectivity”—offers an inappropriate ideal for human
epistemic activity. Given the kind of creatures we are, with the faculties and abilities
we happen to possess, the attainment of Dragnet Objectivity would lead to less
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knowledge rather than more. This much can be established—or so I shall argue—on
the basis of considerations internal to contemporary analytic epistemology. But I
believe the critique I will develop has wider significance—political significance. In
my own society (I speak as a member of the upper middle class in the United States
in 2004), there is not only widespread, if tacit, allegiance to the ideal of Dragnet
Objectivity, there is a general and uncritical belief that the ideal is actually satisfied by
at least some individuals and institutions in the United States. This latter belief is, I
believe, actively fostered by powerful, well-monied interest groups, groups that hold
inordinate sway over the organs of government, so that the promulgation of Dragnet
Objectivity functions ideologically to safeguard and reinforce the political status
quo. Those of us who are alarmed by the erosion of democratic participation and
control in as powerful a nation as the United States would therefore do well to gain
a more sophisticated understanding of human epistemic achievements, and the
norms that ought to govern them.

This is a lot to unpack. But before I start, I would like to make clear what I am not
going to argue. I am not going to claim that there is no such thing as objectivity.
Specifically, I am not joining extreme “social constructionists”! and other advo-
cates of “Strong Program” sociology in charging that “objectivity” and other
cognitive virtues are chimeras, that there can be no rational assessment of theories
on the basis of evidence or argument. While I will agree with Strong Program
partisans that non- and even irrational factors typically play an important causal
role in determining which theories scientists and other investigators come to accept
and defend, I will also insist that this fact in no way undermines the possibility of
rational assessment of theories, nor diminishes the prospects for objectivity in
human epistemic endeavors. Indeed, those who draw such conclusions from the
“situatedness” of human knowledge claims actually rely for their inference on
precisely the concept of objectivity it is my object to criticize. Latour (1987),
along with David Bloor (1981) and Karin Knorr-Cetina (1983), essentially set up
a false dilemma: either objectivity has to be a wholly disinterested standpoint
accessing a transparent “Nature,” or it can be nothing at all (Schmaus, Segestrale,

1 For an excellent systematization of the various meanings of “social construction,” see Haslanger
(1993/2002; 1995); also see Hacking (1999). The terms “social construction” and “social construc-
tionists” are used with a variety of meanings through a wide range of disciplinary discourses.
Generally, though, the term is relativized; one can be a social constructionist about Xs without being a
social constructionist about Ys. I myself am a social constructionist about gender: I believe that the
categories of “man” and “woman,” with their attendant norms of physical appearance, dress, and
behavior, are the result of social conventions. I am not a social constructionist about biological sex,
however, which means that I believe that the (largely but not fully) dimorphic distribution of human
beings into those with male and those with female bodies is not the result of social conventions.
Sometimes “social constructionism” is taken to be opposed to realism, so that to be a social
constructionist about X is to believe that there is no such thing as X. Many Critical Race Theorists take
this to be true about race, arguing that racial classifications are based on false biological beliefs. Strong
Program sociologists like Bruno Latour (1987) are, in this sense, social constructionists about concepts
like truth, objectivity, and rationality.
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and Jesseph 1992). I am as interested in refuting this dilemma as in criticizing the
concept of objectivity that features in its first horn. I beseech the reader to keep this
in mind while reading this chapter for what I have to say, as I have indicated, will
support some of the premises of their arguments.

The central problem with the ideal of Dragnet Objectivity is that it ignores the
fact that human knowledge is, as I termed it above, “situated.”? This means two
things: first, that human knowledge, like all human productions, has a causal
history, even if it also has a rational structure. But secondly, and more importantly,
it means that its status as knowledge is dependent upon its possessors’ being located
in a particular kind of situation. To a much larger extent than is generally realized,
our reasons for believing what we believe only count as good reasons because of
a certain propitious fit between our beliefs and features of our environment. In
other words, jusitification—traditionally regarded as a prerequisite for know-
ledge—is often contingent on the would-be knower’s occupying the right kind of
context. As I will argue below, this is easiest to see in connection with features of our
sensory and cognitive systems, which evolution has presumably honed to function
efficiently in a particular range of physical environments. But for self-conscious
inquirers like ourselves, it is no less true with respect to our reflective methodolo-
gies, which, in a perfectly analogous way, take advantage of our locations in certain
sorts of social environments. Understanding human knowledge crucially involves
understanding not only that we rely on each other for knowledge, but that such
reliance is essential to our epistemic progress. This will, in turn, underwrite
a different conception of objectivity—a turn away from the static requirement of
individual divestiture inherent in Dragnet Objectivity, and toward dynamic and
largely social desiderata.

1 EPISTEMOLOGY GETS REAL:
NATURALIZING THE STUDY OF KNOWLEDGE

For a good part of the twentieth century, analytic epistemology displayed a studied
indifference to the actual circumstances of human knowers. Its methodology was
a prioristic, not empirical, and its aims were normative, not descriptive. With

2 The term became current through the work of Donna Haraway. For a general explanation of
the concept, together with Haraway’s reflections on the relation between the concepts of situated
knowledge and objectivity, see Haraway (1991, 183—201). I embrace her concept, but do not endorse
all of her conclusions.
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respect to scientific knowledge, a sharp distinction was drawn between the “context
of discovery” and the “context of justification,” between, that is, the factors on the
one hand that had actually caused a given theorist to invent or adopt a given
hypothesis, which might include events or states with no probative value (like the
apocryphal fallen apple), and the factors on the other hand that would rationally
justify belief in such a hypothesis. The logical positivist program of “rational
reconstruction” was scientific epistemology in this mold: the aim of the exercise
was to demonstrate how theoretical claims could, in principle, be rationally justified
on the basis of sensory experience. The idea was to display extant scientific
knowledge as forming a confirmational hierarchy, with primitive observation
reports (“red here now”) as the foundation, and proceeding upwards through
statements about observable, middle-sized objects, to the higher reaches of scien-
tific theories about unobservable objects and forces. The levels were linked inferen-
tially, via rules of inductive reasoning, so that statements at each higher level were
guaranteed to be empirically warranted by statements lower down, and ultimately,
by pure sensory data. If existing bodies of theory and data could be made to fit
within such a model, then it would vindicate the scientific practice that produced
them, regardless of how the theories were discovered.

While it should be emphasized that the positivists themselves were not trying
either to describe existing scientific method, or to prescribe reforms, their philoso-
phy nonetheless encouraged a certain picture of how good scientific investigation
ought to proceed. On this common view, dubbed “naive inductivism” by the
turncoat positivist C. G. Hempel (1966), the scientist first accumulates data,
unburdened by any prior theoretical commitments. Gradually regularities emerge
and hypotheses suggest themselves. These are then submitted to focused experi-
mental tests; if they fail, they are discarded, and the process begins anew. If they
pass, then they are accepted, provisionally, while the whole process is repeated with
new, additional data.

It is easy to see how faith in naive inductivism might give rise to the picture of the
ideal inquirer inherent in Dragnet Objectivity. Because the proper role of the
researcher is passively to collect and mechanically to assess data that are simply
“given” to her through her senses, a good scientist will limit her role in the
development of theory to observation and calculation, and will put aside anything
that would interfere with these functions—emotions, values, interests, and above
all, prior opinions as to the outcome of her research. To the extent that she is able to
achieve this divestiture, she is counted objective. To the extent that she fails, she is
biased. This notion of “bias” will figure importantly in what follows.

In the second half of the century, positivism came increasingly under attack. The
most prominent of its critics, W. v. O. Quine (1969), argued against rational
reconstruction and other a prioristic epistemological programs, partly on the
grounds that no idealized model of human knowledge-gathering could address
the question most in need of answer: how is it that embodied creatures such as
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ourselves, situated in the physical world as we are, come up with theories that
appear to be reasonably close to true, a reasonable amount of the time? The only
possible way of answering this question, Quine argued, was to attend to the actual
conditions under which human knowledge develops—to treat knowledge as
a naturally occurring phenomenon, and to study, by familiar scientific methods,
the processes that produce it.

Quine called his new approach “naturalized epistemology.” The proposal sparked
immediate and intense controversy, controversy that continues to this day. Quine
was charged with abandoning normative epistemological goals in favor of mere
chronicling of the causal history of belief (Haack 1993; Kim 1994). Quine’s aim,
though, was not to cut off critical scrutiny of epistemic activity, but rather to take
settled epistemic achievements—Ilike the extraordinary success of modern science—
as data to be explained. If our ordinary practice turned out to be deficient from some
idealized point of view, then our task would be figuring out how we manage,
nonetheless, to acquire or develop robustly useful theories of the world.

Quine impressed upon us the sobering truth that our fundamental epistemic
challenge is to pare down the overwhelmingly large set of hypotheses consistent with
any body of data, and in a non-arbitrary and truth-conducive way. This is done, he
thought, by means of various evolutionarily honed “biases”—built-in prejudices for
attending to some data more than to others, or for generalizing in some ways rather
than in others—so that our ability to extract truth from our experience is the result
of a co-evolution of mind and environment. Cognitive scientists open to the
possibility of innate ideas—to which Quine, the recidivist empiricist, was not—
inferred by similiar considerations the existence of highly specific and elaborate
native cognitive structures facilitating such mundane human cognitive miracles as
language acquisition, face recognition, and knowledge of other minds. Because of
the way we are built, we cannot help but hear certain patterns of sound as speech, see
certain visual patterns as visages, or think of certain patterns as the actions of
intentional agents. Note that “open-mindedness” about the meaning of such pat-
terns would have been fatal in the ancestral environment, and still constitutes
extreme disability today.?

To speak of “biases” in this connection is not mere metaphor. The cognitive
mechanisms we rely on for early sensory processing appear to utilize substantive
assumptions about spatial and other features of our distal environment. When
these assumptions occasionally turn out false, as they do in certain kinds of atypical
situations, we fall victim to perceptual illusions.# Our ability to garner information

3 One current theory of autism, for example, conceives the disorder to involve absence of an
innate “theory of mind.” See Frith (1989).

4 For an informative—and entertaining—demonstration and explanation of forty well-known
visual illusions, visit the website of Michael Bach (2004a). In particular, see the demonstration of the
Mueller-Lyre illusion, and the explanation in terms of “assumptions” the visual system makes about
the significance of inward and outward opening angles (Bach 2004b).
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about our external environment by means of our senses is thus contingent—we have
to be in the right kind of situation in order for our perceptual mechanisms to do
their jobs. For this reason, our sensory knowledge counts as situated knowledge:
our ability to gain sensory information depends upon contingent but stable
features of the knower’s situation.

The salutary role of biases in human epistemic activity is not restricted to the
largely unconscious perceptual and cognitive processes I have been discussing.
Human beings, of course, are not epistemically limited to what our senses and
intuitions tell us. We can reflect on what we see and hear, reason about it, and
communicate our thoughts to others. We can ask novel questions about the world,
and organize ourselves to find the answers. But even when we are most explicit,
careful, and reflective in our knowledge-seeking, we are still subject to the limita-
tions entailed by embodiment. As we become more self-conscious and active as
knowers, our epistemic selection must, of necessity, become more active as well. We
deliberately search out some data, while blithely ignoring others right before our
noses. Typically, the necessary focus will be provided by inquirers’ provisional
theories about the phenomenon in question: different theories will dictate looking
in different places, for different kinds of evidence. Contrary to the naive inductivist
picture, theory drives data collection, not the other way around.

Hempel (1966) makes the point nicely by means of a brief case study: Ignaz
Semmelweiss’s discovery of germs. Semmelweiss and his colleagues at a Vienna
maternity hospital were baffled by the high rate of mortality from childbed fever
among doctor-attended laboring women, until an unfortunate accident prompted
Semmelweiss to speculate that “putrid material” on the hands of attending
physicians was the cause of the maternal illnesses. Guided by this hypothesis,
Semmelweiss required all his medical students to rinse their hands in a chlorine
solution, and was gratified to observe a precipitous drop in the number of cases of
childbed fever.> Thomas Kuhn (1962) preached the same lessons, reacting, again,
to a popular, a prioristic model of scientific progress: as a gradual evolution of ever
better theories, through the methodical testing of older theories against a steady
accretion of observational data. Kuhn’s careful case studies revealed that the
evolution of human scientific knowledge was hardly gradual; that it involved initial
periods of virtual intellectual chaos until a satisfactory theoretical picture finally
emerged—a “paradigm”—providing researchers with a common understanding of
the available data, the central questions, and the outstanding challenges in their
field.

This brings us to a second way in which actual human knowledge-seeking differs
markedly from the methodology of naive inductivism. On the naive inductivist
view, the logic of confirmation is simple: once a hypothesis is formed, it is subjected

5 For a more detailed account than Hempel’s, see Caplan (2004). For his own account, see
Semmelweiss (1983).
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to experimental test. If the experiment yields the predicted result, the hypothesis
survives; if it does not, the hypothesis counts as refuted, and is discarded. Quine
points out, however, that hypotheses can never be subjected to such focused,
definitive tests. Whenever a researcher tests a hypothesis, she is doing so, necessar-
ily, against the background of many other assumptions. These include assumptions
about the normalcy of the experimental conditions (e.g. good lighting, properly
working equipment) and common sense truisms (objects don’t spontaneously
levitate). But the assumptions also include additional theory, from fundamental,
highly confirmed principles like the conservation of mass/energy, to more paro-
chial tenets specific to the area in which the researcher is working. It is this whole
conjunction of hypothesis and background assumptions that is actually subjected
to experimental test. If a predicted result fails to come off, then the logic of the
experiment says only that one of the conjoined premises must be false, not which
one. A researcher is thus free, as far as logic is concerned, to retain her hypothesis
and attribute the experimental failing to equipment malfunction or to falsity in
some other part of the background theory.

The choices scientists actually make when confronted with recalcitrant data are
not arbitrary, but are, once again, shaped by systematic biases. Some of these, once
again, may be innate: whether we are investigating the origins of the universe, or the
origins of a noise in the attic, we tend to prefer simpler theories to more compli-
cated ones, and we prefer making local, limited changes to our background beliefs
to making sweeping or fundamental ones.® But a good many of the principles that
guide scientific reasoning are not ones we are born with; rather they are socially
inculcated. As Kuhn has emphasized, it is an integral part of scientific education for
young researchers to learn and internalize the consensus about where trouble is
likely to lie, should trouble come.

As 1 explained above, Kuhn (1998) distinguished between pre-paradigm and
post-paradigm, or “mature” science: scientific progress vastly accelerates once
a paradigm is in place. Paradigms work their magic largely by bringing into being
a scientific community—a group of researchers who share basic theoretical com-
mitments, and who agree about such matters as which findings and problems are
significant, and which are irrelevant “noise.” Such agreement creates common
vocabulary and common technology, all of which makes possible the sharing of
data and the easy promulgation of theoretical innovation. But all of this comes at
the cost of a certain kind of open-mindedness. Commitment to a paradigm entails
an unwillingness to call certain basic principles into question. In terms of the logic
of confirmation, it means that those principles will not be candidates for revision in
light of recalcitrant data, that they will be held instead as fixed points. Indeed, Kuhn
argues, it is not hyperbolic to say that, within mature science, fundamental tenets of

6 Quine and Ullian called such qualities as simplicity and conservatism “virtues” of hypotheses.
For a complete catalog and discussion, see Quine and Ullian (1978).
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the theoretical paradigm are taken as dogma (Kuhn’s own word) by properly
trained scientists. This form of “dogmatism,” Kuhn emphasizes, is not to be
lamented: it is because not everything is equally up for grabs that progress in science
is possible.

If Kuhn is right, then human knowledge is “situated” in yet another way: it is
socially situated. Kuhn, of course, is talking about scientific knowledge, but once the
point is appreciated, we can see that epistemic co-dependence is ubiquitous. It is not
only in science that we rely on our fellow human beings for guidance about what to
believe and what to reject. As the old adage (“Fifty million Frenchmen can’t be
wrong”) suggests, we take it as probative that many other people believe something
to be true. The naive inductivist model obscures this important feature of our
epistemic practice: it treats the fact that a huge proportion of our beliefs come from
the testimony of others as an accidental fact, relevant to the context of discovery, but
not to the context of justification. The idea is that there is no particular epistemic
significance to our reliance on other knowers—we are justified in accepting the
testimony of others just to the extent that we are justified in treating them as reliable
sources of information, or to the extent that we can find independent justification
for the beliefs obtained through social means. But in this, the model displays the
same familiar shortcoming. It fails to explain how it is that our de facto reliance on
the testimony and judgements of other people reliably produces knowledge. We do
not, nor could we, vet the all the sources of information on which we rely. To begin
with, we are utterly dependent as small children on the testimony of our older family
members—we could not even acquire language if we didn’t take it on faith that they
were giving us the right names for things! The whole point of testimony is to
increase our epistemic efficiency, and that would be impossible if we could only
rely on those whose credibility we had antecedently checked.

2 THE SociaL EcoLoGgYy OoF OBJECTIVITY

I have been arguing that the picture of human epistemic activity that emerges from
taking a naturalized approach to the study of knowledge is sharply at odds with the
positivist-flavored methodology of naive inductivism. The salient discrepancy has
to do with the role of biases. On the naive inductivist picture, biases are bad, and
epistemic practice is flawed just to the extent that the agent deviates from the ideal
of Dragnet Objectivity. On the naturalistic picture, however, certain kinds of biases
are a prerequisite for any kind of epistemic progress on the part of finite, embodied
creatures. These biases serve us well to the extent that we employ them in the
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situations for which they are suited. Given our epistemic situations, we are not only
incapable of obeying the injunctions of Dragnet Objectivity; we would diminish
rather than increase our epistemic success if we did.

But now the question arises: what’s become of objectivity? If bias is a good thing,
and if Dragnet Objectivity is unsuitable as an epistemic norm for embodied
creatures, what epistemic norms are left? I said earlier that a naturalized approach
does not entail the abandonment of normative epistemology, and it does not.
Rather, the approach bids us take an empirical approach to normative questions
themselves: given the ubiquity of bias in human epistemic life, we must discover the
conditions under which the effect of bias is salutary, and when it is pernicious. We
have already seen that the biases hardwired into our perceptual and cognitive
systems are likely to have been shaped by evolutionary pressures to provide
reasonably good guidance in a reasonably large range of natural environments.
But what about the set of biases that have to do with testimony and popular
opinion? We know we are a credulous species—ask a stranger on the street the
time of day, and chances are you’ll believe her—but we also know that there’s a
sucker born every minute. We do, frequently, feel confirmed in our beliefs when we
learn that they are widely shared, but we sometimes also feel “I'm right and
everyone else is wrong.” Evolution is not going to save our bacon this time—our
time on the planet as a verbal, communicating species has been far too short for us
to have much confidence that our inclination to believe other people is as uni-
formly trustworthy as our inclination to, say, see sharp color gradients as edges. We
need, then, in the first instance, a serious critical understanding of testimony and
trust—work already begun by many philosophers.”

Then, too, there is the whole set of biases that we think of in connection with
social injustice—unreasoned biases against people with certain skin color, beliefs in
advance of evidence as to the character of individuals from certain parts of town.
We certainly do not want an epistemology that licenses us to give free rein to hasty
generalizations, nor to—citing another ready source of belief—socially inculcated
prejudices. Similarly, we want a way of understanding what is bad about such cases
as these: the scientist funded by a company with a financial interest in her findings,
the politician who “spins” the data to enhance her political advantage, the disap-
proving parent who will see no good in a child’s romantic choice. Surely naturalistic
epistemology does not counsel us to endorse all these forms of bias?

It had better not: the challenge is to discover a subtler and more nuanced critique
of these—as I'll call them—bad biases than what can be provided by the epistemol-
ogy of Dragnet Objectivity. According to that ideal, the badness of bias lies in the
mere possession of belief prior to the gathering of evidence. But that is precisely
what cannot be bad about bad biases; prior opinion is necessary for the human

7 Like Annette Baier (1986); Lorraine Code (1981); C. A. J. Coady (1994); Karen Jones (1996;
1999); Trudy Govier (1997; 1998); and John Hardwig (1985; 1991).
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epistemic engine to function. One alternative, however, suggests itself: on analogy
with our understanding of perceptual system biases, we might try to identify the
situational factors on which the felicitous effects of our biases depend. We might
then be able to flag those environments in which our epistemic predilections
threaten to lead us away from rather than toward the truth.

Insofar as we focus on those biases that appear to facilitate the acquisition of
knowledge by social means, it will be necessary to look at the social contexts in
which inquiry takes place. A relatively easy case to start with is the case of credulity. I
have speculated that we are built with a bias to believe what other people tell us—
suppose I am right. What must our social environment be like in order for such
a bias to facilitate, rather than interfere with knowledge-gathering? Clearly it must
be an environment in which our fellow epistemic agents are, for the most part, both
competent and sincere. If, however, we have the misfortune to be co-situated with
people who don’t know much, or who are determined to deceive us, we will not
come to learn very much by uncritical reliance on testimony. Indeed, whatever the
general rule with people in our society, it behooves us to appreciate ignorance and
mendacity in any particular case. If we had easy, ready marks of these characteristics,
we could breathe a sigh of relief. Our epistemic plan would be clear: believe what you
hear unless your witness displays the marks of a fool or a liar. Unfortunately,
though, there are no such marks. Despite gamblers’ confidence that bluffers always
have a “tell,” many people can lie without giving any perceptible signs of insincerity.
Similarly for ignorance: it may be possible to tell that a testifier is not in a position to
know whereof she speaks, but more often it is not. After all, it’s the cases where our
ignorance is greatest that we need to rely most heavily on testimony. And the
problem becomes more acute as knowledge becomes more specialized and arcane.

But just because there are no natural signs of ignorance or mendacity does not
mean that there are no signs at all. Human societies in fact have contrived systems
of marking to aid their members in assessing the quality of testimony in areas where
the risks of credulity are high. These marking systems ideally serve two functions:
first, they help us distinguish good from poor informants, and second, they
generate systems of sanctions that can serve to discipline would-be informants to
behave. People who lie, and are caught, develop bad reputations; and a bad name in
many social milieux carries heavy enough costs that lying is frequently deterred in
the first place. Societies mark substantive expertise in many ways. Individuals who
are deemed to be especially wise may be authorized to adopt particular modes of
dress, or to display special symbols. Doctors and lawyers in my society, for example,
are issued diplomas when they complete their courses of study, to be displayed in
their offices for all prospective clients to see. Universities mark the expertise of their
faculty by giving them offices, by listing their names in official publications, and in
myriad other ways, both subtle and overt. Often expertise is marked by means of
endorsement by some other recognized expert. Newspapers mark the expertise of
political pundits by publishing their columns, or quoting their remarks.
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If such systems are sound—if they produce neither too many false positives nor
too many false negatives—then individuals have only to attune their credulity to
the system’s markings to take advantage of the social division of epistemic labor.
But if such systems are unsound, then we have a new source of epistemic concern: a
bias toward credulity tuned to a system that marks unreliable witnesses as reliable
will surely produce a great deal of false belief. It is not the tendency to believe—the
bias—that is at fault. The defect, rather, lies in the social situation within which the
bias is left to operate. Since the remedy can never be the elimination of bias—it is
futile to vow never to trust again—it must be to fix the situation, to reform the
system of marking.

One of the social situational requirements for the possibility of testimonial
knowledge, then, is the existence of a sound system of reliability-markers. But
this is not enough. Recall what Kuhn said about the salutary role of bias in the
conduct of mature science: a certain degree of dogmatism is necessary for any
particular theoretical program to be developed to any level of specificity. But the
worry arises: what if some particular group of paradigm-sharers simply get them-
selves off on the wrong track; what if their fundamental principles, the ones they
treat as dogma, are badly mistaken? Won’t their dogmatism keep them from placing
the blame where it properly lies, as experiment after experiment fails to work? Kuhn
certainly addresses this question, since cases of this sort are ubiquitous in the
history of science. He replies that an accumulation of enough “anomalies”—
unpredicted or counter-predicted empirical results—will throw a scientific com-
munity into “crisis.” Crisis is marked by, among other things, an increased willing-
ness on the part of member scientists to scrutinize fundamental elements of theory.
Still, he contends, scientists do not abandon an old paradigm unless and until a new
paradigm emerges to take its place. A new paradigm must accommodate most of
the data explained by the old, but must also sell itself by providing an explanation
of the anomalies that threw its predecessor into crisis.

Significantly, new paradigms, according to Kuhn, tend to be invented by
members of the newest generation of scientists—youngsters less committed to
the old paradigms, less burdened with professional relationships to be preserved,
and less indebted, careerwise, to the success of their teachers’ views. A healthy
environment, then, for the conduct of mature science will always include mechan-
isms that permit the emergence of novelty. If new ideas are suppressed—whether by
directives from the Central Committee or by the exigencies of grantsmanship—the
forces that bind scientists to their favorite theories will remain unopposed, for
good, or, more likely in the long run, for ill.

But the benefits of novelty, and the diversity of opinion that can result, are not
limited to the possibility afforded for the discovery of more adequate theories. Even
if a new theory fails to pan out, one’s rational confidence in the old theory can be
increased if it successfully stands up in competition with the new one. The point is
emphasized by J. S. Mill (1859/1995, ch. 2) in On Liberty:



THE SOCIALIZATION OF EPISTEMOLOGY 69

There is the greatest difference between presuming an opinion to be true, because, with
every opportunity for contesting it, it has not been refuted, and assuming its truth for the
purpose of not permitting its refutation. Complete liberty of contradicting and disproving
our opinion, is the very condition which justifies us in assuming its truth for purposes of
action; and on no other terms can a being with human faculties have any rational assurance
of being right.

Note that Mill cites “liberty of contradicting and disproving opinion” as the condi-
tion that warrants one in trusting one’s own opinion. He seems not to be recom-
mending that one actively seek out conflicting opinion against which to test one’s
ideas. Rather the suggestion is that the normal dynamics of human inquiry will
suffice to generate sufficient tests, provided no ideas are suppressed. It is perhaps not
too anachronistic to read Mill as appreciating the Kuhnian point that too tentative a
commitment to one’s own views prevents their full development; the scientist too
quick to jettison her theoretical commitments in the face of empirical difficulty
eschews the epistemic benefits of working within a paradigm.

So let it be supposed that scientists’ commitment to their theories is accounted
for, in causal/historical terms, by a variety of factors, including non-rational, or
even irrational factors like loyalty to colleagues or desire for fame and fortune. And
let it be supposed, furthermore, that some such biasing factors are ubiquitous and
ineliminable. If Kuhn and Mill are right, the hope that theories that result from
these unholy mixes of motivations will approximate truth, lies in the constitution
of the social environment. Objectivity, in other words, is not secured by the
scrupulousness of individual scientists, but rather by the effects of competition
among the ideas of contending groups of theorists. This is what feminist philoso-
phers of science (such as Longino 1990 and Solomon 2001) have in mind in arguing
that objectivity must be taken as a social norm—a virtuous feature of properly
constituted scientific communities, rather than of individuals within them.

I have identified, then, two properties a social situation ought to have for human
reliance on testimony to function properly: there must be a free play of ideas, with
no sanctions against novelty or dissidence, and there must be a sound system for
marking expertise. What happens if these requirements are not met?

It has been the burden of feminist epistemologists, together with other radical
social critics, to raise alarms about failures in just these areas. Two concerns are
paramount. The first problem is that existing systems of expert-marking are
inflected by gender, class, and race inequities. White women, men and women of
color, and the poor have less access to the mechanisms by which epistemic authority
is conferred. It is harder for them to obtain higher education, to gain relevant work
experience, or simply to be taken seriously.8 Furthermore, because for so long

8 True story: the following question was put to me by a professor in my college honors program
during an interview for a prestigious study-abroad opportunity: “What’s a pretty young thing like
you want to go study dusty old philosophy for?”
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experts have predominantly been men, characteristics of masculinity have, to some
extent, become in themselves markers of epistemic authority: a deep and sonorous
voice (like Jack Webb’s!), for example, or an imposing physical presence. This
undoubtedly leads to false positives—men accorded epistemic authority that is
not warranted by their actual level of expertise. All this makes it that much harder
for a qualified woman, and much, much harder for a qualified woman of color, to
establish herself as a credible expert.® The objectivity of our epistemic community is
diminished to the extent that potential experts fail to be properly marked.

The second problem that must be confronted is this: whenever there are serious
disparities of power within a society, the more powerful individuals can, and
frequently do enforce a monopoly of opinion. The first problem contributes to,
and interacts with this second one. I've alleged that members of groups who have
been socially marginalized are apt not to be marked as experts, and hence are less
likely to be believed or even to be permitted to voice their opinions in any effective
forum. But according to standpoint theory, the absence of these marginalized voices
is a social-epistemic deficiency in its own right.!° Just as Kuhn argued that break-
through scientific innovations are most likely to come from individuals slightly
outside the dominant paradigm, so do standpoint theorists argue that members of
marginalized groups represent a special epistemic resource for society. The
reasoning goes like this: in a society stratified by injustice, those in the dominant
groups have a strong interest in obscuring the truth about the basis of the stratifica-
tion, both from the subordinate classes, and from themselves. As a result, ideologies
develop—stories that falsely present the existing order as either morally or ration-
ally just, or else simply inevitable. Thus white slaveholders in the antebellum South
in the US held that the Africans they had enslaved were, by nature, unsuited for any
other kind of life. According to Marx, capitalists promote the view that workers, no
matter how low their wages or degraded their working conditions, have made
a “voluntary” and hence fair contract to sell their labor power. According to feminists,
the “natural” submissiveness, maternal feeling, and domesticity of women is held,
ideologically, to explain their second-class status in patriarchal societies.

Because the dominant classes are apt to control, to a significant extent, the
society’s main organs of communication—print and (now) electronic news
media, but also schools and universities—the individuals who are apt to be
authorized as experts in such societies will tend to be individuals who accept the
ideological consensus, either by dint of occupying the upper strata themselves, or
by having been educated in accordance with the prevailing ideology. Views consist-
ent with the ideology will come to dominate or completely exclude alternatives.
The only individuals likely to recognize the falsity of the ideological view, then, are
individuals who have no stake in preserving the status quo; these are the marginal-
ized, the people at the bottom of the heap. Such individuals, according to stand-

9 See Antony and Hanrahan 2005 for more detail.
10 See Haraway 1991; Hartsock 1983; 1998; Harding 1991; Smith 1974; and essays in Harding 2003.
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point theorists, do not automatically see the truth in virtue of their social pos-
itions.!! Rather, their social positions make available to them a distinctive stand-
point from which a more accurate view of reality is possible—in order to take up
this standpoint, they must come to appreciate the nature of their social position,
which is to say, develop class consciousness.

As Marx argued in the case of the proletariat, workers are politically marginalized,
but at the same time central to production. They see very clearly who does the work,
who suffers the injuries, who bears the economic risk. Such details of everyday work
life are invisible to the ruling elite; that invisibility is part of the reason they can
deceive themselves successfully. Workers are thus well placed to appreciate the
mismatch between the world depicted in the ideology, and the world in which
they actually labor. Their very marginality deprives them of any motive for believing
the ideology, even as it positions them to see an alternative reality. Feminist
standpoint theorists contend that women are analogously placed: we are socially
marginal, but central to reproduction—it is our role in perpetuating the species that
is the basis of our exploitation, but that also affords us the possibility of a better view.
Lesbian standpoint theorists argue, however, that heterosexual women may have too
heavy an investment in particular men to be able to see their own exploitation as
such. In this respect, they argue, it is lesbian experience that is most apt to yield a
truly feminist standpoint (Frye 1983; Hoagland 1988). Black feminist standpoint
theorists have similarly questioned the adequacy of white women’s perspective for
an understanding of racism (Collins 1990; Lorde 1984).

There are many questions that can be, and have been raised about standpoint
theory (Bar On 1993). One has to do with the net epistemic benefits of marginality.
The socially subordinate, as I observed above, typically have less access to education,
and so are apt to be disadvantaged in any areas where literacy and numeracy are
required to make sense of social relations; it’s not at all obvious that the epistemic
deficits one suffers as a result of marginalization are even compensated for, much less
outweighed, by the epistemic benefits of occupying a socially subordinate position.

But whether or not standpoint theorists are right about the epistemic advantages
of marginality, they are certainly right to raise concerns about forces in stratified
society that tend to produce an epistemically unhealthy homogeneity of authorized
opinion. I believe that political discourse in my own society is horribly disfigured
by such a counterfeit consensus, to the extreme detriment not only of US citizens
but also of innocent people around the world. And although the mechanisms for
producing and promulgating ideology posited by Marx and other radicals do not
require self-conscious mendacity on the part of the ruling elite, I fear that the ruling
classes in the United States are knowingly propagating lies. Ironically, one of their
most effective tools is the ideological picture of knowledge I sketched at the

11 Nor, indeed, in virtue of pre-social or “natural” characteristics. Standpoint theory is
commonly misread as asserting that women or people of color have, by dint of sex or race, some
kind of intrinsic epistemic privilege.
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beginning of this chapter; Dragnet Objectivity becomes a stick with which to beat
off just those dissident views the existence of which is necessary for the achievement
of real objectivity—the fruit, that is, of a dynamic social process of contention and
disputation.

To see how this works, let us make a few assumptions. (I happen to think these
assumptions are all true, but I won’t be able to defend them here.) Suppose that the
economic elite in the US stands to gain enormously if their companies secured
control over Iraqi oil. Suppose further that the only feasible way to ensure such
control—particularly without having to share it with European nations or with
Russia or China—is through a military takeover of the country. Such an adventure
would be extremely costly, not just in terms of dollars, but in terms of human life.
Since the people who would bear these costs would not be the people who would
benefit so handsomely from the invasion, there would be an acute need for some
story that would simultaneously obscure the real reasons for the invasion and
supply new ones, reasons that could be made to seem compelling to those who
would have to shoulder the costs. And so a story is developed: the leader of Iragq,
obsessed with the destruction of our vital and prosperous democracy, has stock-
piled weapons of mass destruction (WMDs) and is collaborating with terrorists,
the likes of which perpetrated the atrocities of September 11. He must be deposed
and neutralized before he can act against us.

Many, many Americans bought the story. So did almost all of our elected
representatives (at least so they said). Now, in the aftermath, second thoughts are
being expressed, and controversy about the wisdom of the invasion is growing. But
the controversy is strangely limited. There is some debate about whether the pre-
war intelligence was faulty (sometime diehard right-wingers insist that the WMDs
are there, and that we’ll find them eventually), and rather more debate about whose
fault the faulty intelligence was. There is some speculation that President Bush may
have had personal reasons—avenging his father’s honor—for trying to depose
Saddam Hussein. There is much debate about the wisdom of trying to “impose
democracy” on a country like Iraq. There is vague talk about the war’s having to do
with oil. What there is not is any sounding of the theory I advanced above—that the
whole adventure was rationally undertaken with the goal of preserving US hegem-
ony in the Middle East, a goal that necessitated the telling of a deliberate and
massive lie. Such a view, which only attributes to a US leader the kinds of motives
and actions routinely attributed to leaders of “enemy” states, is never debated,
much less refuted, because it is not even articulated in the mainstream press. No
member of the current administration has been challenged by a reporter to refute
these charges. Nor are these charges waged by the “opposition” party. (It is a truly
striking fact that at a time when the country is embroiled in an expensive and
unpopular war, our “two-party system” has not offered us a candidate who is
unequivocally opposed to the war.) The view can be found articulated in left-wing
magazines like The Nation and In These Times. But such publications and the
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people who write for them, if they are not simply invisible, are regarded with great
suspicion by the average American. Why?

Because, it is commonly alleged, such authors and such publications are
“biased,” not “objective.” Indeed, such charges are flying fast and furiously these
days, and not just against genuinely left-wing sources. Not a week goes by but that
my local newspaper ( The Columbus Dispatch) is accused of displaying bias, either in
its choice of columnists, its phrasing of headlines, or its selection of news stories.
But what exactly do the complainants take “bias” to be? Apparently, for many
letter-writers, it is sufficient to sustain a charge of bias that someone—whether
columnist, reporter, or quoted expert—has expressed a substantive point of view.
Consider, for example, the following excerpts:

A May 30 story about the Ohio Senate budget bill was an attack on Republicans in the
state Senate and on the party as a whole. According to the article, Zach Schiller is
from a nonpartisan research group. Yet his statement to The Dispatch showed an opi-
nion. (Hunter 2003)

Or the following:

On Feb. 1, a column by Editor Benjamin J. Marrison gave his liberal views on gays and
lesbians being allowed to marry and derided the new concealed-carry law ... The money we
pay for our paper should not be used to espouse views at all. It is my opinion, and I believe
others will agree with me, that all the readers want is the news of the day. (Frenier 2004)

These readers object to the paper’s carrying anything other than “the news of the day,”
i.e. just the facts, where these are presumed to be expressible in some way that would
be completely neutral as to the import or significance of the facts. The newspaper’s
editors appear to agree, sheepishly conceding the justice of one such charge:

The morning after responding to about 200 emails from readers regarding our alleged bias
against President Bush, I picked up Wednesday’s Dispatch and winced. Our lead headline
on the front page undoubtedly fueled the sentiment that our news pages are pro-John Kerry.
“Edwards adds oomph.” The headline accompanied the story about the Massachusetts
senator having picked Sen. John Edwards of North Carolina to join him on the Democratic
ticket. It came across as boosterish. It should have played the news straight, focusing, as the
top of the story did, on Kerry and Edwards’ planned visit to Ohio that day. (Anon. 2004)

The editors saw no reason to issue a similar mea culpa for this headline, which
introduces a story about what the Bush administration “thinks” it accomplished
with recent surveillance work: “Arrests Probably Disrupted Al-Qaida” (Columbus
Dispatch 2004).

Clearly, the conception of “bias” at work here is the one that derives from the
Dragnet conception of Objectivity. This is significant. While I hope that I have
convinced you by now that no one can actually fulfill this ideal—that it would be
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folly for anyone to attempt to report the news without benefit of a host of
substantive, organizing assumptions—the point is most definitely not clear to
either these readers or this editor. In their minds, good reporting can only be
presuppositionless reporting, and moreover, such reporting can be and has been
achieved, if only intermittently.

The belief that Dragnet Objectivity can be and is sometimes attained by, for
example, news reporters can only be sustained if people believe that they can
recognize such “objective” reporting when they see it. In that case, then, how is
this done? I submit that reporting is construed as Dragnet Objective, when the
substantive presuppositions that are in fact present have the status of consensus
presuppositions—a status that renders them invisible as opinions. It is one of the
epistemic habits of human beings, I have argued, to treat the agreement of other
human beings as probative. Near unanimity of opinion translates into near cer-
tainty—an opinion that everyone shares shifts status, and turns into a “fact.”

To return, then, to our hypothetical ruling elite. The power to monopolize
opinion, which belongs to those who own newspapers, radio, and television sta-
tions, and to those who have unlimited access to these outlets, becomes the power to
create “facts.” Correlatively, it becomes the power to stigmatize as “opinion,” and
hence as “bias,” any seriously divergent point of view. In this way, the elite can claim
for itself the virtue of “objectivity” even as it constricts the acceptable range of
opinion, even as it eliminates, in Mill’s words, the very “opportunities for contest-
ing” that would warrant a claim of genuine objectivity.

To see the extent to which this process has taken hold in the United States, reflect
on this recent case of outright censorship—perpetrated, not by the government, but
by a private corporation. The Sinclair Broadcasting Group, owner of 64 ABC
network affiliate stations, unilaterally pulled the April 30 episode of the popular
news program Nightline from several markets, including St. Louis, Missouri; Mobile,
Alabama; and Columbus, Ohio. The episode consisted entirely of a sequenced pre-
sentation of the pictures and names of all the US military personnel who have been
killed in Iraq since the initial US invasion. Sinclair explained in its public statement
that: “The ABC Television Network announced on Tuesday that the Friday, April 30
edition of ‘Nightline’ will consist entirely of Ted Koppel reading aloud the names of
U.S. servicemen and women Kkilled in action in Iraq. Despite the denials by a
spokeswoman for the show, the action appears to be motivated by a political agenda
designed to undermine the efforts of the United States in Iraq” (NorthStar News Staff
2004). If a mere list of names of soldiers killed in the line of duty does not count as
“just the facts,” I do not see how anything could. And yet Sinclair successfully spun its
grotesquely partisan breach of professional responsibility as a defense of objectivity.

There is a growing assault on the rights of US citizens to protest the actions of
their government, and the rhetoric of “bias” and “objectivity”—always in the
Dragnet sense—is functioning ever more overtly as a tactic for destroying the
only kind of social environment in which genuine objectivity can be achieved.
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Nowhere is this more evident than in the growing harassment of scholars in Middle
East studies who have the temerity to criticize either US policy in the region, or the
analyses that are supposed to support it. The avidly pro-Zionist policy wonk Daniel
Pipes has started a new organization, Campus Watch. Here is the group’s mission
statement, from its website:

CAMPUS WATCH, a project of the Middle East Forum, reviews and critiques Middle East
studies in North America with an aim to improving them. The project mainly addresses five
problems: analytical failures, the mixing of politics with scholarship, intolerance of alterna-
tive views, apologetics, and the abuse of power over students. (Campus Watch 2004)

The group carries out this noble mission, however, by recruiting students to inform
on professors who teach views the group finds offensive. According to Sara Roy
(2004, 24), Pipes told an interviewer:

I want Noam Chomsky to be taught at universities about as much as I want Hitler’s writing
or Stalin’s writing ... These are wild and extremist ideas that I believe have no place in
a university.

The US House of Representatives has already passed the “International Studies in
Higher Education Act, HR 3077” which, if passed by the Senate, would create an
advisory board to oversee the expenditure of federal education dollars earmarked
for Middle East studies. One of the Bill’s chief architects, Stanley Kurtz of the
conservative Hoover Institute, has testified before Congress that work in post-
colonialist theory, like that of Edward Said, presents “extreme and one-sided
criticisms of American foreign policy,” and is the sort of work that shows the
need for government oversight (Roy 2004, 24).

One-sided? Most scholars, myself included, pride themselves on being able to
understand and appreciate points of view not their own. But it is a kind of childish
fantasy for any of us to think that we are not always presenting some particular
point of view to our students and to our readers—that we are not, in one way or
another, expressing the “one side” that is our own perspective, even as we expound
what we take to be the views of others. An individual posture of neutrality can be
nothing but a sham; and it is particularly false when the posture serves simply to
deliver as “fact” the substantive opinion most pleasing to the powers that be. The
best way to expose a student, or a citizen, to a variety of viewpoints is for there to be
different viewpoints—including especially the viewpoints of the marginal—present
and available. Objectivity, let me repeat myself, is a social virtue—it emerges only
out of a healthy interchange among a host of single “sides.”

I have argued that epistemology has political import. If we are to be good
knowers, the kind of knowers crucial to the health of a democratic society, we
need to attend to the social dimensions of knowing. False epistemologies are not
mere academic curiosities—they can be and are used as ideological tools that
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degrade our social situation. I am not so foolish as to think that an epistemology
lesson is all that’s needed to stop the current Orwellian juggernaut. But I do think
that a proper understanding of bias and objectivity can impede it.
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CHAPTER 4

COLIN HAY

The problems of pure philosophical ontology have seemed so deep or confused
that philosophers who concentrate primarily on the concept of being as such
have acquired an occasionally deserved reputation for obscurity and even
incoherence. (Jacquette 2002, xi)

THE terms “political” and “ontology” have, until recently, rarely gone together and,
given the above comments, it might seem desirable to maintain that separation.
Political scientists, for the most part, have tended to leave ontological issues to
philosophers and to those social scientists less encumbered by substantive empir-
ical concerns. Yet as the discipline has become more reflexive and perhaps rather
less confident than once it was at the ease with which it might claim a scientific
license for the knowledge it generates, so ontological concerns have increasingly
come to the fore. In addressing such issues, as I shall argue, political analysts have
no so much moved into novel terrain as acknowledged, reflected upon, challenged,
and, in some cases, rethought the tacit assumptions on which their analytical
enterprises were always premised. No political analysis has ever been ontologically
neutral; rather fewer political analysts are prepared to proceed today on the basis of
this once unacknowledged and unchallenged presumption.

Consequently, however tempting it might well be to leave ontology to others,
that option may not be available to us. The principal aim of the present chapter is to
explain why this is so. The argument is, in essence, simple. Ontological assumptions
(relating to the nature of the political reality that is the focus of our analytical
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attentions) are logically antecedent to the epistemological and methodological
choices more usually identified as the source of paradigmatic divergence in political
science (cf. King, Keohane, and Verba 1994; Monroe 2004). Two points almost
immediately follow from this. First, often unacknowledged ontological choices
underpin major theoretical disputes within political analysis. Second, whilst such
disagreements are likely to be manifest in epistemological and methodological
choices, these are merely epiphenomena of more ultimately determinate onto-
logical assumptions. Accordingly, they cannot be fully appreciated in the absence
of sustained ontological reflection and debate.

This is all very well in the abstract, but it remains decidedly abstract. The second
challenge of this chapter is to demonstrate that “ontology matters” in substantive
terms. This may sound like a tall order. However, it is in fact rather more straightfor-
ward that might be assumed. First, we might note that political ontology is intimately
associated with adjudicating the categories to which legitimate appeal might be made
in political analysis. As Charles Tilly and Robert E. Goodin note, “ontological choices
concern the sorts of social entities whose consistent existence analysts can reasonably
assume” (2005). In other words, whether we choose to conduct our analysis in terms
of identities, individuals, social collectivities, states, regimes, systems, or some
combination of the above, reflects a prior set of ontological choices and assump-
tions—most obviously about the character, nature, and, indeed, “reality” of each as
ontological entities and (potential) dramatis personae on the political stage.

Second, even where we can agree upon common categories of actors, mechan-
isms, or processes to which legitimate appeal can be made, ontological choices
affect substantively the content of our theories about such entities (and hence our
expectations about how the political drama will unfold). A shared commitment to
ontological individualism (the view that human individuals are the sole, unique,
and ultimate constituents of social reality to which all else is reducible) is no
guarantee of a common approach to political analysis, far less to a common
account of a specific political drama or context. The substantive content of our
ontological individualism will vary dramatically if we regard actors to be self-
serving instrumental utility maximizers, on the one hand, or altruistic communi-
tarians, on the other, just as our view of the strategies appropriate to the emanci-
pation of women will vary significantly depending on our (ontological) view as to
the biological and/or social character of seemingly “essential” gender differences
(compare, for instance, Brownmiller 1975; Daly 1978; Elshtain 1981; Wolf 1993;
Young 1990). In these, and innumerable other ways, our ontological choices—
whether acknowledged or unacknowledged—have profound epistemological,
methodological, and practical political consequences.

Given this, it is pleasing to be able to report that contemporary political analysts
are rather more reflexive, ontologically, than many of their immediate predecessors.
Representative of contemporary trends in this respect is Alexander Wendt. Ontol-
ogy, he suggests,
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is not something that most international relations (IR) scholars spend much time thinking
about. Nor should they. The primary task of IR social science is to help to understand
world politics, not to ruminate about issues more properly the concern of philosophers.
Yet even the most empirically minded students of international politics must “do”
ontology. (1999, 370)

In the brief survey that follows, my aim is to indicate in outline form what “doing”
political ontology entails. But it is first important to establish, in somewhat greater
detail, what it is and why it is important.

1 PoriticAL ONTOLOGY: WHAT Is IT?

Most standard philosophical treatments of ontology differentiate between two,
albeit closely related, senses of the term.! The first, and more abstract, is concerned
with the nature of “being” itself—what is it to exist, whether (and, if so, why) there
exists something rather than nothing, and whether (and, if so, why) there exists one
logically contingent actual world. The second sense of the term is concerned with
the (specific) set of assumptions made about the nature, essence, and characteristics
(in short, the reality) of an object or set of objects of analytical inquiry. However
ethereal such issues may nonetheless seem, political analysts have principally
concerned themselves with the latter, philosophically more prosaic, set of concerns.
In Benton and Craib’s (2001) terms, political ontology is a “regional ontology.” This
chapter replicates that focus.

Thus, whilst ontology is defined, literally, as the ‘science’ or ‘philosophy’ of
being, within political analysis it has tended to be defined in more narrow and
specific terms. Norman Blaikie’s definition is here representative. Ontology, he
suggests, “refers to the claims or assumptions that a particular approach to social
[or, by extension, political] enquiry makes about the nature of social [or political]
reality—claims about what exists, what it looks like, what units make it up and how
these units interact with one another” (1993, 6). Ontology relates to being, to what
is, to what exists, to the constituent units of reality; political ontology, by extension,
relates to political being, to what is politically, to what exists politically, and to the
units that comprise political reality.

The analyst’s ontological position is, then, her answer to the question: What is
the nature of the social and political reality to be investigated? Alternatively, what

1 See e.g. Grossmann 1992; Honderich 1995, 634—5; Jacquette 2002; Schmitt 2003; see also Benton
and Craib 2001, 183.
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exists that we might acquire knowledge of? As this already implies, ontology logically
precedes epistemology. However put, these are rather significant questions whose
answers may determine, to a considerable extent, the content of the political analysis
we are likely to engage in and, indeed, what we regard as an (adequate) political
explanation. Thus, for “ontological atomists,” convinced in Hobbesian terms that
“basic human needs, capacities and motivations arise in each individual without
regard to any specific feature of social groups or social interactions” (Fay 1996, 31),
there can be no appeal in political explanation to social interactions, processes or
structures. For “ontological structuralists,” by contrast, it is the appeal to human
needs and capacities that is ruled inadmissible in the court of political analysis.
Similarly, for those convinced of a separation of appearance and reality—such that
we cannot trust our senses to reveal to us that which is real as distinct from that which
merely presents itself to us as if it were real—political analysis is likely to be a rather
more complex and methodologically exacting process than for those prepared to
accept that reality presents itself to us in a direct and unmediated fashion.

Working from this simple definition, a great variety of issues of political ontol-
ogy can be identified. Adapting Uskali Miki’s thoughtful (and pioneering) reflec-
tions on economic ontology (2001, 3; see also Méki 2002, 15—22) to the political
realm, we might identify all of the following as ontological questions:

What is the polity made of? What are its constituents and how do they hang together? What
kinds of general principles govern its functioning, and its change? Are they causal principles
and, if so, what is the nature of political causation? What drives political actors and what
mental capacities do they possess? Do individual preferences and social institutions exist,
and in what sense? Are (any of) these things historically and culturally invariant universals,
or are they relative to context?

Such questions readily establish a simple analytical agenda for political ontology.
They also serve to indicate that no political analysis can proceed in the absence of
assumptions about political ontology. That such assumptions are rarely explicit
hardly makes them less consequential. Presented more thematically, amongst the
ontological issues on which political analysts formulate consequential assumptions
are the following:

1. The relationship between structure and agency, context, and conduct.

2. The extent of the causal and/or constitutive role of ideas in the determination of
political outcomes.

3. The extent to which social and political systems exhibit organic qualities or are
reducible in all characteristics to the sum of their constituent units/parts.

4. The (dualistic or dialectical) relationship between mind and body.

The nature of the human (political) subject and its behavioural motivations.

6. The extent to which causal dynamics are culturally/contextually specific or
generalizable.

b
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7. The respective characteristics of the objects of the natural and social sciences.

8. Perhaps most fundamentally of all, the extent (if any) of the separation of
appearance and reality—the extent to which the social and political world
presents itself to us as really it is such that what is real is observable.

Whilst interest in, and reflexivity with respect to, such ontological issues has
certainly risen considerably in recent years, coverage of such issues is very uneven.
Indeed, it is really only some of these issues—principally the first, second, third,
and, to some extent, the fiftth—that have prompted sustained ontological reflection
to date.2 It is on these issues that this chapter will concentrate principally.

The crucial point, for now, to note about each of these issues is that none of them
can be resolved empirically. Ultimately, no amount of empirical evidence can refute
the (ontological) claims of the atomist or the structuralist; neither can it confirm or
reject the assumption that there is no separation of appearance and reality.? This is
all rather disconcerting and perhaps explains the characteristic reluctance of polit-
ical analysts to venture into debate on, and thereby to lay bare, their ontological
assumptions. For to acknowledge an ontological dependence, and hence a reliance
upon assumptions that are in principle untestable, may be seen to undermine the
rightly cherished and long-fought-for authority of the analyst and the analytical
traditions in which her contribution is constructed. Yet, on any sustained reflection,
silence is not a very attractive option either. For, whether we like it or not, and
whether we choose to acknowledge it or not, we make ontological assumptions—in
Wendt’s terms, we “do” ontology. These assumptions profoundly shape our ap-
proach to political analysis and cannot simply be justified by appeal to an evidential
base. It is to the consequences of such choices that we now turn.

2 ... ANDWHY IsIT IMPORTANT?

However significant they may be in their own terms, ontological assumptions find
themselves increasingly the subject of the political analyst’s attentions largely for
their epistemological and methodological consequences.

2 Whilst the appropriate preference function(s) and behavioral assumptions that we should adopt
in, for instance, game-theoretic modeling has been a focus of considerable attention, the vast majority
of that reflection has failed to acknowledge the ontological character of the issue.

3 For, clearly, what counts as evidence in the first place depends on one’s view of the relationship
between that which is observed and experienced, on the one hand, and that which is real, on the other.
Where the (archetypal) pluralist sees an open and democratic decision-making process, the (similarly
archetypal) elite theorist sees the work of covert agenda-setting processes behind the scenes, and the
(no less archetypal) Marxist, evidence of preference-shaping ideological indoctrination.
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Again it is important to be precise about our terminology, for confusions abound
in the literature.4

Epistemology, again defined literally, is the “science” or “philosophy” of know-
ledge. In Blaikie’s terms, it refers “to the claims or assumptions made about the
ways in which it is possible to gain knowledge of reality” (1993, 6—7). In short, if the
ontologist asks “what exists to be known?”, then the epistemologist asks “what are
the conditions of acquiring knowledge of that which exists?” Epistemology con-
cerns itself with such issues as the degree of certainty we might legitimately claim
for the conclusions we are tempted to draw from our analyses, the extent to which
specific knowledge claims might be generalized beyond the immediate context in
which our observations were made, and, in general terms, how we might adjudicate
and defend a preference between contending political explanations. As this indi-
cates, epistemological assumptions are invariably ontologically loaded—whether
knowledge is transferable between different settings for political analysis and hence
whether we can legitimately generalize between “cases” (an epistemological con-
sideration) depends on (prior) assumptions about the ontological specificity of
such settings.

Yet the implications of ontological choices are not confined to epistemology;
they are also methodological.

Methodology relates to the choice of analytical strategy and research design which
underpins substantive research. Although methodology establishes the principles
which might guide the choice of method, it should not be confused with the
methods and techniques of research themselves. Indeed, methodologists frequently
draw the distinction between the two, emphasizing the extent of the gulf between
what they regard as established methodological principles and perhaps equally well-
established methodological practices. What they invariably fail to do is to acknow-
ledge and reflect upon the ontological dependence of methodological choices. For
our purposes methodology is best understood as the means by which we reflect
upon the methods appropriate to realize fully our potential to acquire knowledge of
that which exists.

What this brief discussion hopefully serves to demonstrate is that ontology,
epistemology, and methodology, though closely related, are irreducible. Ontology
relates to the nature of the social and political world, epistemology to what we can

4 In the much-lauded second edition of their highly respected and influential text on Theory and
Methods in Political Science, for instance, the editors and contributors display a marked lack of
consistency in defining ontology and epistemology. Given that theirs is practically the only entry-level
introduction to these topics currently available to students of political science, this is all the more
tragic. Thus, in their introductory essay, David Marsh and Gerry Stoker suggest, quite remarkably, that
“ontology is concerned with what we can know and epistemology with how we can know it” (2002, 11).
Yet in the first substantive chapter of the volume, David Marsh, this time with Paul Furlong, defines
ontology (correctly) as “a theory of being” and suggests that epistemology relates to “what we can
know about the world” and (more problematically) “how we can know it” (2002, 18-19). Of these, only
the second definition of ontology is entirely unproblematic.
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know about it, and methodology to how we might go about acquiring that
knowledge.

As this perhaps already serves to indicate, their relationship is also directional—
ontology logically precedes epistemology which logically precedes methodology
(see also Archer 1998; Bhaskar 1989, 49; Gilbert 1989, 440; though cf. Smith 1990, 18).
We cannot know what we are capable of knowing (epistemology) until such time as
we have settled on (a set of assumptions about) the nature of the context in which
that knowledge must be acquired (ontology). Similarly, we cannot decide upon an
appropriate set of strategies for interrogating political processes (methodology)
until we have settled upon the limits of our capacity to acquire knowledge of such
processes (epistemology) and, indeed, the nature of such processes themselves
(ontology).

The directional dependence of this relationship is presented schematically and
illustrated with respect to postmodernism in Figure 4.1. As this already serves to
indicate, to suggest that ontological consideration are both irreducible and logically
prior to those of epistemology is most definitely not to suggest that they are
unrelated. The degree of confidence that we might have for the claims we make
about political phenomena, for instance, is likely to vary significantly depending on
our view of the relationship between the ideas we formulate on the one hand and
the political referents of those ideas, on the other. In this way, our ontology may
shape our epistemology; moreover, both are likely to have methodological impli-
cations. If we are happy to conceive of ourselves as disinterested and dispassionate
observers of an external (political) reality existing independently of our concep-
tions of it, then we are likely to be rather more confident epistemologically than if
we are prepared to concede that: (1) we are, at best, partisan participant observers;
(2) that there is no neutral vantage-point from which the political can be viewed
objectively; and that (3) the ideas we fashion of the political context we inhabit
influence our behavior and hence the unfolding dynamics of that political context.>
Such ontological assumptions and their epistemological implications are, in turn,
likely to influence significantly the type of evidence we consider and the techniques
we deploy to interrogate that evidence. If, for instance, we are keen to acknowledge
(ontologically) an independent causal role for ideas in determining the develop-
mental trajectory of political institutions, then we are likely to devote our meth-
odological energies to gauging the understandings of political subjects. If, by
contrast, we see ideas as merely epiphenomenal of ultimately determinant material
bases (for instance, the self-interest of the actors who hold such ideas), then our
methodological attentions will be focused elsewhere.

5 To suggest that our ideas influence our conduct and that our conduct has, in turn, the capacity to
reshape our environment is not, of course, to insist that it necessarily does so in any given setting over
any particular time-horizon. It is to suggest, however, that insofar as conduct serves to shape and
reshape a given political landscape, the ideas held by actors about that context are crucial to any
understanding of such a process of political change (see also Rueschemeyer, this volume).
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Ontology ——  » Epistemology —— > Methodology

What's out there to know

about? \

What can we (hope to)
know about it?

Ontology of difference

« the world is experienced
differently;
* such experiences are
culturally and temporally
specific;

How can we go about
acquiring that knowledge?

Epistemological skepticism
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singular and unique; inform different knowledge
« they are neither linked by, crowl d'C@'mSi vl
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« truth claims cannot be
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« the assertion of truth
claims is dogmatic and
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silences strong knowledge claims
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reconstructivist approach);

* modernist perspectives continue
to assume a privileged access to
reality that is untenable and
potentially totalitarian in its
effects;
 deconstructivist techniques can

disrupt such violent meta-
narratives, drawing attention to
otherwise marginalized “others”

Fig. 4.1 The directional dependence of ontology, epistemology, and
methodology: the case of postmodernism
Source: Hay (2002: 227).

3 THE STATUS OF ONTOLOGICAL CLAIMS

Given the sheer volume of literature devoted in recent years to questions of
ontology (principally the structure—agency and material-ideational relationships)
in political science and international relations, it might be tempting to assume that
the need for a series of reflections on this question is relatively undisputed. The
reality, however, it somewhat different. For even in sociology, perhaps the natural
home of reflection on such issues, there are dissenting voices. In making the case for
the centrality of such concerns to political analysis it is perhaps appropriate that we
first deal with the potential objections. Among the most vociferous of critics of the
“craze” for abstract ontological reflection is Steve Fuller. His central argument is
simply stated:

Given the supposedly abortive attempts at solving the structure—agency problem, one is
tempted to conclude that sociologists are not smart enough to solve the problem or that the
problem itself is spurious. (Fuller 1998, 104)
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The case is certainly well made, and might be extended to almost all ontological
reflection within the social sciences. There would seem to be little to be gained by
political analysts in following their sociological forebears into an ontological cul-
de-sac of obfuscation and meaningless abstraction.

Yet Fuller’s remarks are not quite as devastating as they might first appear. For, in
certain crucial respects, they reveal a systematic, if widespread, misinterpretation of
the nature of ontological disputes of this kind. In this respect they prove quite
useful in helping us establish what is—and what is not—at stake in debates about
the relative significance of ideational and material, or structural and agential
factors. Put most simply, ontological issues such as these are not “problems” to
which there is, or can be, definitive solutions.

To appeal to the issue of structure and agency, for instance, as a “problem” with
a potential “solution” is effectively to claim that the issue is an empirical one that
can be resolved definitively. Yet, claims as to the relative significance of structural
and agential factors are founded on ontological assumptions as to the nature of a
social and political reality. To insist that such claims can be resolved by appeal to the
evidence is, then, to conflate the empirical and the ontological. To put this in more
practical and prosaic terms, any given and agreed set of empirical observations can
be accounted for in more or less agential, more or less structural terms. We might,
for instance, agree on the precise chain of events leading up to the French Revolu-
tion of 1789 whilst disagreeing vehemently over the relative significance of struc-
tural and agential factors in the explanation of the event itself. Evidence alone is not
ontologically discriminating, though it is often presented as such.®

Two important implications follow directly from the above discussion. First, if
the relative significance of structural and agential, ideational, and material factors
cannot be established empirically, then we must seek to avoid all claims which
suggest that it might. Sadly, such claims are commonplace. Even Wendt himself,
doyen both of the “structure—agency problematique” and of constructivism in
international relations theory, is not above such conceptual confusions. Consider
the following passage from an otherwise exemplary discussion co-written with Ian
Shapiro:

The differences among ... “realist” models of agency and structure—and among them and
their individualist and holist rivals—are differences about where the important causal
mechanisms lie in social life. As such, we can settle them only by wrestling with the empirical
merits of their claims about human agency and social structure ... These are in substantial
part empirical questions. (Wendt and Shapiro 1997, 181, emphasis added)

6 This is largely because the process of presenting evidence is invariably one which situates it
ontologically (with respect to often tacit ontological assumptions, such as the extent, if any, of a
separation of appearance and reality).
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Wendt and Shapiro are surely right to note that ontological differences such as
those between, say, more agency-centered and more structure-centered accounts,
tend to resolve themselves into differences about where to look for and, indeed,
what counts as important causal mechanisms in the first place. This implies that
ontology precedes epistemology. Such a view is entirely consistent with the argu-
ment of the previous section—we must decide what exists out there to know about
(ontology) before we can consider what knowledge we might acquire of it (episte-
mology), let alone how we might go about acquiring that knowledge (method-
ology). Yet having noted this, Wendt and Shapiro almost immediately abandon the
logic it implies, suggesting that we might choose between contending ontologies on
the basis of what we observe empirically. Surely this now implies that epistemology
precedes ontology. If our ontology informs where we look for causal mechanisms
and what we see in the first place (as they contend), then how can we rely upon what
we observe to adjudicate between contending ontologies?

Wendt and Shapiro’s confusion is further compounded in the passage which
immediately follows, in which a Popperian logic of falisifiability is invoked:

The advocates of individualism, structuralism and structuration theory have all done a poor
job of specifying the conditions under which their claims about the relationship of agency
and social structure would be falsified. (Wendt and Shapiro 1997, 181)

Here again we see direct appeal to the possibility of an epistemological refutation of
ontological propositions. The point is that, as ontological positions, individualism,
structuralism, and structuration theory cannot be falsified—our preference be-
tween them has to be adjudicated differently. A similar conflation underpins
Wendt’s recent prescriptive suggestion that “ontology talk is necessary, but we
should also be looking for ways to translate it into propositions that might be
adjudicated empirically” (1999, 37). If only this were possible. When, as Wendt
himself notes, ontological sensitivities inform what is “seen” in the first place and,
for (philosophical) realists like himself, provide the key to peering through the
mists of the ephemeral and the superficial to the structured reality beneath, the idea
that ontological claims as to what exists can be adjudicated empirically is rendered
deeply suspect. Quite simply, perspectives on the question of structure and agency,
or any other ontological issue for that matter, cannot be falsified—for they make no
necessary empirical claim. It is for precisely this reason that logical positivists (like
Popper) reject as meaningless ontological claims such as those upon which realism
and structuration theory are premised.”

It is important, then, that we avoid claiming empirical license for ontological
claims and assumptions. Yet arguably more important still is that we resist the

7 However tempting this strategy may seem, however, it does not provide an escape from
ontological issues and choices. For, as indicated earlier, whether we choose to acknowledge them or
nor, political analysis necessarily proceeds on the basis of ontological assumptions.
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temptation to present positions on, say, the structure—agency question as universal
solutions for all social scientific dilemmas. In particular, social ontologies cannot
be brought in to resolve substantive empirical disputes. Giddens’ structuration
theory can no more tell me who will win the next US presidential election than
the theory of predestination can tell me whether my train will arrive on time
tomorrow. The latter might be able to tell me that the movements of trains is
etched into the archaeology of historical time itself, just as the structuration
theorist might tell me the next US presidential election will be won and lost in
the interaction between political actors and the context in which they find
themselves. Neither is likely to be of much practical use to me, nor is it likely to
provide much consolation if my train is late and my preferred candidate loses. It is
important, then, that we do not expect too much from “solutions” to ontological
“problems.”

4 ONTOLOGICAL DISPUTES IN POLITICAL
ANALYSIS

Of all issues in political ontology, it is the related though by no means interchange-
able (see Pettit 1993) questions of the relationship between individuals and social
collectivities and between structure and agency that have undoubtedly attracted the
most sustained attention and reflection over the longest period of time. A rather
more recent set of concerns relates to the question of the relationship between the
material and the ideational as (related or independent) dimensions of political
reality. In the brief sections which follow, I consider each set of issues in turn.

4.1 The Individual-Group Relationship

In political analysis and the philosophy of the social sciences more broadly there is
no more hardy perennial than the question of the relationship between individuals
and social collectivities or groups (see Fay 1996, ch. 3; Gilbert 1989; Hollis 1994;
Pettit 1993; Ryan 1970, ch. 8). Can collective actors (states, political parties, social
movements, classes, and so forth) realistically, or indeed just usefully, be said to
exist? If so, do they exhibit organic qualities, such that their character or nature is
not simply reducible to the aggregation of the constituent units (generally individ-
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ual actors) from which they are forged? Are such entities (if that is indeed what they
are) appropriate subjects of political analysis and, if so, what if any behavioural
characteristics can be attributed to them?

These and other related ontological questions have divided political analysts, and
will no doubt continue to divide political analysts, as they have divided philosophers,
for centuries. Generally speaking the controversy they have generated has seen
protagonists resolve themselves with one of two mutually exclusive positions.
These are usually labeled “individualism” and “holism” and they are often defined
in mutually antagonistic terms. As Margaret Gilbert explains, ontological individual-
ism is simply the doctrine that “social groups are nothing over and above the
individuals who are their members” (1989, 428). It tends to be associated with
a further, analytical set of claims, namely that what she terms “everyday collectivity
concepts” (states, classes, parties, and other groups) “are analysable without remain-
der in terms of concepts other than collectivity concepts, in particular, in terms of the
concept of an individual person, his [sic] goals, beliefs and so on” (1989, 434-—5).

Holism, by contrast, isinvariably understood as the simple denial of individualism,
the doctrine that “social groups exist in their own right” (1989, 428) or, in Brian Fay’s
more applied terms, that “the theories which explain social phenomena are not
reducible to theories about the individuals which perform them” (1996, 50). In its
more extreme variants, however, holism is less a belief in the organic nature of social
and political reality than the dogmatic assertion that the task of social and political
analysts is exclusively to document the (causal) role of social, i.e. holistic, phenom-
ena, processes, and dynamics (cf. Ryan 1970, 172). In this form, holism, though very
much in vogue in the 1970s, is now little more than a term of abuse within contem-
porary political science. It might be tempting, then, to see the dispute having been
resolved in favor of individualism. This, however, would be too rash an inference to
draw. For although most analytical routes in political science today lead from
individualism, many make considerable concessions, as we shall see, to holism.

The dispute, as already indicated, is a timeless one, with perhaps the most
eloquent defender of ontological (and, indeed, methodological) individualism
being John Stuart Mill:

The laws of the phenomena of society are, and can be, nothing but the laws of the actions and
passions of human being united together in the social state . . . Men [sic] are not, when brought
together, converted into another kind of substance, with different properties... Human
beings in society have no properties but those which are derived from, and may be resolved
into, the laws of nature of individual man. (1970 [1843], 573; cited in Hollis 1994, 10)

Though, as is often noted, Mill was by no means consistent in keeping to the
strictures of such an individualism and can be found at various times on the other
side of the fence, he is a seemingly obligatory first citation for those asserting or
defending their (ontological) individualism.
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Unremarkably, the most dogged contemporary defence of individualism is found
in rational choice theory. Jon Elster is characteristically incisive in claiming that “the
elementary unit of social life is the individual human action.” Consequently “to
explain social institutions and social change is to show how they arise as the result of
the action and interaction of individuals” (1989, 13). What is unusual about this
comment is that, unlike most rational choice theory, it seeks to present and defend
individualism in ontological, rather than in more narrowly methodological, terms.
Yet even rational choice theory, resolutely committed as it remains to methodo-
logical individualism, has made significant concessions to the organic qualities of
social and political collectivities identified by holists. Indeed, in this respect, the
developmental trajectory of rational choice in recent years is suggestive of some-
thing of an emerging ontological consensus amongst political analysts. Two points
might here be made. First, whilst there have always been those who have presented
rational choice theory in such terms (most notably, Friedman 1953, 14-15), many
more contemporary rational choice theorists seem prepared to accept the onto-
logical irrealism of rational choice assumptions, defending such premises in terms
of their analytical utility not their correspondence to an external reality (for a more
sustained discussion, see Hay 2004). Second, the move by many rational choice
theorists, particularly so-called rational choice institutionalists, from an absolute
towards a “bounded,” i.e. context-dependent, conception of rationality significantly
qualifies and arguably violates any purist defence of ontological or, indeed, meth-
odological individualism. For, put simply, if the stylized rational actor’s utility- and/
or preference-function is a product of her context, role, or systemic function (as
in much contemporary rational choice institutionalism), then to explain her be-
havior or to predict the consequences of her behavior in terms of such a utility/
preference-function is no longer to subscribe to a methodological individualism.

As this perhaps suggests, however seemingly entrenched holism and individual-
ism have, on occasions, become, a commonsense ground between such antagon-
istic extremes exists and is inhabited by a growing number of political analysts.
Such a position accepts, ontologically, the following: (1) that a social whole is “not
merely the sum of its parts”; (2) that there are “holistic properties” of such social
wholes; (3) that these “can sensibly be said to belong to the whole and not to any of
the parts”; and yet (4) that dismantle the whole and we are left with the parts and
“not them and some mysterious property which formerly held the whole thing
together” (Ryan 1970, 181).

4.2 The Structure—Agency Relationship

No less classical or disputed an issue in the philosophy of the social sciences is
the question of the structure—agency relationship. Though closely related, it is
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by no means irreducible to the question of the relationship between groups
and individuals and has been far more hotly contested than the latter in recent years.

Though space does not permit a detailed review of the literature, the key trends
can nonetheless be established relatively simply (for more sustained discussion see
Hay 1995; 2002, 89-134):

* The proliferation of interest in the relationship between structure and agency has
in fact been remarkably consensual, with scholars in political science and inter-
national relations rounding on both structuralist and intentionalist tendencies.8

* In so doing they have come to champion a range of perspectives from social
theory, notably Giddens’ (1984) structuration theory and the critical realists’
strategic-relational approach (Bhaskar 1979; 1989; Jessop 1990; 1996).

* What each of these perspectives shares is the attempt to explore the dynamic
interplay of structure and agency.

In short, and almost without exception, those who have reflected in a sustained
fashion upon the question of structure and agency have done so with an increasing
sense of frustration at the tacit intentionalism or, more usually, structuralism of
existing mainstream approaches to political analysis. In particular they have found
structuralism lurking in some apparently unlikely places. Chief amongst these is
rational choice theory.

As a perspective which emphasizes the rationality exhibited by conscious and
reflective actors in the process of making choices, it is difficult to imagine an
approach that is seemingly more attentive to agency. However, impressions can
be deceptive. For, within any rational choice model, we know one thing above all:
that the actor will behave rationally, maximizing his or her personal utility.
Consequently, any rational actor in a given context will choose precisely the same
(optimal) course of action. Actors are essentially interchangeable (Tsebelis 1990,
43). Moreover, where there is more than one optimal course of action (where, in
short, there are multiple equilibria), we can expect actors’ behavior to be distrib-
uted predictably between—and only between—such optima. What this implies is
that the agent’s “choice” is rendered predictable (and, in the absence of multiple
equilbria, entirely predictable) given the context. The implications of this are clear.
We need know nothing about the actor to predict the outcome of political behavior.
For it is independent of the actor in question. Indeed, it is precisely this which gives
rational choice modes of explanation their (much cherished) predictive capacity.

In short, it is only the substitution of a fixed preference function for an indeter-
minate actor that allows a spurious and naturalist notion of prediction to be
retained in rational choice (see also Hay 2004). Render the analytical assumptions

8 See, for instance, Adler 1997; Carlsnaes 1992; Cerny 1990; Dessler 1989; Kenny and Smith 1997;
Smith 1998; 1999; Suganami 1999; Wendt 1987. For a review, see Hay 1995.
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about the individual actor more complex and realistic (by recognizing some
element of contingency) and rational choice models become indeterminate.

This raises a final and important point, something of a leitmotif of this chapter.
The rise of political ontology has increasingly led to a series of challenges to
naturalism (a belief in the possibility of a unity of method between the natural
and social sciences) and to naturalistic political science more specifically. The above
paragraphs provide but one example. As they suggest, rational choice theory can
deliver a naturalist science of politics only by virtue of the implausible (ontological)
assumptions it makes about the universally instrumental, self-serving, and utility-
maximizing character of human conduct. These serve, in effect, to empty agency of
any content such that the actor becomes a mere relay for delivering a series of
imperatives inherent in the context itself. In short, a naturalist science of politics is
only possible if we assume what we elsewhere deny—that all actors, in any given
context, will act in a manner rendered predictable (in many cases fully determinate)
by the context in which they find themselves. Soften the assumptions, or even the
universality of the assumptions, and the fragile edifice of naturalism crumbles.
With it must go the universal pretensions of much rational choice theory and,
indeed, the very possibility of a predictive science of the political.

4.3 The Ideational-Material Relationship

Very similar themes emerge in the burgeoning literature on the relationship between
the ideational and the material and the extent to which ideas may be accorded a
causal and/or constitutive role in the determination of political outcomes.® Here,
once more, the key question relates to the limits of naturalism. In particular, it is
suggested, the existence of an irredeemably cognitive dimension to the social and
political world for which there is no direct equivalent or analogue in the natural
world, presents profound ontological impediments to a naturalist social science.

Once again there has been a considerable degree of harmony and consensus
amongst those who have addressed these issues in ontological terms. The result is a
convergence upon, and consolidation of, a position usually labeled constructivism
in international relations theory, and usually seen as a development of historical
institutionalism in political science (for a useful review see Blyth 2003). It defines
itself in opposition to the materialist and naturalist rump of mainstream political
science and international relations.

Like the qualified materialism of many contemporary rational choice institu-
tionalists and neo-realists,!® constructivists start from the recognition that we

9 See Hay (2002, 194—215) for a more sustained discussion.
10 See, for instance, Denzau and North 1994; Goldstein and Keohane 1993; North 1990.
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cannot hope to understand political behavior without understanding the ideas
actors hold about the environment in which they find themselves. Yet here the
materialists and the constructivists part company, with the latter refusing to see
such ideas as themselves reducible to ultimately determinant material factors (such
as contextually given interests). Consequently, they accord ideas an independent
causal role in political explanation. Nonetheless, whilst it is important not simply
to reduce the ideational to a reflection, say, of underlying material interests, it is
equally important not to subscribe to a voluntarist idealism in which political
outcomes might be read off, more or less directly, from the desires, motivations,
and cognitions of the immediate actors themselves. What is required, instead, is
a recognition of the complex interaction of material and ideational factors. Political
outcomes are, in short, neither a simple reflection of actors’ intentions and
understandings nor of the contexts which give rise to such intentions and under-
standings. Rather, they are a product of the impact of the strategies actors devise as
means to realize their intentions upon a context which favors certain strategies over
others and does so irrespective of the intentions of the actors themselves.

Constructivism is, however, a broad church, encompassing a diverse range of
positions. At the idealist end of the spectrum we find varieties of “thick” construct-
ivism keen to privilege the constitutive role of ideas whilst not entirely denying the
significance of material factors. At the other end of the spectrum we find varieties of
critical realism whose rather “thinner” constructivism tends to emphasize instead
the constraints the material world places on such discursive constructions.!® What
each of these positions shares, however, is a complex or dialectical view of the
relationship between the ideational and the material and a rejection of the possi-
bility of a naturalist social science.

5 CONCLUSION

As the previous sections have sought to demonstrate, the proliferation of literature
on political ontology in recent years has produced (or perhaps reflected and
reinforced) a remarkable consensus. The vast majority of authors who have interro-
gated systematically the relationships between structure and agency and the mater-
ial and the ideational as ontological issues, have, for instance, come subsequently to
promote a post-naturalist, post-positivist approach to social and political analysis

11 For a variety of different positions within this spectrum compare the various contributions to
Christiansen, Jorgensen, and Wiener (2001).
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premised upon the acknowledgement of the dynamic interplay of structure and
agency and material and ideational factors. In so doing they have pointed to a
consistent disparity between the often tacit and normalized analytical assumptions
of existing mainstream approaches to political analysis and those which emerge
from sustained ontological reflection.

In particular they have challenged the often parsimonious and self-confessedly
unrealistic analytical assumptions which invariably make naturalist approaches to
political science possible. This is undoubtedly a useful exercise and has already
given rise to genuinely novel approaches to political analysis and a series of
important insights (the contributions of the new constructivist—institutionalist
synthesis being a case in point). Yet it can be taken too far. In one sense it is
unremarkable that political ontologists, interested principally in the extent to
which the complexity and contingency of the “real world” of social and political
interaction might be captured, encourage us to choose complex, credible, and
realistic analytical assumptions. Yet this is not a costless move. Simple, elegant,
and parsimonious analytical assumptions are unlikely to satisfy the political on-
tologist, but this may not be sufficient reason to jettison them. However unrealistic
they may be, they have an appeal and can certainly be defended in the kind of
pragmatic terms that are unlikely to feature prominently in the ontologist’s deliber-
ations. Here, as elsewhere, clear trade-offs are involved. Political ontology can
certainly help us to appreciate what is at stake in such choices, providing something
of a counterbalance to the mainstream’s characteristic silence on its most central
assumptions, but it cannot be allowed to dictate such choices alone.
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CHAPTER §

MIND, WILL,
AND CHOICE

JAMES N. DRUCKMAN
ARTHUR LUPIA

MucH of what we recognize as political is a function of choice. Political phenomena
such as elections, wars, legislation, and protests occur because people choose to
take particular actions at particular times. For scholars, the concept of choice is
important because it primes us to consider not just the existence of an action, but
also the volition that produced it. Such priming of volition is why news of
important, unusual, or controversial political phenomena is often followed by
the question, “Why?”

Scholars answer this question in many ways. Some emphasize attributes of those
who make the choices. Others focus on the context in which the choices are made.

Individual-centered and context-based explanations are sometimes posed in
opposition to one another—as if the validation of one approach necessarily
undermines the other. In this essay, we argue for the benefits of integrating the
two approaches. While there are several ways to examine the interactive effects
of individual and contextual variables, we base our argument on a particular
method of integration. The method entails using tools and concepts often associ-
ated with individual-centered analyses to clarify the relationship between context
and choice.

* We thank Adam Seth Levine and Elizabeth A. Suhay for helpful comments.
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We offer this chapter in response to the editors’ invitation to write on “mind,
will, and choice” in the domain of contextual political science. We find the invita-
tion interesting for at least two reasons. First, political choices have long been
explained as products of mind or will. Second, advances in several scientific fields
shed new light on choice and its cognitive antecedents. Therefore, in what follows,
we use the method of integration described above to show that new advances in the
study of human thought not only aid individual-centered analysis by challenging
old notions of mind and will, but also help scholars study contextual effects more
effectively.

Our chapter is organized into five sections: this introduction, three sections
respectively entitled “Mind,” “Will,” and “Choice,” and a brief conclusion. In
“Mind,” we argue that many questions about how context affects choice are better
answered by focusing on the brain instead of the mind. In “Will,” we make a parallel
argument for focusing on preferences instead of wills. The key premise of these two
sections is that brains and preferences, as the foci of decades of empirical study, are
more amenable to reliable measurement and transparent analysis than are minds
and wills—about whose measurability there is much less consensus. The key
conclusion of these sections is that incorporating insights about brains and prefer-
ences—concepts often associated with individual-level analyses—into context-
oriented research designs can provide greater clarity about how, when, and why
factors such as time, place, language, and culture affect political choices.

In “Mind” and “Will,” most of the studies cited in support of our key conclusion
are experimental. These experiments document how deliberately altering specific
aspects of a controlled domain affects critical attributes of focal phenomena and
can provide excellent vehicles for evaluating causal hypotheses. While social science
experiments are tools often associated with research on individual-level phenom-
ena, they can be powerful tools in contextual analyses. If, for example, a specific
contextual factor is presumed irrelevant to a particular political interaction, then
a well-designed experiment that varies whether or not the named factor is present
can be sufficient to reject the hypothesis. Several of the studies we cite have this
attribute and, hence, provide an effective means of understanding why certain
interactions of context and cognition affect choice.

In the section entitled “Choice,” we draw on non-cooperative game theory to
complement the perspective of the laboratory experiments cited in “Mind” and
“Will.” Scholars use this brand of game theory to present two or more situations
that differ by perhaps only one attribute. They then work through the variation’s
logical implications. While this approach (which, we will suggest, is akin to
a thought experiment) is not often associated with context-based political analysis,
we show that it has been used very effectively to identify key causal attributes of
important contextual variables (that have been empirically verified).

In sum, we contend how and when context affects choice is a function not just of
traditional contextual variables such as time, place, language, and culture, but also
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of increasingly well-understood properties of brains and preferences. At the same
time, we come to understand that answers to many questions about choice that
were once answered strictly in terms of mind and will are not context independent.
For a wide range of political inquiries, therefore, constructive and clarifying
answers can emerge when we integrate knowledge of context and cognition.

How does context affect choice? Our answer is based on a simple model of human
action that follows from scholarly efforts in many disciplines. Following Clark
(1997), we describe this model as:

{mind, will, choice} = f(brain, body, world).

Interactions among brain, body, and world create feelings, perceptions, beliefs, and
preferences. They determine the range of actions a person thinks he can take and
the consequences he associates with his actions.

In this model, the body is the intermediary between brain and world. Unlike the
brain, it has direct contact with certain parts of the world. Its physical construction
provides a conduit that translates environmental stimuli into electrical impulses and
chemical reactions that travel to the brain. It simultaneously converts products of
brain activity into embodied actions (e.g. an arm movement or a flight response).

The brain, in turn, “processes information” by receiving, transforming, and
manufacturing the impulses and reactions described above. In the brain—body-
world correspondence, the brain is distinguished from the mind. The brain is a
discrete physical object with measurable attributes. While remaining mysterious in
some ways, its basic anatomy and functional properties are increasingly well under-
stood. Indeed, many well-documented tests show how electrical activity and chem-
ical reactions correspond to consciousness and subconscious brain activities.!

The mind, by contrast, is a centuries-old philosophical construct. Among the
concept’s problems when applied in an analytic framework is that it is sometimes
used to refer to what we now understand as parts of the brain, sometimes refers to
the brain itself, and sometimes refers to products of a brain—body-world inter-
action. Despite this lack of clarity, many political theories, folk theories, and
contemporary common wisdoms about social reasoning are based on conjectures

1 For reviews of relevant research, see Kandel, Schwartz, and Jessell (1995), and Cacioppo et al.
(2002).
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about minds. One problem with this legacy is that twentieth-century research on
brains has exposed many of these conjectures as false. Fortunately, these new
studies can yield improved measures of cognitive functions that, if attended to by
theoreticians, can improve our ability to understand and explain many political
interactions.?

Consider, for example, the case of deliberative democracy.? The idea of delibera-
tive democracy has gained increasing attention in recent years, particularly after the
writings of Jirgen Habermas (see, e.g., Fishkin 1991; 1995). Habermas describes a
context—the ideal speech environment—in which allocating speech rights in an
equal manner increases civic competence. In recent years, the concept of ideal
speech environments has moved from a philosophical endeavor to an icon for
democratic reformers (see, e.g., Gutmann and Thompson 1996; Ackerman and
Fishkin 2004). While seeking uniformly to improve civic competence, many such
efforts are based on mind-based predictions about the consequences of deliberation
that twentieth-century research on brains contradicts.

For example, many deliberation advocates describe communication as a process
where participants will leave privileging certain pieces of information rather than
others.# But under what conditions would a deliberative encounter lead a partici-
pant to favor one claim over another? A necessary condition for such an effect is
that the target audience for these critical pieces of information pays attention to
them and thinks about them for at least some minimum amount of time.

A challenge for deliberative advocates is the fact that the capacity of the part of
the brain where such information would have to be initially processed—working
(or short-term) memory—is very small (Kandel, Schwartz, and Jessell 1995, 664).
Moreover, the modal decay rate of items that are ever admitted into working
memory (i.e. the items to which we pay attention) is best stated in terms of
milliseconds. As a consequence, unchangeable physical attributes of working (or
short-term) memory force us to ignore everything around us. To get our attention,
an utterance must fend off competitors—such as aspects of prior or future events—
with which a person may be preoccupied, the simultaneous actions or utterances of
others, background noise, and so on. Therefore, people pay attention to only a tiny
fraction of the information that is available to them and can later recall only a tiny
fraction of the things to which they paid attention.

Moreover, even if a piece of information is attended to, an exercise such as
deliberation can increase a participant’s competence only if the information is
processed in a particular way that leaves a unique cognitive legacy in long-term
memory (henceforth, LTM). The physical foundation of LTM is found in the

2 See e.g. Churchland and Sejnowski (1992), Schacter (2001), and Pinker (2002). For an efficiently
packaged overview of central debates among cognitive scientists, see McCauley (1996).

3 This example follows from one presented in Lupia (2002).

4 See e.g. the contrasting descriptions of deliberation by Ackerman and Fishkin (2004), Lupia
(2004), and Posner (2004).
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distribution of specialized cells throughout the brain. Chemical reactions within
and across these cells generate activation potentials for particular kinds of mental
responses. You can think of activation potentials as corresponding to probabilities
of recalling things you once noticed. What we usually call learning involves
changing these activation potentials. The physical embodiment of learning that
smoking is highly correlated with lung cancer, for example, is a change in activation
potentials that makes you more likely to associate pain and death with smoking.
Therefore, if one person’s attempt to increase another’s competence through
deliberation does not lead to a change in another person’s activation potentials,
the latter person’s competence will not increase. However, not any change in
activation potentials is sufficient to increase competence—the change must cause
participants’ LTMs to produce “ideas” that induce them to take different and more
competent actions than they would have taken absent deliberation.

An implication of these facts is that claims about the positive impact of deliber-
ation—on individuals or the societies in which they are members—will be true
only if they are consistent with physical and biological processes that govern what
the target audience will attend to (short-term memory) and remember (LTM)
about the event. Many deliberation advocates fail to recognize the existence of such
conditions, instead adopting the approach that if people are put into a room
together and each given a chance to speak, all participants will walk out enlight-
ened. This practice is tragic because it leads well-intentioned people to invest time
and effort in deliberative efforts that are destined to fail even though research on
attention, memory, and persuasion make the problems knowable in advance.

Our increasing knowledge of even basic brain functions places ominous clouds
over the landscape of claims about deliberative effectiveness. Applied research
brings more reason for doubt.

Deliberation is said, for example, to increase engagement, tolerance, and jus-
tification for individuals’ opinions (see Mendelberg 2002). However, Schkade,
Sunstein, and Kahneman (2000, 1139) ran studies on over 500 mock juries and
found that “the principal effect of deliberation is often to polarize individual
judgments.” Hibbing and Theiss-Morse (2002) review a growing literature on the
topic that conveys many similar insights.

A parallel claim is that opinions formed via deliberation with conflicting per-
spectives are presumed to capture better the “will of the people” by ensuring quality
opinions that approximate truth, reasonableness, and rationality (Mill 1859, 23;
Dewey 1927, 208; Kinder and Herzog 1993, 349; Benhabib 1996, 71; Bohman 1998,
401; Fishkin 1999, 283; Dryzek 2000, 55; Mendelberg 2002, 180). Lupia and McCub-
bins (1998) use communication models and a range of laboratory experiments to
reveal conditions under which communication decreases participants’ competence
(i.e. they identify conditions under which the most knowledgeable people in a room
are not the most persuasive). Sanders (1997) reaches a similar conclusion by
focusing on how power relationships tip the balance of communicative
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effectiveness in favor of socially privileged groups. Moreover, Goodin and Nie-
meyer’s (2003) work casts doubt on empirical claims about the impact of deliber-
ation’s communicative element. They show that information given to respondents
in advance of a deliberative exercise had a far greater impact on participants’
attitudes than the communication that followed (also see Parkinson (2006) on
limitations to deliberation via mass media).

While studies such as these can be used to criticize the deliberative democracy
movement, a more enlightened use for them is to improve it. Deliberative demo-
crats are correct in presuming that contextual variations can affect when and what
citizens communicate to one another. The key to achieving success, and avoiding
a waste of the goodwill and human capital devoted to such efforts, is knowing
when, why, and how deliberation’s effect is beneficial. Approaches that combine
knowledge of communicative contexts with rigorously tested principles of human
cognition will provide greater clarity about what contextual alterations are neces-
sary or sufficient to make deliberation deliver the normative benefits its supporters
desire.

How do people decide to choose one candidate, policy, or action rather than
another? In many cases, the question is answered by using the concept of will.
While framing the volition of individuals, majorities, and collectives in terms of
will has been effective in the past, will is problematic as an analytic concept. Chief
among the concept’s problems is how to measure it.5 A common response to the
problem of measurability is that preferences now play the role once occupied by
will in political analysis.

We define a preference as “a comparative evaluation of (i.e., a ranking over) a set
of objects” (Druckman and Lupia 2000, 2). For example, imagine that an individual
faces a choice between two alternatives—Policy A and Policy B. In this case, the
individual may prefer Policy A to Policy B, prefer Policy B to Policy A, or be

5 Social choice scholarship including that of Arrow (1963), McKelvey (1976), and Schofield (1983)
has convinced many people to question even the existence of collective will. While this work proves
that some universal claims about attributes of collective will are logically inconsistent, Lupia and
McCubbins (2005) demonstrate that such results are often overinterpreted. Specifically, the proofs are
not sufficient to negate all possible propositions about collective intent.
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indifferent between Policy A and Policy B.6 Seen in this light, if a contextual variable
is hypothesized to cause a choice, then at least one contextual variable must affect
an actor’s preference in a particular way (e.g. the variable causes the actor to change
his revealed preference from some option A to some option ~A).

While many scholars study political preferences, few focus on how context affects
preferences. As Mutz, Suiderman, and Brody (1996, 5) explain, “More often than
not, our topics of study and the methods we employ fail to take into systematic
account the power of situations to influence political attitudes.” Beck et al. (2002,
57) agree, stating “most studies of voting behavior in the United States and other
democracies have paid little attention to context, viewing vote choices as the
product of a ‘personal’ rather than a ‘social’ calculus” (see, e.g., Zaller 1992, 2).

While we concede that the literature on preferences has focused on individual—
rather than contextual—differences, we read it as being anything but silent on the
matter of contextual effects. To this end, we offer two examples where experiments
in contextual variation clarify important attributes of political preferences.”

In the first example, careful attention to context influences a long-standing
debate about how information affects preferences. The debate regards two prom-
inent models of political preference formation: the memory-based model and the
on-line model. The memory-based model’s core premise is that, when asked to
express a preference, people search their memory for information and base their
preference on that information. This search can be extensive (e.g. such as comput-
ing relative candidate issue positions over a large number of issues and characteris-
tics; Kelly and Mirer 1974), or it can be haphazard (e.g. the information that
happens to be easily accessible in memory at that moment; Zaller 1992). An
example of the latter form of memory-based reasoning occurs when an individual
bases her preference over two candidates entirely on one attribute that comes easily
to her mind because it was just on the news.

The core premise of on-line models, by contrast, is that people form and
maintain a running “evaluation counter” of certain objects (e.g. Lodge, McGraw,
and Stroh 1989; Lodge, Steenbergen, and Brau 1995). When a person encounters
new information, he or she brings an affect-laden “evaluation counter” (i.e.
running tally) into working memory, updates it given the new information, and
then restores the counter to long-term memory. The new information need not be
remembered directly. Therefore, when asked to express a preference, people retrieve
the evaluation counter, and, in contrast to memory models, not the discrete events
on which the summary evaluation is based.

6 It is worth noting that preference and choice are not one in the same. A person can prefer Kucinich
to Kerry among Democratic candidates for president, but vote for Kerry in a primary election because
Kucinich is perceived as certain to lose to the Republican nominee. Research in social psychology also
shows regular disconnects between preferences and behavior (e.g. Eagly and Chaiken 1993, ch. 4).

7 We focus on contextual influences beyond the well-known and widely acknowledged direct effects
of elite rhetoric and interpersonal conversations (e.g. Berelson et al. 1954).



104 JAMES N. DRUCKMAN & ARTHUR LUPIA

Initial work in political science either asserted the primacy of one model over the
other (see, e.g., Zaller 1992, 279; Lodge, Steenbergen, and Brau 1995, 119) or focused
on the moderating role of individual differences such as political sophistication
(McGraw, Lodge, and Stroh 1990; McGraw and Pinney 1990; also see Krosnick and
Brannon 1993, 965; Jarvis and Petty 1996). There was little attention to context.

Rahn, Aldrich, and Borgida (1994) took a different approach. They pointed out
that some political contexts create simple communication environments, such as
when candidates give sequential speeches, while others are more complex, such as
when candidates debate. Drawing on social cognition research (e.g. Fiske et al.
1983), Rahn, Aldrich, and Borgida (1994) argue that complex settings increase the
difficulty of comprehending, integrating, and adding information to an on-line
evaluation, especially if the information is unfamiliar and the audience is not
motivated. In other words, context matters. They predict that non-sophisticated
individuals will not engage in on-line processing in complex contexts, but will do so
in simple settings. In contrast, they predict that sophisticates will engage in on-line
processing in both contexts.

To test the hypothesis, they implemented an experiment in which some partici-
pants watched two candidates offer sequential speeches (simple context) while
others watched a two-candidate debate (complex context). The information
offered in each context was identical. Their findings support their hypotheses:
non-sophisticates engaged in memory-based processing in the complex setting
and on-line processing in the simple setting. Sophisticates, by contrast, always
processed on-line. Individual differences depend on context, with sophistication
only mattering in complex settings. This study shows that the applicability of
memory-based and on-line models depends, in part, on attributes of the context
in which the information is presented (also see Redlawsk 2001).8

In the second example, experiments in contextual variation clarify how framing
affects preferences. A framing effect occurs when differently worded, but logically
equivalent phrases cause individuals to alter their preferences (Tversky and Kahne-
man 1981, 1987). An example of such an effect occurs when people reject a policy
program after being told that it will result in 5 percent unemployment but prefer it
after being told that it will result in 95 percent employment.® Many scholars

8 Another dynamic that appears to influence processing strategy is the type of choice under
consideration. Specifically, the on-line processing research focuses on candidate evaluation, whereas
memory-based work often focuses on survey response more generally. In the former case, people may
anticipate evaluating candidates (i.e. they know that they will have to vote), and thus, they form on-
line evaluations (see Hastie and Park 1986, 262). In contrast, most people do not anticipate answering
survey questions, and thus, they cannot access on-line evaluations when a surveyor surprises them
with a question (see Kinder 1998, 813—14; Druckman and Lupia 2000, 11-12). While features of the
choice do not directly form part of the context, it is another often understudied dynamic of political
preference formation (see Payne, Bettman, and Johnson 1993; Lau and Redlawsk 2001; Taber 2003).

9 Political communication scholars use the term “framing effects” to refer to situations where by
emphasizing a sub-set of potentially relevant considerations, a speaker leads individuals to focus on
these considerations when constructing their opinions. For example, if a speaker describes a hate
group rally in terms of free speech (or public safety), then the audience will base its rally opinions on
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interpret such effects as evidence that citizens do not have well-formed or coherent
preferences about important social issues.

Many framing studies, however, pay limited attention to context. While they
vary context in one way—by presenting a singular phenomenon in two different
ways—few question the extent to which their subjects’ reactions are context-
dependent.! For those who want to claim that results from classic framing studies
apply to political actors generally, knowing the answer to such questions is critically
important.

Druckman (2004) explores the impact of social contexts on framing. He builds
on memory accessibility research (e.g. Fazio and Olson 2003) and behavioral
decision theory (e.g. Payne Bettman, and Johnson 1993) to specify the conditions
under which framing effects will occur. He tested his predictions with an experi-
ment on more than 500 participants. The experiment involved four classic framing
problems with four conditions. The control condition mimicked the classic framing
experiments—he presented each problem to participants using one of two frames
(e.g. either an unemployment frame or an employment frame). The elite competi-
tion condition added to the control condition a second framing of the problem—
specifically, it included a counterclaim where participants received a “re-framing”
of the problem (e.g. those who had received the initial unemployment frame
received a re-framing with the employment frame). Two intergroup discussion
conditions added to the control condition the opportunity to discuss the problem
with three other participants. In the homogeneous discussion condition, all partici-
pants received the same frame. In the heterogeneous discussion condition, partici-
pants received different frames.

The experiment reveals how contextual attributes moderate or eliminate framing
effects (also see, e.g., Bless et al. 1998; Druckman 2001b). The control condition
closely replicates the classic studies by showing substantial framing effects. Context
matters, however, because the effects disappear or are severely minimized in all of
the other experimental conditions. In other words, changing the context to allow
elite competition or interpersonal discussion limits or eliminates framing effects
(also see Druckman and Nelson 2003). Since such factors are important attributes
of many political contexts, it is incorrect to presume that framing affects political
preferences generally in ways that the original framing studies suggest.!! As a result,

free speech (or public safety) considerations (e.g. Nelson, Clawson, and Oxley 1997). These types of
framing effects are distinct since they do not involve logically equivalent ways of making the same
statement (see Druckman 2001a).

10 Since Tversky and Kahneman do not specify a theory of information processing (see Jou,
Shanteau, and Harris 1996, 2; Fong and McCabe 1999, 10927), their work provides no direct infor-
mation about the robustness of their findings to reasonable contextual variations.

11 Two other findings are of note. First, consistent with other evidence that the nature of the
conversational context matters (e.g. Mutz 2002), Druckman finds that, compared to the homogenous
discussions, the heterogeneous discussions exhibit a stronger moderating effect on framing. Second,
Druckman explores the moderating impact of individual level variables. Echoing Rahn, Aldrich, and
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classic framing studies provide little or no evidence about the quality of citizens’
attitudes in many important political contexts.

These two examples are part of a growing population of studies (e.g. Kuklinski
et al. 2001; Lau and Redlawsk 2001; Sniderman, Hagendoorn, and Prior 2004) that
deliver important insights about political preference formation and change. While
these studies differ in many ways, they share the attribute of considering psycho-
logical processes and contextual variations simultaneously. At their best, such
studies demonstrate that the value of a distinctly political psychology, over psych-
ology as traditionally recognized, comes from adding to the psychologists’ careful
treatment of human cognition special attention to the unique social dynamics and
challenges that characterize political settings. The value added comes from contem-
plating the context.

In this section, we turn to research that is useful for identifying contextual effects
though it is not typically associated with contextual political science. Specifically,
we focus on non-cooperative game theoretic work that falls under the rubric of
“The New Institutionalism.” Scholars use this research to derive empirical predic-
tions about how certain contextual variables, such as formal and informal bargain-
ing or legislative rules, affect individual perceptions, preferences, and choices (see,
e.g., Shepsle 1989; Epstein and O’Halloran 1999; Huber and Shipan 2002).

The typical non-cooperative model built to clarify contextual-institutional vari-
ables takes the following form. First, present a political context, complete with a
description of the relevant actors, their preferences, the actions available to them,
and their beliefs about all aspects just mentioned. Use deductive logic to derive
a logically coherent conclusion about what choice every actor will make. Second,
vary the context in a specific way and use the same logic to draw a parallel
conclusion. Third, compare the two conclusions. If the conclusions are the same,
then we would expect the contextual variation to have no impact on the behaviors
described in the model. If the conclusions are different, we would expect empirical
evidence to show that context matters.

Borgida’s (1994) results, he finds that expertise does not have an effect across contexts; rather, it only
matters in the homogenous conversation conditions. In this case, the conversations appeared to
simulate thought among experts who showed no susceptibility to framing effects. Non-experts were
susceptible, however. This is further evidence that individual differences are context specific (also see,
e.g., Lau and Redlawsk 2001).
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Non-cooperative models have changed the way that many political scientists
think about legislatures, elections, and the bureaucracy. In an important sense, the
models are akin to thought experiments that can be used to derive robust empirical
predictions about context. We offer, as an example, work on coalition formation in
parliamentary democracies.

The defining feature of parliamentary democracy is that the viability of the
government (i.e. the executive and the cabinet) depends directly on the willingness
of all possible legislative majorities to support, or at least to tolerate, its existence. In
other words, if any majority of members of parliament votes to replace the existing
government, it ends.

In many cases, this requirement places a premium on coalition building and
maintenance, since parliamentary democracies rarely contain single parties that
control a majority of legislative seats. Questions about how coalitions form and
which parties are included in government are among the most important that
scholars of parliamentary democracies can pursue. These decisions affect what
politicians become powerful, what legislation is passed, and important aspects of
the quality of citizens’ lives.

Initial coalition formation theories posited parties as seeking to join govern-
ments while sharing the spoils of office as narrowly as possible. Using cooperative
game theory, they predicted “minimal winning coalitions” in which the governing
parties collectively control a majority of parliamentary seats, but only just so (e.g.
von Neumann and Morgenstern 1953; Riker 1962). For example, if a hundred-
person legislature has three parties, where Party A has 40 seats and Parties B and
C have 30 seats each, the minimum winning coalition is one between B and C as no
other combination of parties (e.g., “A and B” or “A and C”) has a sum of seats less
than 6o.

Many scholars viewed this approach as unsatisfactory. Chief among their com-
plaints was that the conclusions depended on the assumption that politicians care
about gaining office and winning perks rather than policy. A subsequent generation
of theories paid greater attention to policy and predicted that governing coalitions
would form only among parties who were close ideologically (Axelrod 1970; De
Swaan 1973).

While the minimal-winning and policy-aware theories differed in many ways,
subsequent research revealed them to share one unfortunate attribute—neither
predicted the actual membership of governing coalitions very well (see, e.g., Laver
and Schofield 1990, 96). What was missing was a consideration of context. As Strom
et al. (1994, 306) put it, these theories were “operationalized at a level general
enough to bear upon a range of political systems...data come from standard
sources and are used with no contextual interpretation” (also see Laver and
Schofield 1990, 195-216).

This changed as researchers began to use non-cooperative game theory to
incorporate contextual variables into coalition formation theories (see, e.g., Laver
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1998). Scholars increasingly recognized that countries employ different rules that
regulate the coalition formation and policy-making process, and they modeled
these differences by specifying coalition outcomes in the presence or absence of
different institutions (e.g. Austen-Smith and Banks 1988; Baron 1991; Lupia and
Strem 1995). For example, some countries (e.g. Germany, Italy) require investiture
votes such that a majority of legislators must vote in favor of an incoming
government, while other countries (e.g. Denmark, Norway) have no such require-
ment—meaning that a government can assume office as long as a majority does not
vote against it. The models show that investiture requirements constrain the
formation of minority governments—in which the parties in government do not
control a majority of legislative seats. As Laver and Schofield (1990, 207) explain,
“an investiture requirement forces an incoming government to survive on the basis
of its program and cabinet taken as a whole, rather than on the basis of a package of
proposals that can be considered one at a time.” Minority governments, by con-
trast, survive by stringing together varying majorities on different issues, even if
a majority does not support its overall existence (see Strom, Budge, and Laver 1994,
311-12). As Martin and Stevenson (2001, 46) later verified, whether or not a country
requires investiture votes is an important determinant of the viability of minority
governments.

The investiture vote is just one of many contextual variables that shape coalition
governments. Others include the presence of a formateur party, no-confidence
votes, electoral rules, powers of parliamentary committees, and bicameral legisla-
tures (e.g. Strom, Budge, and Laver 1994; Martin and Stevenson 2001; Druckman and
Thies 2002). A growing number of scholars are now using non-cooperative game
theory first to isolate correspondences among contextual/institutional variables and
coalition choices, and then use these findings as the basis for rigorous empirical tests.
The combination of these activities has produced much more accurate empirical
predictions about many facets of coalition governance (Diermeier and Stevenson
1999; Miiller and Strem 2000). For example, Martin and Stevenson (2001, 47) report
that relying only on office and policy preferences leads to an 11 percent success rate in
predicting coalition formation whereas models that include institutional features
increase the predictive success by an additional 33 percent.!2 In short, empirical and
theoretical studies of coalition formation and termination that include key insti-
tutional attributes perform dramatically better in terms of predictive success than do
studies that neglect these contextual variations.13

Explaining and predicting the actions of individuals and groups requires more
than knowledge of the actors and their preferences; it also requires an appreciation
of the context in which actions are taken. The kinds of complex thought experi-

12 Successfully predicting 44 percent of coalitions formed is impressive when one considers the
enormous number of possible configurations of coalitions at a given time.

13 Experimental studies, such as Fréchette, Kagel, and Lehrer (2003) and Fréchette, Kagel, and
Morelli (2005), also validate focal predictions of this approach.
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ment facilitated by methods such as non-cooperative game theory offer a powerful
method for understanding how different contexts influence actions.

4 CONCLUSION

Choice has always been a focal concept in the study of politics. When the goal of
scholarship is to explain choice, volition becomes relevant as well. Advances in
many scientific fields are giving researchers more reliable ways to measure import-
ant aspects of volition and to evaluate causal hypotheses about choice. Political
science has contributed, and will continue to contribute to this endeavor. Our
biggest comparative advantage, however, is in our ability to combine other discip-
lines’ ideas with deep knowledge of, and sustained attention to, a set of critically
important social contexts. Context, not methodology, is what unites our discipline.
It is what causes scholars from distinct intellectual traditions such as philosophy,
sociology, economics, and psychology to want to be in a single department,
attending each other’s research seminars and jointly training graduate students at
institutions of higher learning all over the world. Political science is united by the
desire to understand, explain, and predict important aspects of contexts where
individual and collective actions are intimately and continuously bound. Our
comparative advantage is valuable and we should encourage researchers to leverage
it whenever they can. At the same time, integrating new knowledge about brains
and preferences, and inferential methods that allow strong tests of causal hypoth-
eses, can improve the empirical reliability and substantive relevance of contextual
political science. In other words, the desire to highlight the role of context in
political analysis and the desire to provide scientifically rigorous explanations
of political choice are inherently complementary.
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CHAPTER 6

THEORY, FACT, AND
LOGIC

ROD AYA

SociaL as well as physical science is an endless argument where theory explains fact
and fact tests theory by way of logic, which connects them as premise to conclusion.
The argument is endless because the evidence is never conclusive. Fact does not
prove theory true—explanation is always hypothetical—and fact is observed in
light of theory. Despite the “underdetermination of theory by evidence,” however,
science gets results in conformity with ground rules of method that answer four
questions:

Are conclusions to be consistent with premises (maybe even follow from them)? Do
facts matter? Or can we string together thoughts as we like, calling it an “argument,”
and make up facts as we please, taking one story to be as good as another? (Chomsky

1992, 52)

The ground rules answer the first two questions “yes” and the last two “no,”
stipulating “consistency and responsibility to fact” (Chomsky 1992, 52). Postmod-
ern antinomianism gives the opposite answer, celebrating incoherence and “the fact
that facts are made” (Geertz 1995, 62). The present article accepts the ground rules,
but considers antinomianism at the end.
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1 THEORY ExPLAINS FAcT, FACT TESTS
THEORY

Theory explains fact by some other fact (or facts) given which the fact to be explained
follows.! Explanation is hypothetico-deductive. Theory is generalization—it asserts
“constant conjunction” between some fact (or facts) and the fact to be explained
(Ayer 1946; Braithwaite 1953).2 In effect it claims “whenever this, that” so given “this”
itlogically implies and explains “that” (Quine 1992). Fact tests theory by observation
compared with prediction. Validation is also hypothetico-deductive. Theory implies
and predicts “that” given “this” and rules out anything except “that” given “this.” So if
observation confirms prediction—if when “this” is observed “that” is observed—it
confirms theory. But if when “this” is observed anything except “that” is observed, it
refutes it. Prediction is prohibition; violation is refutation (Popper 1972).3

In sum, theory explains fact and fact tests theory through logic. The watchword
is “consistency and responsibility to fact.” Since (by the law of contradiction) two
contradictory statements cannot both be true, theory that contradicts fact is false.
This hypothetico-deductive view of method in physical and social science (Popper
1989; Medawar 1982; Gellner 1974) comes with a few caveats in train.

Theory that binds facts together, explaining “that” by “this,” is hypothesis.
Predictive success does not prove it true. As Hume pointed out in 1739, to say
predictive success proves theory true begs the question whether future observation
will oblige: “No matter how many times the results of experiments agree with some
theory, you can never be sure that the next time the result will not contradict the
theory,” whereas “you can disprove a theory by finding even a single observation
that disagrees with the predictions of the theory” (Hawking 1988, 10).

1 Classic exemplars include Newton’s theory of gravity explaining it by mass and distance and
Darwin’s theory of evolution explaining it by variation and selection.

2 Some say “events” instead of “facts” (Beauchamp and Rosenberg 1981). Others use them as
synonyms (Braithwaite 1953). That the world “is not the totality of things but of events or facts” goes
back to Heraclitus (Popper 2002, 594).

3 The hypothetico-deductive method derives (by modus ponens) “that” fact as a conclusion from
“whenever this, that” theory plus “this” fact as premises, compares “that” fact with observation, and
(if prediction and observation do not match) concludes (by modus tollens) that one or more premises
are false. “We have premisses and a conclusion, and if . . . the conclusion is false . . . and . . . the inference
is valid, . .. at least one of the premisses must be false” (Popper 1979, 304). Look at a visual aid from any
logic textbook where “p D ¢” is “if p is true, then qis true,” p is “whenever this, that” theory plus “this”
fact, and g is “that” fact:

modus ponens modus tollens
Poq Poq

p ~q

..q So~p

4 “Only the falsity of the theory can be inferred from empirical evidence, and this inference is a
purely deductive one” (Popper 1989, 55).
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Falsification is logically not empirically conclusive, however. Blaming theory or
fact for inconsistency between them is guesswork, also because observation of fact
is made in light of a “backlog of accepted theory” (Popper 1989; Quine 1992).
Uncertainty rules science thanks to the “impossibility of generating unassailable
general propositions from particular facts” and to the “tentative and theory-
infected character of the facts themselves” (Simon 1983, 6).5

Causation of fact by some other fact (or facts) presumes theory that binds the
facts together. As Hume also pointed out in 1739, “this” causes “that” only on the
theory that “whenever this, that” (Beauchamp and Rosenberg 1981). Causation—
Hume’s “cement of the universe”—is hypothetical:

We can never be certain...that A is the cause of B...because we can never be certain
whether the universal hypothesis in question is true,... [though] the specific hypothesis
that A is the cause of B [is] the more acceptable the better we have tested and confirmed the
corresponding universal hypothesis. (Popper 2002, 837)

“True” means corresponding to fact—a theory is true if and only if its predictions
fit observed facts.6 But whether the theory is true is open to doubt so long as the
facts are in doubt—empirical evidence can at any moment disprove it. A synonym
for “acceptable” is “probable.”?

Theory that explains fact by some other fact (or facts) often goes unstated where
it is common knowledge and interest centers on the fact to be explained and the fact
(or facts) that explain it. For example:

Suppose we have set up some “tissue cultures” of living cells, using a variety of media.. ..
Some of the cultures, but not all, have been ruined by bacterial infection, and we naturally
wish to find out why. ... Media common to all the cultures cannot have been responsible
for introducing the infection. If the infected cultures, and they alone, were set up with
amedium from a certain special source, then that medium was almost certainly responsible;
and we shall be confirmed in this interpretation [explanation] if we find that the more

5 “There are no absolutely certain empirical propositions. ... Only tautologies. .. are certain. ...
Empirical propositions are one and all hypotheses,” also propositions reporting “observations that
verify [test] these hypotheses” (Ayer 1946, 93—4). “Even in the advanced sciences almost everything is
questionable. . .. Something like 9o percent of the matter in the universe...is called dark matter...
because they don’t know what it is, they can’t find it, but it has to be there or the physical laws don’t
work” (Chomsky 2002, 152, 99). Dark matter is a hypothetical “this” fact posited to explain (on
physical theory) “that” fact of observed stellar and galactic motion (Hawking 1988, 45).

6 “Facts are what make statements true or false” (Russell 1948, 159). The “prediction of
evidence. .. may be about past facts” (Popper 1989, 248).

7 Taking “probability in its widest sense” (Keynes 1973, 36) of “likeliness to be true” (Locke, Essay
concerning Human Understanding, 4.15) given evidence—as in “all our knowledge is only probable
and.. . probability is the guide of life” (Russell 1948, 361)—not probability in the sense of either casino
or insurance odds: “’Tis only probable that the sun will rise tomorrow” (Hume, Treatise of Human
Nature, 1.3.11).
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heavily contaminated cultures were those in which a larger quantity of the medium under
suspicion had been used. We are taken aback when a fuller study of the records shows that a
number of cultures escaped infection although the supposedly infected medium had been
used to prepare them, but it turns out that these anomalous cultures differed .. . by the use
of a bactericidal ingredient which kept the infection down. ... The situation can be made as
complicated as we please, but the reasoning which resolves it is straightforward and quite
commonplace. (Medawar 1982, 96)

This “commonplace” reasoning is the experimental (alias, comparative) method of
hypothesis testing on which more below. The point here is that the explanation is
enthymematic—it leaves the theory that bacteria cause infection unstated.

Explanation is often called “theory” even if no “whenever this, that” generaliza-
tion, principle, or law—the distinction is purely honorific (Weinberg 2001, 115)—is
invoked. Ordinary language calls a detective’s reconstruction of a crime, a histor-
ian’s account of a war, or a sociologist’s explanation of a social fact a “theory.” Social
science jargon also calls it a “model,” which needs explication.

2 EXPLANATION BY MODEL

Social theory explains one social fact by another through a model whose elements
are people in a social situation trying to solve the problem posed by the situation as
available evidence indicates they see it. The fact to be explained is their aggregate
social behavior, which consists of observable individual social behavior (Coleman
1990). And the fact that explains it on the theory that (as Hobbes says) “man by
nature chooseth the lesser evil” is the social situation they think they are in.8
Explanation by model where people try to solve a problem posed by their situation
as they see it is pervasive in social science and history.® To see how it works, consider
some examples from classic and modern political theory, starting with a transpar-
ent do-it-yourself thought-experiment.

Take a chessboard and pretend it is a neighborhood. Pretend each of the sixty-
four squares is a home. Take fifty coins—twenty-five each of two denominations.
Pretend each coin is a family and each denomination is an ethnic group. Distribute
the coins at random on the chessboard, one to a square. Assume every “family”
wants at least half its neighbors to be of its own “ethnic group,” and let any “family”
move to any unoccupied square. Move the coins at will until every “family” is

8 Hobbes, Leviathan, 1.14.
 And everyday life where folk models are “frames” (Goffman 1974).
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satisfied. The “equilibrium” where no “family” wants to move will look like
apartheid, though segregation is aggregation in a free market where “families”
with a preference for own kind can move at will (Schelling 1978, 147-55).

The same thought-experiment predicts another “equilibrium” where a different
situation constrains different behavior. Assume every “family” wants at least half its
neighbors to be of its own “ethnic group,” but let any “family” move to any square
that is either unoccupied or else occupied by a “family” from the other “ethnic
group” and (if the square is occupied) displace the occupant. The “equilibrium”
where no “family” wants to move will look like apartheid with no man’s land
between “ethnic” enclaves.10

The first model explains ethnic segregation; the second model explains ethnic
cleansing. How? Each model represents people trying to make the best of their
social situation. The situation comprises the actions they think they can take, the
results they think these actions will get, and the satisfaction they think those results
will give—what can be done, what will result if one thing or another is done, and
what result is preferred. Given the situation (which involves other people trying to
make the best of their own situation), choice of action follows logically on the
theory that people go for the “lesser evil.” People in both situations choose the
“lesser evil,” doing what they think is necessary to get what they want (the result
they prefer) in the situation they face.

All depends on the social situation that people think they are in. Their view of the
situation—what they can do, what will result if they do it, and what result they
prefer—motivates behavior constituent of a social fact they may not intend. Two
classics illustrate. In Smith’s model of market society, government protects people
and keeps them honest so that by trying to “better their own condition” they serve
the “public interest” as if “led by an invisible hand.”! In Hobbes’s model of stateless
society, no government protects people or keeps them honest so that by trying to
ensure “their own conservation” they fight a “war of every man against every man”
where “force and fraud are...the two cardinal virtues” and life is “solitary, poor,
nasty, brutish and short.”12 People choosing the “lesser evil” in different social
situations create equally unintended social facts: “micromotives” cause “macro-
behavior” (Schelling 1978).13

Modern model explanations of sociopolitical facts like tribalism, feudalism,
organized crime, machine politics, nationalism, and revolution are likewise
hypothetico-deductive—they predict what people do from the situation they face

10 Bosnia suggested this “transformation” of Schelling’s model.

11 Smith, Wealth of Nations, 2.3, 4.2. A Nobel laureate calls the “invisible hand” alias “market
mechanism” the “key result in economic theory” (Akerlof 1984, 175).

12 Hobbes, Leviathan, 1.13. Often accused of forgetting that people live in groups, Hobbes gives just
three examples of war—tribal, civil, and interstate—all fought by organizations.

13 Another example: “An extensive, complicated, and yet well ordered institution is the outcome of
ever so many doings and pursuits, carried on by savages, who. .. know their own motives, know the
purpose of individual actions and the rules which apply to them, but how, out of these, the whole
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on the theory that they choose the “lesser evil” These models include much
contextual detail in the description of both the social fact to be explained and the
social situation that explains it, but they all work the same way.14

Start with a model of tribalism propounded by anthropologists. The social fact to
be explained is coalitions of feuding “blood and soil” communities that gang up on
similar coalitions of adjacent communities; coalitions of these coalitions that gang up
onsimilar adjacent coalitions; and coalitions of these larger coalitions that gang up on
outsiders as “tribes” —coalitions that break up into feuding communities again
when their common enemies relent. And the social situation that explains this fact on
the “choose the lesser evil” theory is one where people have no police or government
(only kinsmen and neighbors) to protect them. They gang up with closer kinsmen
and neighbors on more distant ones because (despitelocal feuding) they fear a smaller
opponent less than a larger one—their choice of allies depends on the enemy that
confronts them. Every potential attack-and-defense coalition confronts an equal
opponent, thus solving (through deterrence) Hobbes’s problem of social order
without benefit of central government (Evans-Pritchard 1940; Gellner 1969).

Now consider a model of feudalism, also from anthropology. The social fact to be
explained is coalitions (instead of class struggle) between landlords and peasants
who form patron—client gangs that fight other such gangs. And the social situation
that explains it on the “choose the lesser evil” theory is one where landlords and
peasants need each other. The landlords want paramilitary manpower; the peasants
want protection, work, and housing; so they barter what they have and the other
wants for what the other has and they want. Since the peasants can defect, the
landlords (to attract them) need more land, which they get by taking it from rival
landlords. The more successful landlords are as warlords, the more enemies they
make, creating a vicious circle that often closes with their assassination (Barth 1959).

A model of organized crime likewise explains it on the “choose the lesser evil”
theory by a social situation where the haves and have-nots need each other.
Classical mafia involves absentee landlords who want their estates guarded and a
seat in parliament; gangsters who want a front and immunity as well as tribute; and
peasants who want protection and work. The trade-off is mafia. The landlords
employ the gangsters and (as politicians) obstruct justice; the gangsters protect
estates and get the vote out for their patrons; the peasants work and vote as they are
told; all keep quiet. The gangsters have to compete for what they want and mostly

collective institution shapes, ... is beyond their mental range,” just as a “humble member of any
modern institution.. .is of it and in it, but has no vision of the resulting integral action of the
whole. ... The Ethnographer has to construct the picture [model] of the big institution.. . consisting
of thousands of men.. . as the physicist constructs his theory from experimental data” (Malinowski
1922, 83—4, 11-12, 92).

14 The methodological rules are (1) “considérer tout phénomene collectif comme le produit
d’actions individuelles” and (2) “interpréter 'action individuelle comme rationnelle” (Boudon 1992,
282-3).
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kill each other. Under Fascism (which gives protection and ends elections) mafia
withers; after Fascism it revives (Blok 1988).

A model of machine politics explains it as a similar trade-off between vested
interests, namely party bosses, businessmen, racketeers, and immigrants. The party
bosses take bribes from the businessmen and racketeers in exchange for permits
and protection, and provide social services and personal favors for the immigrants
who vote the party ticket at elections. Like tribalism, feudalism, and organized
crime, machine politics consists of social behavior motivated by “local knowledge”
of the social situation. All involved can get what they want in no other way.
Choosing the “lesser evil” from their own point of view, they create what outsiders
condemn as a greater one (Merton 1968, 124—36).

A model of nationalism explains it as people trying to get their culture its own
state (through agitprop, electioneering, and negotiation; or else terrorism, ethnic
cleansing, and genocide) in a social situation where (as they see it) culture is
destiny. This situation exists where people and governments striving for wealth
and power create (or project) a modern economy and bureaucracy staffed by
interchangeable, mobile, literate personnel whose culture is like a huge oxygen
tent that only the state can maintain through mass education. Who shares this
culture can get by and get ahead; who lacks it cannot get decent treatment, much
less compete for jobs and promotions. Modern life is interaction with bureaucrats,
and if their culture is alien, interaction is humiliation. Where culture is destiny,
people are nationalist—they want to avoid humiliation and think they can do so
only if the state preserves and protects their culture. If rulers and ruled share the
same culture, the model predicts all quiet on the national identity front. If they do
not, it predicts assimilation, expulsion, or liquidation to purge states and would-be
states of enemy aliens (Gellner 1983).

Models of revolution have a complication called history. The social fact to be
explained—people successfully changing (or trying to change) government,
regime, or society by means of violence—consists of collective actions and reactions
over time. And the social situations that explain these strategic moves and coun-
termoves or “échanges de coups” (Dobry 1986) on the “choose the lesser evil”
theory also differ over time. Historical model-builders break revolution up into
pivotal actions and reactions that are explained by the relevant actors’ social
situation at each stage of the narrative. Two examples illustrate. In one model,
elites usurp the government, subalterns rebel, radicals seize power—and (as a new
regime) reconstruct society (Skocpol 1979;1994). In another model, insurgents claim
sovereignty, people back them, the government dithers, government backers defect,
insurgents arm, government forces defect, and insurgents seize power (Tilly 1993). In
both models, revolution consists of successive actions and reactions, each of which
depends on the one that precedes it, helping create the situation people take it in
response to. The short list of actions and situations is different, but the theoretical
method of explaining revolution by making a “cumulative causal model” whose
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elements are “people defining problems and trying to work their way out of them”
(Stinchcombe 1978, 64, 121) is the same.15

Model explanations may be called “laws” when they connect model social
situations to model social behavior on the “choose the lesser evil” theory. Such
“laws,” Weber says, state a “Sinnzusammenhang” or “Beziehung vom Mittel und
Zweck,” that is, “meaning nexus” or “means—end connection,” since the model
behavior is the sole means to the end of the “lesser evil” in the model situation.!¢
A textbook favorite is the “law of supply and demand,” according to which people
all trying to buy cheap and sell dear in a market situation buy and sell less at a high
price and more at a low price until they hit on an “equilibrium” price where every
willing buyer finds a willing seller (Samuelson and Nordhaus 2001). More pertinent
examples here are Plato’s “law” (no weak government torn by faction, no revolu-
tion) and Olson’s “law” (no selective incentives, no collective action). Plato’s “law”
says revolution has no hope of success against a strong, united government; Olson’s
“law” says collective action does not pay unless by taking part one gets individual
rewards beyond the projected “public good,” which one makes no difference to
achieving and which (if achieved) one enjoys anyway.!” Both “laws” predict and
explain model behavior from a model situation where that behavior is the sole
means to the end of the “lesser evil.”18

3 THE COMPARATIVE METHOD

Testing model explanations uses the comparative method, which is the experi-
mental method without controlled conditions just as, conversely, the experimental

15 To sum up a case argued elsewhere (Aya 20014 and b).

16 'Weber’s theoretical method, “soziales Handeln deutend verstehen und dadurch ursichlich
erkldren” by “Sinnzusammenhang” or “Beziehung vom ‘Mittel’ und ‘Zweck’” (1964, 1: 3, 6, 7, 8), is
perennial: “Men’s actions are derived from the opinions they have of the good or evil which from those
actions redound unto themselves” (Hobbes, Leviathan, 3.42). “The same motives always produce the
same actions: The same events follow from the same causes. ... A man who at noon leaves his purse full
of gold on the pavement at Charing Cross, may as well expect that it will fly away like a feather, as that
he will find it untouched an hour after” (Hume, Enquiry Concerning Human Understanding, 8.1). The
standard mistranslation of “Sinnzusammenhang” as “meaningful complex,” “context of meaning,”
“complex of meaning,” or “meaningful system” (Parsons 1968, 2: 642; Weber 1978, 1: 8, 58) not only
obscures Weber but ordains hermeneutic mysticism.

17 Plato, Republic, 545d. Olson’s “law” (1971) is also perennial: as Pericles told the Athenians in
432—431 BC, “Everyone supposeth that his own neglect of the common estate can do little hurt and that
it will be the care of somebody else, . . . not observing how by these thoughts of everyone in several the
common business is jointly ruined” (Thucydides, Peloponnesian War, 1.141).

18 If “law” has an archaic ring here, try “causal mechanism” as a synonym for constrained choice in
similar and recurrent social situations (Hedstrom and Swedberg 1998).
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method is the comparative method with controlled conditions (Durkheim 1937,
127; Parsons 1968, 2: 743). In simplest terms, the comparative method says fact
confirms “whenever this, that” theory if when “this” is present, “that” is present—
and when “this” is absent, “that” is absent too. The method says fact refutes theory
if when “this” is present, “that” is absent—and when “this” is absent, “that” is
present. The “this, that” and “not this, not that” rules for confirmation are Mill’s
methods of agreement and difference. Ditto the “this, not that” and “not this, that”
rules for refutation.1?

Where to pin the blame for refutation—inconsistency between theory and fact
where observation contradicts prediction—is once again guesswork: theory could
be false, but so could observation of “this,” “that,” or both (Popper 1989). In social
science and history, discrepancy between predicted and observed behavior is
blamed on the explanatory situational model (Popper 1994). Behavior predicted
but not observed, or observed but not predicted means the situation to which that
behavior is appropriate is not the one hypothesized. Taking the “choose the lesser
evil” theory for granted lets the comparative method test the explanatory model.
Insofar as the model is true, predicted and observed behavior will match; insofar as
it is false, they will diverge.20

Three model explanations confirmed or refuted through the comparative
method—one of the sex color bar in colonial society, one of revolutionary violence
in 1848, and one of “social” revolution—may illustrate. The first model explanation
claims that British colonies where many white women went had sex apartheid,
whereas Iberian colonies where few white women went saw rampant miscegen-
ation—Ilike British India before the memsahib (McNeill 1991, 603). Here the
methods of agreement and difference confirm the model explanation—colonies
with many white women had a sex color bar; those without did not.

The second (Marxist) model explanation claims that the Paris shootout of June
1848 pitted the proletariat against the lumpenproletariat hired by the bourgeoisie—
though in fact street fighters on both sides of the barricades had the same class
background and, moreover, were a cross section of the manual work force (Trau-
gott 2002). Here the method of difference refutes the model explanation—no class
difference between the two sides explains the violence.

The third model explanation claims that “social” revolution has “distinctive,
long-term, structural causes,” namely “state weakness” plus “solidarity and auton-
omy” of subaltern communities (Skocpol 1979, 295; 1994, 17, 250)—so that when
elites usurp the government, subalterns rebel, letting radicals seize power and
reconstruct society. The second “structural” cause does not appear in every case,

19 Both methods date back to the Scholastics (Losee 2001, 29—31).

20 Mill’s method of concomitant variation—the “more this, more that, less this, less that” version of
agreement and difference Durkheim recommends (1937, 128—34)—correlates indicators of social
conditions or circumstances and social behavior. The conditions or circumstances are the social
situation (Wilson and Herrnstein 1985).
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but what does—radicals seizing power and changing society—is not “distinctive,”
“long-term,” or “structural” (Aya 1990). Worse, “social” revolutions since the
Second World War share no antecedent “structural conditions” besides weak
government torn by faction, but they all see socialist vanguards taking what they
think is a shortcut to power and prosperity (Colburn 1994). Here the methods of
agreement and difference refute a model explanation they allegedly confirm.

As logic, the comparative method is “straightforward and quite commonplace”
(Medawar 1982, 96).21 Pope Clement VI used the methods of agreement and
difference in 1348 to refute those who blamed Jews for the plague (saying they
poisoned wells) by observing that it killed Jews too and spread where no Jews lived
(Ginzburg 1990, 67). But Polish peasants who had bad harvests after adopting iron
plows and went back to wooden ones and Borneo tribals who blamed hot weather
on a European also used the method of difference (Keynes 1973, 273). The compara-
tive method tests theory with fact only if theory is falsifiable and explanation is
noncircular. Consider a fictional dialogue:

“Why is the sea so rough today?”—"“Because Neptune is very angry.”—“By what evidence
can you support your statement that Neptune is very angry?”—“Oh, don’t you see how very
rough the sea is? And is it not always rough when Neptune is angry?” (Popper 1979, 192)

The “whenever this, that” theory here—whenever Neptune is angry, the sea is
rough—is untestable. And the explanation of “that” by “this”—the sea is rough
because Neptune is angry—is circular: the only evidence for “this” is “that.”

Anthropology books give many examples of superstition verified by the com-
parative method:

If one of two canoes, both apparently equally well constructed, surpasses the other in some
respect, this will be attributed to magic. (Malinowski 1922, 116)

All a man’s hopes of success . . . are based on confidence in his magical equipment, exactly
as all failure is attributed to lack or impotence in this respect. (Malinowski 20024, 315)

Any unaccountable good luck.. . the natives attribute to magic; exactly as they attribute
unexpected and undeserved bad luck to black magic or to some deficiency in... their own
magic. (Malinowski 2002b, 1: 77)

The healthy person...has powerful magic, the sick or deformed or dying person...has
weak magic. . .. If one man has sought out another’s company too much and for no reason
that appears customary, and the latter dies, suspicion falls on his unexplained compa-
nion. (Fortune 1989, 135, 155)

They say that it is very foolish to steal and run the risk of dying from magic, and when
I have asked them what proof they have that thieves are so punished they have made some

21 Despite all empirical complications of comparative history (Tilly 1984; Ragin 1987).
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such reply as, “There have been many thefts this year. There have also been many deaths
from dysentery. It would seem that many debts have been settled through dysentery.”
(Evans-Pritchard 1976, 201)

Social science is not exempt either. One “revealing exercise in the comparative
method” confirms the hypothesis that Fascism “triumphed in those countries that
were the weakest links in the capitalist chain” by noting that “none of the strong
links snapped under tension, while all the weak ones did” (Parkin 1979, 171). More
examples could be cited.

For the comparative method to work, in short, theory has to be falsifiable—it has
to imply predictions that observation could contradict: only if given “this” it rules
out anything but “that” does it explain “that” by “this.” And explanation has to be
noncircular—it needs evidence of “this” besides “that.” Without these specifica-
tions of “consistency and responsibility to fact,” the comparative method typifies
primitive thought as well as social science.

4 CONCLUSION

Under the ground rules of method, “for an argument to be persuasive, . . . it must be
coherent; its conclusions must follow from its premises,” so “reasonable people
will...be troubled if their conclusions contradict their premises” and “try to find
the source of error in faulty reasoning or incorrect assumptions” (Chomsky 1987,
169, 187; 1993, 16). In science, conclusions contradict premises if “whenever this,
that” theory and “this” fact together predict “that” fact, and “this” fact is observed
but “that” fact is not—implying by modus tollens (assuming observation is accur-
ate) that the theory is false. In social science, falsification is blamed on the model
that (together with the “choose the lesser evil” theory) predicts behavior different
from the behavior observed.

The ground rules do not require that scientists refute their own ideas, however.
Colleagues do it for them. Objectivity owes to public scrutiny, not private con-
science (Popper 2002, 488—93). Something said of anthropology goes for social
science generally:

The anthropologist propounds some rather preposterous hypothesis of a very general kind
and then puts forward his cases to illustrate the argument. . . . Insight comes from . .. private
intuition; the evidence is only put in by way of illustration. (Leach 2000, 1: 271-2)
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The issue is not private intuition, but public testability. Nothing stops critics
from searching out facts that refute the propounded theory or from searching
out new facts where old facts confirm alternative theories that contradict each
other. Neither physical nor social science is inherently circular (Popper 2002, 788,
536, 542—3).22

To say theory explains fact and facts tests theory by way of logic is to accept
“consistency and responsibility to fact” as ground rules, which postmodern anti-
nomianism rejects, insisting that “everything is a social construction” (Rorty 1999,
48). The laws of physics are like the rules of baseball; science is politics by other
means; power produces knowledge; all “perspectives” are “partial” and therefore
political, but none of them is privileged—the litany makes “people in many
disciplines more relaxed” (Rorty 1999, 181). But if “everything is a social construc-
tion,” then so is that sentence, which denies its own truth and (by the law of
excluded middle) asserts its own falsehood; it contradicts itself and (by the law
of contradiction) is logically false. If “everything is a social construction,” then
“incommensurable paradigms” that various “discourse communities” accept (like
magic and physics) are equally valid, though physics (unlike magic) gets testable,
cumulative results with applications in technology, which cannot be faked. And if
“everything is a social construction,” then “consistency and responsibility to fact”
do not matter. There is no check on sophistry and humbug; dogmatism and
credulity have free rein. No one is obliged to refute opponents with argument—it
is enough to dismiss them as “politically suspect,” the winner being whoever has the
power to compel agreement (Lasch 1995, 13, 188). If postmodern antinomianism is
correct, then the hypothetico-deductive “consistency and responsibility to fact”
view of rational inquiry is vanity—and vice versa.
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CHAPTER 7

WHY AND HOW
PSYCHOLOGY MATTERS

KATHLEEN M. MCGRAW

THE assumption that self-interest plays a central role in how citizens respond to the
political world has a long and distinguished history in political theory. However, as
a general empirical principle, most—although certainly not all—political scientists
would agree with the conclusion that “self-interest is surprisingly unimportant”
when it comes to predicting public opinion (Kinder 1998, 801). This general
principle proves to be particularly robust in the literature on economic voting,
where little evidence of “pocketbook voting,” that is, assessments of political
candidates based on personal economic well-being, can be found. Rather, voting
is strongly linked to national political conditions (or “sociotropic”; Lewis-Beck and
Stegmaier 2000). This general principle can be a useful pedagogical tool for
understanding, describing, and explaining election outcomes in democratic
systems. Nonetheless, the conclusion that economic self-interest never matters,
that “all of the people all of the time” are focused on collective economic outcomes,
also rings false. In fact, scholars have identified certain conditions under which
pocketbook voting is more likely to occur. For example, the propensity to engage
in pocketbook voting has been linked to the voter’s level of education or sophisti-
cation, and to the causal attributions the voter makes for his or her personal
economic well-being!. Men are more likely to engage in pocketbook voting than

1 See e.g. Abramowitz, Lanoue, and Ramesh 1988; Delli Carpini and Keeter 1996; Feldman 1982;
Gomez and Wilson 2001.
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are women (Chaney, Alvarez, and Nagler 1998). When the personal financial stakes
are clear, large, and important, pocketbook voting is more likely to occur (Sears and
Funk 1991). The information environment, particularly the mass media, have been
implicated in both facilitating and inhibiting pocketbook voting (e.g. Mutz 1998;
Weatherford 1983).

In short, there are systematic, predictable, and theoretically meaningful excep-
tions to the general principle that citizens’ votes are not determined by personal
economic self-interest. These exceptions can be broadly construed as contextual
effects, as they point to the conditions under which economic self-interest does,
and does not, matter. Because these “conditions under which” are systematic and
theoretically meaningful, they cannot be treated as noise that obscures our under-
standing of the economic determinants of voting. Rather, identification of these
contingencies enriches scientific knowledge and promotes the further development
of even richer and more powerful theories.

The contributions to this volume attest to the value and vibrancy of contextual
political analysis. The goal of this chapter is to sketch how psychology might
provide guidelines for engaging in productive contextual political analysis. The
discipline of psychology covers an enormous amount of territory, bordering on the
biological sciences at one end and the social sciences such as political science,
anthropology, and sociology at the other. Psychology is typically defined as the
scientific study of the human mind and human behavior. For example, according to
Zimbardo (1988, 5) the essential concern of psychology is “the scientific study of
behavioral and mental processes. .. [with an interest] in discovering general laws”
(emphasis mine). As politics is a human endeavor, the science of psychology can
contribute considerably to the political scientist’s goals of systematically describing
and explaining the political world. The task I set for myself here is to delineate one
way in which the psychologist’s quest for general laws of human thought and
behavior can illuminate the contextual underpinnings of political phenomena.
Because psychology is such a large field, some limits are necessary. For the most
part, the discussion draws on social psychological principles and examples, because
of my background and because contemporary political science draws much of its
psychological basis from social psychology (Bar-Tal 2002). A psychologist with
different training (for example, in clinical psychology or neuroscience) would no
doubt put forth a very different set of arguments. In addition, the focus is on
understanding the political thoughts and behavior of individuals, as opposed to
larger collective entities.

The chapter is organized in five sections. First, I outline a general theoretical
perspective, originating in Kurt Lewin’s (1936) classic work, that proposes that
human behavior is a function of both individual and situational forces. As I will
relate, this simple explanatory framework has generated a fair amount of contro-
versy within the field of psychology. Second and third, I describe how both
individual differences and situational forces, taken separately, have illuminated
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our understanding of the contextual determinants of political phenomena. Fourth,
I consider research that illustrates that the combination of the two—the joint
effects of the person and the situation—yields rigorous theorizing and empirical
regularities that satisfy the often incompatible scientific goals of understanding the
complexity of political life and at the same time developing generalizable laws.
I conclude in Section 5 with a few thoughts about the potential tension between
a focus on contextual effects and theory development.

1 LEWIN'S FRAMEWORK AND THE
PERSON—SITUATION CONTROVERSY

Kurt Lewin, one of the many prominent European social scientists who emigrated
to the United States as refugees from Nazi Germany in the 1930s, is widely
recognized as the father of modern social psychology. He was trained as a Gestaltist
and so the starting point of his theorizing is that perception is largely determined by
the context in which the object of perception is embedded. He was also greatly
influenced by Einstein and the principles of force-field physics. From this back-
ground emerged the theoretical development for which Lewin (1936; 1951) is most
renowned, field theory. The “field” is the individual’s life space, the space contain-
ing the individual and his or her environment. Not limited to a specific domain,
Lewin intended field theory to be a set of concepts that would be applicable to all
behavioral realms and yet at the same time be precise enough to understand the
behavior of a specific person in a concrete situation. The important principle of
field theory, for the purposes of this chapter, is reflected in this summary statement:

In general terms, behavior (B) is a function (F) of the person (P) and of his environment
(E), B = F (P, E). This statement is correct for emotional outbreaks as well as for
“purposive” directed activities; for dreaming, wishing and thinking, as well as for talking
and acting. (1951, 239)

As the functional expression suggests, Lewin believed these processes could, and
should, be represented mathematically; as the second sentence makes explicit, he
felt this explanatory framework can be applied to any domain of human behavior.2

2 Field theory is considerably more elaborate and rich than this brief description can convey and
it was subject to a fair amount of criticism. Interested readers should see Hall and Lindzey (1957)
for an accessible introduction and even-handed critique.
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The argument put forth in this chapter, then, is that characteristics of the person
(P) and characteristics of the environment (E) can be regarded as contextual factors
that should be incorporated into theorizing about political behavior, because such
theorizing can illuminate the systematic conditions under which the phenomenon
of interest is more or less likely to occur. Many political scientists already make use
of contextual theorizing that invokes personal and situational contingencies, as the
discussion below will illustrate. However, greater attention to these kinds of
contextual contingencies, and the psychological principles that illuminate the
mechanisms by which these contingencies operate, will yield a stronger empirical
and theoretical foundation for the discipline.

Lewin’s explanatory model is, on its face, intuitively pleasing, and some might
even charge, obvious. However, the claim that behavior is a function of both the
person and the situation has a history of considerable controversy within psych-
ology. Historically, social and personality psychologists have placed more or less (or
no) weight on the different elements of the Lewinian equation, social psychologists
emphasizing the situational determinants of behavior, personality psychologists
emphasizing individual differences. Simmering beneath this intellectual division of
labor was an ideological battle, which flared into the open in the 1960s with a
situationist attack on the validity and reliability of personality traits. Fueled by
Walter Mischel’s (1968) devastating critique, the situationists charged that person-
ality traits demonstrate trivial empirical relationships with behavior, yielding little
cross-time or cross-situation consistency in behavior. The conclusion that followed
is that personality traits and perhaps individual differences more generally are
untenable and fictitious theoretical constructs. Rather, as Stanley Milgram (1974,
205) famously concluded, “it is not so much the kind of person a man is as the kind
of situation in which he finds himself that determines how he will act.”

The concept of personhood—the idea that people have essential natures and
propensities, and that they operate as causal agents—is fundamental not only to
personality psychology, but also to larger philosophical and legal understandings of
human nature. From this larger perspective, the situationist critique has profound
implications for perspectives on individual responsibility. If the individual does not
have an essential and enduring true nature and is simply buffeted by situational
forces, then personal responsibility has little meaning.

I have offered this extended bit of psychological history to illustrate that psych-
ology has long wrestled with how to balance the two contextual elements, the
person and the situation, into productive theorizing. There is not a comparable
history of antagonism among political scientists over the “person versus situation”
question. I would go so far as to say there has been relatively little explicit consider-
ation in political science of the relative explanatory value, and normative implica-
tions, of theories that emphasize properties of the individual versus properties of
the situation. There are exceptions to this broad generalization, of course. For
example, theorists of international relations have long debated whether individual



WHY AND HOW PSYCHOLOGY MATTERS 135

leaders matter in the major events that shape the international system or whether
international events are largely a result of historic, organizational, and systemic
factors (Waltz 1959). Similarly, scholars of judicial behavior have disagreed about
the extent to which case decisions are due to external factors such as precedent and
institutional and social constraints, as opposed to the ideological values and
attitudes of the justices themselves (Segal and Spaeth 1993).

In their introductory chapter to this volume, Tilly and Goodin maintain “in
response to each big question of political science, we reply ‘It depends.”” They go on
to suggest three classes of contextual effects: those that depend upon the analysts’
understanding of political processes; those that depend upon the evidence that is
available for empirical examination; and those that depend upon the particular
temporal and spatial circumstances of the processes. I do not disagree with this
tripartite categorization of contextual effects, but instead offer up a different
classification scheme that also is capable of yielding productive and systematic
understandings of the contextual determinants of political processes. First, empir-
ical regularities in political processes can be linked systematically to properties of
the individuals engaged in those processes. Second, empirical regularities in polit-
ical processes can be linked systematically to properties of the situations in which
those processes unfold. And third, empirical regularities in political processes can
be linked systematically to the interaction between properties of the individual and
of the situation (Snyder and Ickes 1985).

2 It DEPENDS UPON CHARACTERISTICS OF
THE INDIVIDUAL

Research guided by this first principle is based upon the theoretical assumption
that meaningful and systematic regularities in political behavior are the result
of relatively stable and enduring propensities that reside “within” individuals.
However, documenting the variety of “individual differences” that are politically
relevant is an impossibly large task, because one might include biological
characteristics, social and cultural backgrounds, personal experiences, abilities,
motives, personality traits, and attitudes. Of particular note is the personality
approach, that is, the study of stable predispositions that lead individuals to
act in a particular way, and that are often summarized by trait labels such as
authoritarianism, social dominance, self-esteem, neuroticism, etc. The personality
approach to politics dominated political psychology in the 1940s and
1950s (McGuire 1993; Sullivan, Rahn, and Rudolph 2002), but is less prominent
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today.? I defer discussion of personality traits until Section 4 below, in agreement
with Greenstein’s (1969, 143) observation: “rarely do we find simple and direct
relationships between some indicator of personality and political behavior—
relationships that are present under all circumstances and in all populations. The
strong relationships and the theoretically and practically important relationships
are likely to take the form of interactions” (see also Winter 2003). Here, I consider
two other ways that characteristics of the individual have a robust impact on
politics, regardless of the situation. The first is a characteristic of all people—
members of the mass public and political elitess—which illustrates the point that
how people perceive the political world depends upon their prior preconceptions
and goals. The second points to the role that differences in political sophistication
plays in shaping mass public opinion.

2.1 Perceptual Biases

Psychologists have documented many ways in which people “go beyond the infor-
mation given” (Bruner 1957) in perceiving the social and physical world. Individ-
uals’ prior experiences as well as their current expectations and goals determine,
and sometimes distort, what is noticed and the inferences that are drawn.* Two
goals, or motivations, are central to social perception. First, people can be motiv-
ated to reach as accurate or correct a judgment as is possible in the situation.
Ideally, this is how we would like to see political actors reason. In contrast,
directional goals (or, as it is often referred to by political scientists, motivated
reasoning) lead the perceiver to reach a judgment that is consistent with a preferred,
pre-existing conclusion; perceptions are accordingly distorted to support prefer-
ences. There is an inherent tension between these two goals, and so the perceptual
trick is to achieve a balance, for citizens to “believe both what accounts satisfactorily
for the sensory evidence and what suits their purposes” (Fiske 1992).

Political scientists have long recognized that citizens with different political
orientations reach very different conclusions about the same set of facts. Partisan
attachments, in particular, have been linked to distorted reasoning: “Identification
with a party,” Campbell et al. contended (1960, 133), “raises a perceptual screen
through which the individual tends to see what is favorable to his partisan orienta-
tion.” Many psychological process mechanisms have been identified as playing a
role in biased reasoning. What is clear as a general principle is that when people are
faced with undesirable evidence, they work hard—invest cognitive resources—to

3 Greenstein (1969), Simonton (1990), and Winter (2003) provide good overviews of the person-
ality and politics literature.

4 The literature on bias in perception and decision-making is enormous, and so here I limit myself
to a single example that is of particular relevance to political scientists.
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undermine the implications of the evidence (Festinger 1957). In fact, motivated
political reasoning seems most likely to occur among citizens who are knowledge-
able about political matters and so mostly likely to possess the necessary cognitive
resources (Lodge and Taber 2000; Zaller 1992). Ironically, then, it is those who are
most attentive to the political world who are most likely to develop distorted beliefs
and opinions.

Because people start with different preferences and predispositions, biased
political reasoning can aggravate disagreement and conflict. People have a pro-
nounced tendency to see bias more readily in others than in themselves. This has
been linked to a broader epistemic stance dubbed naive realism, “the defining
feature of which is the conviction that one sees and responds to the world
objectively, or ‘as it is; and that others therefore will see it and respond to it
differently only to the extent that their behavior is a reflection of something
other than that reality” (Pronin, Gilovich, and Ross 2004, 781). If others disagree
with us, according to this model, we assume either that they are uninformed or that
they are biased by ideological and other values. When one is confident that he or
she is objective, viewing the world as “black and white,” portrayals in shades of grey
will be seen as biased in favor of the other side. This is the psychological mechanism
underlying the hostile media phenomenon, that is, the tendency for ideological
partisans to believe that media coverage is biased against their particular side of
the issue (Vallone, Ross, and Lepper 1985).

The implications of naive realism for intergroup and international conflict in the
twenty-first century are sobering indeed. In the service of balance and even-
handedness, I will resist pointing to specific contemporary examples. As a general
principle, the conviction that I am right, that my party, my group, my country has a
monopoly on objectivity, and that they refuse to see the world as it really is has a
number of ramifications for national and international conflict. The convictions of
naive realism can lead both parties to feel that the other side is too biased to be
reasoned with; when grievances are aired, the other party is charged with being
biased, “strategic,” or irrational; and the gap between antagonists is viewed as larger
than it really is, contributing even more to pessimism about resolving the conflict
(Pronin, Gilovich, and Ross 2004).

2.2 Political Sophistication and Public Opinion

An informed citizenry is an essential precondition for an ideal democracy, and so
the mass public’s fitness for democratic life, in terms of their cognitive capabilities,
plays a crucial role in political science theorizing, and in particular in the study of
public opinion. In fact, Zaller (1990, 125) argued “political awareness deserves to
rank alongside party identification and ideology as one of the central constructs of
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the public opinion field.”> There is little doubt that differences in the extent to
which individuals are interested in and knowledgeable about the political world has
a pervasive impact on political judgment and choice, although it is also true that
additional theorizing is necessary to specify with more precision when and why
sophistication matters (McGraw 2000). As noted above, sophisticated citizens are
more likely to engage in motivated political reasoning, in the service of reaching
judgments that are consistent with pre-existing preferences. A second theoretical
principle appears to be quite robust. Specifically, the opinions of citizens who are
less sophisticated about political matters tend to be heavily influenced by immedi-
ate affective considerations—for example, moods and emotions. In contrast, the
opinions of more sophisticated citizens tend to be derived from more enduring
core beliefs and values (Delli Carpini and Keeter 1996; Goren 2001; Isbell and Wyer
1999; McGraw, Hasecke, and Conger 2003; McGraw and Steenbergen 1995; Ottati
and Isbell 1996; Pollock, Lillie, and Vittes 1993; Rahn 2000; Sniderman, Brody, and
Tetlock 1991). The implication here is that the opinions of sophisticated citizens are
more constrained by politically relevant principles (Converse 1964), are more
stable, and so are more likely to correspond to images of the ideal democratic
citizen. In contrast, the opinions of the less sophisticated are more strongly
influenced by contemporary feelings and passions, which are easily subject to
manipulation by political and other elites, an unflattering portrait of citizenship
which has occupied theorists since the ancient Greeks (but see Marcus, Neuman,
and MacKuen 2000 for a very different argument).

3 It DEPENDS ON THE SITUATION

In this section, I turn to evidence supporting the second contextual principle,
namely that meaningful and systematic regularities in political behavior are caused
by situational factors that are “outside” of the individual. A word of warning:
Human beings—ordinary people and scholarly analysts—have a robust tendency
to favor dispositional explanations of behavior over explanations that point to the
power of situational forces. This over-emphasis on personal qualities, without
careful consideration of relevant situational factors, is so pervasive and so central
to our thinking about other people that it has been dubbed the “fundamental

5 There is a fair amount of disorder in the literature regarding the labeling, conceptualization, and
measurement of “sophistication,” which is variously labeled expertise, awareness, and knowledge.
Space does not permit a discussion of these issues in this chapter; see Price (1999) for a recent review.
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attribution error” by social psychologists (Ross 1977).6 Consequently, consideration
of the possibility that behavior is largely determined by the situation, and not
personal attributes, may require a deliberate effort on the reader’s part to override
this inferential tendency.

3.1 The Situationist Perspective on Obedience and Evil

In 1961, Adolph Eichmann stood trial in a Jerusalem court, charged with causing
the deaths of millions of Jews in the Holocaust. Upon conviction, in his final
statement to the court, Eichmann pleaded, “I am guilty of having been obedient,
having subordinated myself to my official duties and the obligations of war service
and my oath of allegiance and my oath of office...I am not the monster I am made
out to be.” The political philosopher Hannah Arendt, who covered the Eichmann
trial, controversially agreed, generalizing beyond Eichmann by concluding, “in
certain circumstances, the most ordinary decent person can become a criminal.”
This epitomizes one of the most profound and enduring questions of human
existence, asked by generations past and present, namely, does a person who
performs evil deeds necessarily possess evil personal qualities? I would anticipate
that most people—members of the general public, academics, and political
leaders—would answer in the affirmative, not simply because of the fundamental
attribution error but because the experience of evil is so far removed from everyday
existence. This dispositional orientation—the belief that evil acts are perpetrated by
evil people, immoral acts committed by immoral people—understandably has
appeal: it supports the illusion of a simple, dichotomous existence, divided between
good people (us) and bad people (not us). However, most social psychologists
would probably answer the question in the negative, and like Eichmann and Arendt
would reject the dispositional explanation of evil. One of the central lessons of
social psychology, which added fuel to the situationist critique of personality,
points to the power of social situations to overwhelm individual dispositions, to
the point of transforming ordinary people into perpetrators of harm and evil.
The most prominent representatives of this literature are familiar to many social
scientists.” First, Stanley Milgram’s (1974) experiments on blind obedience to
authority revealed that about two-thirds of his subjects, ordinary residents of
New Haven, were willing to give apparently harmful electric shocks—up to 450
volts—to an agonizingly protesting victim, simply because a scientific authority

6 An important cultural, and so contextual, qualification: the emphasis on dispositional attributes
over situational forces is “fundamental” for Americans and Europeans, but much less pervasive for
East Asians, who are more likely to invoke situational, contextual, and societal factors when explaining
human behavior (Fiske et al. 1998).

7 Zimbardo (2004) provides a useful literature review coupled with a sharp political point of view.
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commanded them to, and in spite of the fact that the victim did not do anything to
deserve such punishment. Importantly, compliance with the authority’s order to
commit harm varied systematically under different circumstances, pointing to the
contextual conditions under which blind obedience is more or less likely to occur.
For example, obedience in the Milgram paradigm diminishes when the subject
must make physical contact with the victim and increases when the victim is
remote and not immediately present; obedience dramatically increases when sub-
jects observe someone else obeying and dramatically decreases when a peer defies
the authority’s command; obedience is maximized when the harm starts with a
small, insignificant act and increases gradually; obedience is at its highest level
when the subject is only indirectly involved, as an accessory, helping another person
who was directly responsible for the harm (see Milgram 1974, for a detailed
discussion of other contextual influences). Particularly damaging to the disposi-
tional explanation of evil is the absence of effects attributable to individual differ-
ences in the Milgram paradigm: women are as likely to obey as men, Yale
undergraduates behaved no differently than New Haven residents, obedience
rates are remarkably consistent across cultures (Brown 1986) and time (Blass
1999), and, with one exception, there appear to be no significant personality trait
differences that differentiate the maximally obedient from the maximally disobedi-
ent (Elms and Milgram 1966). The exception is an important one, because it
involves a personality trait that is quite clearly theoretically relevant to obedience
to authority: authoritarians (defined as individuals who have a “submissive, un-
critical attitude toward idealized moral authorities of the ingroup”: Adorno et al.
1950, 228) are more likely to obey, and deliver shocks of greater intensity, than non-
authoritarians (Blass 1991).8

A second illustration of the power of the situation over individual predispos-
itions is the Stanford Prison Experiment, conducted by Philip Zimbardo and his
colleagues in 1971.° In the Stanford Prison Experiment, male college students, who
had been pre-screened to limit participation to those who were psychologically and
physically healthy, were randomly assigned to role-play prisoners and guards in a
simulated prison. Although everyone knew it was just an experiment, behavior
quickly spiraled out of control. The “guards” became increasingly cruel and
abusive, inflicting sadistic suffering on the prisoners with no apparent moral
compunction; the “prisoners,” on the other hand, either passively accepted the
abuse and dehumanization, or exhibited serious stress disorders that required their
immediate release. The planned two-week study was terminated after only six days.

8 Although it would certainly be appropriate and productive to consider obedience to authority
within a Person X Situation interaction framework, surprisingly little research that has done so (Blass
1991).

9 See www.prisonexp.org for information. This work has attracted renewed attention, with media
commentators noting parallels between the Prison study and the abuse of Iraqis at the Abu Graib
prison.
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Because these were psychologically healthy and normal young men who were
randomly assigned to the two roles, it is impossible to argue that the guards were
innately cruel and the prisoners innately passive. Rather, in Zimbardo’s (2004, 40)
telling, “The Evil Situation triumphed over the Good People.”

Although evil is typically construed as requiring active participation, harm also
can result from non-action. In the United States, bystanders have no obligation
to assist victims of crimes or other disasters who might be in need of assistance, and
so cannot be held civilly or criminally liable for inaction. In contrast, many
European countries have duty to assist laws that criminalize failure to assist others
in obvious peril. Consequently, the legal, if not the moral, imperative response to
the failure to aid others in need varies cross-culturally. Research in a variety of
contexts indicates that characteristics of the social situation, and in particular the
number of other people present, is a significant determinant of a bystander’s
willingness to come to another’s aid (Latane and Darley 1970). Simply, the greater
the number of other bystanders (who sit passively by), the lower the probability
that any given individual will come to another’s assistance. In other words, apathy
breeds apathy. Although a number of contributing factors are implicated in this
“bystander effect,” two seem to be key. The first is informational: we rely on others
to help us interpret ambiguous events, and the inaction of others who are present is
taken as a cue that the situation does not require intervention, producing a state of
pluralistic ignorance. The second involves diffusion of responsibility: when others
are present, each individual feels less responsibility to help than if he or she was
alone.

The conclusion that social structures and situations can lead ordinary people to
commit extra-ordinary acts of harm is not limited to experimental social psych-
ologists. Robert Jay Lifton (1986, 5), who studied the participation of medical
doctors in the Nazi death camps, concluded, “The disturbing psychological truth
[is] that participation in mass murder need not require emotions as extreme or
demonic as would seem appropriate for such a malignant project. Or to put the
matter another way, ordinary people can commit demonic acts.” Ervin Staub (1989,
13), in his analysis of multiple instances of genocide, concluded, “Human beings
have the capacity to come to experience killing other people as nothing extraordin-
ary.” If social scientists accept the implications of the situationist perspective on evil
and anti-social behavior—and I believe the empirical research compels us to—we
face the disquieting paradox of reconciling our understanding of the causal deter-
minants of behavior with moral evaluation—punishing or forgiving—of the be-
havior. And the discomfort extends to our ability to prevent future evil. One lesson
of the situationist perspective on evil is that the prevention, or at least amelioration
of evil, cannot fully lie in exhorting individuals to resist the powers of the situation,
because those pressures can be experienced so intensely. Rather, the solution
requires changes in social, organizational, and political structures, both short-
and long-term (Darley 1992).
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3.2 Great Leaders are Created by Situations

Tolstoy, in the Epilogue to War and Peace, analyzed Napoleon’s career and con-
cluded, “A king is history’s slave . . . Though Napoleon at that time, in 1812, was more
convinced than ever that it depended on him...he had never been so much in the
grip of inevitable laws.” Tolstoy then declared about leaders more generally, “Every
act of theirs, which appears to them an act of their own will, is in an historical sense
involuntary and is related to the whole course of history and predestined from
eternity” (1952, 343—4). This very exaggerated claim that the characteristics of
individual leaders are largely irrelevant for understanding world affairs has some
support in the research literature. For example, Dean Simonton (1984; 1987; 1990)
has attempted to disentangle the impact of personality and situational factors on
evaluations of historical political leaders, concluding that the impact of personality
factors is “puny in comparison” to the impact of situational factors, and conse-
quently “Tolstoy’s theory does not require serious qualification” (Simonton 1990,
682). So, for example, for both European monarchs and United States Presidents,
the most powerful predictor of historical judgments of greatness is the reign span or
number of years in office. Although a reasonable hypothesis is that tenure duration
is itself an indicator of personal leadership factors, in fact the primary predictors of
tenure duration are situational rather than individual.

Of course, the conclusion that the great leaders are created by situations and not the
intrinsic qualities of the leaders themselves flies in the face of lay intuitions and “great
men” scholarly theories. Ordinary people, academics, and pundits find it easy to
think of examples where a leader’s personal qualities seem to have had an enormous
impact on political events: Hitler’s personal pathologies, Clinton’s lack of self-con-
trol, Osama bin Laden’s fanaticism, George W. Bush’s religious faith. However, this
over-emphasis on personal qualities, without careful consideration of the situational
factors that constrain a leader’s choices and behavior, is a classic example of the
fundamental attribution error. I return to this issue below, when I consider evidence
that suggests the impact of leaders’ personalities depends upon the situation.

3.3 Contextual Influences on Identity

It is a social science truism that identity is fluid and so influenced by contextual
factors, although the balance between the fluid and stable aspects of identity, as well
as the specific mechanisms underlying the construction of identity is subject to
considerable debate. Here, I briefly point to two general principles that support the
claim that aspects of identity are influenced by situational factors. First, the salience
of a given category—operationally defined as being in a statistical minority—
clearly has an impact on the likelihood that category is evoked as central to the
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self-concept. That is, ethnic and gender identities are more likely to be expressed
when the group category is made salient by virtue of minority status (e.g. an
individual’s identity as an American is more pronounced when she is in France,
as opposed to Kansas; McGuire et al. 1978; McGuire and Padawer-Singer 1976; Hogg
and Turner 1985). On the other hand, when we are like people who are like
ourselves, that aspect of our identity becomes less salient. In addition, category
salience promotes the development of ingroup bias (i.e. positive reactions to the
ingroup relative to the outgroup), such that ingroup bias is more pronounced
among smaller groups (Mullen, Brown, and Smith 1992).

Second, the social context provides feedback about the evaluative worth of our
identities and so contributes to the maintenance of self-esteem. Individuals derive
psychic benefits when their groups succeed (Cialdini et al. 1976), even when those
individuals do not contribute directly to the group’s success. The social context can
also be a source of threat to the group, given resource scarcity and intergroup
conflict in the political, economic, or social realms. The impact of threat on
personal and social identity depends upon one’s level of commitment to the
group. When the group is threatened and the individual’s commitment to
the group islow, avoidance of identification with the group is the dominant response.
On the other hand, when the group is threatened and the individual’s commitment to
the group is strong, affirmation and renewed loyalty to the group results.1°

Identity is a central explanatory concept in political science, invoked to explain
nationalism, ethnic conflict, group mobilization, and electoral politics. However,
political scientists have only just begun to scratch the surface in theorizing about
when, why, and how the different components of an individual’s identity are politic-
ally consequential. The social psychological literature on identity is large and unruly,
but to the extent it points to systematic contextual influences on the formation and
expression of identity, consideration of that literature should be useful for facilitating
productive contextual theorizing about the political significance of this essential
explanatory concept.

4 It DEPENDS ON THE PERSON AND THE
Situation: B =F(P,E)

Lewin’s framework can rightfully be interpreted in two distinct ways. The first,
invoking the language of statistical analysis, implies two independent main effects:
both characteristics of the individual and characteristics of the situation have

10 See Ellemers, Spears, and Doosje (2002) for a comprehensive overview.
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meaningful and systematic effects on political behavior. In contrast, the second
interpretation emphasizes the interaction between the two classes of predictor
variables. In other words, the meaningful and systematic effects attributable to
characteristics of the individual emerge only in certain situations; or conversely, the
meaningful and systematic effects attributable to characteristics of the situation
emerge only for certain types of people. Both the main effect and interaction
approach provide a framework for productive contextual analysis, as they require
political scientists to conceptualize behavior as multiply systematically determined.
However, if one accepts the proposition that most political phenomena are highly
complex, and that cause and effect relationships are likely to be highly contingent
upon other variables present in the social context (Mackie 1974), then the inter-
active framework is better suited for the accurate description and explanation of
political reality. Accordingly, I focus on scholarship demonstrating the fertility of
the Person x Situation approach to political judgment and behavior.

4.1 Information, Predispositions, and Public Opinion

Public opinion is central to our understanding of democratic politics, at least in the
modern world. Information is a critical component of democratic citizenship,
a “central resource for democratic participation” as it allows “citizens to engage
in politics in a way that is personally and collectively constructive” (Delli Carpini
and Keeter 1996, 5). The difficulty for the ideal practice of democratic politics, of
course, is that the political information environment is complex and many citizens
have neither the motivation nor the resources to invest time and energy into
learning about politics, “a sideshow in the great circus of life” (Dahl 1961, 305).
The difficulty for the empirical analyst is to understand how—if at all—character-
istics of the information environment and characteristics of the individual combine
to produce regularities in public opinion. Paul Sniderman (1993, 222), upon
reviewing the literature, reached an optimistic conclusion about the “new look”
in public opinion research, precisely because of the focus on “the interaction of
situationally defined alternatives and enduring individual characteristics.”
Information must be communicated for it to have an impact on public opinion
and to be politically consequential. Perhaps the most productive model of attitude
change and persuasion has it roots in the Yale studies of the 1940s and 1950s. Carl
Hovland of Yale was commissioned by the Information and Education Division of
the United States War Department to conduct research on propaganda during the
Second World War; the research continued after the War. Hovland and his col-
leagues organized their studies of communication around the classic question,
“Who say what to whom with what effect?” (Smith, Lasswell, and Casey 1946). So
conceptualized, persuasive messages can be broken down into several parameters:
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characteristics of the source (such as credibility, attractiveness, power), character-
istics of the message itself (such as argument strength, emotional appeals, com-
plexity, length), characteristics of the medium (print, audio, video), and
characteristics of the recipient (such as intelligence, age, gender, self-esteem).
Source, message, and medium effects are external and so can be conceptualized
as situational factors, which both independently and in interaction with character-
istics of the individual recipient produce systematic effects on attitude change.1!

William McGuire has been largely responsible for elaborating on the cognitive
process mechanisms that contribute to successful and unsuccessful persuasion
within the Yale paradigm (1968; 1969; 1985). He proposed that the persuasive impact
of any communication is a multiplicative function of the probability of several
information processing steps occurring. Shorter and longer lists of the steps have
been detailed by McGuire; for our purposes four are critical for successful persua-
sion: (1) the individual must attend to the message; (2) the individual must
comprehend the message; (3) the individual must accept, or yield to, the conclusions
of the message; and (4) for the changed attitude to be consequential, it must persist
or be retained. The source, message, medium, and recipient characteristics de-
scribed above have a systematic impact through their effects on each of these
processes. Because each step occurs with a probability of less than one (e.g. perfect
comprehension is unlikely), and because the model specifies that successful per-
suasion is a multiplicative function of the four steps, the McGuire model makes
explicit something practitioners of persuasion have long known: it is difficult to
change people’s opinions. This model has particular relevance for understanding
when and why political attitude change occurs, because citizens vary in the extent
to which they attend to and understand political communications, and because
their existing values and predispositions can lead them to either accept or resist a
persuasive appeal (indeed, Zaller’s (1992) model, discussed below, builds on exactly
this logic).

McGuire, and those following from the Yale tradition, have been concerned with
attitude formation and change as general psychological processes, not unique to the
political realm. In contrast, John Zaller (1992, 4) undertook a more focused but still
ambitious task: understanding the dynamics of mass public opinion on political
issues, and in particular “how citizens use information from the mass media to
form political preferences.” Zaller’s theoretical apparatus is “disarmingly simple”
(Kinder 1998, 813), essentially boiling down to three variables. The first is infor-
mation, namely the extent to which elite discourse on an issue is largely homoge-
neous, where elites are in agreement, or two-sided, characterized by elite
disagreement. The other two important theoretical variables are characteristics of
individuals, namely political awareness (or attention to and understanding of
politics) and political predispositions, such as partisanship and ideology. These

11 See Eagly and Chaiken (1993) and McGuire (1985) for reviews.
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three variables are coupled with a micro-psychological model of the mental pro-
cesses that underlie the expression of an opinion. Zaller’s theory, building on
insights provided by Converse (1962; 1964) and McGuire (1968), yields very precise
predictions about the movement of public opinion in response to changes in the
information that is supplied by political elites. Importantly, the magnitude and
direction of that movement depends upon citizens’ levels of awareness and their
predispositions. So specified, the model accounts for a remarkable and varied set of
empirical cases (Zaller 1989, 1991, 1992; Zaller and Hunt 1994, 1995).

Arguably, the Yale-McGuire and the Zaller theories are the most sophisticated
and far-reaching conceptual models of public opinion making use of a Person X
Situation framework. However, the interactionist approach has illuminated other
public opinion research programs. Two deserve a brief mention. Paul Sniderman
and his colleagues have promoted, and made creative theoretical use of, the
integration of experimentation within large scale, general population surveys
(Sniderman and Grob 1996; Sniderman, Brody, and Tetlock 1991). This methodo-
logical advance allows analysts systematically to manipulate meaningful features of
the policy question or issue in order to understand the interplay between situ-
ational factors and individual characteristics in shaping public opinion. Herrmann,
Tetlock, and Visser (1999) have extended this “cognitive-interactionist” framework
to mass public support for military intervention, to understand how individual
predispositions interact with aspects of the strategic geopolitical context.

4.2 The Contingent Effects of Personality

One of the consequences of the situationist critique of personality traits was the
recognition that predictions about the impact of personality are often best phrased
conditionally, as more or less likely to occur in specified situations. Some have gone
so far as to prescribe that personality predictions “must always” be contingent
upon situational factors (Winter 2003, 133). Smith (1968) provided what still
remains as the most sophisticated framework for understanding the contingent
effects of personality in politics, in his “map for the analysis of personality and
politics.” In this “declaration of intellectual strategy” (1968, 16), Smith attempted to
summarize the complex interdependencies that exist among personality processes
and three classes of environmental forces: the immediate situation in which the
behavior occurs; the social environment within which the individual is socialized
and develops; and the “distal” environment consisting of historical forces and the
contemporary sociopolitical system. Greenstein (1969) added considerable empir-
ical flesh to Smith’s map by reviewing the extant empirical literature on personality
and politics within Smith’s framework. The Smith (1968) and Greenstein (1969)
works are gems and remain the single most important guides for theory develop-
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ment and research on the impact of personality on political behavior. Here, I
consider more recent developments in our understanding of mass public personal-
ity (specifically, authoritarianism) and elite personality that make use of a Person x
Situation framework.

4.2.1 Authoritarianism and Threat

The landmark The Authoritarian Personality (Adorno et al. 1950) identified a
personality syndrome that is central to understanding mass political behavior;
the subsequent literature was, and continues to be, voluminous. The authoritarian
personality consists of a set of covarying traits, including submissiveness to author-
ities, intolerance of outgroups and minorities, pressure to social conformity, and a
rejection of unconventional behavior and beliefs. The original formulation was
subject to substantial methodological and theoretical critique; much of that is
familiar and so need not be rehashed here (see, e.g., Christie and Jahoda 1954;
Brown 1965). Yet, in the face of considerable scholarly controversy, widespread
agreement remains that the basic notion of authoritarianism is sound: that citizens
vary in the extent to which they possess authoritarian traits and that this variation
is politically consequential.

Many scholars have argued that conditions of threat or anxiety produce higher
levels of authoritarianism, which in turn has consequences for political judgment
and behavior. (See e.g.: Doty, Peterson, and Winter 1991; Fromm 1941; Rokeach
1960; Sales 1972;1973.) In other words, this model posits that threatening situational
circumstances have an impact on personality, which in turn has consequences for
behavior (E — P — B, using the Lewinian shorthand). Surprisingly, there is little
empirical evidence, particularly at the individual level, that supports this sequence
of events, nor is that sequence easily accommodated within extant theories of
authoritarianism. Stenner (2005; Feldman and Stenner 1997) proposes an alterna-
tive interaction model, namely that the manifestations of authoritarianism—
intolerance, hostility, aggression—depend upon the interaction between the pre-
disposition and the environment, and in particular conditions of threat (be that
threat naturally experienced, subjectively perceived, or experimentally manipu-
lated). Stenner (2005) identifies “threats to the normative order” as critical, de-
scribed as “the experience or perception of disobedience to group authorities (or
authorities unworthy of respect), non-conformity with group norms (or norms
proving questionable), and in general, diversity and freedom “run amok.” Stenner
(2005; Feldman and Stenner 1997) brings together a truly impressive body of
evidence, from multiple research methodologies, demonstrating the significant
impact of the predicted Authoritarian Personality x Threat interaction on a host
of politically important attitudinal and behavioral measures. In other words,
neither authoritarianism by itself, nor threat by itself, are the critical predictors
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of racism, intolerance, and punitiveness. Rather it is the combination of the two
that is politically consequential. Intriguingly, this research also makes it clear that
collective threat is what is necessary to activate, and make politically consequential,
authoritarian predispositions. Personal threats (e.g. family financial distress, crim-
inal victimization, personal trauma) actually dampen the effects of authoritarian
predispositions. Stenner (2005) concludes, “overall, it is clear that authoritarians
are oriented to collective rather than individual conditions, concerned more with
the fate of the normative order than their personal fortunes, and greatly aggravated
by perceptions both of belief diversity and failed political leadership: broken rules
and unfit rulers.”

4.2.2  Personality of Political Elites

Here I return to the question raised earlier, namely the extent to which the
personalities of political leaders have an influence on their performance and policy
choices, and ultimately, then, the strategies and actions of the state. Extreme and
simplistic views abound in the literature, with some arguing that political outcomes
are fully determined by personalities and others that individual personalities have
no effect at all. A more balanced and theoretically fruitful approach posits that the
impact of elite personalities depends upon situational factors, an approach for
which there is considerable empirical support. For example, David Winter, drawing
on the inaugural addresses of all of the United States’ presidents, has documented
differences in the fundamental motivations of the need for power (the drive to
control and influence others), the need for achievement (the quest for excellence
and accomplishment), and the need for affiliation (the desire for friendship and
love) (Winter 2003). In order to test the hypothesis that candidates are more likely
to be successful if their personal characteristics are congruent with society’s, i.e. that
a match between the leader and the “mood of the people” is critical, Winter (1987)
made use of standard cultural documents (e.g. novels, readers, hymns) to obtain
similar motive scores for American society, across the course of the nation’s history.
A higher congruence between the president’s and society’s motive profile was
associated with larger margins of victory and an increased probability of re-election
to a second term. In short, electoral success depends upon a match between the
leader’s motive profile (characteristics of the individual) and the modal profile of
the American people (a characteristic of the situation). Ironically, this motive
congruence is not associated with more effective leadership, but just the opposite:
these popular presidents are generally viewed as inferior by historians (Simonton
1987).

Reviewing a number of studies, Greenstein (1969) concluded that a leader’s
personality is likely to have an impact under certain specified conditions, including:
when the situation is ambiguous or unstable, lacking a clear precedent; when
the person is highly emotionally involved; when the decision or behavior is
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spontaneous; or, when the decision or behavior requires a great deal of effort.
Hermann has determined that political leaders are more likely to have an impact on
their country’s foreign policy in authoritarian regimes, in crisis situations, when
advisory structures are formal and hierarchical, and in cultures that value strong
and forceful leadership (Hermann 1986; Hermann and Hagan 1998; Hermann and
Kegley 1995). Finally, Byman and Pollock (2001) conducted five case studies to
examine the impact of the personal characteristics of leaders on international
relations outcomes. Beyond concluding that “individual personalities matter to
the affairs of nations” (2001, 133), Byman and Pollock argue that a leader’s person-
ality is particularly consequential for world affairs when power is concentrated in
the hand of an individual leader, when systemic or domestic institutions are in
conflict, and in times of great change. Taken together, these research programs
provide compelling evidence for the utility of a Person X Situation theoretical
framework in the study of political elites and international affairs.

4.3 Emerging Theoretical Developments

Political psychologists, representing different theoretical perspectives and substan-
tive interests, have recently converged on a common plea. Jervis (2002) has called
for the unifying the study of signaling and perception in international politics,
arguing that “a theory of signaling, then, requires a careful investigation of how
signals are perceived” (p. 297), and “what we need, then, are studies that are two-
sided in looking at both the actor and the perceiver” (p. 308). In the same volume,
Jackman and Sniderman (2002) call for an integration of what they label the
internalist and externalist approaches to political choice. In their analysis, intern-
alist approaches emphasize individual predispositions and psychological processes,
whereas an externalist approach emphasizes institutional parameters and strategies
that limit the alternatives available to citizens. Institutions, and in particular
political parties in democratic politics, coordinate the options that are available,
and so a fuller understanding of citizen choice requires an account of how insti-
tutions coordinate the alternatives open for consideration. Finally, McGraw (2003)
reviewed the two interrelated processes of impression formation (specifically, citi-
zens’ beliefs and opinions about political leaders) and impression management (the
activities that political leaders engage in regulate and control the information about
themselves that they present to the mass public). I concluded that what is sorely
needed is theorizing “that takes seriously what is happening at the intersection of
individual citizens’ processes of impression formation and elite strategies of im-
pression formation” (2003, 420). All three sets of authors reach the same conclu-
sion: theorizing and empirical research rarely grapple with the explicit connections
between the two sides of the related coins.



150 KATHLEEN M. MCGRAW

This emerging perspective is too new to have generated much in the way of
robust theoretical or empirical principles. However, it clearly can be recast within a
Person x Situation theoretical framework. Perceiving, internalist approaches, and
impression formation are all concerned with individual psychological processes;
social psychologists and political scientists have both made formidable advances in
understanding these processes. Signaling, externalist approaches, and impression
management all involve behaviors of other social actors and/or institutions and so
can be considered external, situational factors. Because social psychology is so
overwhelmingly concerned with individual perception, the advances here are
more clearly within the realm of political science, and in particular, perspectives
informed by rational choice and game theory. Understanding the two sides of the
coin, in each instance, requires studying them—for example, impression formation
and impression management—together, and over time in a dynamic fashion.
Theoretical challenges abound, and will no doubt benefit from the integration of
both psychological and rational choice principles. Nonetheless, a serious commit-
ment to theory and research integrating models of internal psychological processes
of political actors with both institutional constraints and the strategic attempts of
others to influence those processes holds great promise.

5 CONCLUDING THOUGHTS: CONTEXT AND
THEORY DEVELOPMENT

All political behavior occurs in a specific context, at a specific time and place by
particular individuals characterized by different backgrounds, preferences, and
personalities. Any search for universal regularities in political behavior is
doomed for precisely this reason. This volume attests to the variety of approaches
that might be adopted to engage in productive contextual analysis. I have argued that
systematic consideration of the properties of individuals and properties of the
situation, separately and in combination, can be a fruitful strategy for contextual
analysis. To support this argument, I have drawn examples from the social and
political psychological literatures to illustrate how some of the fundamental con-
cerns of political science—“How do individuals perceive the political world?”
“When does personality matter?” “How is information converted into opinion?”
“Are evil acts committed by evil people?” “What shapes identity and when is it
politically consequential?”—can be understood within a Person x Situation frame-
work. Psychology matters because it provides theories and methods for rigorous and
systematic empirical research aimed at disentangling the impact of forces residing
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within the individual and those residing within the situation. In this way, psychology
can illuminate the contextual contingencies of important political phenomena.

Underlying the recommendation for the Person x Situation theoretical frame-
work is a preference for a particular epistemology of causation. Although the job of
social scientists would be considerably easier if the social world was characterized by
simple linear cause and effect relationships, an alternative perspective that empha-
sizes multiple factors that are causally contingent is arguably more faithful to reality
(Mackie 1974). If we accept the premise of contingent causality, then our jobs are
considerably more complicated because causal regularities are much more complex
than a simple linear regularity theory would propose. The analytic trick is to avoid
the simplistic and often sloppy thinking that characterizes the “it depends” thinking
of our less sophisticated students. Single, isolated studies of the causal mechanisms
involved in specific situations that provide little or no potential for yielding
generalizable principles can bring productive theorizing to a grinding halt. Rather,
the goal of the contextually aware analyst, cognizant of contingent causality, should
be theories of the middle range (Merton 1957) that provide hypotheses than can be
confirmed or refuted by empirical investigation. The “middle range” perspective
can be further enriched by McGuire’s (1983) “contextualist theory of knowledge.”
McGuire rejects the logical empiricist’s tenet that some theories are right and some
theories are wrong, and that empirical investigation provides the means to deter-
mine which is which. Rather, McGuire argues that all (reasonable) theories are true,
at least in some circumstances, and so provides a fitting closing to this chapter:

In the contextualist vision of science, empirical confrontation is not so much a testing of the
hypothesis as it is a continuing revelation of its full meaning made apparent by its pattern of
confirmations and disconfirmations in a strategically programmed set of observable situa-
tions. ... Hence, the scientist should subject his or her a priori theoretical speculations to
empirical confrontations, not to test if they are true, but to discover the pattern of contexts
in which each adequately represents the observation, thus bringing out more fully the
meaning of each theory by making explicit its limiting assumptions and yielding a more
sophisticated appreciation of the complex factors operative across the spectrum of situa-
tions. (McGuire 1983, 14)
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CHAPTER 8

MOTIVATION
AND EMOTION

JAMES M. JASPER

A truly subtle politician does not wholly reject the conjectures which one can
derive from man’s passions, for passions enter sometimes rather openly into,
and almost always manage to affect unconsciously, the motives that propel the
most important affairs of state. (Cardinal de Retz)

WHAT moves people to action, especially political action? Almost anything. As
Weber said of parties, his term for organized strategic efforts, “All the way from
provision for subsistence to the patronage of art, there is no conceivable end which
some political association has not at some time pursued. And from the protection
of personal security to the administration of justice, there is none which all have
recognized” (1978, 55).

I shall construe motives and motivation in their broadest, etymological sense, as
whatever moves humans to initiate or continue action. We are conscious of some
motives but not others. Some well up from inside us, others arise outside us. Freud
was the master of unconscious, internal motives, which he labeled drives. Rational
choice traditions derived from microeconomics feature internal but conscious
motives. Sociological, poststructural, and other more “structural” traditions, in
contrast, have focused on motivations that originate outside the individual,
in moral, cognitive, linguistic, and other social systems. A great deal of political
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analysis has sought ways of making unconscious system imperatives (“false con-
sciousness”) into conscious ones (which can be resisted).

Through the ages, analysts have concentrated on the motivations that are explicit
and widely shared. Glory used to motivate wars, money and other resources more
local efforts—although in our cynical modern age money is seen as lurking behind
all actions. Indeed in the modern world, motivations have become generally murky
and unsettled. In cities and markets, we are never entirely certain what moves the
stranger with whom we interact. As Luhmann (1987, 121—2) put it, “Traditional
societies ascribe motives and do not require much exploration of ‘real’ motives—
either in economic (household) or in political (public) affairs” One result of
modernizing processes is an “interest in rules and recipes [for personal interaction]
in the seventeenth century and the rather desperate reliance on sentiment, taste,
and natural morality in the early eighteenth century.” Motives become subject to
speculation.

The concept of “interest,” so central to economics, was a solution to this
uncertainty, intended to pinpoint objective motivations. You have a legal interest
(an early usage) and a material interest in an outcome even if you are not aware of
them. And of course, any rational actor would be aware of them. For the word
implies an element of calculation, one reason it emerged as a third term between
passion and reason in the seventeenth century, a constraint on the passions
(Hirschman 1977). If you faithfully pursue your interests, others can predict your
actions. In nineteenth-century Europe, homo economicus—a model of self-interest
and materialism—proved a useful simplification for liberal reformers battling
aristocratic privilege. After they won their battle, in the twentieth century, the
language of interests came to represent the triumph of cynical materialism over
other images of humans—which is exactly its limitation. It flatters our rationality
but not our motives. Few of us are motivated primarily, much less exclusively, by
money and possessions. The precision of having a single metric for human calcu-
lation and satisfactions (although even these two do not line up as well as economic
models suggest) came at the cost of realism.

This shortcoming of economic theory left an opportunity for sociologists to
offer additional motives. Weber, in demonstrating the importance of reputation
and power, was partly reviving premodern traditions of glory and honor. Dur-
kheim and Parsons focused on morality as the necessary underpinning of more
self-interested actions. With them, motivation migrated from the individual to the
social system—in the process becoming unconscious as well. Under the influence of
the cognitive revolution, later sociologists continued down this road, turning to
shared cultural understandings as the glue holding markets and other institutions
together (e.g. Powell and DiMaggio 1991; Fligstein 2001). Like language, these
cultural meanings can be made explicit but most of the time operate beneath full
awareness as unspoken assumptions. Yet even the most ingrained routine can be
brought to awareness—precisely what much social science aims to do.
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Explicit interests and implicit morality or routine hardly exhaust human motiv-
ation. On the fringes of conscious choice and rationality lie a number of powerful
urges, attachments, and habits which, although hard to model, are central to what we
are as human beings. Debates have raged over whether these feelings can be raised to
consciousness and controlled, whether they derail or aid rational decision-making
(or did at some evolutionary point in the past), whether they are so idiosyncratic to
individuals as to elude systematic analysis. All too often, one type of emotion is taken
as the exemplar for all, distorting our ability to comprehend the many ways that our
feelings attach us to the physical and social worlds around us.

At least since Plato human motivation has been framed as a battle between
reason and the passions (Plato’s preference appears even in the terms: there is one
correct reason, but many unruly passions). Debates over whether humans were
good or evil increasingly gave way in the modern world to controversies over our
rationality. A major category of these have addressed motivation. How rational can
we be if much of our activity lacks articulated goals? Traditions such as realism in
international relations or rational choice approaches derived from microeconomics
emphasize explicit goals and means, in contrast to an even larger number of
frameworks that downplay them. Freudians highlight repressed and unconscious
motives. Many cognitive psychologists see humans as trapped in their information-
processing systems (Bem 1972; Nisbett and Ross 1980), roughly parallel to French
poststructuralists who see language or discourse as a similar constraint (Lacan 1966;
Foucault 1966; 1969). Sociologists have offered “practices” as a fundamental guide
for action that is habitual and not quite conscious (Bourdieu 1977; Giddens 1984, 6;
cf. Turner 1994). In these latter views, systems of action move individuals.

All these traditions get at pieces of the truth about what drives and channels
action: many things do. Giddens usefully distinguishes three levels of awareness:
discursive consciousness, practical consciousness, and the unconscious. The first
level is things we can talk about explicitly; the second things that we know how to
do without fully articulating them. We are moved by impulses originating at all
three levels, often simultaneously. Emotions were traditionally seen as arising from
the unconscious, especially in Freudian frameworks, but at least as often they are
practical and sometimes even discursive. We can articulate our emotions, much of
the time, and even be talked out of inappropriate ones.

To be sure, much human action follows “practical” routines which preclude
discussion of explicit motives. Some may be of our own making, while others are
offered to us by the large organizations that dominate life in modern society. But
many sociologists, in particular, have adopted this as their model of action to such
an extent that they lack a language for discussing purposive action (Campbell
1996). At the extreme, explicit motives are merely rhetorical justification we give
for things we have already done (Mills 1940). It is no wonder the highly calculating
image of rational choice theory often seems the only alternative that recognizes
intention (Smith 2003). The lack of visions that integrate system and intention only
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pushes those who reject rational choice models further into the arms of tacit
routine and practices.

Emotions are what make us care about the world around us, repelling or
attracting us. (The depressed, incapable of many normal emotions, have a largely
neutral feeling about the world, and are paralyzed as a result.) More than fifty years
ago, Parsons and Shils (1951, 59), defining cathexis as “the various processes by
which an actor invests an object with affective significance,” argued that “it is
through the cathexis of objects that energy or motivation, in the technical sense,
enters the system of the orientation of action.” But this appears in a footnote,
showing how little salience emotion actually had in Parsons’ action theory, much
less his systems theory.

As the three basic components of culture, emotions, cognition, and morals (both
principles and intuitions) operate in similar ways, with similar methodological
challenges: they can be observed in individual or collective expressions, and
individuals often diverge from “normal” beliefs and feelings. Much has been
written—in an elaboration of the “boundedness” of rationality—about cognition
in the form of memory, decision heuristics, and so on, as well as about morality.
Only in the last few years have emotions been resurrected as a serious analytic tool
for understanding politics (Jasper 1997; Holst-Warhaft 2000; Goodwin, Jasper, and
Polletta 2001). They are the subject of this chapter, especially since in addition to
their own driving force they also permeate cognition and morality. Indeed, in most
cases thinking and feeling are inextricably entwined.

To discourage conceptual overextension—a risk for all new tools—I distinguish
several different categories of feelings that have often been lumped together. They
typically operate by different chemical and neurological pathways, persist for
different lengths of time, and affect action in different ways. Discussions of emo-
tions in politics will remain a muddle if we pretend they are one large homogeneous
category.

Certain impulses well up from our bodies with such force that they overpower our
conscious intentions, propelling us to act. Elster (19995, 2), calling these “strong
feelings,” includes chemical addictions as well as “hunger, thirst, and sexual desire;
urges to urinate, defecate, or sleep; as well as organic disturbances such as pain,
fatigue, vertigo, and nausea.” These pressing urges are relatively independent of
culture and cognition. We tend to ignore other possible goals until we have satisfied
the urge.
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At one time, most emotions were viewed on this model, as “passions” that propel
us without any thought or resistance, as events that happen to us in contrast to
willed choice and action, derailing our reason. But overpowering urges are a small
subset of human emotion, which perhaps should not even be dignified with that
rubric. What is more, such urges come in two forms. One kind, centered on
deprivation, focus our attention in such an immediate way that they rarely influ-
ence political action—except they suggest how deprivation can crowd out political
concerns. Survival needs usually, but not always, crowd out other motivations (the
bottom of Maslow’s (1954) famous hierarchy). But the other kind are urges that can
be satisfied in multiple ways, or via multiple pathways. Immediate lust or addiction
may crowd out other concerns, but I may take elaborate steps to get to those final
moments of pleasure. Indeed, impressing potential lovers is a central human
motivation. Like Scarlett O’Hara, we work to avoid the pain of hunger or fatigue.

A lingering doubt remains: cannot any emotion, felt strongly enough, overpower
us in this way? Anger can, and it is the usual exemplar given of an irrational passion
(see Harris 2001 on ancient efforts to control it in various social relations). But most
forms of anger do not lead us astray, into actions we later regret. Plus, most
emotions do not have this power at all. In the sections that follow, I hope to
show why affective allegiances, moods, and moral emotions are compatible with
reasoning.

2 REFLEXES

One step up from urges are what Griffiths (1997) calls “reflex emotions.” These are
quick to appear and quick to subside. Anger, fear, joy, sadness, disgust, and surprise
may be universal and hardwired into us, operating rapidly through the hypothal-
amus and amygdala rather than through parts of the cortex that evolved later
(Damasio 1994, ch. 7). Neurology plays a big part in these reflexes, but a significant
role still remains for culture, which is necessary to explain exactly what disgusts or
frightens us, as well as how we express reflex emotions.

The “affect program” theory is especially suited to reflex emotions. Ekman
(1972b; 1980), its main proponent, uses the term program for the neurally encoded
responses which he says constitute emotions, including facial expressions, body
movements such as flinching, vocal changes, shifts in the endocrine system and
subsequent hormonal changes, and other modifications of the nervous system.
Such packages are automatic, coordinated, complex, and common across cultures.
To his original six, he later added contempt (Ekman and Friesen 1971). Others
would add shame, evidence of which can be seen in nonhuman primates. Ekman
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was inspired by Charles Darwin (1965 [1872]), who wrote a compelling book on the
parallels in the emotions of humans and other species.

The main evidence for affect program theory comes from photographs of the
human face. If you take photos in one culture of people expressing these basic
emotional reactions, people of other cultures can immediately identify the emo-
tions expressed. One apparent exception was that Japanese students did not express
the negative emotions despite the proper stimuli. But it was discovered that, when
authority figures were not present, they displayed the same expressions as people
from other cultures. What is more, when videotapes were slowed down, very brief
expressions could be detected even when the authority figures were present,
covered immediately by a bland smile (Ekman 1972b).

By contrasting the immediate context with broader ones, Frank (1988) and others
have suggested a number of advantages that reflex emotions (and other types) confer
on strategic actors. Momentary anger may lead to actions later regretted, but a
reputation for angry reactions may have wider advantages, encouraging compliance
from others. Loyalty, contempt, disgust, and love can also be seen as helping humans
keep their commitments. Alliances may be built on reflex emotions as well as on
affects (Frank does not distinguish the two). Emotions are partly signals of character.

Nonetheless, reflex emotions seem to play a limited role in politics and conflict.
Mostly, we strive to elicit adverse reflexes in opponents. Brave protestors may hope
to enrage a police officer so that he lashes out in front of cameras. Forces of order
may try to paralyze protestors through fear (Goodwin and Pfaff 2001). But as we
shall see, other forms of anger and fear, more abiding than these sudden reflexes, are
more central to politics.

3 AFFECTIVE ALLEGIANCES

Affects are another type of emotion, more stable and more tied to cognition. They
are often little more than positive or negative clusters of feelings, mere attraction or
repulsion. Love and hate are the obvious ones, but trust, respect, ressentiment, and
some abiding kinds of fear are also examples. The opposite of reflex responses,
affects are relatively enduring orientations to the social and physical worlds. They
provide the goals of many of our purposive actions and projects.

In “affect control theory,” Heise (1979) and others have shown the importance of
affective allegiances in a variety of social processes and socially constructed defini-
tions, especially roles and identities (Smith-Lovin and Heise 1988; MacKinnon 1994).
We try to maintain our affective sense of the world, a cognitive as well as emotional
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orientation. We interpret what happens to us through pre-existing expectations
about types of people summed up in roles and identities and situations; specifically
we try to confirm our expectations about how good, strong, and active people are
(labeled evaluation, potency, and agency). Shocks to our expectations require a great
deal of work, and sometimes even a rearrangement of those expectations. Out of
such adjustments arise shared cultural meanings (Ridgeway et al. 1998).

In addition to these interpretive goals of confirming our view of the world,
affects also provide something close to basic values. Solidarity with various collect-
ives—a nation, organization, family, and so on—consists of affective loyalties
surrounded by considerable cognitive reinforcement and interpretation. (Although
the literature on collective identity slights its emotional underpinnings: Jasper 1998;
Polletta and Jasper 2001.) Trust, for instance, arises out of the interaction between
expectations and experience with groups and individuals (Hardin 1993). These
positive affects, along with negative ones toward outsiders, enemies, and other
threats, motivate or allow much political action. The nationalist banner under
which so many Europeans clamored for and marched off to war, especially until
1945, was a complex cluster of positive and negative affects (Berezin 1997).

Affects are not easily changed. We may fall out of love with someone, become
disenchanted with our team (although more often with its current leaders), or
come to modify our hatred and suspicion of foreigners. Often, we change our
affects through some kind of moral shock that forces us to reinterpret our experi-
ences, as we’ll see below.

Tightly interwoven with our cognitions, our affects influence how we process
information, especially about political leaders (Ottati and Wyer 1993). Most obvi-
ously, we remember positive information about (and associate positive character
traits with) those leaders whom we like, and negative ones about those we dislike.
Negative information tends to be noticed and remembered more than positive,
however, so that we have to work harder to maintain positive sentiment (Kinder
1978;1986). Negative information especially affects “short-term mobilization,” but its
influence fades over time (Taylor 1991; McGraw et al. 1996). Because so much politics
is about group solidarities (Schmitt 1976 [1932]), affects are crucial motivations.

Moods are another category, typically lasting longer than reflex emotions but not as
long as affects (although moods can sometimes be almost permanent, something
like aspects of temperament). We usually carry moods with us from one social
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setting to another, perhaps because of the biochemical states associated with them
(one reason that drugs affect them, and one reason individuals differ temperamen-
tally). The obvious contrast is between positive and negative moods, which have
been shown to affect judgments (Schwarz and Clore 1983; 1988; Ottati et al. 1989).
Moods may also affect our propensity to feel and exhibit other emotions, as in the
case of a depressed person inclined to sadness or irritation. (Just as reflex emotions
may leave us in a certain mood even after the original triggering emotions fade.)
Moods filter our intentions and actions, strengthening or dissolving them, changing
their tone or seriousness. If other emotions give our actions direction, moods affect
their pace (Geertz 1973, 97).

I suspect that esthetic emotions—those brought on by art—are moods, as we
“try on” feelings such as sadness or elation. Nostalgia, often found in artistic
appreciation, may be a kind of wistful mood. (In addition to the moods aroused
by art through our empathy with characters portrayed or the mysterious influence
of music, we also may feel a kind of wonder or awe at the beauty of the work as
art—a cognitive accomplishment that is perhaps close to the complex moral
emotions described below, and which is useful for understanding how political
rhetoric works.)

The example of nostalgia suggests that cultures can embrace certain moods and
discourage others. There can be “official” moods, fostered by government, intellec-
tuals, and mass media. Weber believed that ideologies of predestination fostered
anxiety. Moods of despair appear frequently, often through the interpretation of
economic and political trends (as downward). Widespread fatalism, resignation,
and cynicism work against political action, since they entail a loss of a sense of
agency. Political efforts will avail little. Optimism and pessimism are possibly
moods, with substantial effects on our sense of agency and visions of potential
social change. Anxiety, too, is likely to affect the ways we scan the world for dangers.

Certain social settings are designed to affect participants’ moods. As crowd
theories waned after the 1960s, it was unfashionable to refer to Durkheim’s collect-
ive effervescence and other processes that gave emotional energy to groups. None-
theless the joys of crowds (Lofland 1985) have been analyzed, along with the effects
of collective marching, dancing, and singing (McNeill 1995). Collins (2001) has
recast the emotions of participation as an interaction ritual in which emotional
attention is a major reward. (These mobilizing moods have their opposite in efforts
to intimidate and paralyze, to demobilize people: Goodwin and Pfaff 2001.)

A great deal of political mobilization appeals to people’s fears and anxieties,
especially in what have been labeled “moral panics” (Cohen 1972). One tradition
views these anxieties as pre-existing moods, for which political leaders find scape-
goats (Lipset 1960; Lipset and Raab 1978). Critics, skeptical of pre-existing anxieties,
argue that these leaders sustain and transform reflex fears into more cognitive
analyses and affects, including the demonization of opponents (Rieder 1985; Edsall
and Edsall 1991). Moral shocks are only the beginning. In some cases the media
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amplify existing moods, in others they seem to create them. If nothing else, protest
leaders and elected officials take advantage of what they perceive to be citizens’
moods (Goodin 1988).

5 MORAL SENTIMENTS

In my final category are complex moral emotions, which require considerable
cognitive processing. These include shame and pride, but also compassion, outrage,
and more complex forms of disgust, fear, or anger (which are cognitively processed
more than the reflex forms: ongoing fear of a nuclear plant has little in common
with sudden fright at a lunging shadow).! Our anger may begin as a reflex, but
sustaining it requires an admixture of hateful affect or moral indignation (Katz
1999). Elster (1999a) has written interestingly about these, especially about humans’
ability to have emotions about their emotions. We are ashamed of our anger or fear,
say. We monitor our actions, thoughts, and even feelings, in the kind of reflexivity
dear to social constructionists.

Post-Kantian theorists distinguish too sharply between morals and emotions,
portraying the former as an austere cognitive judgment which mysteriously moves
us. Older theorists, including the French “moralists” who took this idea to its cynical
extreme, recognized that we only obey moral precepts because of the accompanying
emotional pleasures. As in the eighteenth century Spinoza (1989, 277) put it, “Bless-
edness is not the reward of virtue, but virtue itself; neither do we rejoice therein,
because we control our lusts, but contrariwise, because we rejoice therein, we are able
to control our lusts.” Doing the right thing feels good directly; it is not the side effect
of other actions. When we do the right thing, it is because we are driven by
emotions—not, as Kant would have it, out of a spare recognition of duty.

We do not follow the moral rules of our society automatically, as Parsons’ notion
of values, into which we are socialized, also seemed to have it. We either obey moral
rules because we fear sanctions if we do not, or because it feels good to do the right
thing—Spinoza’s “rejoicing.” The Kantian “deontological” tradition, in which we
do what we believe is right simply because of that belief, has discouraged attention
to the many satisfactions that accompany this kind of action. We can be proud,
sometimes smugly or invidiously so, comparing ourselves to those less righteous.

1 Thomas Scheff believes that shame is a reflex emotion (personal communication), a recategor-
ization I am willing to entertain based on evidence that other primates demonstrate shame behavior
such as staring down. This may be a form of submission and acknowledgment of a lower place in the
pecking order. In humans shame may have more complex moral sources built upon this simple basis.
Guilt, at any rate, seems necessarily to entail complex moral and cognitive judgments.
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We may feel relieved to have overcome temptations to act differently. We may get
a charge from being agents rather than victims. We get these feelings especially
when we obey explicit moral rules recognized by those around us, but also
sometimes when we follow vague moral intuitions. And some are especially pleased
to follow their own moral rules in the face of opposition. Following moral norms
when we have little choice in the matter doesn’t have the same satisfactions
(although it has others) as when we choose to obey them.

Outrage over unfairness has even begun to make inroads into game theory, as
experiments show that people are willing to pay a great deal to remedy perceived
injustices. The Ultimatum game is a simple way to measure the price of fairness.
One player proposes how to divide up a sum of money provided by experimenters,
and the second player can either accept or reject the proposal. If the deal is rejected,
neither player gets anything. If responders were out to maximize their gains, they
would accept any offer. Most proposers offer half or nearly half (40 percent on
average)—already showing some concern for fairness—and responders tend to
reject offers of less than 20 percent. The amount they reject shows the price they put
on a fair distribution. Countless variations have uncovered variables that affect
preferences for fairness, including cultural background, how the interaction is
labeled (inequalities are tolerated when the game is labeled a market exchange),
how much discretion is attributed to proposers (when they do not choose the
amounts they offer, they are not punished for unfair offers), and the number of
proposers and responders. Interestingly, players punish unfairness to themselves
more than unfairness to others, suggesting that emotions such as anger and
vengeance are at work more than abstract norms of fairness. (Camerer 2003, ch. 2
summarizes this literature.) Because it addresses distributional issues like these,
fairness is one of the few moral topics that can be inserted into games with
monetary payoffs, but there are many other sources of outrage.

Moral emotions are necessarily social, and they are affected by one’s place in
social hierarchies. As Kemper (1978; 2001) especially has argued, changes in status
and power (our own and others’) frequently trigger emotions. Increases in our
power relative to others (and relative to our expectations) make us feel secure and
safe, decreases anxious or fearful (although we may also feel guilty if we think the
increase is undeserved). Increases in our status, similarly, lead to emotions such as
pride or contentment, decreases to shame, disappointment, or depression. Kem-
per’s scheme is further complicated by factors such as whether we are dealing with
someone above or below us in some hierarchy, by whether we were the agents who
caused the changes, by the perceived permanence of the changes, and so forth.

Moral emotions are the “hot cognitions,” as Gamson called them, which
motivate so much protest. Emotions that follow from a sense of threat (anger,
indignation, condemnation, hate) are common motivations to engage in politics
and other strategic projects—a decision that is otherwise rather daunting. (To be
sure, there is also a path that leads to fear and paralysis, often via moods of
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resignation or cynicism.) When the world proves to be different and more
threatening than thought, “moral shocks” frequently lead to action, especially if
blame can be attached to human agents, villains and victims and heroes identified,
and the infrastructure for action created or commandeered (Jasper 1997). Moral
emotions are the core of political rhetoric.

The moral emotions are especially important when we try to build from micro-
motives to broader political systems. Kemper shows how our place in hierarchies
conditions the emotions we feel, and many emotions arise out of structured
strategic interactions in a number of institutional arenas. Many of our moral
emotions arise out of our reactions to and beliefs about the social systems in
which we live, especially outrage, indignation, and other feelings tied to our sense
of justice. (Fairness, in contrast, has more to do with our dealings with other
individuals, not our sense of the system.) Finally, many aspects of our institutions
are designed to curb the social effects of individual emotions, for example anger
(Harris 2001), love (Goodwin 1997), and disgust (Nussbaum 2004).

Moral emotions can involve evaluations of one’s own or someone else’s behavior,
character, or possession of something valued. We feel guilt over one of our actions,
but shame over our general character. We feel contempt for those we believe are
morally inferior. We feel malice over someone else’s undeserved misfortune,
gloating over their deserved misfortune. This class of emotions frequently involve
our sense of how good and bad eventualities should be distributed, clearly a moral
sensibility. Scheff (1990; 1994) has suggested a range of effects that shame can have
on political and strategic action at both the individual and the collective levels.

Morality consists of intuitions as well as principles, and these are even closer to
emotions. We often feel moral shock, disgust, or indignation faster than we can
articulate our reasons—if we can articulate them at all. Our cognitive, emotional,
and moral processes are in many cases inextricable.

Perhaps Hemingway best expressed the difference between moral and reflex
emotions when he said, “What is moral is what you feel good after and what is
immoral is what you feel bad after.” Many reflex emotions lead us into actions that
feel right (or inevitable) at the moment, but later leave us with regret. Moral
emotions leave us with pride and satisfaction.

6 DECISIONS

Most social life operates through routines, familiar activities about which we rarely
stop to think. But politics is one arena where we frequently consider and articulate
our goals and choose means to attain them. For whom shall we vote? Shall we join
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the protest march today? Volunteer to work for the trade union? There are a number
of choice points, which in turn influence our daily routines. Sometimes our
routines themselves break down, and we are forced to make decisions about new
ones.

The motivations that shape our goals and choices are never all entirely conscious.
If nothing else, there are too many of them to juggle in our heads. A few are, as
Freudians would say, deeply repressed and unconscious. Far more, I suspect, reside
in Giddens’ practical consciousness and can be brought to awareness when we are
puzzled, thwarted, or challenged to give our reasons. Finally, a fair number are
explicit. We may know we’re angry, and know what we’re angry about.

When political researchers have made micromotives central—in the behavioralist
revolution of the 1950s or more recently in game theory>—they have typically
combined this emphasis with empiricist methodological prescriptions and
aspirations to universal theories. Neither is necessary. We can and must carve out
a thoroughly cultural and interpretative understanding of individual motives,
emotions, meanings, and choices (this is not incompatible with recognition of
neurological pathways). There is no reason to proceed with a positivist psychology
that leaves out most of what we want to understand. If we wish to understand the
motivations of political action, we must be prepared to grapple with an extremely
diverse lot. Reductionism will only mislead us.
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CHAPTER 9

SOCIAL PREFERENCES,
HOMO ECONOMICUS,
AND ZOON POLITIKON

SAMUEL BOWLES
HERBERT GINTIS

THE rational choice model pioneered by economists is rapidly becoming the
standard approach throughout the behavioral sciences. The model is attractive as
it allows the mathematical formalization of an essential truth, namely that when
people act, they are generally trying to accomplish something, and their efforts are
more or less effectively oriented to this end. However, its acceptance in other
disciplines coincides with an increasing recognition in economics of the limitations
of the behavioral assumptions sometimes summarized by the term Homo econom-
icus. While Homo economicus is not entailed by any of the axioms of the rational
choice model, in both teaching and research three assumptions embracing this
behavioral model are commonly treated as integral to the approach.

First, preferences are assumed to be outcome-regarding; i.e. agents care about only
the quantity and quality of goods and services that they possess and consume, not
about the social process through which their economic opportunities are deter-
mined. In fact, preferences are also in part process-regarding; agents care about how
they treat and are treated by others. In evaluating states, people care how those states

* We would like to thank Elisabeth Wood for comments, as well as the John D. and Catherine T.
MacArthur Foundation and the Behavioral Sciences Program of the Santa Fe Institute for
financial support.
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come to be available. In particular, people care about fairness and reciprocity.
Second, preferences are assumed to be self-regarding: agents are assumed to care
only about states experienced by themselves, not by others. In fact, however,
preferences are in part other-regarding; agents care about the well-being of others,
both positively and negatively. In particular, people reward and punish the behavior
of others even at a net cost to themselves.

Third, preferences are assumed either to be unchanging, or to evolve under
influences external to the social system under consideration. While a handy—even
indispensable—assumption for many analytical tasks, the assumption of exogenous
preferences is strongly counter-intuitive, while the social formation of preferences, as
we will see, is strongly suggested by recent behavioral experiments.

Since Aristotle introduced the idea of zoon politikon, students of political behavior
have recognized the importance of process-regarding, other-regarding, and en-
dogenous preferences in explaining such essential aspects of political behavior as
the maintenance of social order, collective action to achieve common ends, political
violence, and even the simple act of voting. Recent experimental research has
confirmed the existence of process-regarding and other-regarding preferences.
One such preference, which we call strong reciprocity (Gintis 2000; Bowles and Gintis
2004a; Gintis et al. 2004), is a predisposition to cooperate with others, and to punish
those who violate the norms of cooperation, at personal cost, even when it is
implausible to expect that these costs will be repaid either by others or at a later date.

We here present empirical evidence supporting strong reciprocity as a schema for
explaining important forms of political behavior. Although most of the evidence we
report is based on behavioral experiments, the same behaviors are regularly observed
in everyday life, for example in collective actions such as strikes and insurgencies
(Petersen 2002; Goodwin, Polletta, and Jasper 2001; Wood 2003), wage setting by
firms (Bewley 2000), tax compliance (Andreoni, Erard, and Feinstein 1998), and
cooperation in the protection of local environmental public goods (Acheson 1988;
Ostrom 1998; Cardenas, Stranlund, and Willis 2000; Ostrom et al. 2002).

Nothing in the material to be presented casts doubt on the rational actor
framework per se. Our concerns address the nature and origins of preferences,
not the underlying model of consequentialist choice. Decision theory shows that as
long as agents have consistent and complete preferences (meaning that an agent
who prefers A to B and prefers B to C also prefers A to C, and any two possible
choices can be compared in terms of desirability) over a finite choice set, their
actions can be modeled as if maximizing a preference function subject to con-
straints (Kreps 1988). Studies show that other-regarding preferences fit this frame-
work just as well as the standard selfish preferences of traditional economic theory
(Andreoni and Miller 2002). Contrary to a common usage, the fact that an action is
other-regarding does not make it “irrational” or even “non-rational.”

The reasons for the power of the rational actor model are clear. An agent’s
preferences, together with the agent’s beliefs concerning the means of achieving
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them and the informational, material, and other constraints the agent faces, have
proven remarkably illuminating in accounting for individual actions. Beliefs are
an individual’s conception of the relationship between an act and an outcome.
Preferences are reasons for goal-oriented behavior. Preferences thus include a hetero-
geneous melange: tastes (food likes and dislikes, for example), habits, emotions (such
as shame or anger) and other visceral reactions (such as fear), the manner in which
individuals construe situations (or more narrowly, the way they frame a decision),
commitments (like promises), socially enforced norms, psychological propensities
(for aggression, extroversion, and the like), and one’s affective relationships with
others. To say that a person acts on her preferences means only that knowledge of the
preferences would be helpful in providing a convincing account of the actions—
though not necessarily the account which would be given by the actor, for as is well
known individuals are sometimes unable or unwilling to provide such an account.

We diverge from the standard preferences—beliefs—constraints model only by
positing the importance of other-regarding and process-regarding behavior in
accounting for human behavior in strategic interaction, and in taking the prefer-
ences accounting for this behavior as endogenous.

1 STRONG RECIPROCITY IN THE LABOR
MARKET

We begin with an example of economic behavior in experimental labor markets, as it
neatly illustrates the kind of motives that are present in any kind of patron—client
relationship or social exchange (Blau 1964). In Fehr, Gichter, and Kirchsteiger
(1997), the experimenters divided a group of 141 subjects (college students who
had agreed to participate in order to earn money) into a set of “employers” and a
larger set of “employees.” The rules of the game are as follows. If an employer hires an
employee who provides effort e and receives a wage w, the employer’s payoff is 100
times the effort e, minus the wage w that he must pay the employee (7 = 100e—w),
where the wage is between zero and 100 (0 = w = 100), and the effort between 0.1 and
1 (0.1 = e = 1). The payoff u to the employee is then the wage he receives, minus a
“cost of effort,” c(e) (u = w—c(e)). The cost of effort schedule c(e) is constructed by
the experimenters such that supplying effort e = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8,
0.9, and 1.0, cost the employee c(e) = 0,1, 2, 4, 6, 8,10, 12, 15, and 18, respectively. All
payoffs are converted into real money that the subjects are paid at the end of the
experimental session.
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The sequence of actions is as follows. The employer first offers a “contract”
specifying a wage w and a desired amount of effort e*. A contract is made with the
first employee who agrees to these terms. An employer can make a contract (w,e*)
with at most one employee. The employee who agrees to these terms receives the
wage w and supplies an effort level e, which need not equal the contracted effort, e*.
In effect, there is no penalty if the employee does not keep his promise, so the
employee can choose any effort level, ec[0.1,1], with impunity. Although subjects
may play this game several times with different partners, each employer—employee
interaction is a one-shot (non-repeated) event. Moreover, the identity of the
interacting partners is never revealed.

If employees are self-regarding, they will choose the zero-cost effort level,
e = 0.1, no matter what wage is offered them. Knowing this, employers will
never pay more than the minimum necessary to get the employee to accept
a contract, which is 1 (assuming only integral wage offers are permitted). The
employee will accept this offer, and will set e = o0.1. Since ¢(0.1) = o, the employee’s
payoff is u = 1. The employer’s payoff is 1 = 0.1 X 100—1 = 9.

In fact, however, this self-regarding outcome rarely occurred in this experiment.
The average net payoff to employees was u = 35, and the more generous the
employer’s wage offer to the employee, the higher the effort provided. In effect,
employers presumed the strong reciprocity predispositions of the employees,
making quite generous wage offers and receiving higher effort, as a means to
increase both their own and the employee’s payoff, as depicted in Figure 9.1. Similar
results have been observed in Fehr, Kirchsteiger, and Ried! (1993; 1998).

Figure 9.1 also shows that, though most employees are strong reciprocators, at any
wage rate there still is a significant gap between the amount of effort agreed upon and
the amountactually delivered. Thisis not because there are a few “bad apples” among
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Fig. 9.1 Relation of contracted and delivered effort to worker payoft (141 subjects)
Source: Fehr, Gichter, and Kirchsteiger (1997).
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the set of employees, but because only 26 percent of employees delivered the level of
effort they promised! We conclude that strong reciprocators are inclined to com-
promise their morality to some extent, just as we might expect from daily experience.

The above evidence is compatible with the notion that the employers are purely
self-regarding, since their beneficent behavior vis-a-vis their employees was effec-
tive in increasing employer profits. To see if employers are also strong reciprocators,
following this round of experiments, the authors extended the game by allowing the
employers to respond reciprocally to the actual effort choices of their workers. At
a cost of 1, an employer could increase or decrease his employee’s payoff by 2.5. If
employers were self-regarding, they would of course do neither, since they would
not interact with the same worker a second time. However, 68 percent of the time,
employers punished employees that did not fulfill their contracts, and 70 percent of
the time, employers rewarded employees who overfulfilled their contracts. Indeed,
employers rewarded 41 percent of employees who exactly fulfilled their contracts.
Moreover, employees expected this behavior on the part of their employers, as
shown by the fact that their effort levels increased significantly when their bosses
gained the power to punish and reward them. Underfulfilling contracts dropped
from 83 to 26 percent of the exchanges, and overfulfilled contracts rose from 3 to 38
percent of the total. Finally, allowing employers to reward and punish led to a 40
percent increase in the net payoffs to all subjects, even when the payoff reductions
resulting from employer punishment of employees are taken into account. Several
researchers have predicted this general behavior on the basis of general real-life
social observation and field studies, including Homans (1961), Blau (1964), and
Akerlof (1982). The laboratory results show that this behavior has a motivational
basis in strong reciprocity and not simply long-term material self-interest.

We conclude from this study that the subjects who assume the role of “employee”
conform to internalized standards of reciprocity, even when they know there are no
material repercussions from behaving in a self-regarding manner. Moreover, sub-
jects who assume the role of “employer” expect this behavior and are rewarded for
acting accordingly. Finally, “employers” draw upon the internalized norm of
rewarding good and punishing bad behavior when they are permitted to punish,
and “employees” expect this behavior and adjust their own effort levels accordingly.

2 A PREDISPOSITION FOR FAIRNESS IN THE
ULTIMATUM GAME

The next set of experiments evokes themes raised by Barrington Moore, Jr. (1978) in
his study of obedience and revolt and James Scott (1976) in his study of rebellion in
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a moral economy: commitments to justice run deep, and violations of fair treat-
ment are likely to be harshly treated. In the Ultimatum game, under conditions of
anonymity, two players are shown a sum of money, say $10. One of the players,
called the “proposer;” is instructed to offer any number of dollars, from $1 to $10, to
the second player, who is called the “responder.” The proposer can make only one
offer. The responder, again under conditions of anonymity, can either accept or
reject this offer. If the responder accepts the offer, the money is shared accordingly.
If the responder rejects the offer, both players receive nothing.

Since the game is played only once and the players do not know each other’s
identity, a self-regarding responder will accept any positive amount of money.
Knowing this, a self-regarding proposer will offer the minimum possible amount,
$1, and this will be accepted. However, when actually played, the self-regarding
outcome is never attained and never even approximated. In fact, as many replications
of this experiment have documented, under varying conditions and with varying
amounts of money, proposers routinely offer respondents very substantial amounts
(50 percent of the total generally being the modal offer), and respondents fre-
quently reject offers below 30 percent (Camerer and Thaler 1995; Giith and Tietz
1990; Roth et al. 1991).

The ultimatum game has been played around the world, but mostly with
university students. We find a great deal of individual variability. For instance, in
all of the above experiments a significant fraction of subjects (about a quarter,
typically) behave in a self-regarding manner. But, among student subjects, average
performance is strikingly uniform from country to country.

To expand the diversity of cultural and economic circumstances of experimental
subjects, we (Henrich et al. 2005) undertook a large cross-cultural study of behavior
in various games including the ultimatum game. Twelve experienced field research-
ers, working in twelve countries on four continents, recruited subjects from fifteen
small-scale societies exhibiting a wide variety of economic and cultural conditions.
These societies consisted of five groups of foragers (some combined with horticul-
ture or trade—the Hadza of Tanzania, the Lamalera of Indonesia, the Ache of
Paraguay, the Au and the Gnau of Papua New Guinea), four groups of horticultur-
ists (the Machiguenga, Quichua, Achuar, and Tsimane of South America), four
pastoral herding groups (Torguuds and Kazakhs in Central Asia and the Sangu and
Orma of East Africa), and two farming groups (the Shona of Zimbabwe, the
Mapuche of Chile). Ethnographic and other detailed information on these societies
and our experiments are reported in Henrich et al. (2004).

We can summarize our results as follows.

The canonical model of self-regarding behavior is not supported in any society
studied. In the ultimatum game, for example, in all societies either respondents, or
proposers, or both, behaved in a reciprocal manner.

There is considerably more behavioral variability across groups than had been
found in previous cross-cultural research. While mean ultimatum game offers in
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experiments with student subjects are typically between 43 and 48 percent, the
mean offers from proposers in our sample ranged from 26 to 58 percent. While
modal ultimatum game offers are consistently 50 percent among university stu-
dents, sample modes with these data ranged from 15 to 50 percent. In some groups
rejections were extremely rare, even in the presence of very low offers, while in
others, rejection rates were substantial, including frequent rejections of hyper-fair
offers (i.e. offers above 50 percent). By contrast, the most common behavior for the
Machiguenga was to offer zero. The mean offer was 22 percent. The Aché and
Tsimané distributions resemble American distributions, but with very low rejection
rates. The Orma and Huinca (non-Mapuche Chileans living among the Mapuche)
have modal offers near the center of the distribution, but show secondary peaks at
full cooperation.

Differences among societies in “market integration” and “cooperation in produc-
tion” explain a substantial portion of the behavioral variation between groups: the
higher the degree of market integration and the higher the payoffs to cooperation,
the greater the level of cooperation and sharing in experimental games. The
societies were rank-ordered in five categories—“market integration” (how often
do people buy and sell, or work for a wage), “cooperation in production” (is
production collective or individual), plus “anonymity” (how prevalent are an-
onymous roles and transactions), “privacy” (how easily can people keep their
activities secret), and “complexity” (how much centralized decision-making occurs
above the level of the household). Using statistical regression analysis, only the first
two characteristics, market integration and cooperation in production, were sign-
ificant, and they together accounted for 66 percent of the variation among societies
in mean Ultimatum game offers.

Individual-level economic and demographic variables did not explain behavior
either within or across groups.

The nature and degree of cooperation and punishment in the experiments was
generally consistent with economic patterns of everyday life in these societies.

In a number of cases the parallels between experimental game play and the
structure of daily life were quite striking. Nor was this relationship lost on the
subjects themselves. Here are some examples.

The Orma immediately recognized that the public goods game was similar to the
harambee, a locally initiated contribution that households make when a commu-
nity decides to construct a road or school. They dubbed the experiment “the
harambee game” and gave generously (mean 58 percent with 25 percent maximal
contributors).

Among the Au and Gnau, many proposers offered more than half the pie, and
many of these “hyper-fair” offers were rejected! This reflects the Melanesian culture
of status-seeking through gift giving. Making a large gift is a bid for social
dominance in everyday life in these societies, and rejecting the gift is a rejection
of being subordinate.
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Among the whale-hunting Lamalera, 63 percent of the proposers in the ulti-
matum game divided the pie equally, and most of those who did not, offered more
than 50 percent (the mean offer was 57 percent). In real life, a large catch, always the
product of cooperation among many individual whalers, is meticulously divided
into pre-designated parts and carefully distributed among the members of the
community.

Among the Aché, 79 percent of proposers offered either 40 or 50 percent, and 16
percent offered more than 50 percent, with no rejected offers. In daily life, the Aché
regularly share meat, which is being distributed equally among all other house-
holds, irrespective of which hunter made the kill.

The Hadza, unlike the Aché, made low offers and had high rejection rates in the
ultimatum game. This reflects the tendency of these small-scale foragers to share
meat, but with a high level of conflict and frequent attempts of hunters to hide their
catch from the group.

Both the Machiguenga and Tsimané made low ultimatum game offers, and there
were virtually no rejections. These groups exhibit little cooperation, exchange, or
sharing beyond the family unit. Ethnographically, both show little fear of social
sanctions and care little about “public opinion.”

The Mapuche’s social relations are characterized by mutual suspicion, envy, and
fear of being envied. This pattern is consistent with the Mapuche’s post-game
interviews in the ultimatum game. Mapuche proposers rarely claimed that their
offers were influenced by fairness, but rather by a fear of rejection. Even proposers
who made hyper-fair offers claimed that they feared rare spiteful responders, who
would be willing to reject even 50/50 offers.

3 COOPERATION AND ALTRUISTIC
PuUNisHMENT IN THE PuBLic GooDs GAME

Our final set of experiments illuminates the tension between free riding and civic
virtue central to the master works of political theory since Hume and Rousseau. The
public goods game has been analyzed in a series of papers by the social psychologist
Toshio Yamagishi (1986; 1988a), by the political scientist Elinor Ostrom and her co-
workers (Ostrom, Walker, and Gardner 1992), and by economists Ernst Fehr and his
co-workers (Gichter and Fehr 1999; Fehr and Gachter 2000; 2002). These research-
ers uniformly found that groups exhibit a much higher rate of cooperation than can be
expected assuming the standard economic model of the self-regarding actor, and this is
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especially the case when subjects are given the option of incurring a cost to
themselves in order to punish free riders.

A typical public goods game consists of a number of rounds, say ten. The subjects
are told the total number of rounds, as well as all other aspects of the game. The
subjects are paid their winnings in real money at the end of the session. In each round,
each subject is grouped with several other subjects—say three others—under condi-
tions of strict anonymity. Each subject is then given a certain number of “points,” say
twenty, redeemable at the end of the experimental session for real money. Each
subject then places some fraction of his points in a “common account,” and the
remainder in the subject’s “private account.” The experimenter then tells the subjects
how many points were contributed to the common account, and adds to the private
account of each subject some fraction, say 40 percent, of the total amount in the
common account. So if a subject contributes his whole twenty points to the common
account, each of the four group members will receive eight points at the end of the
round. In effect, by putting the whole endowment into the common account, a player
loses twelve points but the other three group members gain in total 24 (= 8 X 3)
points. The players keep whatever is in their private account at the end of the round.

A self-regarding player will contribute nothing to the common account. How-
ever, only a fraction of subjects in fact conform to the self-interest model. Subjects
begin by contributing on average about half of their endowment to the public
account. The level of contributions decays over the course of the ten rounds, until
in the final rounds most players are behaving in a self-regarding manner (Dawes and
Thaler 1988; Ledyard 1995). In a meta-study of twelve public goods experiments,
Fehr and Schmidt (1999) found that in the early rounds, average and median
contribution levels ranged from 40 to 60 percent of the endowment, but in the
final period 73 percent of all individuals (N = 1042) contributed nothing, and many
of the remaining players contributed close to zero. These results are not compatible
with the self-regarding actor model, which predicts zero contribution on all rounds,
though they might be predicted by a reciprocal altruism model, since the chance to
reciprocate declines as the end of the experiment approaches. However this is not in
fact the explanation of moderate but deteriorating levels of cooperation in the
public goods game.

The explanation of the decay of cooperation offered by subjects when debriefed
after the experiment is that cooperative subjects became angry at others who
contributed less than themselves, and retaliated against free-riding low contribu-
tors in the only way available to them—by lowering their own contributions
(Andreoni 1995).

Experimental evidence supports this interpretation. When subjects are allowed to
punish noncontributors, they do so at a cost to themselves (Orbell, Dawes, and Van
de Kragt 1986; Sato 1987; Yamagishi 19884 and b; 1992). For instance, in Ostrom,
Walker, and Gardner (1992) subjects interacted for twenty-five periods in a public
goods game, and by paying a “fee,” subjects could impose costs on other subjects
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by “fining” them. Since fining costs the individual who uses it, but the benefits of
increased compliance accrue to the group as a whole, the only Nash equilibrium in
this game that does not depend on incredible threats is for no player to pay the fee,
so no player is ever punished for defecting, and all players defect by contributing
nothing to the common pool. However the authors found a significant level of
punishing behavior.

These studies allowed individuals to engage in strategic behavior, since costly
punishment of defectors could increase cooperation in future periods, yielding
a positive net return for the punisher. Fehr and Géchter (2000) set up an experi-
mental situation in which the possibility of strategic punishment was removed.
They used six- and ten-round public goods games with groups of size four, and
with costly punishment allowed at the end of each round, employing three
different methods of assigning members to groups. There were sufficient
subjects to run between ten and eighteen groups simultaneously. Under the Partner
treatment, the four subjects remained in the same group for all ten periods.
Under the Stranger treatment, the subjects were randomly reassigned after
each round. Finally, under the Perfect Stranger treatment the subjects were
randomly reassigned and assured that they would never meet the same
subject more than once. Subjects earned an average of about $35 for an experi-
mental session.

Fehr and Giéchter (2000) performed their experiment for ten rounds with
punishment and ten rounds without.! Their results are illustrated in Figure 9.2.
We see that when costly punishment is permitted, cooperation does not deterior-
ate, and in the Partner game, despite strict anonymity, cooperation increases
almost to full cooperation, even on the final round. When punishment is not
permitted, however, the same subjects experience the deterioration of cooperation
found in previous public goods games. The contrast in cooperation rates between
the Partner and the two Stranger treatments is worth noting, because the strength of
punishment is roughly the same across all treatments. This suggests that the
credibility of the punishment threat is greater in the Partner treatment because
in this treatment the punished subjects are certain that, once they have been
punished in previous rounds, the punishing subjects are in their group. The
prosociality impact of strong reciprocity on cooperation is thus more strongly
manifested, the more coherent and permanent the group in question.

1 For additional experimental results and their analysis, see Bowles and Gintis (2002) and Fehr and
Gichter (2002).
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Fig. 9.2 Average contributions over time in the Partner, Stranger, and Perfect Stranger
treatments, when the punishment condition is played first
Source: adapted from Fehr and Gichter (2000).

4 CONCLUSION

The evidence for other-regarding, process-regarding, and endogenous preferences
is compelling. But, it raises a puzzle, one that we address in greater detail in a related
paper (Bowles and Gintis 2006). If many of us are fair-minded and reciprocal, then
we must have acquired these preferences somehow, and it would be a good check on
the plausibility of the views advanced here and the empirical evidence on which
they are based to see if a reasonable account of the evolutionary success of these
preferences can be provided. Generosity toward one’s biological kin is readily
explained (Hamilton 1964). The evolutionary puzzle concerns non-selfish behav-
iors towards non-kin. Among non-kin, selfish preferences would seem to be
favored by any payoff-rewarding evolutionary process, whether genetic or cultural.
Thus, the fair-mindedness that induces people to transfer resources to the less well-
off, and the reciprocity motives that impel us to incur the costs of punishing those
who violate group norms, on this account, are doomed to extinction by long-term
evolutionary processes. If other regarding preferences are common, this conven-
tional evolutionary account must be incorrect.

In many cases, the evolutionary success of what appear to be unselfish traits is
explained by the fact that when an accounting of long-term and indirect effects is
done, the behaviors are payoff maximizing, often representing forms of mutualism.
The great hunter who shares his prey may, by advertising his prowess, recruit
coalition partners and mates and deter opponents (Gintis, Smith, and Bowles
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2001). But, some seemingly generous behaviors are just what they seem. Indeed, the
experiments we have cited were designed to study behavior in the absence of
the indirect or long-term benefits just mentioned. The behaviors observed in
these experiments, we think, have become common because they contribute
to the success of groups in which the behaviors are common. People in successful
groups tend to be copied, either genetically or culturally, and thus genuinely other-
regarding preferences can proliferate. Recent theoretical modeling, anthropological
studies, and agent-based computer simulations lend some credibility to this
account.?

The experimental evidence as well as observation of economic and political
behavior in natural settings does not lead us to reject the rational actor model,
for that model, in its minimalist conception as consistency and completeness of
preferences, is perfectly compatible with altruistic, spiteful, or reciprocal motives.
Indeed, this versatility is among its merits.

However, an adequate reformulation of the psychological foundations of the
behavioral sciences cannot be accomplished by inventing some new Homo socio-
logicus or zoon politikon to replace Homo economicus as the epitome of intentional
behavior. Behavioral experiments and everyday observation make it clear that
populations are heterogeneous. Heterogeneity makes a difference in outcomes.
But, as the public goods experiments showed, its effects are not adequately captured
by a process of simple averaging. The outcome of interaction among a population
that is composed of equal numbers of saints and sinners will not generally be the
average of the outcomes of two populations with just one type. The reason is that in
many settings, the norm-upholding activities of a few saints may induce even the
sinners to act civic-mindedly, while in other institutional settings, a few sinners can
induce all players to act like Homo economicus. Recall, as another example, that in
the public-goods-with-punishment game, those with reciprocal preferences not
only acted generously themselves, but they apparently also induced the selfish types
to act as if they were generous. Indeed, seemingly small differences in institutions
can make large differences in outcomes, as illustrated by the following example.
Imagine a one-shot Prisoners’ Dilemma game played between a self-regarding
player, for whom defect is the dominant strategy in the simultaneous moves
game, and a strong reciprocator, who prefers to cooperate if the other cooperates
and to defect otherwise (Kiyonari, Tanida, and Yamagishi 2000; Fehr and Fischba-
cher 2001). Suppose the players’ types are known to each. If the game is played
simultaneously, the reciprocator, knowing that the other will defect, will do the
same. The outcome will be mutual defection. If the self-regarding player moves
first, however, he will know that the reciprocator will match whatever action he
takes, narrowing the possible outcomes to {cooperate, cooperate} or {defect,

2 See Gintis 2000; Boehm 2000; Bowles, Choi, and Hopfensitz 2003; Gintis et al. 2004; Bowles
and Gintis 2004a and b.
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defect}, the former yielding both players a higher payoff. The self-regarding first
mover will therefore cooperate and mutual cooperation will be sustained as the
outcome.

In addition to heterogeneity across individuals, versatility of individuals must
also be accounted for. In the ultimatum game, many proposers often offer amounts
that maximize their expected payoffs, given the observed relationship between
offers and rejections: they behave selfishly but expect responders not to. And they
are correct in this beliefl The same individuals, when in the role of responder,
typically reject substantial offers if they appear to be unfair, thus confirming the
expectations of the proposer and violating the self-interest axiom.

Finally, as our cross-cultural experiments suggest, culture matters: differences in
an individual’s preferences often correspond to differences in the way people
interact socially in making their living and in other aspects of daily life. This
means that populations that experience different structures of social interaction
over prolonged periods are likely to exhibit differing behaviors, not simply because
the constraints entailed by these institutions are different but also because the
structure of social interaction affects the evolution of preferences.

Progress in the direction of a more adequate behavioral foundation for political
behavior must take account of these three aspects of people: namely their hetero-
geneity, their versatility, and their plasticity.
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CHAPTER 10

FRAMES AND THEIR
CONSEQUENCES

FRANCESCA POLLETTA
M. KAI HO

IN 1979, the nuclear reactor at Three Mile Island in Pennsylvania suffered a partial
meltdown. Hundreds of thousands of residents fled as radiation leaked into the
atmosphere. The resulting media coverage made “Three Mile Island” into an
international symbol of the dangers of nuclear energy, prompted nationwide
opposition to nuclear power, and shut down the nuclear industry for more than
a decade. Yet Three Mile Island was not the first accident of its kind. In 1966, the
Fermi reactor outside Chicago experienced a partial meltdown followed by a failure
of the automatic shut-down system. Officials discussed evacuation plans for area
residents as they tried to avert the possibility of a secondary accident.

The Fermi accident was no secret: the press was alerted as it was happening. But
newspapers, including the New York Times, gave the episode only perfunctory
coverage, mainly repeating company spokespeople’s assurances that the reactor
would soon be up and running. Why did the Fermi accident not produce the public
crisis that Three Mile Island did? Because it was viewed through different frames,
according to William Gamson (1988). At the time of the Fermi accident, nuclear
power was covered by the press mainly in terms of a “faith in progress” frame that
viewed nuclear power as a boon to technological development and human pro-
gress. By the time of Three Mile Island, however, media stories about nuclear power
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were less confident of its safety and effectiveness. The stage was set for a critical and
alarmist interpretation of the accident.

What accounts for the shift? In large part, says Gamson, the strategic framing
activities of anti-nuclear movement groups. Between 1966 and 1979, groups such as
the Union for Concerned Scientists and the environmentalist Friends of the Earth
energetically promoted frames that were critical of nuclear power. Protest events
such as the nonviolent occupation of a nuclear power plant and a celebrity-studded
“No-Nukes” concert attracted media attention and provided framing opportun-
ities for movement spokespeople. Activists’ representations of nuclear power as
dangerous and the nuclear power industry as unaccountable guided news coverage
of Three Mile Island and of nuclear power in its aftermath. That, in turn, contrib-
uted to further anti-nuclear mobilization.

Frames matter. The ways in which political actors package their messages affect their
ability to recruit adherents, gain favorable media coverage, demobilize antagonists,
and win political victories. The ways in which ordinary citizens think about gains and
losses shape their political preferences; the ways in which states do so shape their
international bargaining strategies. The concept of framing has been used to capture
these diverse processes by scholars of the media (Gitlin 1980; Carragee and Roefs 2004),
international relations (Bernstein 2002; Berejekian 1997), decision-making (Tversky
and Kahneman 1986), policy-making (Schon and Rein 1994), and social movements.

The concept is appealing for several reasons. The term “frame” reminds us that
persuasion works in part by demarcating and punctuating important aspects of
reality, that is, by making events and circumstances intelligible as much as by
advancing a compelling point of view. If we think of a frame as the structure of
a building rather than the perimeter of a picture (Gamson 2004), the concept also
points to the deeper logics structuring political contention. While actors instru-
mentally frame situations so as to press their case, their very understanding of what
is instrumental is shaped by taken-for-granted frames. In that sense, frames are
both strategic and set the terms of strategic action.

In this chapter, we focus on framing in social movements. The theoretical and
empirical literature on the topic is now extensive and, in many cases, sophisticated.
But it remains thin on the relations between frames and their political and cultural
contexts. We do not know enough about why activists choose the frames they do,
what aspects of the environment shape frames’ effectiveness, and what impacts
frames have on institutions outside the movement. Several factors are probably to
blame. The single case orientation of much of the work on framing has made it
difficult to generalize about causes and effects. A tendency to view frames as
emergent, that is, as constructed in and through movement work, has been valuable
in capturing the dynamic quality of frames but has discouraged attention to the
environmental conditions for frames’ plausibility and impact. Where scholars have
sought to identify influential aspects of the environment in which framing takes
place, they have concentrated more on political factors than on cultural ones.
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Certainly, culture is notoriously difficult to study systematically. But the neglect
extends also to how frames are shaped in interaction with other cultural forms,
such as ideology, discourse, and institutional logics of action.

Our intention here is not to engage in a critique of the framing perspective in
social movements.! Instead, we draw on the existing literature in order to answer
three questions: What are frames—and how are they different from ideologies,
discourses, and other concepts that have been used to capture the cultural dimen-
sions of movements? Where do frames come from—and why do activists choose,
modify, and discard particular frames? And finally, how important are frames in
accounting for key movement processes such as movement emergence and impacts—
and what makes for politically effective frames? Where good answers exist within
the framing perspective, we synthesize empirical findings from that literature.
Where the answers have been incomplete, we draw from literatures outside framing
in order to flesh out alternatives. We make two main recommendations for future
work on framing. One is to pay more attention to institutionalized relationships
and practices as sources of meaning. Familiar relationships, routines, and associ-
ational models both provide activists with resources in their framing efforts and
levy important constraints on those efforts. Our other recommendation is for
a more sophisticated understanding of persuasion, in which ambiguity and incon-
sistency are sometimes more powerful than clarity and coherence.

1 WHATARE FRAMES?

The concepts of frame and framing entered the sociology of social movements in the
1980s, largely in response to the neglect of social psychological processes by the
resource mobilization models that then dominated the field. Resource mobilization
theorists had downplayed grievances relative to resources and political opportun-
ities in accounting for protest since grievances were assumed to be ubiquitous (see,
for representative treatments, Jenkins and Perrow 1977; McCarthy and Zald 1977).
Framing theorists like William Gamson (Gamson, Fireman, and Rytina 1982; Gam-
son 1988) and David Snow and colleagues (Snow et al. 1986; Snow and Benford 1988;
see also Klandermans 1988) countered that how people interpreted their grievances
was critical to whether they participated. Indeed, much of the work of movements
involved various frame alignment processes aimed at linking individual interests,
values, and beliefs to those of the movement (Snow et al. 1986; Gamson 1988).

1 For critiques, see Benford 1997; Steinberg 1999a; Jasper 1997; Ferree and Merrill 2000; and for
good defenses, see Snow and Benford 2000; Snow 2004.
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Snow and his colleagues and Gamson drew their conception of framing from
Erving Goffman (1974), and they adopted Goffman’s interactionist perspective:
frames are jointly and continuously constructed and reconstructed by movement
actors and their audiences. This contrasts with a view of frames as fixed rather than
dynamic and as the property of individuals rather than groups. The latter view has
characterized work on framing in other fields, for example in the psychology of
decision-making, where frames have been defined both as the manner in which
a choice problem is presented and the “norms, habits, and expectancies of the
decision maker” that operate in conditions of bounded rationality (Kahneman and
Tversky 1986: 257). On the other hand, even within the field of social movements,
an interactionist perspective has not been inconsistent with an instrumentalist one.
Frames have generally been conceptualized as the interpretive packages that activ-
ists develop to mobilize potential adherents and constituents, appeal to authorities,
and demobilize antagonists (Snow et al. 1986; Gamson 1988; Snow and Benford
1988; Tarrow 1998). Frames combine a diagnosis of the social condition in need of
remedy, a prognosis for how to effect such a remedy, and a rationale for action, a
“call to arms” (Snow and Benford 1988; Benford and Hunt 1992).

In effective frames, the diagnostic, prognostic, and motivational components are
clearly specified, richly developed, and well integrated (Snow and Benford 1988;
Stoecker 1995). Effective frames also make a compelling case for the “injustice” of a
targeted condition and the likely effectiveness of collective “agency” in changing
that condition. They make clear the “identities” of the contenders, distinguishing
“us” from “them” and depicting antagonists as human decision-makers rather than
impersonal forces such as industrialization or the demands of the market (Gamson
1988; 1992; also, Hunt and Benford 1994; Hunt, Benford, and Snow 1994; Klander-
mans 1997). Along with those formal features, finally, frames’ resonance with their
audiences is crucial to their success. Effective frames accord with available evidence,
with people’s experiences, and with familiar stories, values, and belief systems
(Gamson 1988). That is, they are at once empirically credible, experientially com-
mensurable, and narratively faithful (Snow and Benford 1988; 1992).

Frames are produced in and through movements’ signifying practices but they
are also often drawn from larger master frames, common to a cluster of movements
or cycle of protest (Snow and Benford 1992; Tarrow 1998; Osa 2003). For example, an
“equal rights” frame that became prominent in the southern black freedom move-
ment in the 1950s went on to orient the women’s movement and disability activism.
The “psychosalvational” frame of Scientology was shared with transcendental
meditation (Snow and Benford 1992). Master frames not only provide activists
with ideological resources; they also shape activists’ tactical choices. For example,
groups adhering to a nonviolent master frame have found it difficult to adopt
violent tactics. Whether members find violence personally repugnant, adopting it
would diminish the group’s credibility in the eyes of the public (Snow and Benford

1992).



FRAMES AND THEIR CONSEQUENCES 191

The concept of frames in movements has proven enormously productive, generat-
ing scores of theoretical elaborations, empirical applications, critiques, and defenses
(for good recent overviews of the literature, see Benford and Snow 2000; Snow 2004).
In the political process models of mobilization that largely eclipsed resource mobil-
ization models, mobilizing frames are, along with political opportunities and indi-
genous networks, a precondition for mass mobilization (McAdam, McCarthy, and
Zald 1996; McAdam, Tarrow, and Tilly 2001). Framing has also come to be seen as
central in other movement processes, including activists’ selection of strategies and
tactics (Snow and Benford 1992), their choice of organizational form (Clemens1996),
movement competition and alliance-building (Caroll and Ratner 1996), movement
success (Diani 1996; Cress and Snow 2000), and movement collapse (Voss 1996).

The popularity of the concept has been a double-edged sword. Frames have been
conceptualized in diverse and often ambiguous ways even within the subfield of
social movements: as beliefs (Klandermans 1992), rhetoric (Diani 1996); Berbrier
1998), and symbolizing actions (McAdam, McCarthy, and Zald 1996). They have
also been treated as particular to individuals (Klandermans et al. 2001; Snow et al.
1986; Johnston 2002), organizations (Tarrow 1998; Gerhards and Rucht 1992), and
the political discourse that spans movements, opponents, and authorities
(McCarthy 1994). The problem is not just one of specificity. Treating frames as
the properties both of individuals and of groups may obscure the question of just
how a frame is shared by members of a group: do people have identical conceptions
or do they share rules for linking idea elements? In other words, is a shared frame
more like a shared mental schema or more like a shared language?

The overextension of the framing concept has also been a problem. Made to stand
in for a variety of cultural processes, framing has been treated in ways that neglect
the differences between and relations among those processes (Benford 1997; Oliver
and Johnston 2000; Zald 1996; Ferree and Merrill 2000). For example, treating
frames as synonymous with ideologies obscures the socialization processes through
which movement participants become steeped in an ideological tradition—but not
in a frame (Oliver and Johnston 2000). Treating identities as constructed in and
through movement framing work obscures the cultural processes that give rise to
mobilizing identities before the existence of any organized movement (Polletta1998).

How, then, should we conceptualize frames in relation to, say, ideologies, dis-
courses, and identities—three other concepts used to capture the cultural dimen-
sions of contentious politics? Whereas a frame can be seen as a delimited ideational
package, discourse is the sum total of talk produced by an organization, institution,
or society at a given point in time (Johnston 2002).2 So we can talk about the
“NAACP’s discourse” or “medical discourse” or “1950s gender discourse.” Dis-
courses have a greater diversity of idea elements, more conflict, and more inconsist-
encies than frames (Ferree and Merrill 2000). Ideologies, on the other hand, are

2 Steinberg (19994, 743) describes it as “language in social use.”
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usually conceptualized as complex systems of belief. They are more encompassing and
elaborated than frames and are explicitly normative (Oliver and Johnston 2000; Westby
2002; Ferree and Merrill 2000; Zald 1996). Frames are derived from ideologies, but they
are also oriented to the strategic demands of making claims effectively (Westby 2002).
So, Oliver and Johnston (2000) note that pro-life and pro-choice activists subscribe to
very different ideologies but have used an identical frame of individual rights in
promoting their opposing positions. Finally, collective identity is the subjective per-
ception of a collective bond. Some minimal level of collective identity is usually
necessary for the emergence of movements but once underway, movements devote
considerable work to affirming, transforming, and securing recognition for collective
identities (Taylor and Whittier 1992; Polletta and Jasper 2001).

These distinctions make sense, but they raise as many questions as they answer.
Consider just the ideology/frame distinction. Are formal ideologies the only cul-
tural sources of movement frames? How do we account for frames that seem to
break with existing ideological traditions? Activists are undoubtedly ideological
actors as well as strategic ones, as framing theorists point out. But where do
activists’ notions of what is strategic come from—as well as their notions of what
is moral, what is political, what is a resource, and so on? Treating activists as
balancing ideological commitments with instrumental ones in their framing efforts
misses the cultural processes that shape activists’ very criteria of instrumental
rationality. Although it is conceptually awkward, the notion of frames as both
persuasive devices and interpretive frameworks does alert us to the fact that such
frameworks are both evolving and, at any point in time, limiting.

Finally, treating ideologies as the coherent world-views of the audiences to whom
activists pitch their message underplays the internal contradictions in people’s
world-views (Snow 2004; Billig et al. 1988). That, in turn, suggests that consistency
and clarity may not be necessary to effective appeals. Persuasion may work in more
complex ways. We highlight these three features of framing—the diverse sources
from which frames are drawn; the logics of appropriateness that govern activists’
framing choices; and the complex dynamics by which frames resonate—as we
discuss frames’ sources and impacts.

2 WHERE Do FRAMESs CoME FrRoM?

With frames often treated as strategic persuasive devices (McAdam, McCarthy, and
Zald 1996; Tarrow 1998), one strand of research on frames’ content has focused on
the organizational and political conditions that make some frames more likely to be
effective than others. A second strand has treated activists as ideological actors as
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much as instrumental ones and has traced activists’ framing choices to longstanding
and more recent political traditions. After rehearsing research findings from each
perspective, we identify certain cultural influences on framing choices that have
been neglected by both.

Far from existing in isolation, activists operate in a multiorganizational field
made up of allies, competitors, antagonists, authorities, and third parties (Curtis
and Zurcher 1973; Klandermans 1992; Caroll and Ratner 1996; Evans 1997). They
invent and modify frames to take advantage of strategic opportunities and demands
created by those other actors. While allies may compel movement groups to adopt
more encompassing, universalistic frames (Caroll and Ratner 1996; and see Ferree
and Roth (1998) on how organizational insularity produces exclusivist frames),
opponents, too, shape movement frames. Since ignoring rival frames puts a group
at risk of seeming off-topic or evasive, movement groups often find themselves
forced to counter, debunk, co-opt, or conform to opponents’ frames in their own
public statements (Evans 1997; Esacove 2004). For example, anti-abortion activists
have adopted an individual rights frame, championing the fetus’s “right to life,” even
though many of them recoil at the overemphasis on rights in American society and
are much more attuned to duties than rights (Williams 2004). In a common
dynamic, the we/they opposition that develops as groups challenge rivals’ frames
may lead to increasingly absolutist frames on both sides—which in turn may alienate
potential supporters (Mansbridge 1986). In other words, the pressure to respond to
opponents by no means guarantees that doing so will be without cost.

Where a challenging group’s targets are relatively independent of it, challengers
are likely to engage in the kind of frame extension (Snow et al. 1986) that can bring
them new allies and adherents. So, the American Federation of Labor began to call
for the social welfare legislation that would benefit union members and non-
members alike at a time when employers were less dependent on unions for
a supply of labor (Cornfield and Fletcher 1998).

If relations among movement groups’ allies, opponents, and targets shape
frames’ content, so too should other features of the political context in which
they operate. Shrewd activists will match their rhetoric to the kinds of political
opportunities that are available. Mario Diani (1996) draws on variables commonly
associated with a political opportunity structure to argue that where traditional
political alignments are in crisis and the political system has openings for inde-
pendent citizen action, activists can afford to adopt a “realignment frame” that calls
for a restructuring of the polity without completely rejecting existing polity
members and procedures. By contrast, where political alignments are stable and
the system is closed to outsiders (the worst case scenario for activists) challengers
are limited to “revitalization” frames, in which they call for changes from within the
system. In between those two poles, challengers do best using “anti-system” frames
during a period of elite crisis, since there is some prospect for an overhaul of the
whole system.
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While acknowledging the importance of the institutional political context in
shaping activists’ strategic framing choices, other researchers have pointed to
additional variables in defining that context. They have also suggested that activists
have considerable flexibility in responding to their political contexts. For example,
when movement groups are largely shut out of positions of power, they may
respond not by adopting the revitalization frame that Diani describes, but by
targeting their framing to a narrower constituency, seeking to sustain the cause
until a more favorable period. This is what Mary Bernstein (1997) found in her
analysis of campaigns for local gay rights ordinances. The frames that gay and
lesbian activists adopted when they faced a closed political system were highly
critical of dominant normative values and celebrated their differences from hetero-
sexuals rather than their similarities. When activists target non-state institutions
such as medicine, art, or the educational system, they may tailor their frames to the
values and beliefs of institutional insiders rather than the public simply because the
public has relatively little influence on policy decisions (Binder 2004). The Afro-
centrists and Creationists who challenged American school curricula in the 1980s
downplayed radical critiques of American culture as, respectively, racist and god-
less, instead advancing pluralistic arguments about the importance of ensuring that
no student felt culturally marginalized (Binder 2004). These arguments were not
expected to resonate with the public but they were expected to play well with the
school officials who were in charge of setting curricula, largely independent of
public opinion.

Where activists operate in political regimes that strictly control their access to the
public, they may frame their messages in “disguised, coded, implied” ways, Mar-
yjane Osa argues (2003: 18). The artists, writers, and actors who have often led the
opposition in contexts like these have the discursive skills to frame dissent in indirect
ways, using irony, satire, subtexts, and ellipses to convey messages to potential
supporters that are counter-hegemonic but difficult for authorities to suppress.?

Finally, Ferree et al. (2002) identify factors such as the status of religion in society,
the particular cleavages around which injustice claims tend to be organized, and
media reporting practices, claiming that all contribute to a discursive opportunity
structure that activists seek to exploit in their framing efforts. That structure
includes, in addition to the political components that Diani stresses, sociocultural
and mass media components: party, state, and judicial structures; public beliefs
about politics and contention; and routine news reporting practices. So, comparing
abortion discourse in Germany and the United States, Ferree et al. found that
Americans’ wariness of the state was responsible for the prominence of an anti-state
interventionist frame among pro-choice activists, a frame that was largely absent
among their German counterparts. The discursive opportunity structure also

3 See also Noonan (1995) on Chilean women’s appropriation of a hegemonic maternalist frame
to challenge the repressive Pinochet regime.
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influenced what ideas were considered radical: with individual privacy arguments
advantaged in the United States, arguments for abortion cast in terms of the moral
obligation of the state were considered radical. Precisely the opposite was the case
in Germany (Ferree 2003).

In sum, research suggests that activists engaged in training efforts should pay
attention to the openness of the political system to challengers, the degree to which
public discourse is controlled by the regime, the media practices that favor some
themes and actors over others, the extent to which targets are dependent on the
challenging group or insulated from public criticism, and the political clout of allies
and opponents. These factors make for frames that are more or less extensive in the
issues they address, more or less elaborated in their normative vision, and more or
less critical of the current regime.

While activists are strategic in their framing choices, they are also committed to
certain normative values. In a second vein of research, scholars have traced activists’
frames to prior ideological traditions, often those associated with other movements
ina cycle of protest (Snow and Benford 1992; Valocchi 1994; Babb 1996). For example,
gay liberationists in the 1960s took from the radical feminist and black power
movements an orientation to transforming cultural perceptions of a stigmatized
self and crafted a “gay is good” frame (Valocchi 1994). Frames may also come from
longer-standing traditions of dissent. A non-violence frame migrated from
Gandhian direct action in pre-independence India to the post-Second World War
American pacifist movement, the 1960s civil rights movement, and the 1970s and
1980s anti-nuclear movements (Chabot and Duyvendak 2002).

Frames’ indebtedness to political traditions does not mean that such traditions
are unchanging, with later movements simply reproducing the claims and rhetoric
of earlier ones. To the contrary, the influence is often reciprocal. Moreover, frames
derived from preexisting ideologies are invariably modified in the light of partici-
pants’ experiences (although Steinberg (1999a) and Gamson and Meyer (1996)
criticize a tendency in the framing literature to see frames as fixed rather than
evolving). In her study of the pre- and post-civil war labor movement’s support
for labor greenbackism, a soft-currency scheme, Sarah Babb (1996) argues that labor
activists could sustain for only so long the contradictions that existed between the
producerist ideology underpinning the greenback frame and workers’ experience of
employers as antagonists rather than as fellow toilers. Eventually, the frame and then
the ideology was abandoned.* Similar dynamics of selective appropriation and
adaptation operate across movements separated by geography rather than time.
Along with targets and tactics, frames diffuse across national boundaries. Here, too,
the influence is reciprocal, and ideas, images, and claims made in one context are
altered as they are imported into another.

4 See also Snow and Benford (2000) on the remedial work done by framing when ideology comes
up against experience, and Ellingson (1995) on the dialectic of discourse and events.
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While activists often select among, combine, and adapt previous protest trad-
itions, they sometimes invent new frames. The women who launched a movement
for liberation in the late 1960s could not draw on an ideological tradition of radical
challenge to everyday gender norms. The dissidents who overthrew the Communist
regime in Poland had no obvious master frames at their disposal. How do we
account for the frames they produced? One answer is that people are able to
capitalize on the relative autonomy that some institutions are granted in repressive
societies, developing within them insurgent ideas and networks. These are the free
spaces that scholars have seen as seedbeds for dissent: institutions like the Black
Church for the civil rights movement and literary circles for opposition to the
Soviet regime (Morris 1984; Johnston and Snow 1998). What is important about
such institutions, though often missed in discussions of free spaces, is not that they
are somehow empty of ideas but that they enjoy relative freedom from the scrutiny
and control of authorities (Polletta 1999). So, for example, mosques played a crucial
role in Kuwaiti opposition to Iragi occupation because of their long-standing right
to challenge the state (Tetreault 1993, 278).

This raises a larger point about the specifically institutional sources of movement
frames. If, following Philip Selznick (1957, 6-7), we think of structures and practices
as institutionalized when they are “infuse[d] with value beyond the technical
requirements of the task at hand,” then we can see that myriad practices,
relationships, and structures in society offer models for action and interaction.
People may derive frames for attacking one institution from the operation of
another institution. For example, the striking hospital workers whom Karen Brod-
kin Sacks (1988) studied invoked the relations between parents and grown children
to describe the acknowledgment and care they expected from hospital management.
A familiar associational form adapted from another institutional sphere provided an
idiom for formulating opposition. Poles drew on a moral idiom from Catholicism to
challenge the Communist regime. Local activists in the Southern civil rights move-
ment talked frequently about their “God-given rights,” using a religious idiom where
a legal one fell short (Polletta 2000).

Institutionalized routines and relationships shape frames in another sense,
defining the kinds of claims that are considered feasible and legitimate to make.
Charles Tilly’s notion of a “repertoire” of contentious claims-making is relevant
here. Tilly writes, “existing repertoires incorporate collectively-learned shared
understandings concerning what forms of claim-making are possible, desirable,
risky, expensive, or probable, as well as what consequences different possible forms
of claim-making are likely to produce. They greatly constrain the contentious claims
political actors make on each other and on agents of the state” (1999).

To be sure, since anything is, in principle, thinkable, activists can break with
existing repertoires. They can exploit silences and contradictions in dominant
discourses and can attach new meanings to old words (Steinberg 1999b). However,
the risks in challenging conventions of claims-making are substantial and the gains
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uncertain. For example, feminists who challenged workplace discrimination in
court in the 1980s were encouraged to supply stories of individuals unfairly barred
from hiring or promotion. This was despite the fact that a few such stories could
not, on their own, demonstrate patterns of disparate treatment. Feminists could
have refused to frame their claims in terms of individuals’ experience of discrimin-
ation. Those who did, however, were much more likely to lose their cases (Schultz
1990). The problem was that the same framing strategy that won the movement
legal victories may also have alienated potential recruits who were unwilling to see
themselves as the victims that judges required (Bumiller 1988).

So, institutional conventions shape frames’ content. It is hardly surprising,
moreover, that such conventions enter into activistss own tactical calculations.
The animal rights activists whom Julian Groves (2001) studied discouraged
women from serving in leadership positions because they believed that women
were seen by the public as prone to the kind of emotionalism that would cost the
movement credibility. Activists spent little time debating whether women were
prone to emotionalism, however, or whether emotional accounts rather than
rational arguments were in fact a bad framing strategy (Jasper 1999). The logic
behind activists’ framing choices here is neither one of ideological consistency nor
one of instrumental rationality but one of appropriateness. Ideology understood as
a coherent set of normative principles held by activists does not capture this kind of
cultural influence on frames’ content.

Again, the frames that predominate in a movement at a particular time reflect
activists’ strategic bids to mobilize public opinion as well as their efforts to balance
the demands of catering to public opinion with those of staying loyal to their
ideological commitments. But dominant frames also reflect the institutional
common sense that defines some claims and ways of making claims as feasible,
appropriate, even rational.

3 How IMPORTANT ARE FRAMES IN
ACCOUNTING FOR KEY MOVEMENT
PROCESSES OUTCOMES?

It is surprising, given the theoretical attestations to frames’ importance, that studies
systematically assessing frames” impacts remain relatively few. How important are
frames in accounting for why movements emerge when they do and for how
successful they are in realizing their goals? And what features of frames best predict
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their influence? In the following, we draw on comparative studies where they exist,
along with more fragmentary evidence, in order to identify some of the conditions
for frames’ impact.

In the political process models that dominate the field, effective frames are
a critical variable in accounting for movement emergence. In the absence of frames
making obvious the necessity and viability of protest, the presence of political
opportunities and powerful mobilizing networks will come to nought (McAdam,
Tarrow, and Tilly 2001). For example, the emergence of a northern black voting bloc
to which federal officials were beholden supplied the objective political opportunity
for a postwar Southern civil rights movement. Without a compelling set of argu-
ments for the urgency of fighting Jim Crow, however, the movement would have
remained small, elite, and probably ineffectual (McAdam 1982).

But if effective frames depend on their ability to convey the viability of protest,
that is, its likelihood of political impact, then the existence of political opportun-
ities should be a precondition for effective frames. This is what Koopmans and
Duyendak (1995) argue in their cross-national study of anti-nuclear mobilization.
Public opinion that was opposed to nuclear power tended to follow movements’
success in winning changes in nuclear energy policy rather than precede it. Even
where there was little in the way of public opposition to nuclear power, if the
political system was receptive to an anti-nuclear challenge, mobilization was likely.
For these authors, then, effective frames are a consequence of political opportun-
ities rather than a variable that exists alongside them.

In her study of American women’s suffrage mobilization, Holly McCammon
(2001) found something different still: resonant frames spurred protest in the
absence of political opportunities. Between 1886 and 1914, some states seemed
much likelier candidates for the formation of state-level suffrage associations
than others. With a prior history of state suffrage legislation, influential third
parties, and a reform process that was open to outsiders, these states offered the
political opportunities that Koopmans and Duyendak found were critical to mo-
bilization. Yet these were not necessarily the states in which suffrage associations
were formed. By contrast, the manner in which activists framed their cause did
account for where such associations were formed. Where activists argued that
women were citizens and therefore just as deserving as men of equal suffrage,
they met with deaf ears. Where they argued that women brought special,
“womanly” skills to the voting booth, including an ability to solve problems
relating to women, children, and families, they were successful in mobilizing
suffrage supporters. The kind of equality argument that is familiar to us today
was simply too radical to mobilize people effectively.

How, then, should we adjudicate among these possibilities: that mobilization
depends on the existence of resonant frames and political opportunities (McAdam,
Tarrow, and Tilly 2001), or on the existence just of political opportunities (Koop-
mans and Duyvendak 1995), or on the existence just of resonant frames (McCam-
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mon 2001)? McCammon suggests that where women lacked the vote, the openness
of the state to voters’ influence had little import for women’s decision to mobilize.
So frames may matter more where political opportunities are lacking. In his study
of mobilization against drunk driving, John McCarthy (1994) provides another
gloss on the relationship between political opportunities and frames. At a time
when an “auto safety” frame was hegemonic for talking about automobile-related
deaths, agencies within the government were trying to promote a “drunk driving”
frame. In the latter, intoxicated drivers rather than poor automobile design was the
problem. Government reformers had little luck in gaining public support for that
frame, however, until citizen activists began to promote it. Activists were aided by
government reformers, and they, in turn, provided the media with tragic stories of
drunk drivers and unnecessary deaths. In short order, the drunk driving frame
eclipsed the auto safety frame in the public consciousness. More than providing
political opportunities, state actors here helped to generate challengers’ frames.

Along with a better understanding of the relation between political opportunities
and frames, we need a better understanding of the relation between indigenous
mobilizing networks and frames. In political process accounts, such networks
supply the solidary incentives that persuade people to participate. But McCammon
found that mobilization occurred whether or not local networks of dissent existed.
Powerful frames may be able to substitute for indigenous networks in spurring
protest. More evidence for that proposition: some of the most prominent collective
actors in the postwar era—women, the elderly, gays and lesbians, and the dis-
abled—generally had had little day-to-day contact with each other before move-
ments got off the ground. Movement organizations framed collective identities
around which people then began to create networks (Minkoff 1997). More evidence
still: John Glenn (2001) found that “civil society” was essential to successful
democratic transitions in Eastern Europe—but civil society not as actual insti-
tutions but as a framing strategy. Successful political challengers in Poland and
Czechoslovakia invoked a civil society frame: they argued that the Communist
regime was violating citizens’ rights and that the solution was change through
peaceful negotiation. In both countries, the pitch brought together diverse groups,
including some within the government, in a coalition for effective reform.

Like the research on movement emergence, that on movement outcomes points
to the influence of framing, here independent not only of the receptiveness of the
political system but also of how well resourced and disruptive movement groups
are. In their study of homeless mobilization in eight American cities, Cress and
Snow (2000) found that homeless groups advancing coherent and focused frames
were more likely to succeed in winning representation on city task forces, resources
like office space, and new provisions for homeless people. In different combin-
ations, activists’ use of disruptive tactics, their access to sympathetic allies, and the
existence of city agencies targeting homelessness also mattered. But Cress and Snow
consistently found that when groups used diagnostic and prognostic frames that



200 FRANCESCA POLLETTA & M. KAI HO

focused on specific problems (for example, shelter conditions rather than “home-
lessness™), pinned responsibility on specific groups rather than, say, “the govern-
ment,” and proposed viable solutions such as the “investigation of shelter
conditions,” they were more likely to win results.

That some organizations advanced coherent and articulate frames was no acci-
dent, say Cress and Snow. Rather, such organizations tended to have existed for
some time, had met regularly, and had planned a series of protest events. Their
longevity provided activists the time and space to deliberate over framing choices.
This raises a larger issue. As we noted, most depictions of framing have activists
seeking to match effectively their rhetoric to their political circumstances. What,
then, makes activists more or less adept at doing that? As Cress and Snow suggest,
features of the organizations doing the framing seem important. McCammon
argued that the existence of indigenous organizations was not a precondition for
mobilization, but that the existence of national suffrage organizations was. Such
groups supplied not only funding but tactical advice and traveling speakers.
McCammon does not say this, but such groups may have been better equipped to
figure out what kinds of pitches would resonate with their audiences. Other research
suggests that decentralized movement structures may encourage ideological experi-
mentation as activists adapt agendas to the needs, aspirations, and skills of local
people (Gerlach and Hine 1970; Polletta 2000); and that groups with more hetero-
geneous memberships may be less constrained by familiar claims-making strategies
(Ganz 2000). These just hint at some of the factors involved in groups’ framing skill.

What is it about frames themselves that secure movement groups support,
participation, and concessions from those in power? McCammon argues that a
frame centered on women’s equality was simply foreign to potential supporters’
world-view. Cress and Snow found that frames that were more coherent and
articulate were likely to win the movement victories. These empirical findings
accord with propositions long made by framing theorists. Influential frames are
clear and coherent, with diagnostic, prognostic, and motivational elements well
integrated. Protagonists and antagonists should be sharply delineated, and the
viability, moral necessity, and urgency of protest made indisputable. Frames should
seem credible to audiences, as well as consonant with their experiences, and
congruent with their beliefs, myths, and world-views. Frame resonance, to continue
with the scenario posited by framing scholars, leads to people’s participation in and
support for the movement and generates pressure on decision-makers to make
concessions to it.

These propositions are plausible. But they may miss some of the ways in which
frames have political impact. Consider, first, the argument that influential frames
are clear and coherent, with a well-specified rationale for participation and a clear
distinction between “we” and “they.” In her study of the 1960 black student sit-ins,
Polletta (1998) found that the stories students told about the protests as they were
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occurring were remarkably unclear about the sources of the protest, vague about
antagonists, and downright dismissive of students’ own agency. In letters to
campus newspapers, editorials, flyers, and personal correspondence, students rep-
resented the sit-ins as spontaneous and impulsive. “No one started it,” one insisted.
And yet the stories helped to mobilize thousands of students to participate. Polletta
argues that the stories’ failure to fully explain the protest, their inability to specify
the unspecifiable point at which individual action became collective and resistance
became opposition, called for more stories, and for more actions to recount. That
spurred students to participate. There are two ways to interpret this finding. One is
that narratives may operate differently than other discursive forms. To talk about
framing as a generic process may miss important differences in how stories, logical
arguments, analogies, and other discursive forms work. The other possibility is that
the importance of clarity in persuasion may be overrated. We noted earlier research
suggesting the internal diversity and indeed, inconsistency in people’s ideological
beliefs (Billig et al. 1988). It is possible that effective frames may actually combine
disparate, even contradictory ideas. They may seem, as a result, both fair-minded
and admirably pointed in their claims. Or they may preempt criticism by incorpor-
ating what should be discrediting information. In that sense, a perception of
frames’ coherence may follow from their resonance rather produce it.

Frames’ credibility may similarly be a consequence rather than a cause of their
resonance. Framing theorists, recall, consider frames’ empirical credibility and their
congruence with familiar myths and world-views to be independent conditions for
their effectiveness (Snow and Benford 1988). Narrative theorists argue, to the
contrary, that accounts are often thought to be truer the more they resemble
familiar stories. That is, they have a beginning, middle, and end, a moral, and a
plot derived from a canon of familiar plots (White 1980). We believe particular
stories because we have heard them before. If frames’ ambiguity functions for
activists as a persuasive resource, frames’ dependence on canonical plots poses a
real constraint. Activists’ claims may be dismissed simply on account of their
unfamiliarity.

There are other obstacles to activists’ ability to get their message across. We noted
earlier that conventional assumptions about what kinds of claims are appropriate
to make, what kinds of frames are persuasive, and what kinds of people are
authoritative, guide political actors’ framing efforts. Even if activists manage to
concoct an effective message, their ability to get that message to the public depends
on the mainstream media. And, as numerous scholars have pointed out, the media
are rarely cooperative. Journalists’ dependence on official sources, their tendency to
pin systemic problems on individuals, and their commitment to presenting both
sides of a conflict, even when counter-movement groups are small in number and
otherwise uninfluential, diminishes the persuasive power of activists’ framing
efforts (Gitlin 1980; Smith et al. 2001). Movement scholars have paid special
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attention to the media’s tendency to focus on events rather than conditions
(Iyengar 1994). Activists stage demonstrations in order to draw attention to
broad social injustices but the press tends to concentrate on the event itself: the
number of participants, the number of arrests, the presence of counterdemonstra-
tors, and so on. The point of the demonstration gets lost (Smith et al. 2001).

On the other hand, another body of research, less frequently cited by social
movement scholars, presents a more sanguine picture of activists’ prospects for
favorable coverage. Journalists’ reliance on exemplars in news stories may serve
movements well. Exemplars are the stories, examples, and first-hand accounts that
describe an issue from the perspective of an individual (Zillmann and Brosius 2000).
Experimental research shows that when presented with exemplars and with infor-
mation that contradicts the exemplars, audiences tend to see the exemplars as
reflecting majority opinion. For example, if audiences are exposed to a statement
in a simulated radio broadcast that, “two-thirds of Americans support the war,” after
they have heard a man on the street express his disapproval of the war, they tend to
believe that more people oppose the war. Moreover, audiences are likely to modify
their own opinions in line with those of exemplars. This is true even when the issues
are controversial ones (Perry and Gonzenbach 1997). What this means for movement
groups is that making people affected by the issue in question available to reporters
may get the movement’s frame into the media. In this sense, personalizing the
movement’s cause may not undermine it.

At least, this is the case in the United States. The Ferree team (Ferree et al. 2002)
found that the American media was much more likely to credit the views of
grassroots groups and ordinary people than was the German media, which relied
overwhelmingly on state and party representatives as sources. Activists in this
country benefit from a populist wariness of experts that extends to media
reporting, an attitude that stems at least in part from efforts on the part of
movements in the 1960s and 1970s to challenge conventional notions of expertise.

We highlight the latter also because it suggests a way in which frames may be
influential that has not been much discussed. On most accounts, frames have impact
when their targets accept a frame’s definition of the problem and solution. This may
mean that policy-makers adopt the specific solutions pressed by a movement group
or that they adopt policies that are not inconsistent with the group’s frame, as was the
case following the successful anti-homelessness campaigns that Cress and Snow
(2000) studied. Frame impact may mean, more generally, that the movement’s
issue is acknowledged as a significant social problem, as, for example, violence
against gays and lesbians came to be recognized as a hate crime (Jenness 1995). It
may mean that a movement is able to get its issues permanently on the table, as were
women activists in the Catholic Church (Katzenstein 1998).

Frames may also have impact by redefining what counts as authoritative know-
ledge. Here, it is not so much the content of the frame but the manner in which the
frame is advanced that is influential. In their framing efforts, movement groups
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may challenge who counts as a legitimate spokesperson, what issues qualify for
public discussion, what kinds of evidence are authoritative. The alternatives they
model may influence practices within diverse institutions. So, Ferree et al. (2002)
suggest that activists’ commitment to the authority of personal experience in the
1960s and 1970s has filtered down to news reporting practices. Another example: in
the 1980s, AIDS activists succeeded in gaining formal representation on federal
research review committees. But they also gained recognition for AIDS patients’
accounts as a form of authoritative knowledge in drug research (Epstein 1996).
Again, it is the how of movement framing that is important here in altering the how
of news reporting and the how of scientific research.

This returns to our point about institutional logics as both the sources and
products of movement frames. In addition to gains such as formal representation
and policy reform, movements may change the norms governing how organiza-
tions within an institutional sphere operate. Changing organizational culture, in
this sense, means changing the rules of the game.

4 CONCLUSION

Frames matter. The devil for social movement scholars is in showing how and when
and how much they matter. The thinness of theory on frames’ sources and impacts
reflects several things: the single-case orientation of much of the research on
framing; the difficulty of disentangling causal factors in processes such as move-
ment emergence, trajectories, and impacts; and especially, the difficulty of isolating
the independent force of ideas. In this chapter, we have focused on the neglect of the
cultural environment in accounting for frames’ origins and impacts. Drawing on
research from outside the framing perspective as well as from within it, we have
highlighted the diverse cultural materials from which frames are drawn. Such
materials are not limited to ideological traditions of dissent. We have also sought
to elucidate the cultural constraints on activists’ framing choices as well as the
neglected mechanisms by which frames have political impact. In particular, we have
emphasized the role of familiar relationships, routine practices, and institutional-
ized rules, both in spawning frames and in limiting their reach. And we have drawn
attention to the surprising virtues of ambiguity and inconsistency in persuasive
efforts.

Much work remains to be done on these and other fronts. If several exemplary
studies have recently demonstrated the independent influence of frames in triggering
mobilization and in accounting for its outcomes, we still know little about how
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frames interact with other factors considered important in those processes. If
framing theorists have advanced plausible propositions about what makes for
effective frames, those propositions can only be strengthened by incorporating
the sometimes counterintuitive findings from social and cognitive psychology on
how ideas achieve their effects. That activists’ messages work in ways unanticipated
even by them is unsurprising, but also the source of important insight.
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CHAPTER 11

MEMORY, INDIVIDUAL
AND COLLECTIVE

ALEIDA ASSMANN

OvVER the last decade, memory has been acknowledged as a “leading concept” of
cultural studies. Memory research investigates how we live by our memories, how we
are haunted by them, how we use and abuse them. This discourse is quickly expanding;
the books and essays that have appeared on the subject already fill whole libraries.
Memory research carries the potential of a paradigmatically interdisciplinary project; it
includes neuronal, medical, and psychological as well as literary, cultural, social, and
political studies. The scientific and scholarly discovery of memory reflects and interacts
witha “memoryboom” in society and politics. A new concern with the past is expressed
by a new wave of memoirs, testimonies, films with historical themes, museums, and
monuments. This orientation toward the past is a recent phenomenon. It started only
in the late 1980s and developed fully in the 1990s. Possible motivations for this new and
acute interest in memory and the past are:

* The breakdown of the so-called “grand narratives” at the end of the cold war that
had provided frameworks for the interpretation of the past and future orienta-
tion and, together with it, the resurgence of frozen memories that had been
contained by the larger ideological formations; with the change of political
framework, access was finally possible to the sealed archives of the former
Communist countries, which provided a new basis for history and memory.

* The postcolonial situation in which humans that have been deprived of their
indigenous history and culture are trying to recover their own narratives and
memories.
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* The post-traumatic situation after the Holocaust and the two World Wars, the
accumulated violence, cruelty, and guilt of which is surfacing only gradually and
belatedly after a period of psychic paralysis and silence.

* The decline of a generation of witnesses to these traumas whose experiential
memory is now being replaced by translating it in externalized and mediated forms.

* The new digital revolution in communication technology that changes the status
of information by creating more efficient ways of storing and circulating infor-
mation without, however, securing its long-term durability.

1 FourR MEMORY FORMATS

In everyday discourse, we generally refer to two forms of memory: individual and
collective. My argument will be that these two categories do not suffice to describe the
complex network of memories in which humans participate. Our personal memories
include much more than what we, as individuals, have ourselves experienced.

Individuals’ personal and collective memories interact. The term collective
memory, however, is too vague and conflates important distinctions. The larger
and more encompassing memory of which individuals are part of include the
family, the neighborhood, the generation, the society, the state, and the culture
we live in. These different dimensions of memory, differing in scope and range,
overlap and intersect within the individual who incorporates those memories in
various ways. Humans acquire these memories not only via lived experience, but
also via interacting, communicating, learning, identifying, and appropriating. It is
often not easy to determine where one type of memory ends and another begins.
The usual dichotomy of “individual” versus “collective” does little justice to the
complex amalgam of memories, which I will try to disentangle by distinguishing
four levels or “formats of memory”: (1) individual memory; (2) social memory; (3)
political memory; and (4) cultural memory.

11 Individual Memory

Contemporary neurologists and cognitive psychologists have a rather poor view of
human memory capacity. According to these scientists, human memory is not
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designed for accurate representations of past experiences but is notoriously distort-
ing and unreliable. The German neuroscientist Wolf Singer has defined memories as
“data-based inventions” and Daniel Schacter, a psychologist at Harvard, has made a
detailed list of what he called “the seven sins of memory” (Schacter1999). Thereisalso
virtue in the vice, however, and Schacter himself emphasizes that the fallibility and
notorious unreliability of our memories are perhaps better “conceptualized as by-
products of adaptive features of memory than as flaws in system design or blunders
made by Mother Nature during evolution” (Schacter, in Tulving 2000, 120).
Whatever our memories may be worth from a scientific point of view or from the
point of view of a judge who is interested in a precise testimony, as human beings we
have to rely on them, because they are what makes human beings human. The English
philosopher John Locke insisted already at the end of the seventeenth century that
without this capacity and at least a sense of its reliability, we could not construct a self
nor could we communicate with others. Our memories are indispensable because
they are the stuff out of which individual experiences, interpersonal relations, the
sense of responsibility, and the image of our own identity are made. To be sure, it is
always only a small part of our memory that is consciously processed and emplotted
in a “story” that we construct as a backbone to our identity (Randall 1995). A large
part of our memories, to put it in a Proustian language, “sleeps” within our bodies
until it is “awakened” or triggered by some haphazard external stimulus. In such a
case, these hitherto wholly somatic memories suddenly rise to the level of conscious-
ness, reclaiming for a moment a sensuous presence, after which they may or may not
be symbolically encoded and categorized for further conscious retrieval. There are
not only involuntary memories; there are also inaccessible memories. They are
“repressed,” which means that they are locked up and guarded by taboos or trauma.
These memories are too painful or shameful to be recalled to consciousness without
external therapeutic help or legal enforcement. For traumatic memories to rise to the
surface, a positive social climate of empathy and recognition is necessary.
Psychologists have emphasized the existence and interplay of various memory
systems within the human brain (Tulving 2000). There is “procedural” memory
that stores body skills and movements that have become habitual, and “semantic”
memory that stores the fund of knowledge that is acquired mentally through
conscious learning. There is also “episodic” memory that processes autobiograph-
ical experiences. The following four general traits characterize episodic memories:
They are perspectival and idiosyncratic. These memories are necessarily bound
to a specific stance and thus limited to one perspective, which means that they are
neither exchangeable nor transferable. Every living individual occupies a specific
place in the world which is not interchangeable. For instance the oldest child in a
family has a different vantage point from any other sibling and thus, in addition to
a shared fund of memories, owns also a set of exclusive memories.
They are fragmentary. What we recall are, as a rule, cut-out bits and pieces,
moments without a before or after. They flash up isolated scenes within a network
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of seemingly random associations without order, sequence, or cohesion. These
latter qualities are acquired only if memories are tied into a larger narrative that
retrospectively provides them with a form and a structure. It is through such
retrograde strategies of “emplotment” (White 1992) that individual shards of
memory gain a retrievable shape and are complemented with meaning.

Fragmented and random though they may be, episodic memories never exist in
complete isolation but are connected to a wider network of other memories and,
what is even more important, the memories of others. In such networks of
association and communication, memories are continuously socially readapted,
be it that they are substantiated and corroborated, or challenged and corrected. Due
to their connective and adaptive structure, they can be integrated in larger com-
plexes. It is thus that they not only acquire coherence and consistency, but also
create social bonds.

They are transient, changing, and volatile. Some undergo changes in the course
of time as one grows older and the living conditions are altered; some fade and are
lost altogether. As social structures of relevance and individual value systems
change, things that used to be important recede into the background and hitherto
unheeded things may call for new retrospective attention. Those memories that are
tied into narratives and are often rehearsed are best preserved, but even they are
limited in time: they are dissolved with the death of the person who owned and
inhabited them.

1.2 Social Memory

Individual memory is the dynamic medium for processing subjective experience
and building up a social identity. If these memories are to some extent idiosyn-
cratic, this certainly does not mean that they are exclusively private and solipsistic.
According to the French sociologist and memory theoretician Maurice Halbwachs
(1925), a completely isolated individual could not establish any memory at all.
Memories, he argues, and his argument is corroborated by current psychological
research, are built up, developed, and sustained in interaction, i.e. in social ex-
change with significant others. Following Halbwachs, we may say that our personal
memories are generated in a milieu of social proximity, regular interaction,
common forms of life, and shared experiences. As these are embodied memories,
they are defined by clear temporal limits and extinguished with the death of the
person. In the shape of stories and anecdotes transmitted in oral communication,
some of the episodic memories can transcend the individual person’s lifespan.
They are recycled within a period of 8o—100 years, which is the period within
which the generations of a family—three as a rule, but sometimes up to five—exist
simultaneously, forming a community of shared experience, stories, and memories.
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The grandchildren still share some memories with their grandparents if they are
recycled in the family memory. Even if these memories are anecdotalized and
regularly rehearsed or stabilized by letters or photographs, they remain volatile
and subject to change and fading away. Within that cycle of oral interaction they, as
arule, do not transcend the temporal range of three generations, a span amounting
to at most 100 years.

We share our memories not only with members of our family and circles of
friends and neighbors, but also with many of our contemporaries whom we may
never have met or seen, for instance with the age-cohort to which we happen to
belong. One form of social memory is generational memory, the importance of
which was outlined by Karl Mannheim in a famous essay in 1928 and is being
rediscovered by contemporary social psychologists (Mannheim 1952; Schuhmann
and Scott 1989; Becker 2000). As a group of more or less the same age that has
witnessed the same incisive historical events, generations share a common frame of
beliefs, values, habits, and attitudes. The members of a generation tend to see
themselves as different from preceding and succeeding generations. Within a
generation, there is much tacit knowledge that can never be made fully explicit to
members of another generation. Age separates in an existential way due to the
temporality of experience. Avowed or unavowed, this shared generational memory
is an important element in the constitution of personal memories, because “once
formed, generational identity cannot change” (Conway 1997, 43). While familial
generations are indistinguishable on the social level, social generations acquire a
distinct profile through shared experience of incisive events as well as through an
ongoing discourse of self-thematization. The invisible frame of shared experiences,
hopes, values, and obsessions becomes tangible only when it shifts. Such shifts occur
after a period of around thirty years when a new generation enters into offices and
takes over public responsibility. The change of generations is paramount for the
reconstruction of societal memory, the transformation of norms and values, and the
renewal of cultural creativity (Singh, Skerrett, and Hogan 1996, introduction).

The generational timespan is also decisive for the belated processing of personal
memories, especially when they are of a traumatic character. An interest in public
monuments, films, and other forms of attention and commemoration tends to
arise only after a lapse of at least fifteen or more years after the event. A comparative
study on Dallas and Memphis has investigated how traumatic experiences were
processed in different cities. The results were quite striking. In the city of Dallas in
which John E Kennedy was assassinated in 1963, no school and no street was named
after the president. The same holds true for Mempbhis, which saw the assassination
of Martin Luther King in 1968. In this city, not one street or school was named after
the leader of the civil rights movement. Each city, however, had schools and streets
named after the respective other victim. And both cities have established museums
after a period of thirty years, documenting and commemorating the murder that
occurred in its streets (Pennebaker and Banasik 1997, 11-13).
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With the support of symbolic forms of commemoration, be they material such
as monuments and museums, or procedural such as rites of commemoration,
the limited temporal range of personal and generational memories can be infinitely
extended in time. Then, however, they lose the quality of a generational experience
and become a much more generalized form of memory that is opened up
to members of succeeding generations. The monument of the Vietham Memorial
Wall (1982) with the names of the fallen soldiers is still very much a monument
for social and embodied memories, primarily addressing the generation of the
surviving soldiers and the families and friends of those who fell in battle. Being
situated, however, as it is, in the vicinity of the Lincoln memorial and the Holocaust
museum, it forms one of the “lieux de memoire” of a more inclusive national
memory and identity.

1.3 Political Memory

To move from individual and social memory to political and cultural memory is to
cross a threshold in time. Individual and social memory is embodied; both formats
are grounded in lived experience; they cling to and abide with human beings and
their embodied interaction. Political and cultural memory, on the other hand, are
mediated; both are founded on the more durable carriers of external symbols and
material representations; they rely not only on libraries, museums, and monu-
ments, but also on various modes of education and repeated occasions for collective
participation. While social forms of memory are infergenerational, political and
cultural forms of memory are designed as fransgenerational. As we pass the
shadow-line from short-term to long-term durability, an embodied, implicit,
heterogeneous, and fuzzy bottom-up memory is transformed into an explicit,
homogeneous, and institutionalized top-down memory. This shift does not go
unnoticed and may become the target of criticism and alienation (Novick 1999).
However overlapping and intertwined social and political memory may be, they
have become the objects of different academic disciplines. The bottom-up social
memory is studied by social psychologists, who are interested in the ways in which
historical events are perceived and remembered by individuals within their own
lifespan. The top-down political memory is investigated by political scientists, who
discuss the role of memory on the level of ideology formation and construction of
collective identities that are geared towards political action. Social psychologists
look at individuals in specific historical situations and investigate how memories
are established and how experience is fabricated in the process of communication;
political scientists examine collective units such as institutions, states, and nations
and ask how memories are used and abused for political action and the formation
of group identities (identity politics).
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It mustbe emphasized here that the step from individual to collective memory does
not afford an easy analogy. Institutions and groups do not possess a memory like
individuals; there is, of course, no equivalent to the neurological system or the
anthropological disposition. Institutions and larger social groups, such as nations,
states, the church, or a firm do not “have” a memory; they “make” one for
themselves with the aid of memorial signs such as symbols, texts, images, rites,
ceremonies, places, and monuments. Together with such a memory, these groups
and institutions “construct” an identity. Such a memory is based on selection and
exclusion, neatly separating useful from not useful, and relevant from irrelevant
memories. Hence a political memory is necessarily a mediated memory. It resides
in material media, symbols and practices which have to be engrafted into the hearts
and minds of individuals. The extent to which they take hold there depends on the
efficiency of political pedagogy on the one hand and the level of patriotic or ethnic
fervor on the other. An interest in a (national) political memory, for instance, was
rather low in postwar Germany and increased only after reunification in 1989 (Olick
2003). Political memory is stronger in ethnically homogeneous groups and nations
(such as Israel) as compared with multicultural nations (such as the United States).

Forms of participation in collective memory differ widely between social and
political memory. While social memory is based on lived experience and hence on
autobiographical memory, each individual will retain slightly different memories
due to his or her specific position and perspective. The memory of the Holocaust,
for instance, will vary vastly among survivors depending on whether they endured
the torments of the concentration camps, hid in secret places, or managed to escape
the perpetrators into exile. For the second and third generation of the survivors,
however, as well as for the participants of other nations, this memory will be much
more homogeneous as it is reconstructed by historians and represented by public
narratives, images, and films. Individual access to collective memory occurs via
various channels. They involve mental activities such as cognitive learning (or
semantic memory) about the past, imaginative and emotive identification with
images, roles, values, and narratives, and various forms of action such as celebra-
tions, processions, and demonstrations. Hisfory turns into memory when it is
transformed into forms of shared knowledge and collective identification and
participation. In such cases, “history in general” is reconfigured into a particular
and emotionally charged version of “our history,” absorbing it as part of a collective
identity. Collective participation in national memory is enforced in totalitarian
states coercively via indoctrination and propaganda, and in democratic states via
popular media, public discourse, and “liberal representation” (Williams 1998). In
both cases, however, it relies on effective symbols and rites that enhance emotions
of empathy and identification.

In order to transform ephemeral social memory into long-term collective
memory, it has to be organized and elaborated. Some of the ways of organizing
and elaborating collective memory are:
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* emplotment of events in an affectively charged and mobilizing narrative;

* sites and monuments that present palpable relics;

* visual and verbal signs as aids of memory;

* commemoration rites that periodically reactivate the memory and enhance
collective participation.

In this way, a political memory is stabilized and can be transmitted from generation
to generation. Beyond these differences, there are also some similarities between
personal and collective memory. Both are limited in scope and perspective. Selec-
tion and forgetting are as constitutive of individual as they are of collective
memory. To emphasize this point, Nietzsche has introduced a term from optics,
speaking of “the horizon” of memory which separates the known from the un-
known, the relevant from the irrelevant (Nietzsche 1957 [1872], 64). Another term
that he used was “plastic power,” by which he meant the capacity to erect such
boundary-lines between remembering and forgetting, between the significant and
the insignificant, between what is of vital “interest” and what is merely “interest-
ing”. Without this filter, Nietzsche argued, there is no creation of identity (he used
the term “character”) and no possibility of an orientation for future action.
Zygmunt Bauman has underscored this streamlining effect in the construction of
national memory. He points out that national states “construct joint historical
memories and do their best to discredit or suppress such stubborn memories as
cannot be squeezed into shared traditions—now redefined in the state-appropriate
quasi-legal terms, as ‘our common heritage’” (1991, 64). It is this very process of
exclusion that may later gives rise to new formations of subnational ethnic
countermemories.

As my example for social memory has been generational memory, my example
for political memory will be mainly national memory. It is not difficult to define
the criteria for selection that have determined the construction of collective
memory and identity in the past. Most conspicuous in this respect have been
the memory constructions of nation states. Within this frame, only those historical
referents were selected which strengthened a positive self-image and supported
specific goals for the future. What did not fit into this heroic pattern was passed
over and forgotten. For a hegemonic nation, victories are much easier to remember
than defeats. Streets and metro-stations in Paris commemorate Napoleonic victor-
ies, but none of his defeats. In London, however, in the country of Wellington, there
is a station with the name “Waterloo:” an obvious example of the selectivity of
national memory. If we move from hegemonic nations to minority nations,
however, we find that their memories are not those of winners but of losers,
crystallizing around devastating defeats. Experiences of defeat can be erected into
seminal cores for collective memory provided that they are emplotted in
the martyriological narrative of the tragic hero (Giesen 2004). Defeats are
commemorated with great pathos and ceremonial expense by nations who founded
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their identity on the consciousness of victims, whose whole aim it is to keep awake
the memory of a suffered iniquity in order to mobilize heroic counteraction or to
legitimate claims to redress. A conspicuous case in point is that of the Serbs, who
have canonized the tragic heroes of the lost battle in the Kosovo against the
Ottoman Turks in 1389, commemorating them in their annual religious calendar,
singing their praises in extended oral epics, and using them as fuel for renewed
ethnic battles (Volkan 1997). The citizens of Quebec commemorate the 1759 defeat
of General Montcalm against colonial British rule. “Je me souviens,” is written on
the license plates of their cars. But also hegemonic nations and states have their
reasons to remember assaults and defeats when they wish to consolidate their
power by a sense of imminent danger. In this way, the English “remember,
remember the sth of November,” the attempted assault on parliament in the
Catholic uprising in 1605, and the Texans continue to “remember the Alamo.”
Another example is the history of Massada, which was incorporated into Israeli
national memory in the 1960s (Lewis 1975). The message connected with this
memory is: we will never more be victims! It serves as an invigorating heroic
memory in a political situation which is under severe external pressure.

Collective national memory, in other words, is receptive to historical moments of
triumph and defeat, provided they can be integrated into the semantics of a heroic
or martyriological narrative. What cannot be integrated into such a narrative are
moments of shame and guilt, which threaten and shatter the construction of
a positive self-image. In referring to shame and guilt, we are speaking of traumatic
experiences that must not be identified with the memories of the defeated. There
are not only victors and vanquished in history; there are also victims of history, like
the indigenous inhabitants of various continents, the Africans deported and sold as
slaves, the genocide of Armenians on the fringe of the First World War, or the
genocide of the Jews on the fringe of the Second World War, not to forget
the Gypsies, the homosexuals, and Jehovah Witnesses, or the Ukrainian genocide
in the 1930s. In order to distinguish between the collective memory of losers and
that of victims, it is necessary to draw attention to an ambiguity in the term victim
itself. It may refer to the victims of wars, defined by their active commitment to
a positive cause for which they “sacrifice” their lives, as well as to the violence
inflicted on a passive and defenseless victim. There is no sacrifice involved in the
case of traumatic memory, a fact which distinguishes it from the traditional forms
of heroic memory. Up until recently, these memories could not be addressed by the
victims, to say nothing of the perpetrators.

While in some cases such as the Holocaust, a collective memory of victims has
slowly been established over the last twenty years, acting also as a model for other
victims’ collective memories, a collective memory of perpetrators it is still an
exception. In such cases, pride and shame interfere and prevent the recognition
of guilt. This mechanism is lucidly described by Nietzsche in an aphorism
(Nietzsche 1988, 5: 86):
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I have done it—says my memory
I cannot have done it—says my pride and remains adamant
Memory, finally, gives in.

The memory of perpetrators, therefore, is always under the pressure of “vital
forgetfulness” (Dolf Sternberger). While examples of victims’ memory abound,
examples of perpetrators’ memory were, until recently, practically nonexistent. As
easy as it is to remember the guilt of others, it is difficult to remember one’s own
guilt. This only becomes possible under considerable external pressure. In the post-
war German society of the 1950s and 1960s, for instance, there was a strong desire
for a closure of memory. Others called attention on the one hand to the Germans’
limited capacity for remembering, and on the other to the unrestricted memory
capacity of their opponents and victims, insisting that it is not up to the successors
of the perpetrators to decide when these crimes are to pass into oblivion.

Half a century and more after the outrageous atrocities of the Holocaust and the
criminally begun and conducted Second World War, the long-term effects of trau-
matic historical events are beginning to be acknowledged by both victims and
perpetrators and are addressed in the public social arena. Worldwide, there are now
new forms of collective memories in the making, which are centered around concepts
such as political recognition, therapeutic restitution, and ethic responsibility. This
means that we are witnessing a change in the basic grammar of the construction of
collective political memory. Honor, be it triumphant or violated, which had domin-
ated the code of national memory over centuries and had defined the criteria for
inclusion and repudiation, is no longer the only touchstone for the selection of
memories. On the level of national political memory, remembering had been a way
to perpetuate the opposition between triumphant victor and resentful vanquished.

In former times this opposition between victors and vanquished could only be
overcome by an agreement of mutual forgetting, as was the case in the treaty of the
peace of Westphalia in Germany in 1648, where “perpetua oblivio et amnestia” was
the formula to end the Thirty Years’ War.

This formula, however, has proven futile when dealing with the opposition
between victims and perpetrators after a historical trauma. These two groups are
no longer tied together by mutual obligations. The formula of mutual forgetting
has therefore been changed into a formula of shared remembering. In changing the
formula, the terms forgetting and remembering take on a new meaning. Forgetting
and forgiving are no longer connected, because there is no human agent or
mundane institution that can assume the authority of redemption. Likewise,
remembering and revenge are disconnected, because revenge is no longer seen as
a form of empowerment of the mutilated self but rather as a form of disempower-
ment. In the aftermath of traumatic events, therefore, it is not the political impera-
tive of mutual forgetting, but the ethical claim to shared remembering, that is
chosen as a viable foundation for mutual relationships in the future. In this context,
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the figure of the “moral witness” (Margalit 2002) has entered the stage of history
to tell the story of an iniquity where legal persecution is not viable (as in South
Africa after apartheid) or remains totally inadequate as in Germany after the
Holocaust.

A long-term collective memory of historical trauma does not arise without the
cumulative efforts of “memory activists,” a political lobby, and economic support.
Holocaust museums are now being set up in many places, but where are the
museums of the Herero genocide, the Armenian genocide, the Ukrainian genocide,
the genocide of the Gypsies, and the attempted extermination of homosexuals?
Without the back-up of archives and historical research and without the organiza-
tion of the respective victims and their successors as a group with a collective
identity and a political voice, such a memory is not likely to be formed. The
memory of victims is always contested, which means that it has to be established
against the pressure of a dominant memory, as is the case, for instance, with the
Armenians and the Turks. “A museum devoted to the history of America’s wars,”
writes Susan Sontag, “would be considered as a most unpatriotic endeavor”
(Sontag 2003, 94).

1.4 Cultural Memory

On all of its levels, memory is defined by an intricate interaction between remem-
bering and forgetting. Every form of memory that deserves the name, be it
individual or collective, is defined by a division between what is remembered and
what is forgotten, excluded, rejected, inaccessible, buried. This division is indeed a
structural feature of memory itself. It holds true also for the complex architecture
of “cultural” memory in a literate society that has devised more or less sophisti-
cated techniques of storing information in external carriers. Cultural memory
differs from other forms of memory in that its structure is not bipolar but triadic.
It is organized not around the poles of remembering and forgetting, but inserts a
third category which is the combination of remembering and forgetting. This third
category refers to the cultural function of storing extensive information in libraries,
museums, and archives which far exceeds the capacities of human memories. These
caches of information, therefore, are neither actively remembered nor totally
forgotten, because they remain materially accessible for possible use. One may
refer to this intermediary existence between remembering and forgetting as
a “status of latency” which in this case arises from the material storage and accessibil-
ity of (for the moment) forgotten, unused, and irrelevant information. Within
cultural memory, an “active memory” is set up against the background of an
archival memory. The active memory refers to what a society consciously selects
and maintains as salient and vital items for common orientation and shared
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remembering. The content of active cultural memory is preserved by specific
practices and institutions against the dominant tendency of decay and general
oblivion. The perennial business of culture, according to Zygmunt Bauman, is to
translate the transient into the permanent, i.e. to invent techniques of transmitting
and storing information, which is deemed vital for the constitution and continu-
ation of a specific group and its identity. Monuments perpetuate historical events;
exhibitions and musical or theatrical performances create continuous attention for
the canonized works of art.

While these active forms of re-creating and maintaining a cultural memory are
generally accessible and reach a wider public, the documents of the cultural archive
are accessible only to specialists. This part of materially retrievable and profession-
ally interpretable information does not circulate as shared and common know-
ledge. It has not passed the filters of social selection nor is it transformed by cultural
institutions and the public media into a living memory or public awareness. It is
important to note, however, that the borderline between the archival and active
memory is permeable in both directions. Things may recede into the background
and fade out of common interest and attention; others may be recovered from the
periphery and move into the center of social interest and esteem. Thanks to this
interaction between the active and the archival dimension, i.e. between remember-
ing and forgetting, cultural memory has an inbuilt capacity for ongoing changes,
innovations, transformations, and reconfigurations.

The dangers of political memory are spelled out in what Nietzsche wrote about
“monumental history”: “it entices the brave to rashness, and the enthusiastic to
fanaticism by its tempting comparisons” (Nietzsche 1957 [1872], 16). Whereas
political memory is defined by a high degree of homogeneity and compelling
appeal, cultural memory is more complex because it includes works of art that
retain more ambivalence and allow for more diverse interpretations. While the
symbolic signs of political memory are clear-cut and charged with high emotional
intensity—such as a graffiti on a wall, a slogan on a license plate, a march or
a monument—the symbolic signs of cultural memory have a more variegated and
complex structure that allows and calls for continuous reassessments and reinter-
pretations by individuals. Political memory addresses individuals first and fore-
most as members of a group; cultural memory relates to members of a group first
and foremost as individuals. While political memory draws individuals into a tight
collective community centered around one seminal experience, the content of
cultural memory privileges individual forms of participation such as reading,
writing, learning, scrutinizing, criticizing, and appreciating and draws individuals
into a wider historical horizon that is not only transgenerational but also trans-
national. The structure of neither political nor cultural memory is fixed but
permanently challenged and contested. Its very contesting, however, is part of its
status as lived and shared knowledge and experience.
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2 CONCLUSION

There is no need to convince anybody that there is such a thing as an individual
memory. Memory attaches to persons in the singular, but does it attach to them in
the plural? When Halbwachs introduced the term “collective memory” into the
social sciences in 1925, he met with a skepticism that has not fully disappeared.
Strictly speaking, wrote Susan Sontag, there is no such thing as collective memory.
She refers to the term as “a spurious notion” and insists: “All memory is individual,
unreproducible—it dies with each person. What is called collective memory is not
a remembering but a stipulating: that this is important, and this is the story about
how it happened, with the pictures that lock the story in our minds. Ideologies
create substantiating archives of images, representative images, which encapsulate
common ideas of significance and trigger predictable thoughts, feelings” (Sontag
2003, 85—6).

The distinction between experiential or existential memory on the one hand and
mere representations on the other, is important but more tricky than is at first sight
obvious. In many cases, we have no definite way of knowing whether something
that we remember is an experiential memory or an episode that has been told us by
others and was incorporated into our fund of memories. There are obvious
boundaries, of course: The second generation that was born after the Second
World War and the Holocaust has no immediate connection to these events. And
yet, as trauma-psychiatrists teach us, there are also some indirect and distorted
forms of transmission of the traumatic experience from one generation to the
other. And where we cannot claim any of these links and channels, individuals may
yet adopt and absorb historical events as part of their history and identity which, as
we realize more and more, is not confined to the limits of one’s biography but may
extend into various generations of one’s family or the more recent and distant past
of one’s national history. The rather futile debate over the question of whether there
is such a thing as a collective memory or not can be overcome by substituting for
the term “collective memory” more specific ones such as “social,” “political,” and
“cultural memory.” The point in doing so is certainly not to introduce further
abstract theoretical constructs, but to investigate empirically with these conceptual
tools how memories are generated on the level of individuals and groups, how they
are transformed by media and reconstructed retrospectively according to present
norms, aims, visions, and projects. The interdisciplinary project of the memory
discourse is to understand better the mechanisms and strategies of the way mem-
ories are formed by individuals and groups under specific circumstances, and how
they are transmitted and transformed in processes of continuous reconstruction. In
this context, the transition from the rhizomatic network of socially interconnected
individual memories to more compact and generalized symbolic representations of



MEMORY, INDIVIDUAL AND COLLECTIVE 223

experience via public media such as books, films, and literature deserve as much
attention as the intentional acts of creating a ritual symbolic memory for future
generations via memorials, monuments, museums, and rites of commemoration.
When elevated to such levels of public attention and obligation, representations of
the past can create an appeal for respective groups to absorb them into their self-
image not only as historical knowledge but also as a “memory” of the past and
incorporate them into one’s transbiographical identity.

We must not forget that human beings do not only live in the first person
singular, but also in various formats of the first person plural. They are part of
different groups whose “We” they adopt together with the respective “social
frames” which imply an implicit structure of shared concerns, values, experiences,
narratives, and memories. The family, the neighborhood, the peer group, the
generation, the nation, the culture are such larger groups to which individuals
refer as “We.” Each We is constructed through specific discourses that mark certain
boundary lines and define respective principles of inclusion and exclusion. To
acknowledge the concept of “collective memory,” then, is to acknowledge the
concept of some “collective identity.” There is no question that this concept has
been abused in the past and is still conducive to exclusionary and destructive
politics. In order to overcome the malignant aspects that this construct is able to
generate, it is of little help to deny its reality and efficiency. To contain its
problematic potential, it is more efficient to emphasize and maintain the plurality
of identities and “memory-systems” within the individual person. They can func-
tion as a salutary system of checks and balances to guard against the imperial
dominance of one exclusive “collective memory.”
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CHAPTER 12

WHY AND HOW
IDEAS MATTER

DIETRICH RUESCHEMEYER

THAT ideas matter in politics is beyond question. Knowledge, ignorance, and
uncertainty frequently make the difference between success and failure of policies.
And in a broader sense ideas can advance social change, as the Enlightenment
played a role in the run-up to the French Revolution, or help maintain the status
quo, as the doctrine of the divine right of kings to rule did in post-medieval Europe.
Yet the importance of ideas compared to other factors shaping social processes has
been a matter of debate throughout the history of social thought. Global answers to
this question may be inherently elusive; but more detailed questions—perhaps
confining themselves to specific developments and circumstances—can elucidate
the ways in which ideas make a difference, the conditions that make them more or
less effective, and their interactions with other factors that account for social
change as well as stability.

It makes sense to delimit this vast subject matter. This chapter focuses on single
ideas and idea complexes rather than on the ensemble of ideas commonly under-
stood as symbolic culture. It concentrates on ideas about social and political life
and thus largely excludes from consideration the immense bodies of scientific and
technical ideas that have transformed economy and society since the industrial
revolution and given rise to what is frequently discussed as the information or
knowledge society. Furthermore, we are primarily concerned with explicit ideas—

*I wish to thank Zeev Rosenhek for comments on an earlier draft.
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with theories of how the economy works for instance, with the proclamation of
political ideals, or with considered assessments of threats to valued interests. We
will not focus on the taken-for-granted premises of common attitudes and the
implicit notions embedded in language and proverbs.! At the same time, these
more diffuse kinds of ideas may become relevant if this is where the inquiry about
how ideas do and do not matter leads us. Ideas about social class, for instance, may
be very limited in their impact if they are at odds with understandings of social
reality that play down social inequality and that are built into the very language of
common discourse (as more generally, one of the conditions shaping the efficacy of
ideas is almost certainly how new ideas articulate with various bodies of prevailing
ideas). In turn, new ideas may exert very forceful influence if they succeed in
shaping these taken-for-granted understandings.

These delimitations do not yet yield a clear definition of the subject of our analysis.
However, as this is not a treatise on the philosophy of the mind, I will go only a few
steps further toward such a clarification of what is understood here as ideas. We will
not equate ideas with all forms of human consciousness. By focusing on explicit ideas
about the social world we limit ourselves not only to expressions of consciousness but
also to reflected expressions in contrast to inchoate emotive reactions to reality.
However, while expressions of emotion are not the central subject, we must realize
that emotions accompany all forms of perception and reflection, strengthening
or softening ideas, sharpening or blurring them, and linking valuation and analysis.

Ideas may be primarily cognitive in character—descriptions of what is the case and
tools for understanding how things work. Equally important, ideas can be above all of
a normative nature; ideals, values, and norms define what is good and bad. A third
category of ideas that is commonly distinguished defines tastes and desires,
shaping—together with cognitive and normative ideas—people’s preferences. It is
important to distinguish these different kinds of ideas, but they are distinct from each
other only in an analytical sense. They not only interact with each other but often
form stable amalgams. For instance, some theorists of ideology have defined that
concept not so much as a distortion of reality (Mannheim 1936) but as a fusion of
important cognitive and normative ideas (Parsons 1951;1959; Geertz1964). We will be
concerned with all three categories, though we will focus especially on cognitive and
normative ideas.

Last among these preliminaries, there is the deceptively simple question of who
holds a given set of ideas. Can collectivities such as social classes or occupational
status groups be carriers of ideas? While methodological individualism rather than

1 Implicit beliefs and value orientations and their relation to established practices have been
discussed under the heading of “mentality” or of “habitus” (Bourdieu 1977). Foucault’s (1972; 1979)
notions of power diffused in the sediments of history and of discourse grounded in social practices
make hidden and implicit ideas central to his views. And the “involvement of beliefs in ‘lived
experience’” play a critical role in Anthony Giddens’ “structuration” approach to social theory, which
seeks to reconcile agency and structure (Giddens 1979, 183; 1984).

>«
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an a priori ontological collectivism seems the position of prudent choice, it is quite
possible to arrive at a reasoned attribution of ideas to a social movement, the
dominant part of a class, or a defined segment of the political spectrum. This
requires collecting—on occasion even just reasonably guessing about—individual
expressions, which are then interpreted in the light of the individuals’ position in
communication networks, the relations of influence and authority, and the antag-
onisms and solidarities created by interests. In many instances, the participants
themselves may well perceive such opinions and views as collective phenomena, as
the faits sociaux so central to Emile Durkheim’s social theory. The attribution of
ideas to collectivities is, then, a pragmatic decision contingent on evidence.

1 IDEAS DO MATTER: SOME EXAMPLES

That ideas matter in social and political life is most obvious when it comes to
knowledge, false beliefs, and ignorance. An example of considerable consequence
comes from macroeconomic policy. In the Great Depression of the 1930s, the pre-
Nazi government of Germany worsened the economic slump and increased
unemployment when it cut government expenditures in response to declining
revenues rather than, faced with unemployment and underused productive capacity,
adopting the opposite policy of stimulating demand through budget deficits. The
deepening severity of the Depression in Germany is commonly considered a decisive
factor in the collapse of the Weimar Republic and the installment of the Nazi regime.
That “countercyclical demand management”—increasing demand for goods and
services through budget deficits in recessions, while returning to surpluses in boom
periods—can optimize the joint goals of employment, growth, and price stability
came to be identified with Keynes’ (1936) reformulation of macroeconomic theory.
That theory was and remains controversial. Yet pragmatically, a policy of counter-
cyclical demand management was successfully adopted during the Depression by
several governments, including that of Nazi Germany. It became standard practice
after the Second World War, and it continues to be so in spite of the difficult
experience with stagnation and inflation in the 1970s and the declining appeal of
Keynesianism as a broader policy conception. While we will have to return to the role
of other factors shaping macroeconomic policy, it is clear that here is a historical
instance where knowledge and cognitive beliefs made a significant difference.?

2 An instance concerning economic knowledge of special contemporary relevance is found in the
important discussion of Bockman and Eyal (2002) of the genealogy of neoliberalism’s influence in
postcommunist Europe. They show that it arose out of a prolonged East—West dialogue that began in
the 1920s. It was grounded in transnational networks of economists who analyzed the experience of
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Another example also involves cognitive ideas. The views of dominant groups on
economic, social, and political conditions and their anticipations about future
developments have a decisive effect on constitutional change according to a recent
comparative historical study of democratic consolidation. Gerard Alexander (2002)
created an ingenious set of hypotheses about when democratic rule becomes
consolidated and tested it in the historical trajectories of Spain, France, Britain,
Germany, and Italy from before the First World War until after the Second. He
postulates—and then shows—that the right’s perceptions of political risks to its
safety and well-being under democratic or authoritarian rule determine its regime
preferences. Because the right had privileged access to the means of coercion, it
could decisively block democratic outcomes or support a return to authoritarian
government after a period of democratic rule. Consolidation of democracy will
come about only if the dominant groups see their interests protected in the future
as well as at present. The right hedges on the democratic option if current condi-
tions under democracy are favorable, but the future is uncertain. The right turns
away from democracy if it sees its interests better protected under authoritarian
rule. And the right gives up authoritarian options and commits to democracy if its
assessment of future as well as present risks favors democracy. The perceptions and
interpretations of the right, then, have extremely far-reaching effects. This claim
stands even if one considers Alexander’s model as too stylized and if some of his
particular historical assessments were to be successfully contested.

The effective advancement of women’s interests during the wave of the women’s
movement, which started in most rich democracies during the 1960s, relied heavily
on ideas and arguments, as did the earlier push for women’s voting rights. These are
primarily examples of the impact of normative ideas rather than of perceptions and
cognitive interpretations of social reality. The normative arguments relied on older
ideas of human equality; but they took on a new urgency. This again suggests that
other causal factors played a role as well; but the arguments played a significant role
in transforming the views of policy-makers and large parts of the populations.

Other examples of normative ideas exerting a strong influence on social change
and stability easily come to mind. Consider for instance nationalist ideas develop-
ing and buttressing individual obligations to serve and sacrifice in causes defined by
nation states or the pronouncements of religious doctrine that shape practices of
devotion and authority relations within religious communities.

Canwe point to similar examples of ideas that are primarily appreciative in nature,
shaping preferences and motivation? Appreciative ideas seem to be most effective in
shaping desires through the offer of new experiences and products. Innovation and
importation play a major role in the proliferation of consumer desires, but equally or

central command economies. Bockman and Eyal plausibly contrast this account with the prevailing
stereotypes that the influence of neoliberal ideas was either the result of an obvious failure of
Keynesianism or constituted simply an imposition of Western interests.
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perhaps more important are technical innovations and normative changes that make
the satisfaction of existing needs and wants more effective and/or more legitimate.
Other causal factors, especially status relations, are of great importance for the spread
and proliferation of changes in wants and preferences. Appreciative ideas and the
dynamics of changing preferences will be treated in this chapter with—a perhaps not
too benign—neglect. This in spite of the very considerable importance of the
unending increase in desires even and perhaps especially among the most well off,
even and perhaps especially in the richest countries.

2 IDEAS Do MATTER: AN ARGUMENT FROM
ELEMENTARY SociAL THEORY

That ideas matter in social and political life is equally obvious if we consider
elementary social theory. A theoretical analysis of action and elementary inter-
action constitutes the starting point of the two of most influential theoretical
approaches in the social sciences of the past fifty years—the theory of action and
social systems of Talcott Parsons, who built his arguments on an interpretation of
Max Weber, Emile Durkheim, and the economists Vilfredo Pareto and Alfred
Marshall, and rational choice theory, which used elementary economic theory for
the analysis of social and political life.

Both theoretical approaches begin with the model of a goal-oriented actor who
finds her/himselfin a physical and social environment relevant for the attainment of
goals. Parsons (1937) insisted that human action cannot be understood without
reference to an “internal dimension” of action. This dimension includes the percep-
tion and interpretation of the actor’s environment, normative orientations, and the
development of tastes and preferences.?> The open space created by the relative
indeterminacy of human action in terms of environment and inborn behavior
tendencies is “filled” by norms and values, by varying levels of information, inter-
pretation, and analysis, by particular preference structures, as well as by codes of
communication. All of these are shaped by collective human creations, though they
build on innate foundations. Individuals are not able to produce such orientations

3 In this conception Parsons followed Weber’s claim that “meaningful action”—distinguished from
sheer behavior conceived as devoid of subjective meaning—must be the elementary building block of
social and political analysis. I will neglect here that some social theorists, very prominently for instance
Anthony Giddens (1979; 1984), find fault with the centrality of goal orientation in Parsons’ theory of
action as well as in rational choice theory.
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successfully by themselves, though they do add to their change and maintenance. In
fact, no single generation is able to create a comprehensive set of such standards,
codes, and meanings from scratch, as is obvious when we think of language.

Parsons’ conception differs from the strongest (as well as the most simple) version
of rational choice theory. This version does acknowledge the importance of the
subjective dimension of action by focusing on the rational means—end calculus of
actors; but it does so only immediately to close that open space again, attending solely
to the rational pursuit of given goals in a well-understood environment; behavior is
then shaped by rational and therefore predictable responses to a given environment.
Yet while this radically simplified model may have considerable heuristic value in
well-understood situations, a more comprehensive approach suitable to a broader
variety of situations needs to answer—or make reasonable assumptions about—the
same basic questions that led Parsons to speak about an internal dimension of action:
How are goals chosen? How are means evaluated? Which understandings of the
situation inform the choices? How do norms and values influence the adoption of
goals and means? And how do normative orientations themselves come about and
change? A comprehensive rational choice theory, then, must surround its core of a
rational calculus model with a belt of subsidiary theories. These theories have to deal
with needs and wants, cognitive understandings, and normative orientations, in-
quiring about their causal determinants, the dynamics of their change, and their
impact on action. Such theories remain at present incomplete and fragmentary, but
they inevitably involve ideas as causally relevant phenomena.*

3 GUIDANCE FROM THE HISTORY OF SocCIAL
THOUGHT?

The role of ideas has preoccupied thinking about society and history for ages,
generating again and again passionate disputes. Can we benefit from this history?
The struggle over the role of ideas reached a highpoint with Marx’s attack on
Hegel’s philosophy of history. This has defined the discussion for more than a

4 A glance at historical materialism is instructive here, as it resembles rational choice theory in
many ways. Marxist thought always had elements of such subsidiary theories. For instance, it sees
needs and wants shaped by people’s position in a system of production. Recent developments in
Marxist theories of class formation and class action explicitly focus on cultural causal conditions and
the role of ideas (Thompson 1963; Gramsci 1975 [1928—37]). I return to Marx’s views in the next
section.
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century. When Hegel opened his teaching at the University of Berlin in 1818, he
exhorted his students: “Faith in the power of the mind is the first condition of
philosophical studies.” And: human beings “cannot think high enough of the
greatness and power of the mind.” The young Marx turned to Hegel’s philosophy
in order to get a comprehensive perspective on past history and the future of society.
But he soon rejected Hegel’s claim that the dialectic of ideas was the key to under-
standing historical change. He replaced this “idealist” vision with a “materialist” one:

In the social production of their life, men enter into definite relations that are indispensable
and independent of their will, relations of production which correspond to a definite stage
of development of their material productive forces. The sum total of these relations of
production constitutes the economic structure of society, the real foundation, on which
rises a legal and political superstructure and to which correspond definite forms of social
consciousness. The mode of production of material life conditions the social, political and
intellectual life process in general. It is not the consciousness of men that determines
their being, but, on the contrary, their social being that determines their consciousness.

(Marx 1978 [1859], 4).

This formulation—and its key concepts of substructure, superstructure, and the
dependence of consciousness on the relations of production—has become the
centerpiece of the Marxist catechism. Yet it deals primarily with the very long run of
history. And it is a formulation that dramatizes the contrast to Hegel’s ideas. When
more specific questions are asked, more complex mechanisms come into view.
Thatideas are shaped by the lived experience of groups and classes in distinct social
locations remains a central idea. Marx then borrows from the interest psychology and
the theory of ideas of eighteenth-century France (e.g. Helvetius) and claims that
dominant classes adopt ideas that can serve as a means of domination and as
instruments of legitimation, while emergent revolutionary classes seek to define
what is necessary to advance their position. This clearly has implications for
the efficacy of ideas in class-divided societies: “The class which has the means of
material production at its disposal, has control at the same time over the means
of mental production, so that thereby, generally speaking, the ideas of those who lack
the means of mental production are subject to it” (Marx and Engels 1978 [1845-6],172).
That this intellectual dominance (and thus the ideas it promulgates) has sign-
ificant consequences in history is implied even in the formula of substructure and
superstructure. The legal and political superstructure and the attendant forms of
consciousness maintain the status quo in the face of slow changes in the mode and
the relations of production—until fairly sudden developments realign substructure
and superstructure. Marx’s view of history as shaped by class struggle would lose its
dialectic character and the discontinuity of revolutionary turns without that
assumption. His insistence that “the mode of production of material life conditions
the social, political and intellectual life process” takes aim at the validity and the
legitimacy of the “intellectual life process” and at the view that ideas develop
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autonomously and are the ultimate determinants of the course of history. It is far
from denying that ideas have significant consequences, even in the long run.

In the twentieth century, Marxian conflict theory built on these and other
complexities in Marx’s historical analyses. It emphasized cultural elements in
class formation and class action (Thompson 1963) and developed the ideas of
cultural hegemony and counter-hegemony (Gramsci 1975 [1928—37]). It also gave
political processes a greater degree of autonomy, opening links to the institution-
alist realism of Weber’s political analysis.

The counter-position was represented in the twentieth century by different
versions of Parsonian functionalism and the integration theory of social systems.
Beginning with his Structure of Social Action (1937), Talcott Parsons made value
orientations the strategic entry point for social analysis. This remained so in The
Social System (1951). Values and norms were emphasized as a key to understanding
social life in a methodological sense, not necessarily because they were the causal
forces of primary importance. But in his later formulation of “cybernetic hierarch-
ies” governing all systems of action, Parsons (1961) turned from arguments about
the strategy of analysis to substantive causal claims. To make this clear requires a
brief sketch of this later model.

Parsons distinguished four functional subsystems of social action and societies
that deal with (1) adaptation and the generation of resources, (2) goal formation
and attainment, (3) integration, and (4) largely latent ultimate orientations re-
quired for the maintenance of basic system patterns. In societies, these functional
areas correspond to the economy, the polity, the societal community, and the
pattern maintenance system linked to culture. These four parts of the model,
Parsons claimed, stand in definite relations to each other, relations that can be
understood in analogy to cybernetic control mechanisms. Parsons elaborates here a
metaphor of Max Weber, who called religious ideas about salvation “switchmen of
history” as they direct similar concerns and energies in different directions much as
railroad switches send engines and trains to their various destinations (Weber 1958
[1915], 280). In Parsons’ model, cultural orientations inform and shape the system
of social integration; in the same way, the societal community shapes and controls
the polity, and the polity the economy. This “hierarchy of cybernetic control” has
an inverted counterpart in a “hierarchy of energy and necessary conditions.” As the
furnace generates and uses more energy than the thermostat, so the subsystems
lower in the hierarchy of control generate and use more resources than those higher
in that hierarchy. These formal analogies lead Parsons, at the end of an examination
of simple and more complex societies, to a summary statement about the relative
importance of ideas and normative orientation:

In the sense, and only in that sense, of emphasizing the importance of the cybernetically
highest elements in patterning action systems, [ am a cultural determinist, rather than a
social determinist. Similarly, I believe that, within the social system, the normative elements
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are more important for social change than the “material interests” of constitutive units. The
longer the time perspective, and the broader the system involved, the greater the relative
importance of higher, rather than lower, factors in the control hierarchy, regardless of
whether it is pattern maintenance or pattern change that requires explanation. (Parsons
1966, 113)

This strong statement, which has a counterpart in claims about the relative stability
and autonomy of cultural patterns, has found a broad and diffuse following among
many defenders of functionalist theory; but it encountered incisive criticism from
many theorists who seek to develop Parsons’ ideas further. The formal model leads
to this conclusion only if one treats the cybernetic metaphor as a valid causal
proposition of how social action and the change and maintenance of social systems
are determined. Empirically, the claim about the relative importance of normative
orders and material interests hardly followed from the preceding evolutionary and
comparative sketches.> One of the most influential overall assessments of Parsons’
theory—that of one of his last students, Jeffrey Alexander (1980—3)—insists that
Parsons’ theoretical work is, despite its intermittent leanings toward idealist pos-
itions, fundamentally multidimensional in character. In his own program, Alexan-
der seeks to strengthen this multidimensionality by integrating Marxian ideas into
the overall framework. One of the leading German followers of Parsons’ theory,
Richard Miinch, similarly rejects a causal primacy of culture and the system
maintenance component of the social system (Miinch 1987).

What can we conclude from this brief excursion in the history of social thought?
Contrary to Parsons’ early programmatic call to transform disputes about the role
of ideas in general by asking more specific questions, thus moving the discussion
away from philosophical problems and “into the forum of factual observations and
theoretical analysis on the empirical level” (Parsons 1938, 652), the debate is still
suffused with ideological inclinations toward broad answers. The left tends to be
skeptical about the role of ideas. It sees the autonomous causal power of ideas and
ideals contradicted by elementary social and political experience. In this view, the
fundamental structures of power and economic advantage stand in the way of
realizing ideals no matter how convincing. Maintaining that ideas and ideals are a

5 That the same empirical evidence is open to quite varied interpretations is indicated by Weber’s
very wording of the “switchmen of history” metaphor, which is part of the same famous essay on
world religions that was so important to Parsons’ thinking about the role of ideas from the beginning
(see already Parsons 1937 and 1938, but also 1966): “Not ideas, but material and ideal interests directly
govern men’s conduct. Yet very frequently the ‘world images’ that have been created by ‘ideas’ have,
like switchmen, determined the track along which action has been pushed by the dynamic of interest”
(Weber 1958 [1915], 280). Wenzel (1990, 453—5) points out that the cybernetic model reintroduces a
dualism of “ideal” and “real” factors that cannot be sustained and that had been overcome in Parsons’
earlier insights about the symbolic mediation of all human action. For an ultimately dualist concep-
tion of Ideal- and Realfaktoren in which the content of the “ideal” factors is in the end immune to
change, see Scheler (1980 [1926]).
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major force shaping social life then comes to be seen as legitimating an unjust
world. Ironically, such a skepticism about idealism actually springs itself from an
insistence on values and ideals, albeit values and ideals that remain unrealized.
Many on the right offer a mirror image of this. Though there is also a materialism of
the right, many conservatives are inclined to stress the causal importance of culture.
They consider the left’s insistence on the realization of ideals as naive idealism. The
real world, profoundly shaped by values and realistic cognitive ideas, seems to them
thoroughly unjust only if judged by unrealistic yardsticks.

Yet side by side with this continuing ideological discourse we can observe a certain
convergence among theorists towards a “multidimensional” perspective, which
seeks to move away from one-sided emphases and avoid ideological entanglements.
In his valiant attempt to spell out “what sociological theory claims to know in the
late twentieth century—100 years into the development of the discipline,” Randall
Collins presents a “multidimensional conflict theory” as a—perhaps more de-
veloped—complement to Alexander’s program. (Collins 1987, 74, chs. 4 and 5).
Differences among these analysts are in many ways not as radical as conventional
views suggest. At the same time, this convergence remains largely at the metatheore-
tical program level. There is more agreement on problem formulations than on
answers. Yet the limited programmatic convergence can be seen as the result of
mutual correction of the two dominant traditions. Corresponding in important
ways to the arguments from elementary social theory outlined earlier, that conver-
gence offers a broad framework for future investigation.

4 WHAT KINDS OF ANSWERS CAN WE
ExpPECT?

The controversies generated by the confrontation of idealism and materialism
turned on the largest questions: Which factors—ideas or variously defined “mater-
ial” factors—are more important overall and in the long run? Which general modes
describe their interaction? Answers to these broad questions seem beyond reach.
What Parsons urged in 1938 still seems a promising way to proceed: the task is to
explore more specific, but nevertheless extremely complex questions and to do so
by way “of factual observations and theoretical analysis on the empirical level.”
However, given the limited success of moving in this direction during the last half
century, we may well ask what kinds of results we can reasonably expect.

The answers that seem possible are more modest than Parsons appears to have
anticipated in 1938. Establishing theoretical generalizations that are plausibly valid
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across time and space has proved extremely difficult. It is not an accident that
Parsons focused on one of the dramatic exceptions—Weber’s theoretical sketch of
how similar interests in salvation interact with the non-empirical ideas held by the
major world religions to engender goals and values of a dramatically different
character; this introduced and was supported by his vast, if essayistic comparative
analysis of the major world religions.

More likely are partial insights, limited to questions about special kinds of ideas
and distinctive social processes, and often also valid only in particular historical
domains. Even if sharply focused on the explanation of specific developments, our
questions will only rarely find answers that meet textbook specifications of theor-
etical propositions. Social science does not often produce such hypotheses that have
survived repeated empirical tests and that are sufficiently specified to allow predic-
tions. Even the theories of the middle range that Robert Merton advocated two
generations ago as a way forward, as well as the recently much discussed “mechan-
ism” hypotheses, rarely meet the textbook requirements for theoretical propos-
itions capable of explanation and prediction, however wide the margins we allow
for variation in the outcomes. Reference group theory for instance says something
worthwhile about people referring to other social categories and groups when they
make cognitive or normative judgments, but it does not tell us which references are
taken under which circumstances. Many mechanism hypotheses are similarly
underspecified, a fact that earned them the ironic label of “bits of sometimes true
theory.”6

True, there are theoretical insights, which may come from relatively simple
empirical findings or even commonsense observations that are sufficient to put
unqualified claims into doubt. A (not so simple) example is E. P. Thompson’s
(1963) study of the constitution of the English working class that denied claims that
the conditions of class formation can be read off from objective conditions of
material interest and conflict, independent of cultural antecedents. But the research
results that we can more commonly expect, derive from reasoned causal explan-
ations of the impact of ideas in one or a few complex cases and are valid only in
limited domains, often of unknown extension.

This is true for many areas of research, but it applies with special force to studies
that centrally concern ideas. Determining the meaning of ideas inevitably involves
interpretation. Such hermeneutic problems are formidable when we deal with
explicit and detailed formulations; they become even greater when much less
information is available. These problems frequently make a standardization of

6 For the recent revival of interest in mechanisms see Hedstrom and Swedberg (1998) and earlier
Stinchcombe (1991). For the cuttingly funny formulation see Stinchcombe (1998, 267) and Coleman
(1964, 516-19). On reference group theory see Merton (1968 [1949]). Ironically, Merton had, in the
opening chapters of the same seminal volume, distinguished between “theoretical orientations” of a
metatheoretical character and theoretical propositions in the narrower sense. I suggest that the
theories of the middle range are actually instances of the former rather than the latter.
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inquiry impossible, a fact that often renders survey data of dubious value. Histor-
ical studies have to make do, in the absence of such oral information, with even
more indirect indications of subjective meanings. Small wonder that many trad-
itional works of this kind simply confine themselves to the study of a few thinkers,
either forgoing assertions about wider circles or just claiming representativeness,
however great the odds against that.”

Studies dealing with the role of ideas will therefore typically involve complex
hypotheses about the incidence and the meaning as well as the consequences of
ideas, hypotheses that are tested in multiple, non-standardized ways as the investi-
gation proceeds. Many of these hypotheses will not be “portable” beyond the
particular context, though some may well meet that standard. However, the
complex dialogue between empirical evidence and theoretical surmise that char-
acterizes such studies is often guided by theoretical frames. These are not theories in
the strict sense. They do not consist of an integrated series of tested theoretical
propositions. Rather they set out an approach to the issues in question.

Theoretical frames consist of a number of concepts that clearly define what is to
be explained and identify a set of factors relevant for the explanation; they offer
justifications for the particular conceptualizations they propose as well as argu-
ments supporting their choice of relevant causal factors; they may explicate certain
logical interrelations that are not obvious at first sight; and they may contain also
an occasional admixture of specific testable and tested hypotheses. The value of
such theoretical frames lies in their usefulness for empirical investigation. While
they cannot be judged as true or false in a more immediate sense, their quality
nevertheless depends on their adequacy to the realities studied. I submit that much
of what we can count as advances in social and political analysis consists of more
appropriate theoretical frames for specific problem areas.

In a very broad sense, one could consider the limited convergence on a multidi-
mensional orientation of social and political theory noted above a theoretical
frame, but more specific constructions are of greater interest for the questions
discussed here. The example of one such focused theoretical frame will make this
clear.

Robert Wuthnow opened his powerful study of three of the greatest ideati-
onal challenges in the development of Western modernity—the Protestant Refor-
mation, the Enlightenment, and European socialism—by a detailed theoretical
frame or, in his more literary choice of words, a “theoretical scaffolding” (1989,
3-15). It begins with the problem of articulation: “Great works of art and literature,
philosophy and social criticism, like great sermons, always relate in an enigmatic
fashion to their social environment. They draw resources, insights, and inspiration

7 Issues of interpretation and hermeneutics lead quickly into philosophical questions and argu-
ments (see, e.g., Apel 1984). I am here just pointing to pragmatic methodological difficulties. For some
ingenious attempts to deal with these see Mohr (1998).
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from that environment: they reflect it, speak to it, and make themselves relevant to it.
And yet they also remain autonomous enough from their social environment to
acquire a broader, even universal and timeless appeal” (p. 3). Next he distinguishes
the social and cultural environment, the institutional context, and action sequences
within those contexts as components of the conditions of intellectual action. The
analysis then focuses on the production of ideas in a community of discourse, on
their selection in the wider society, and on the process of their institutionalization
that makes resources and channels of communication routinely available and that
turns these ideas into a stable feature of a historical period. Finally, for the analysis of
the ideas themselves, he distinguishes how the social and cultural environment is
perceived and analyzed (“social horizon”), how the new ideas are crystallized and
opposed to singled-out features of the status quo (“discursive field”), and how the
problems can be resolved by prototypical ideas and actions (“figural action”).
Needless to say, this schematic listing can only give a first impression of the theoret-
ical frame that informs this massive study and that is reviewed in its conclusion.?

Other examples of theoretical frames that have proved useful in arriving at
persuasive explanations of developments or constellations of great interest are
not hard to find. Joseph Ben-David, for instance, used a consistent set of analytic
ideas in his too little appreciated sketch explaining long periods of stagnation as
well as phases of rapid growth in the development of modern science and its
applications (Ben-David 1971).

The recourse to theoretical frames may seem open to abuse. The choice of
categories and variables could be willful, informed by idiosyncrasy and ideological
inclination. And working within the frame could insulate the investigation from
contrary ideas. After all, the problems of ideas and their role have, as we have seen,
long been the subject of intense ideological disputes. Thus, one might imagine, the
discourse could degenerate into a relativism analogous to conflict avoidance in
child play: “I'll play in my sandbox, you in yours.” But that outcome is hardly
necessary. After each explanatory use of a theoretical framework, the results should
be—and often are—scanned for anomalies and open questions suggesting revi-
sions of the analytic frame. Equally or perhaps more important, other researchers
will insist on such shortcomings, and they are likely to prevail if they do not confine
themselves to global claims—that the frame privileges one broad set of factors or
another—but demonstrate their point by showing that hypotheses guided by a
different theoretical frame can offer better and more comprehensive explanations.

Successful studies aided by such theoretical frames advance our understanding in
two ways. First, they give credence to a particular frame, aid in its revision, and lend
support to others following a similar theoretical strategy. Second, they themselves
offer a reasoned explanatory account of complex historical developments. Once

8 See also Wuthnow (1987) for an overview and evaluation of different theoretical approaches to
the study of meaning and culture.
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similar developments are explored in other cases, the result could be a more definitive
theoretical account of certain kinds of developments.® A more modest and perhaps
preliminary expectation would be that a number of such historical explanations yield
a repertory of possible and likely causal patterns that may be encountered again.

In the remainder of this chapter, I offer a few ideas that could be building blocks
for theoretical frames focused on specific problems in the wider field of the role of
ideas—on questions about the conditions of impact of ideas, the magnitude of
impact and non-impact, as well as to the modes and mechanisms through which
ideas make a difference. Some of what follows will take up elements of the earlier
grand traditions. Aside from the overall controversies, these contained after all
theoretical constructs of great persuasiveness. I think for instance of Parsons’ ideas
about institutionalization as a mediation between normative as well as cognitive
ideas and social processes, or of the role the “division of material from mental labor”
played in Marx and Engels’ conception of the fundamentals of historical change.1°

5 How IDEAS MATTER: INTERACTION WITH
OTHER FACTORS

That the impact of ideas must always be seen in the context of other factors shaping
the outcome as well is strongly suggested by the programmatic multidimensional
consensus noted above. This virtually obvious maxim may gain a little in complex-
ity if we return to our first example of the role of cognitive ideas, the failure of the
last pre-Nazi German governments of the Weimar period to engage in counter-
cyclical demand management.

This was not a case of overlooking or neglecting a well-established policy idea.
Many German economists saw themselves as largely removed from policy concerns,
but a majority adhered to the view that a market economy tends toward optimal
equilibria rather than getting stuck in a stable underuse of human and material
resources. They therefore were hostile to suggestions that the Great Depression could
be ameliorated by the government generating demand. Civil servants in government

9 This anticipation differs from the problematic empiricist hope that theoretical conclusions will
emerge simply from an accumulation of empirical findings. The difference lies precisely in the
guidance of empirical research by successively revised theoretical frames. If a label were desired for this
strategy, a slightly changed version of the old formula of “analytic induction” could serve.

10 See Marx and Engels (1978 [1845—6]). For some interpretive comments that elaborate the remarks
above see Rueschemeyer (1986, 105-6).
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were skeptical of deficit financing for similar reasons; in addition, they had to deal
with constraints in Germany’s international financial situation and feared that
“printing money” could make for financial panics in an already panic-prone situ-
ation. The most important factor shaping the policy, however, was political. This was
driven by the fear of returning to the rampant inflation that had characterized the
first years after the First World War. Following the collapse of Imperial Germany,
a coalition of labor, business, and government responded to the threat of chaos and
political instability with inflationary policies that eventually resulted in the “hyper-
inflation” of 1922—3. It was this negative policy legacy that was the strongest factor
leading to the deflationary policy adopted in 1930—2 (see James 1989).

Even cognitive ideas of considerable potential utility, then, have to meet with
complex favorable conditions before they are accepted and used. This is especially
true of social and economic ideas, because they typically have normative implica-
tions and affect vested interests. They thus are prone to provoke ideological
contestation. Hall concludes a comparative analysis of Keynesianism in advanced
capitalist countries with a chapter on “The Politics of Keynesian Ideas” (1989,
361-91), in which he offers a theoretical frame identifying three clusters of factors
that mediate between a new economic theory and its adoption as a guide to policy:
The “economic viability” of economic policy ideas depends on their relation to
existing economic theories, the nature of the national economy, and international
economic constraints. Their “political viability” is determined by the goals of
ruling political parties, the interests of potential coalition partners, and the collect-
ive associations with policy legacies. And the “administrative viability” depends on
policy inclinations in the relevant agencies and their relative power as well as on
their capacities for implementation.

The dynamics of the influence of economic ideas represent of course only a small
segment of the very large area of questions concerning the role of different factors
shaping the influence of ideas. New normative ideas—values, ideals, and innov-
ations in the normative regulation of life—do not face an altogether different
situation in their struggle for acceptance, since it is the rare cognitive assertion
about social, economic, and political matters that does not have any implications
for the constellation of vested interests and the established moral order. But new
normative ideas cannot rely on the appeal of empirical reality claims.

If for no other reason than the vast variety of ways in which new ideas—both
cognitive and normative—can relate to established ideas, vested interests, and their
bases in the institutional order, the interaction of ideas with other factors shaping
their impact is a huge field of inquiry, virtually coextensive with the analysis of social
change. At the extremes, it is easy to think of situations that illustrate a near-complete
impotence of ideas, even if they strike observers in a different situation as persuasive
and powerful, while in other constellations ideas prevail that later witnesses may well
find ill-founded and/or morally objectionable. In the following, only a few peculiar
issues in the interaction of ideas and other factors will occupy us further.
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6 How IDEAS MATTER: THE SEQUENCING
OF DIFFERENT FACTORS

Commonsense explanations often speak of successful intellectual innovations as
“ideas whose time has come.” Ideas then matter because powerful supportive
factors have already emerged that strongly advance or even guarantee their success.
In fact, the ideas themselves may have been shaped by such other factors, as
explored in the sociology of knowledge. The role of the ideas themselves may in
this case vary between that of a nearly negligible contribution and a causal factor
that substantially advances a change which otherwise might remain incomplete or
come about only much more slowly.

Women’s struggles for equality during the last century and a half provide an
example. The idea of a fundamental equality of men and women is of course much
older, built in many ways into the universal human condition. Its implications for
equal political, civil, and socioeconomic rights, however, had little chance of
realization in large-scale agrarian societies. Equal gender rights came onto the
agenda of modern societies only when profound changes in the structures of
family life, in fertility and mortality, in the relations between work and family,
and in the physical requirements of work and warfare removed major obstacles to a
vast extension of gender equality. Does this mean that the ideas and the struggles of
the women’s movements of the late nineteenth century and the last half of the
twentieth merely rubberstamped developments that were proceeding anyway? By
no means. These ideas involved struggle because gender roles—grounded deeply in
the norms of everyday life and in values that have strong popular as well as
institutional support—have an amazing staying power even when their macro-
structural underpinnings have given way. The ideas of gender equality played an
important role in the slow dismantling of male privileges both at the level of the
mores governing day-to-day life in diverse subcultures and at the level of politics,
legislation, and adjudication. This struggle is not over because of the continuing
strength of inherited gender roles; but it is advancing its cause—an impressive
demonstration of the relevance of ideas. This is an interesting causal pattern
because egalitarian ideas, previously perhaps acknowledged in principle but devoid
of a multitude of rights implications that are now sought, are opposed primarily by
the staying power of normative ideas about gender, while the macro-structural
underpinnings of these gender relations are gone.!!

11 The ways in which the social structure of agrarian societies blocks gender equality is well
established in comparative anthropological studies. For one quantitative cross-societal analysis that
also points to war, migration, and the long-term effects of religious myths see Sanday (1981).
Rueschemeyer and Rueschemeyer (1990) offer a more extended version of the argument just outlined.
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Another instructive instance in which the sequencing of interacting factors
shaped the role of ideas concerns cognitive innovation—the transformation of
social science in the context of new social problems generated by capitalist develop-
ment. In can be argued that one major factor instigating the rapid development of
empirical social research in Europe at the end of the nineteenth century was social
problems that could not be sufficiently understood with the cognitive tools avail-
able. “The modern social sciences took shape in close interaction with early attempts
to deal with the social consequences of capitalist industrialization” (Skocpol and
Rueschemeyer 1996, 3). Once they developed, the new investigations gained influ-
ence because of the urgent needs for social diagnosis to which they responded.

One must not, however, think of this too simply as a closed loop between
demand for knowledge, its supply, and its subsequent impact. The definition of
urgent needs for new insight cannot be taken for granted; it was generated in part
by the new social investigations. The supply of the needed information and analysis
does not follow automatically from the definition of problems, nor can it be simply
understood as a response to well-defined questions. And the influence of the
knowledge generated does not follow unequivocally from the identification of
the need. Rather, all three phases—demand, supply, and influence—involve com-
plex processes that are shaped by institutional structures, by the location and power
of the different interests at stake, and by the knowledge-bearing groups as well as
the substance of the knowledge they offered. The project just referred to resulted in
a theoretical frame whose outlines can here only be hinted at by pointing to the
major actors—state elites in competing nation states that were faced with increas-
ingly divisive class differences and democratizing pressures, the organizational
leadership of the major social classes, parties and status groups that occupied a
“third position” between capital and labor, and a variety of knowledge generating
and knowledge bearing groups and institutions.

7 How IDEAs MATTER: THE SocIAL
CONSTRUCTION OF COLLECTIVE INTERESTS

A similar constellation of factors is found in successful political and social move-
ments. These are rarely if ever instigated primarily by a set of ideas. Rather, a
complex set of felt problems and emerging openings for change constitute the
major conditions for mobilization. Within this context ideas play a critical role
offering diagnosis and promising solutions. This seems to apply to working class
movements, women’s movements, the environmental movement, as well as the
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great variety of ethnic and national movements. Social and political movements are
therefore an eminently promising research site for studying the role of ideas.!? Here
we will focus only on one specific aspect of their role, the social construction of
collective interests that are eventually pursued in the movements.

Even if the chances of movements rest on the existence of fairly intense and wide-
spread concerns, the goals actually pursued by the emerging movement do not follow
from these concerns. To give just one example, “Communist, social democratic,
liberal, Catholic, and even outright conservative organizations have competed with
each other for the allegiance of the working class, and all have claimed to represent
the best interests of labor” (Rueschemeyer, Stephens, and Stephens 1992, 54). Ideas
clearly play a significant role in choosing from the variety of possible trajectories to
which an incipient movement may be open. They can have lasting consequences for
divided or unified responses to the same broad set of problems, and they decide in
large part whether only some issues are addressed while the concerns of parts of the
larger potential constituency are neglected.

The way specific ideas gain this influence can be specified further. The exigencies
of overcoming the difficulties of moving from widely shared concerns and interests
to effective collective action put a premium on small groups of activists and,
eventually, on formal organization. This gives disproportionate influence to the
organizational leadership, and that “oligarchic” influence does not only constitute
a problem for intramovement democracy (which is the way it has found the
greatest attention in political sociology); it also shapes the goals actually pursued
by the organization and its followers. On the one hand, organization is critical for
giving substance and power to an incipient movement; on the other, the same
process of organization shapes the specific goals and their justification, their
relation to other, broader visions of history and the future, and the choice of
means.!? This is not to deny that the ideas thus generated have to find resonance
among the potential constituencies of the movement; but if they do appeal to the
implicit ideas represented in these diverse groupings, they do have a chance to
spread them along the paths of organizational networks and to transform existing
patterns of “consciousness,” potentially creating new collective identities.

The simplified model sketched gives some indication of where to locate the
generation and promulgation of ideas that play a role in the structuring of social

12 Recent years have seen great advances in this field. On the role of cognitive frames see Snow et al.
(1986) and Eyerman and Jamison (1991). More generally, I content myself with two bare references:
McAdam, McCarthy, and Zald (1996), and McAdam, Tarrow, and Tilly (2001).

13 For a more extended discussion of these issues see Rueschemeyer, Stephens, and Stephens (1992,
53—7). Our argument joined modifications of Olson’s (1965) theory of collective action and of
Michels’ (1949 [1908]) theory of oligarchy with considerations of how movements are embedded
in the power structure of society, to arrive at a more complex view of the construction of class interests
and also of more problematic aspects of collective action. Regarding the latter, we claimed that “from
a grass roots point of view, it seems reasonable to speak of an inherent ambiguity of collective action”
(Rueschemeyer, Stephens, and Stephens 1992, 55).
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movements. Yet more than location is at stake. Through their relations of power
and influence the organizations and institutions involved constitute springboards
for influential ideas.

This points to broader implications. If we look back at Hall’s theoretical frame for
the politics of Keynesian ideas or at the role of the emerging modern social sciences in
interaction with policies addressing social problems by capitalist development, we see
in these instances as well how the location in institutions and groups—in government
agencies, professional communities, universities, parties, and unions—played a critical
role for the efficacy ideas in shaping important outcomes.

8 How IDEAS MATTER: STRUCTURAL
PROTECTION AND THE AUTONOMY OF IDEAS

Organizational and institutional structures not only nurture ideas and secure their
propagation; they also protect and conserve them. This covers a wide range of
institutional forms, from small provisions such as the creation and maintenance of
libraries to the complex structures involved in the institutionalization of academic
inquiry. Such arrangements may protect ideas against simple obliteration; they may
keep new ideas from being “nipped in the bud” by the force of tradition and
restrain vested interests so as to create an opening for change; and they may shelter
innovative ideas against a backlash their impact may have instigated in the wider
society, be it for moral or material reasons.

Organizational and institutional structures protect ideas by offering them a
separate space from other concerns that are often more pressing and frequently
claim higher standing on moral, religious, or simply traditional grounds. This
structural differentiation, to use the technical language of structural functionalism
in which this idea gained prominence, involves normative regulation of the differ-
entiated space itself, giving it a place in the wider social order, and securing this
place through influence that elevates its standing, through legal (and ultimately
coercive) guarantees, through the provision of material resources, and through a
privileged position in grid of communication.

The institutionalization of science—or, more broadly, of academic investiga-
tion—in modern societies is a prime example of this structural protection of ideas.
This idea entered the mainstream of social theory with the brilliant chapter on
“Belief Systems and the Social System: The Problem of the ‘Role of Ideas’” in
Parsons’ Social System. The starting point is a fundamental duality in the role of
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ideas. Their adequacy to reality stands in tension with their impact on social
integration and collective identity. At the most elementary level of interaction, “if
ego and alter share a distorted belief—about the physical environment or about
third parties, if ego corrects his belief to bring it closer to reality while alter does not
this introduces a strain into the relations of ego and alter” (Parsons 1951, 328).
Parsons’ important sketches of the institutionalization of scientific investigation
and in particular also of applied science (1951, 335-48,491—2, 494—5, 505—20) found a
counterpart in the historically fleshed out treatment of Ben-David (1971) who
sought to explain the rise of modern science in Europe after long periods of
stagnation in the development of scientific knowledge. He shows how the full
institutionalization of scientific investigation was preceded by charismatic move-
ments advocating a new status for science but also how substantial institutional
support could develop later in enclaves within more backward societies, relying
more on the sponsorship of ruling elites.

Normative and ideological ideas may be similarly shielded from the impact of
interests and concerns in society, though this protection is not likely to be as strong
and impermeable as the protection of science. We encountered the elements of such
protection when we considered the construction of collective interests. Such a
stabilization of ideas through organizational and institutional arrangements is
the main reason why ideological ideas often have a considerable autonomy vis-a-
vis the interests and concerns of their audiences. The several components of the
amalgam that is represented by current American conservatism—protection of
the material interests of the rich, self-reliant individualism, and a high valuation
of market exchange as well as of family and community values, religiosity, and
traditional morality—are often explained by long-established popular value trad-
itions. Following the leads of this analysis, however, one should expect that this
syndrome of ideas has its grounding at least as much in specific organizations and
institutions—in religious seminaries, networks of ministers, repeated political
mobilization, secular think tanks, and the associated patterns of elite and mass
communication—as in diffuse popular attitudes whose elective affinity defies
reasoned expectations of which values are compatible with which others.

Within the spaces of a fairly comprehensive institutional protection, ideas come
easily to be seen as more autonomous from other social forces than they are in a
broader perspective. In such an arena ideas undergo internal developments undis-
turbed by extraneous influences and blockages and shaped by their own premises,
by logic, and by pertinent insights and findings. If the conditions of this state of
affairs are not fully recognized, this can easily become a source of idealistic misun-
derstandings about the transcendence of ideas and their autonomous efficacy.

In fact, the insulation described may not only protect ideas but also limit their
influence. Ideas set aside in such a way may be well preserved, but unless they gain
at the same time a certain authoritative standing in society and a privileged place in
the lines of communication, their broader influence may be minuscule. In the
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extreme, ideas may acquire an esoteric character that is cherished as such by its
followers. Less extreme patterns seem quite common. In nineteenth-century
Europe, critical philology infused biblical studies in universities with a skepticism
corrosive of traditional faith, while the ministers trained there were kept from
letting this knowledge influence their ministry. More generally, the values held dear
in religious doctrine are often formulated in a way that is sufficiently vague and
general so as not to antagonize an audience committed to contrary daily routines.
This “Sunday sermon” syndrome preserves the values, an effect that must not be
underestimated; but as it does so, it fails to structure much actual behavior.

9 How IDEAS MATTER: TRUTH AND
Erricacy

So far, we have not touched on the quality and characteristics of ideas except to
distinguish between cognitive, normative, and appreciative ideas. Instead, we have
focused on the connection of ideas to social structures and processes. Clearly, however,
their qualities, in particular truth, distortion, and falsehood, make a difference.

Intuitively, cognitive ideas that are required for successful action are the most
persuasive examples for the claim thatideas matter. Truth and efficacy, however, stand
in a complicated relationship. It takes just a moment’s reflection that the importance
of ignorance and misunderstandings is only the inverse of the role of empirically
adequate ideas. For instance, neglecting the collective action problem and its ramifi-
cationsisat theroot of quitea few political misjudgments that block successful action.

That is not where the matter ends, however. Beyond knowledge and ignorance,
a powerful role in politics is played by deception and—often willful—illusion. Yet
“whoever reflects on these matters can only be surprised by how little attention has
been paid, in our tradition of philosophical and political thought, to their sign-
ificance, on the one hand for the nature of action and, on the other, for the nature
of our ability to deny in thought and word whatever happens to be the case”
(Arendt 1969, 5; 1968).

Wishful thinking is clearly a powerful mechanism producing illusion. In
principle, this is at odds with the chances of successful action; but in many situations
and for many people and groups successful problem solving is not the immediate
issue. It is then that wishful thinking—motivated by parallel inclinations of many
individuals or by mechanisms sustaining group identity and solidarity—comes to
the fore. Upsetting troubles can then easily be seen as instigated by outsiders or as the
work of the most plausible source of evil—of communist infiltration, the American
Satan, the CIA, or the Israeli Mossad. That these examples are obvious and
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somewhat extreme, should not distract from the fact that the mechanism involved is
quite common and can take much more nuanced forms. Such spontaneous and
often massive tendencies can be exploited by elites who are bent on deception.

There is no question that intentional deception—outright lying as well as the
intentional fostering of mistaken ideas—is endemic in politics. Even if lies that are
uncovered are detrimental to trust, the temptation to conceal inconvenient facts is
very strong because this seems to maintain trust, morale, and legitimacy. And
deception is often effective, especially when it articulates well with existing inclin-
ations toward illusion.

The relations between the consequences of ideas and their cognitive adequacy are
quite complex. Lying and delusions are not always disabling even in the long run
(though what is disabling depends of course on whose interests are at stake).
Withholding knowledge has been defended by the elitist partisans of esoteric
knowledge because “a little knowledge can be a dangerous thing” in the minds of
the masses. A certain veiling of reality—say about the extent and the dynamics of
“deviant behavior”—may protect established norms and values, while realistic
descriptions of reality may undermine them. The hope that public lies will always
fail in the long run may itself be an idea that is valuable for the protection of civic
virtue while its general validity is not unproblematic.

Can simplifications and the attendant distortions be enabling, while an emphasis
on complicating inconvenient facts may curtail effective action, especially large-
scale collective action? Georges Sorel claimed that ideas, for instance the ideas of
Marxism, exerted their greatest social power not as realistic theories but as myths.
Vilfredo Pareto, endorsing Sorel’s claim, relates this to more fundamental features of
social action: “The fact that human behavior is strongly influenced by sentiments in
the form of derivations which go beyond experience and reality, explains a phenom-
enon which has been well observed and elucidated by Georges Sorel, namely, that
influential social doctrines (it would be more exact to say the sentiments manifested
by social doctrines) take the form of myths” (Pareto 1966 [1916], 246).

10 ConNcLusIioN: How IDEAS MATTER

Quite clearly, ideas matter in society and history. The ultimate answer to why this is
the case can be found in fundamental reflections on human social action. How
ideas make a difference, however, is a problem that defies comprehensive answers.
The reason is simple: Precisely because ideas have pervasive consequences but at the
same time interact with other factors, to ask how ideas matter turns on closer
inspection into as many problems as the question of how social change and social
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order come about. As we do not have a general theory of social change and order
specific enough to explain what we are interested in (not to mention prediction),
we cannot expect a general theory detailing how ideas matter.

What we do have are a number of investigations of the role of ideas in more
specific developments and circumstances. Associated with these studies are a
number of focused theoretical frames that for the time being constitute the
building blocks of advances in the study of the role of ideas.

The theoretical frames we have discussed seem to have an interesting common
denominator. It is the way ideas are grounded in groups, organizations, and insti-
tutions and the attendant relations of communication and influence that is of
decisive importance for their creation, their maintenance, and their impact in
society. This focus on organizations and institutions happens to have a fortunate
methodological implication: It eases at least to some extent the peculiar difficulties of
ascertaining the incidence and meaning of ideas as it tells a little more precisely where
to look and as the record of ideas is likely to be better preserved in the context of
groups, organizations, and institutions. At several points we encountered the prob-
lem that the impact of ideas can only be fully understood if we also consider the ideas
of broader audiences, which are likely to be of a more implicit character. However
here, too, we may suspect that the strength of these ideas depends to a large extent on
their grounding in groups and institutions as well as the codes of everyday life.

If we return from these specific theoretical ideas to the grand discussions of the
past, we may conclude that the preceding considerations suggest a certain skepti-
cism about claims for the role of ideas as such. It is not only that their effect seems
mediated by the way they are embedded in organizations and institutions. This
embedding serves also as selection mechanism, and the very content of ideas is
partially shaped by these forms of social grounding and support. This skeptical
comment, however, does not endorse the materialist side of the enduring contro-
versy between idealist and materialist claims. Ideas enjoy varying degrees of auton-
omy in their development, and their impact on social stability and change can be
minuscule but also extremely powerful. We are only at the beginnings of a better
understanding of the factors that account for the difference.
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CHAPTER 13

DETECTING IDEAS AND
THEIR EFFECTS

RICHARD PRICE

THis volume seeks, among other things, to understand to what extent the grounding
of politics in particular times, places, and cultures shapes the effort to make universal
prescriptions that apply regardless of context. This chapter’s particular contribution
to this problematique is to address the question of how we even know such ideas and
norms—and their effects in politics—when we see them. Such questions have been
brought to the fore at the global level in contemporary politics with, among other
things, the increasing scope and depth of norms of international law, epitomized by
such crystallizing events as the 1998 British arrest of former Chilean dictator Augusto
Pinochet, the trial of former Yugoslavian President Slobodan Milosevic at the
Hague, and the coming into being of the International Criminal Court (ICC) in
2003. How can you even have universal norms in such a culturally and politically
diverse world? Are they indeed really universal, consequential, and how do we know?

Such questions about the role ofideas and norms have along history in the study of
politics from local to global contexts. For skeptics—variously realists, materialists,
and often rationalists—ideas do not matter, as power and material interests ultim-
ately drive politics. Others cannot comprehend how anyone could contend thatideas
don’t matter in politics, given the history of bloody revolutions and wars foughtin the
name of political ideals. But those convinced of the role of ideas in politics have
presented anything but a unified front as to how we are to detect ideas and specify
their effects, with a variety of methodological and epistemological positions having
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been staked out within the social sciences and humanities. Methods include the
drawing of causal inferences from statistical correlations and regressions, experi-
mental designs, psychological studies, counterfactual reasoning, and process-tracing
which might involve archival research and interviews (Yee 1996). Yee among others
has provided a succinct overview of such approaches, concluding that basic inad-
equacies beset the positivist and interpretivist approaches that have tended to broadly
characterize the study of ideas. On the one hand, the behavioralists’ and institution-
alists’ “commitment to empirical analyses of observable behavior that can be tested or
falsified renders them reluctant and ill-equipped to analyze the intersubjective
meanings and symbolic discourses that give ideas their causal effects,” while on the
other hand interpretative and discursive approaches “routinely neglect causal analy-
sis by emphasizing instead the interpretation of meanings” (Yee 1996, 102). Over the
last decade, however, a number of scholars from different fields have sought to bridge
precisely this gap, making an analysis of some of these efforts an appropriate focus for
this chapter.

1 CustoM, CONSENT, AND
CONSTRUCTIVISM

Such questions about the status and role of ideas have long animated central
debates in the social sciences and law, and none more importantly than debates
in the fields of international relations and international law over the status of
international legal norms and their impact on world politics. Despite milestones
such as the above in practice, controversies have still abounded over the sources,
content, and impact of rules in these and a multitude of other legal developments as
well. Without reducing the complexity of these debates, one question in particular
will serve as a frequent touchstone for this chapter since it serves as a most fruitful
proxy for the problem of the role of international or even universal ideas more
generally: how do we know an international norm (such as a customary inter-
national law) when we see one? As Tilly and Goodin inquire in the opening chapter
to this volume, what sort of evidence is available to answer such questions?
Despite some general agreement among traditional theories of customary law
which stipulate that state behavior and expressed legal belief (“opinio juris”) ought
to be taken into account in determining whether a norm has the status of custom-
ary law, the details of this question have resisted unambiguous and consistent
answers among international lawyers in theory and jurists in practice. International
relations (IR) scholars, for their part, have long wrestled with a similar question:
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How do we know (robust) international norms when we see them? Given the
commonality of these questions, it is no surprise that in the 1990s a push began to
integrate scholarship in the fields of international law and international relations.!
This chapter explores how recent scholarship on norms in international relations,
and judicial decisions and international legal scholarship on customary law, might
forge a useful synthesis in determining how we know such norms and their effects
when we see them.

According to the dominant legal theory of consent, we can identify international
legal norms according to the explicit commitments by states to be bound by the
rule in question, typically signaled by signing and ratifying a treaty. International
norms of importance and consequence have existed, however, that are not confined
to treaty norms given explicit consent by all states. International legal scholars and
jurists have long recognized that other sources of law exist, including more infor-
mal sources such as customary law, though controversies abound as to what exactly
counts as a customary rule of law (e.g. Kirgis 1987; Byers 1999; Roberts 2001).

A determination of the status of an international norm as a customary rule of
international law constitutes an important threshold in the development of
new international standards of conduct, since the concept of a customary norm
of international law means that a norm is universal enough that even states that
have not explicitly consented to the norm are legally obliged to abide by it. Such
determinations are potentially far-reaching indeed given their intrusion upon state
sovereignty, though I take heed of the wisdom of cautions against overemphasizing
the importance of binding judicial rulings in a realm where they have often been
institutionally absent or overridden (Bodansky 1995). Moreover, skeptics have
argued that the rules that most scholars and courts have identified as customary
law are not universal, and are typically derived from very selective evidence at odds
with the majority of actual practice. Further, they have charged that to the extent
there are identifiable behavioral regularities, they are not due to obligation and law
at all but self-interest (Bodansky 1995; Goldsmith and Posner, 1999). To be sure,
even if we can identify norms that qualify as rules of customary law, the skeptics are
often right that their effects are less than impressive given the lack of enforcement at
the international level. Still, domestic courts have employed determinations of
international custom for rulings, including perhaps most notably the conviction
by a US court of a Paraguayan national of the crime of torture in 1984 in the
Filartiga case (US Court of Appeals 1980). Such claims of jurists that a norm of
universal obligation exists even if not explicitly consented to by all states through a
treaty is a fairly stunning claim that ought to be of paramount interest to social
scientists seeking to identify international norms in a world of sovereign states:
what exactly constitutes such a customary norm of international law? How would

1 See Slaughter-Burley 1993; Slaughter, Tulumello, and Wood 1998; Goldstein et al. 2000;
Reus-Smit 2004.
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we know a customary rule of international law when we see one? To what extent
could it be argued that rapidly emerging new norms such as bans on anti-personnel
(AP) landmines, the use of child soldiers, or whaling have already attained the
status of other customary norms of international law, such as those prohibiting
torture, apartheid, and genocide?

As above, establishing obligations upon states based upon the existence of a
customary rule of international law traditionally has required some mix of
a demonstration of two requirements: general state practice (norm-conforming
behavior), and opinio juris—the belief by states that the practice is undertaken as an
obligation of international law. Debates about these two requirements not only
often run up against more internalized disagreements concerning their relative
weight or of what they consist but, indeed, the very notion of international custom
making claims of obligation sits ill at ease with the theory of consent that has been
the predominant basis of international law. I have addressed elsewhere at length the
implications of constructivist international relations scholarship on norms to these
debates in legal theory (see also Reus-Smit 2003), arguing that the focus in
constructivism upon constitutive effects of norms on actors’ interests and identities
can resolve theoretical conundrums in international law about how customary
norms can be said to exist at all in a world of sovereign states, and that such insights
have important implications for legal theories concerning the determinants of
customary law (Price 2004). Here I confine myself to a different undertaking:
assuming we need to identify some mix of state practice and opinio juris to detect
a customary norm, I argue that in addition to the kinds of evidence used by courts
and legal scholars, such determinations often would benefit from and may require
the kind of systematic and close empirical analyses of norms that are the vocational
terrain more of social scientists (as laid out below) than of judges or lawyers.

A prominent school of thought that can further our inquiry here is the social
constructivist program that has emerged within the subfield of international rela-
tions in political science over the last decade. Contrary to materialists like realists
who maintain that power and material self-interest explain the important out-
comes in world politics, social constructivists contend that norms and ideas
constitute power and interests—that is, politics is social, not just material
(Wendt 2000). Constructivist scholarship has focused on accounting for norms
and their effects, and as such we can to turn to its implications for an area like the
laws of war to assess the role of ideas. Realism, long a dominant perspective in
international relations, dismisses the role of law or norms and ideas in general as
epiphenomenal at the best of times, but especially in time of war. From this view,
there has been little need through the course of history to depart from the verity of
Cicero’s dictum, “inter arma silent leges” (“in time of war law is silent”). Inter-
national law in such times of war indeed has often seemed confined to commenting
or debating on the sidelines the legality or illegality of this or that action, sometimes
leaving a similarly helpless impression that international rules of law are often not
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integral to the process of war itself. Constructivist scholarship, however, has
focused on understanding not just what a norm is, but researching empirically
what it does. Constructivists have also sought to understand not just the regulative
but also the productive power of normative and legal discourses, rather than
divorcing norms and law on the one hand from power on the other, as has too
often been the case in realist, idealist, and some legal approaches. The result of these
constructivist turns is an enriched picture of the role of norms. A social construct-
ivist perspective on war, for instance, insists that in all but the most absolute of
extermination campaigns, war is not the complete absence of norms and law.
Rather, in the outbreak, conduct, and ending of hostilities, important aspects of
war can be shown to constitute the rule-based conduct of a social institution (Price
1997; Wendt 2000; Scarry 1985).

Those norms manifest themselves in two main ways: regulative effects and
constitutive effects, a distinction pioneered by Kratochwil (1989) and succinctly
captured in the Katzenstein volume (1996, 5):

In some situations norms operate like rules that define the identity of an actor, thus having
“constitutive effects” that specify what actions will cause relevant others to recognize a
particular identity. In other situations norms operate as standards that specify the proper
enactment of an already specified identity. In such instances norms have “regulative” effects
that specify standards of proper behavior. Norms thus either define (or constitute) identities
or prescribe (or regulate) behavior, or they do both.

Typically, the norms of warfare that garner the most attention are regulative: the
prohibitionary norms that restrain behavior, such as proscriptions against
bombing civilians, using chemical weapons, deploying human shields, killing or
abusing prisoners of war, and so on. International relations scholarship has dem-
onstrated empirically the processes by which such norms are generated and by
which they have effects, particularly those aspects of norms that are not captured by
positivist or consent-based conceptions of international law, nor the state interest-
based accounts of neoliberalism.2

The case of the norm against chemical weapons provides an apposite example of
how constructivism helps overcome some of the limitations of legal or social
scientific positivist conceptions of norms in answering the question: how do we
know if a norm really exists? The question of the status of the early chemical
weapons taboo has been a perplexing one from the perspective of international law.
This is because the underlying epistemological and ontological presumptions of
positivist international law do not capture fully the range of important phenomena
that constitute norms. Thus, while an entire volume of the monumental studies by
the Stockholm International Peace Research Institute (SIPRI) on chemical warfare
was devoted to a spirited and utterly thorough defense of the existence of a

2 See Adler 1992; Finnemore 1996; McElroy 1992; Thomas 2001; Tannenwald 2004.
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customary norm prohibiting chemical warfare, the volume could muster little to
say about the existence of such a norm during the First World War. About this
entire period, which witnessed the first massive modern use of chemical weapons,
the book was confined to contending in one paragraph that “there was already a
widespread belief that such use was contrary to the law of war. This is indicated by
the fact that both sides sought to justify their actions by claiming that they were
using gas in reprisal” (SIPRI 1973, 103). This claim is interesting both because it
points to the critical importance of justifications and violations, thus presciently
foreshadowing a key contribution of international relations and legal analysis that
was to follow, but also because there was no follow-on to that insight in sustained
empirical fashion. It is such empirical follow-up that I argue here is increasingly
important for the proper adjudication of cases of customary law, providing an
important invitation for a synthesis between social science scholarship and inter-
national law.

Another exhaustive legal analysis of chemical weapons concluded of the First
World War that while “a dogmatic answer can hardly be given as to the reality of an
international norm interdicting the use of gas in warfare ... On the face and in
balance it would seem that the evidence shifts the scales toward a conclusion either
than no such rule was ever in being, or that if it was it did not survive the war”
(Thomas and Thomas 1970, 141). While this conclusion is utterly judicious in its
legal caution, it does fly in the face of the fact that the Hague Declaration of 1899 was
the crucially important genesis of the modern norm that had lasting effects on the
character of that norm (Price 1997). The picture we are driven to derive from such an
international legal standpoint then, is an overly static one of a norm existing in the
form of the Hague Declaration (or the erroneous denial of its importance or even
existence), its disappearance during the chemical warfare of the First World War,
and then its reappearance (or birth de novo) in the interwar period. It is difficult if
not impossible to reconcile such an approach to norms—you either have a norm or
you do not / it either exists full blown or not at all—with periods like the First World
War, and indeed with the actual development and practice of norms such as the
chemical weapons taboo. Similarly, once such a customary norm is found to exist,
claims made on its behalf from the perspective of positivist law render too static a
picture of norms. As put in the SIPRI study, “Custom, once established, exists
regardless of the contrary wishes of individual states” (SIPRI 1973, 136).

The difficulty here is precisely the same that hamstrings positivist international
relations approaches to norms (e.g. Krasner 1983). The latter’s mechanical view of
the world in which phenomena like norms are treated as variables posits a similar
all-or-nothing gambit. The statistical logic of positivism, like the view of legal
positivism, leaves little room for numerous incarnations of normative phenomena
between the poles of a fully robust, taken-for-granted norm and no norm at
all. Courts of law have an obvious practical reason for demanding the all-or-nothing
determination that either there is a norm or there is not, while it was on
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epistemological and methodological grounds that positivist ontology has theorized
many norms out of existence in making this move. For these reasons, international
legal scholarship in this case at least has had a very difficult time reconciling the
existence of a customary norm with its violation.

On the contrary, Kratochwil and Ruggie, in an important article in 1986, argued
that it is precisely the counterfactual validity of norms that makes them ill-suited to
a full accounting by positivist approaches. A norm may persist, with subsequent
consequence, even as it is violated (Kratochwil and Ruggie 1986, 753, 767-8).
Traditional positivist and consent-based approaches to international law and
international relations that seek to take norms seriously struggle with the phenom-
ena of violations, since the very act of violations from a positivist standpoint means
that the norm—which such accounts seek to establish—has been invalidated. But
the criteria for identifying a norm for positivist international relations is restricted
to brute behavior (compliance or not), from which state interests are imputed; in
legal positivism it is state interest manifested in terms of explicit consent of a state,
usually in the form of treaty participation. As will be seen below, more subtle
indicators are needed for a nuanced appreciation of the phenomena of norms. This
can be attained by understanding the role of justifications, but also examining
additional empirical indicators that testify to the existence of norms.

An additional contribution of constructivist social science in identifying ideas
and norms inheres in the insight that norms do not merely constrain already
existing states from pursuing their exogenous interests, but that norms also in
part constitute actors and interests. That is, norms do not have solely regulative or
restrictive effects, but also productive or constitutive effects. This is indicated in
Katzenstein’s definition of norms as “collective expectations for the proper behav-
ior of actors with a given identity” (Katzenstein 1996, 5). In terms of our example of
norms of warfare, permissive or constitutive norms are those often taken-for-
granted conventions which sanction and make possible practices of warfare and
identify the legitimate actors authorized to engage in those practices. The inter-
subjective agreement among states that sanctions murder, for example, is often
overlooked as a central practice of war, but it is absolutely central to it. Without it,
soldiers would be treated as murderers by both members of their own societies and
that of the enemy. But it is because of the shared acceptability of killing legitimate
targets in warfare that soldiers who have killed other legitimate targets usually are
not treated as murderers, but as heroes or as prisoners of war. The modern soldier is
premised upon an intersubjective agreement among states which constitutes the
practice of war and its relevant actor identities.

This phenomenon has been brought into sharp relief by the controversies over
the Bush administration’s treatment of prisoners in its war on terrorism following
the terrorist attacks of September 11, 2001: a significant cause of the breakdown of
normative restraint has been less a rejection of how to treat prisoners of war than
ambiguity as to who gets to count as being defined as a prisoner of war (subject to
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legitimate killing or respectful treatment as a POW if captured), and who is to be
treated as a criminal (legitimately subject to interrogation and criminal sanction).
That is, a standard analysis of the Bush administration’s abusive handling of
the Iraqi prisoners following its war in 2003 might see it as a straightforward
violation of a regulative norm, and conclude that the norm has had little restraining
effect on the US, bringing the norm’s relevance and even very existence into
question. But a constitutive analysis would identify more norms more powerfully
at work here, insofar as the US has based its position not on the view that legitimate
POWS are not deserving of legally protected treatment, but rather that those held
are to be conceptualized as terrorists, not soldiers, given the US is waging a war
against terror. While I would concur with the considerable legal opinion that this
view is mistaken, the point is that the US has not argued it is permissible to abuse
prisoners of war (the US has undertaken legal proceedings against those responsible
for such abuse), but rather that the US position makes no sense and is not possible
without invoking the constitutive effects of norms regarding prisoners of war. Thus,
it is only by identifying the “how possible” questions and the constitutive effects of
norms that we can understand why the US is not simply slaughtering any and all it
deems as hostile regardless of whether they are civilians, soldiers, guerillas, or
terrorists, for that—and only that—would be a situation truly devoid of norms.

2 RESEARCH AS A VOCATION

Armed with insights from a social constructivist theoretical account of norms, how
is it that a court of law is to find a customary rule of international law? Controver-
sies abound among legal minds concerning how important behavior is supposed to
be relative to opinio juris, and about how much adherence to each must be
exhibited to constitute a customary norm: is “universal” state practice required,
or only “general,” “persistent,” and/or “frequent” state practice? If some formula-
tion of the latter, how many states’ participation would constitute a “general”
practice of the community of nations, and how many repetitions would count as
“frequent” and “consistent”? How many violations would suffice to deny a practice
as generally followed?

These questions directly parallel the puzzle of determining the status of norms
that has been the subject of much recent debate in the field of international
relations; namely, how do you know a robust norm when you see one? To say we
know a norm by what it does, as above, is to encounter the problem articulated by
Legro that “one can almost always identify a norm to ‘explain’ or ‘allow’ a particular
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effect” after the fact (Legro 1997, 31, 33). The problem for Legro, and indeed for
standard social science, is how to avoid tautology and conceptualize norm robust-
ness independent of the very effects attributed to norms, and how to assess norm
existence and robustness in the present without the advantage of such hindsight.
While thoughtful, Legro’s suggestions of durability, concordance, and clarity do not
escape this problem (see Price 1998); a more theoretical objection simply finds that
what is a problem of tautology for positivist social science is for social constructiv-
ists but a recursive instantiation of practices through structures and agents.

As scholars of both law and international relations have argued, no decisive
quantitative rule is available to determine definitively the threshold of what amount
of state practice among how many states constitutes a settled international norm or
rule of customary international law (Chayes and Chayes 1993, 175).> The inter-
national legal scholar Kirgis has very usefully suggested that a sliding scale seems to
operate in determinations of customary law by the International Court of Justice
(ICJ) among others. As he put it,

On the sliding scale, very frequent, consistent state practice establishes a customary rule
without much (or any) affirmative showing of an opinio juris, so long as it is not negated by
evidence of non-normative intent. As the frequency and consistency of the practice decline
in any series of cases, a stronger showing of opinio juris is required. At the other end of the
scale, a clearly demonstrated opinio juris establishes a customary rule without much (or any)
affirmative showing that governments are consistently behaving in accordance with the
asserted rule. (Kirgis 1987, 149)

This formulation is a very useful approximation of both a description of the
variation in criteria employed by the ICJ and other courts ruling on cases
of customary international law, and a prescription of how to determine customary
status. But how is it determined what a state’s practice is in behavior and
opinio jurist It might seem that to establish this would require the kind of sustained
empirical analysis that is more commonly the vocation of a social scientist than a
judge in a court of international law, a domestic judge in a case involving inter-
national legal issues, or an international legal scholar trained more in the interpret-
ation of legal texts than social science research (see also Bodansky 1995). Indeed, in
the important Filartiga case in which a US court established that torture was a
customary norm of international law, the empirical indicators for such a monu-
mental determination were scant and not systematic, at least from the perspective
of a social scientist looking to empirically establish a norm (Filartiga v. Pena-Irala,
US Court of Appeals 1980). As asked by Tilly and Goodin in the Introduction, what

3 Finnemore and Sikkink suggest that no less than one-third of the members of a system are
required to constitute a critical enough mass for an emerging norm to lead to a “norm cascade,” and
that entry into force for treaties is a good proxy to say when a norm exists (Finnemore and Sikkink
1998, 887; on cascades see also Kuran and Sunstein 1999).
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kinds of evidence are available for empirical examination of the political processes
that constitute developing customary legal norms?

In order to demonstrate concretely how one might practically answer such a
question, in what follows I turn to an examination of a particular case: the emergent
taboo on the use of anti-personnel (AP) landmines. Would this widely—though not
universally—accepted norm constitute a customary norm of international law? In
broad strokes, what we would want to ascertain are the emergent effects of such
norms, such as whether there is a change in general state practice from the use of the
dubious weapon as routine, widespread, normal, and uncontroversial to excep-
tional, restricted, aberrant, and politicized. Here we would look for whether viola-
tions are understood and treated by states as breaches of the rule or as recognition ofa
new rule. Are violations undertaken surreptitiously, in extreme situations only, or as
a matter of course? Who decides questions of use—soldiers in the field, command-
ers, or political leaders? Have the military rules of engagement for deployment of the
practice changed? Has the threshold for use been raised to exceptional circumstances
for the general practice of states? Do states formally reserve the right to use the
weapon under certain conditions, but refrain from using it?

Where would we look for such indicators? Beyond the legal texts usually the
staple of courts, we would turn to internal policy documents, military orders,
records of the meetings of decision-makers, biographical accounts, statements by
government spokespersons, instructions to negotiating teams, statements at inter-
national negotiation sessions, and interviews with decision-makers which could all
be canvassed to provide evidence to determine the degree to which a nascent norm
has been internalized by any given actor. For states that have ratified the treaty and
do not use landmines, the assessment is straightforward. But if it is unclear that
there are enough such states to claim customary status, then more detailed assess-
ments of the numerous states whose positions are more ambiguous becomes
relevant to determine whether they evince sufficient pulls of obligation in their
practices and rhetoric. Systematically, one might lay out the following evidence as
germane to the task:

I Opinio Juris
A. Treaty Status
1. Treaty Signature: Has the state signed the AP Landmine Convention?
2. Treaty Ratification: Has the state ratified the Convention?
3. Isthelevel of treaty participation comparable with other norms regarded
as customary law, such as prohibitions against torture or slavery?

B. General Government Statements: Evidence to be considered here would
include official press releases, speeches by government spokespersons, and
statements made by delegates at official conferences and meetings (includ-
ing United Nations sessions).
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II

C.

. Has the state upheld or rejected the taboo in official statements? Has

there been a shift or inconsistencies in the articulation of official govern-
ment positions?

. If the norm has not been rhetorically accepted, are challenges or rejec-

tions of the norm directed at the central validity claim of the norm per se,
or are they directed at the definitional margins? For example, is the
source of resistance what counts as an AP landmine, or timeframes for
implementation, as opposed to outright rejection of the idea they ought
to be banned?

. Can the state claim to be a “persistent objector” that has “manifestly and

continuously” objected to the central validity claim of an evolving new
norm of customary international law proscribing the use of AP land-
mines?

Reactions to Violations

1.

Accused Parties: What do those accused of the use of mines say in
response to allegations? The following scale indicates decreased degrees
of rhetorical challenges to the norm: (a) rejection of norm; (b) no
reaction; (c) special justifications made; (d) denial; (e) norm upheld.
Accusing Parties: How do they interpret the consequences and sign-
ificance of violation? (a) Are reprisals justified? (b) Are accusations of
the use of mines being used instrumentally against an opponent? If so,
they may provide evidence of the norm since one would only attempt to
get mileage out of such accusations if there was such a norm in the first
place.

Third Parties: How do others respond? (a) passive / no reaction;
(b) condemnation; (¢) sanctions to enforce norm.

Assessment: Are violations understood and treated by the state in ques-
tion as breaches of the rule or as recognition of a new rule? Does the
central validity claim of the norm elicit wide adherence? Do “specially
affected states” uphold the validity of the norm? Are challenges on the
definitional margins? Are they comparable in effect to reservations at-
tached to other treaties? Are they widespread? Do holdouts repudiate the
central validity claims of the norms or accept them (with qualifications)?

Practices

A. Production / Export / Possession

Is there evidence of the influence of a customary norm in these state practices
insofar as they contribute to the prescriptive status of illegitimacy? For
example, why would a state ban exports if the commodity/activity was to
be regarded as routine practice, completely acceptable, and unpoliticized?
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(One could keep in mind comparisons to other examples such as the gradual
abolition of the slave trade).

B. Use

1. Universal. This would be the strictest test of practice: is there universal
conformity with the proscription?

2. Violations
(a) Who: (i) States; (ii) Violations by non-state actors in the territory of
the state. This could be considered to constitute a criminal act rather than
a detraction from international law insofar as only states are recognized as
subjects, and the practice is not state practice contributing to custom.
(b) Circumstances: Are AP mines being used routinely in any circum-
stance of utility, or only in exceptional circumstances such as in the face of
threats to territorial integrity / regime viability? (i) Routine; (ii) Surrepti-
tious; (iii) Extreme situations only: what threshold has to be reached to
set deployment in motion?
(c) Who Decides? (i) Soldiers in Field; (ii) Commanders; (iii) Renegade
Fighters; (iv) Political decision-makers.

3. Reserved Right Not Exercised: Does the state in question formally reserve
the right to use the weapon under certain conditions? What are those
conditions, and have they been met without use? Who makes the deci-
sion to use AP mines, and has this location shifted as a result of the
emergence of the taboo?

C. Assessment

Is there a change in general state practice from the use of mines as routine,
widespread, normal, and uncontroversial to politicized, exceptional, aber-
rant, and abhorrent? Have there been shifts in the elements of use above even
among holdout states? Has the threshold for use been raised to exceptional
circumstances for the general practice of states?

3 CONCLUSION

Can we say that ideas move politics, and can we maintain that they do so from the
local level to the systemic level of world politics? This chapter has focused on the
latter, the most challenging context for identifying ideas and their effects, examin-
ing how the fields of international law and international relations identify the
existence of the international ideas known as customary law in even the most
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difficult of contexts, that being war, where ideas are routinely taken to be at their
least importance relative to sheer material power. While the absolute universality of
such informal ideas and their invariable primacy in driving politics (as opposed to
other factors) are more than subject to challenge, so too is the dismissal of such
informal norms or “soft law” (Abbott and Snidal 2000, 456), or their understand-
ing in purely functionalist or material interest-based terms. Rather, empirical
process-tracing of how such understandings of context insinuate themselves in
the practices of actors like states in the international system can plausibly identify
the relevance of international ideas for today’s political world. And while skeptics
are hardly to be dismissed when pointing out the weaknesses of the international
system in its ability to enforce norms like customary law, so too are there too many
exceptions of compliance with such norms to dismiss them as epiphenomenal
(Byers 1999; Reus-Smit 2004). How else indeed are we to make sense of events such
as how the British police in 1998 could arrest a former Chilean dictator, at the
request of a Spanish magistrate, for the international customary crime of torture—
something that is quite difficult to maintain as mere self-interested power politics
devoid of the transformative role of ideas that are international in scope?
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CHAPTER 14

HOW PREVIOUS IDEAS
AFFECT LATER IDEAS

NETA C. CRAWFORD

ARGUMENTATION, the attempt to persuade others with reasons, is one of
the signature activities of politics. Even if war, at least temporarily, decides an
issue, those who took up the sword must have been persuaded that it was right or
prudent to do so. Crucial to the process of persuasion is the content of
the argument—the ideas that make sense or don’t, that move people to act or
leave them unaffected. Many of the ideas that have great power to persuade and
mobilize are portrayed as novel—such as Franklin Roosevelt’s “New Deal” or
Mikhail Gobachev’s “new thinking”—and this claim to newness is itself often
appealing.

Conversely, while new ideas may prompt innovation, a fixed notion—an idée
fixe—and the institutions that enact and support it, can prevent change. Thus,
Karl Marx could say, “Men make their own history, but they do not make it just as
they please; they do not make it under circumstances chosen by themselves, but
under circumstances directly found, given and transmitted from the past” (Marx
1978 [1852], 595). Marx and other materialists, reacting against Kant and Hegel’s
focus on ideas, tended to privilege material forces and constraints.Yet previous ideas
are also constraining and disposing—they influence later ideas and help construct
the material world.
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1 PREMISE, DISCOURSE,
INSTITUTIONALIZATION, AND FEELING

Previous ideas may affect later ideas in at least four ways: as the content of formal
arguments; as the background discourse; as the organizing principle of institutions
and social structures; and through their association with feelings.

In its most direct form, previous ideas become the premises of human
reasoning—whether by syllogism or analogy. We could not think in terms of formal
logic (syllogism and practical inference) or by analogy without the content of
previous ideas available to us. In this instance, actors are often quite conscious of
the role of specific previous ideas as the premises for their arguments. Historical
analogies are often given in shorthand form, standing in for more complex ideas.
For example, “Munich” connotes the dangers of appeasing an aggressor and “Pearl
Harbor” of being caught unawares by an unprovoked surprise attack (see Neustadt
and May 1986; Khong 1992). The conclusion of analogical argument follow from its
premises, e.g. don’t appease aggressors.

Of course all arguments occur in a context, within a preexisting discourse that
makes the claims intelligible. This background of taken-for-granted beliefs is
what Jurgen Habermas (1984) calls the “lifeworld”—“commonsense certain-
ties”—without which we could not understand each other’s claims. In this sense,
previous ideas are the starting points out of which we make sense of the social and
natural world and through which we evaluate new ideas. Similarly, Foucault’s
articulation of the role of social, scientific, and political discourses, Max Weber’s
explication of the role of wertrationalitit or decision-making according to absolute
values, and Thomas Kuhn’s discovery of the role of scientific paradigms in struc-
turing scientific research, all point to how systems of previous ideas can structure
human perception and judgment.! In short, because they constitute the language of
understanding, previous ideas, as more or less closed discourses, thus affect an
individual’s receptivity and evaluation of the possibility and legitimacy of later
ideas.

Ideas that imply actions to maintain or change the social or natural world must be
specified in the form of concrete steps to enact the idea. Previous ideas may thus also
affect later ideas when they are institutionalized in the routines and standard
operating procedures of organizations and cultures (see Goldstein 1993). Institu-
tionalization requires actors to specify exactly what they mean by an idea and
its logical entailments, as well as how they will execute and measure its imple-
mentation. During the process of institutionalization there is often room for

1 Foucault 1972; Weber 1961; Kuhn 1955. Also see work in cognitive psychology on schemas, scripts,
and frames which function in similar, but more limited ways. See Abelson 1981; and Polletta and Ho,
this volume.
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disagreement about how to implement the idea, and thus actors may use the original
idea as a starting point for their arguments about how to enact a specific idea.

In some cases, the institutionalization of ideas requires creating a new organiza-
tion, but more often than not, institutionalization occurs within existing organiza-
tions. Of course the capacities of already functioning organizations are the result of
prior discourses; they have preexisting resources, and off-the-shelf plans, standard
operating procedures and routines for addressing both expected and novel situ-
ations. Those canned responses themselves are the result of prior beliefs and assump-
tions about the way the world works and the most effective response to particular
situations. Once institutionalized, ideas become part of the social structure that
constrains and disposes other social action and the development of new ideas.

Organizations also invent procedures for assessing and organizing new know-
ledge in the sense that an idea, once institutionalized, becomes the starting point
for future investigation and evaluation. Members of the organization see the world
through institutionalized beliefs (and feelings), recognize a situation as something
that it should address, and use guidelines for data gathering and information
processing that are drawn from institutionalized beliefs (and feelings). In this
way, through institutionalization, previous ideas come to structure knowledge-
making and the concrete practices and resource allocations that become the larger
social structure. Resource allocation may even ensure that new ideas that contradict
a previous idea are never developed. Thus, the institutionalization of previous ideas
helps determine the form and substance of social structures which in turn
influences the production of new ideas. In this way, ideas become what Lynn
Eden (2004, 3) calls “organizational frames:”

Organizational frames encounter the present and look to the future. At the same time, they
embody the past: foundational understandings of organizational mission, long-standing
collective assumptions and knowledge about the world, and earlier patterns of attention to
problems and solutions. All of this shapes how problems are later defined and how solutions
are developed. Once solutions are established as knowledge-laden routines, they enable actors
in organizations to carry out new actions, but they simultaneously constrain new actions.

Further, through institutionalization ideas are not only internalized within organiza-
tions but externalized, as these ideas are adopted by other organizations and become
social norms. Institutionalization is the primary mechanism of path dependency.
Lastly, the discourse and institutionalization of an idea may not only leave a
rational trace and shape social structure, but also leave an emotional association.
When ideas that humans associate with particular previous discourses or insti-
tutions reappear in new context, perhaps under new names, this residue of feeling
may be activated, influencing actors’ understanding of and receptivity to later ideas
and arguments. In other words, when individuals reason by analogy, they may
import the feelings associated with the analogy as well as the logical structure and
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conclusions that follow from it. Although the emotions may have all sorts of
effects—for example, from heightening an actors attention to an issue, to causing
them to avoid the idea altogether (Crawford 2000; Jasper, this volume)—political
scientists essentially neglected their role.

Of course, none of these ways that previous ideas affect later ideas is necessarily
separate from the other. These mechanisms and their interaction are illustrated here
in the case of the idea of international trusteeship. The idea of trusteeship was first
used to transform colonial relations; later trusteeship became the dominant dis-
course; it was then institutionalized within international organizations and state
governments; and the residue of feelings attached to “trusteeship” affects the recep-
tivity of actors to the new ideas and contemporary practices, most especially the idea
of transitional administration.

2 THE IDEA OF TRUSTEESHIP

Colonialism is the physical occupation and exploitation of a weaker people by a
strong state where the colonized typically have little or no ability to determine their
political, economic, judicial, or cultural institutions. The colonizer taxes without
representation, organizes the economy to suit its own needs, and the colonized
typically go without the due processes of law that would be available in the
metropole. All the while the cultural institutions—language, religion, diet, and
social practices—of the colonized are both denigrated and replaced with the
colonizer’s idea of appropriate culture.

But while colonial rule is driven by the logic of exploitation and expropriation,
the logic of trusteeship is benevolent and guided development. “Trusteeship ...
sanctions the rule of one man over another, in lands that are not his own, so long as
the power of dominion is directed towards the improvement of the incompetent
and infirm” (Bain 2003, 23). The idea of trusteeship eventually helped to discredit
and replace the simple colonial idea that states can acquire other territories and
control them for the sole benefit of the colonizer. International trusteeship, as a
form of benevolent outside administration, was seen as a route to self-government
or independence. The role of trusteeships in the transition to self-rule ended in the
early 1990s with the independence of the last Trust Territories.

But the distinction between colonial rule and trusteeship has never been clear-cut.
Colonialism was almost always understood by colonizers as both simple expropri-
ation from the weaker by the stronger, and as a benevolent mission to impose the
conquerors’ religion, civilization, and economic system upon the conquered. For
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example, in the fifteenth- and sixteenth-century European expansion into the
Americas, the Pope granted a right to conquest so long as the conquerors brought
the natives out of their presumed barbarism by inculcating them in the Christian
faith. Similarly, from the eighteenth century, the influential British parliamentarian
Edmund Burke viewed British rule over India in terms explicitly articulated as a
trust: “all political power which is set over men, and that all privilege claimed or
exercised in exclusion of them, being while artificial, and for so much a derogation
from the natural equality of mankind at large, ought to be in some way or other
exercised ultimately for their benefit” (quoted in Bain 2003, 36). The French “mission
civilisatrice” was also about uplift, with the goal of gradual assimilation of the
conquered into French civilization. Thus, the notion of some form of responsibility
for improvement was part of the colonizing mission, albeit always with the assump-
tion that the colonizer was superior in most or even all respects to the colonized.

3 DISCOURSE AND INSTITUTIONALIZATION

The idea of formal international trusteeship—as opposed to colonial trusteeship—
developed in three phases. Trusteeship was formalized as an international responsi-
bility with a corresponding duty of oversight and accountability in a series of
nineteenth-century treaties regulating European conquest of Africa, under the League
of Nations Mandate system, and following the Second World War, in the UN system.
Trusteeship thus gradually became less about the terms of a colonial relationship and
more about decolonization through benevolent international intervention.

During their nineteenth-century conquest of Africa, representatives of European
governments argued for and recognized responsibility for promoting the general
welfare of colonial inhabitants. At the Berlin West Africa Conference of 1884-s5,
Europeans and Americans linked the conquest with the mission of trusteeship. As
the British delegate, Sir Edward Malet, argued, administration of Africa by Europeans
should promote the “well being of the native races” (quoted in Gavin and Betley 1973,
131). These sentiments were still alive decades later, as expressed by Britain’s Lord
Lugard in his explication of what he called the “dual mandate:” “Europe is in Africa
for the mutual benefit of her own industrial classes, and of the native races in their
progress to a higher plane” (Lugard 1965 [1922], 617). And although, he argued,
“British methods have not in all cases produced ideal results, ... I am profoundly
convinced that there can be no question but that British rule has promoted the
happiness and welfare of the primitive races” (Lugard 1965 [1922], 618).

The discourse of trusteeship was further articulated and institutionalized in
1889—90 when more than a dozen states attending the Conference of Brussels agreed
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to suppress the Arab slave trade and slavery in Africa, as well as limit the trade in
liquor to Africa.? Article I of the Brussels General Act said the slave trade would be
combated through the “progressive organization of the administrative, judicial,
religious and military services under the sovereignty or protectorate of civilized
nations,” the establishment of “strongly occupied stations” in the interior, the
“construction of roads” and railways connecting the coast to the interior, and
other means, including the “restriction of the importation of firearms, at least
those of a modern pattern, and of ammunition” in areas where the slave trade was
ongoing. According to the treaty, this was most of sub-Saharan Africa.? Colonizers
were also to “diminish intestine [sic] wars between tribes by means of arbitration;
to initiate them in agricultural labor and the industrial arts so as to increase their
welfare; to raise them to civilization and bring about the extinction of barbarous
customs” (Snow 1921, 297). Further, the Brussels Act proposed creating inter-
national offices in Brussels and Zanzibar to monitor and coordinate efforts to
suppress the trade.

The second landmark in the discourse and institutionalization of the idea of
trusteeship was the creation of the League of Nations Mandates system and in the
“trustee” powers the League assumed in the Saar Basin from 1920 to 1935 under
article 49 of the Versailles Treaty.¢ This opportunity was created when the defeated
powers of the First World War—Germany and Ottoman Turkey—Ilost their col-
onies in the war. Although some representatives of the victorious powers attending
the Paris Peace Conference wanted to simply turn former German and Turkish
colonies into their own colonies, participants in the creation of the League of
Nations decided after lengthy debate that the captured territory would not be
transferred to the victors as it would have been in the past. Further, there was
also pressure from pan-Africanists and humanitarian activists to make Africa in
particular into an international trust. W. E. B. Du Bois (1965, 9), for example,
argued repeatedly in 1918 and 1919 that the “Dark Continent” should be under the
benefit of “organized civilization.” “This Africa for the Africans could be under
the guidance of international organization. The governing international commis-
sion should represent not simply governments, but modern culture, science,
commerce, social reform and religious philanthropy. It must represent not simply
the white world, but the civilized Negro world.”

Captured territories that were judged, in the words of Article 22 of the League
Charter, “inhabited by peoples not yet able to stand by themselves under the
strenuous conditions of the modern world” were placed in the Mandate system
where it “should be applied the principle that the well being and development of

2 The participants included representatives from: Austria-Hungary, Belgium, Britain, Congo, Den-
mark, France, Germany, Holland, Italy, Norway, Persia, Portugal, Russia, Spain, Sweden, Turkey, the
United States, and Zanzibar (Miers 1975, 236—91).

3 Snow 1921, 294-306; General Act quotes from p. 296.

4 The League also had administrative roles in Danzig (1920-39) and Upper Silesia (1922-37)
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such peoples form a sacred trust of civilization” not simply of individual states.>
The mandates were organized into three classes according to perceived differences
in their level of “development” and “civilization.” Class A Mandates—Iragq,
Palestine and Transjordan, and Syria and the Lebanon—were thought to have
reached a “stage of development” where, with some assistance, they might soon
be “able to stand alone.” Class B Mandates, located in Central Africa (Togoland,
Cameroon, Tanganyika, and Ruanda-Urundi), were “at such a stage, that the
Mandatory must be responsible for the administration of the territory under
conditions which will guarantee freedom of conscience and religion, subject only
to the maintenance of public order and morals, the prohibition of abuses such as
the slave trade, the arms traffic, the liquor traffic.” Class C Mandates—South West
Africa, New Guinea, Nauru, Samoa, and several very small islands located in the
Pacific (the Marshalls, Marianas, and Carolines)—were territories that, “owing to
the sparseness of their population, or their small size, or their remoteness from the
centre of civilisation. .. can be best administered under the laws of the Mandatory
as integral portions of its territory, subject to the safeguards above mentioned in the
interests of the indigenous population.” The nominal aim of the system was the
betterment of the inhabitants’ lives, with a view toward their gradual assumption of
self-determination.

The specific administration of each mandate varied, but the template was that
the mandatory power would administer the mandate and the League of Nations
would oversee that administration. Three levels of oversight and accountability
were institutionalized. First, the League and the mandatory power entered into
agreements that specified conditions of governance and articulated goals for
improving conditions in the mandate territories. Second, the League’s Permanent
Mandate’s Commission (PMC) required written annual reports and questioned the
mandatory power’s representatives closely on progress in the mandates on labor
conditions, health, education, and the rule of law. And third, the League’s proceed-
ings were made public, allowing journalists and activists to use information to
challenge conditions in the Mandates and the practices of administrators.

The Mandate system was a genuine innovation in international politics and law,
both specifying and expanding the original conception of colonial trusteeship to one
of true international responsibility and oversight. As Quincy Wright wrote in 1930:

The system has already resulted in wider recognition of the principle of trusteeship, that
dependencies should be administered in the interests of their inhabitants; in the principle of
tutelage, that the cultivation of the capacity for self-government is such an interest; of the
principle of international mandate, that states are responsible to the international community
for the exercise of power over backward peoples even if that responsibility is not fully
organized. (Wright 1930, 588)

5 Covenant of the League of Nations, Article 22, paragraph 1.
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Ralph Bunche, who later became the chief administrator of the UN Trusteeship
system, was a more critical observer of the League Mandate system. His 1934
dissertation compared French administration of its colony, Dahomey (now
Benin) with its administration of Togoland, a Class B Mandate. Bunche found
that French administration of the mandate was better than their administration of
the colony. Exploitation had not disappeared in the Mandate, but periods of forced
labor were shorter, the burden of taxation was lighter, political representation of the
natives in local administration was greater, education was better and more widely
available, and the justice system was fairer.

Yet Bunche thought the Mandate system was flawed in important respects. It
lacked both the voice of the native subject and a direct means for the League to
investigate the statements of the mandatory powers. In his dissertation Bunche
proposed improving the system by including natives directly in the process and by
allowing the representatives of the PMC access to the Mandate on a regular basis.
Despite these criticisms, like Wright and others, Bunche saw the Mandates system
as a progressive institution, moving toward fulfillment of the sacred trust mission
articulated in the League Charter.

It is certain that the mandate system will exert an influence far beyond that affecting those
areas presently subjected to its provisions. The inexorable force of public opinion will
compel, as it has to an extent already, the extension of identical principles to retarded
peoples throughout the world, whether they dwell in areas held as colonies and possessions
or not. A steady exosmose is carrying these ideas beyond artificial boundaries which
originally contained them, and they are having a revolutionary effect on the colonizing
nations, great and small. (Bunche 1934, 143)

The requirement that mandatory powers submit annual reports and the PMC’s
investigations of public abuse by mandatory powers led to the gradual improve-
ment of conditions in the Mandates. Public accountability for improving condi-
tions, including the gradual implementation of self-rule, became the norm.
According to H. Duncan Hall (1948, 188), “The more complete the annual reports
became, and the longer and more closely the Commission and the accredited
representatives worked together, the more committed the governments were to
carrying out the principles of the mandates.”

What Bunche found in Togoland was basically the case in other Mandate
territories. Some Mandates achieved total independence or at least much greater
autonomy. When independence was not the result, there were significant improve-
ments within the Mandates. Specifically, within the Mandate territories, the resort
to forced labor decreased, there was greater attention to social welfare and legal
rights, and self-determination grew (Callahan 1999; Crawford 2002; Dimier 2004).

The idea and discourse of trusteeship was further institutionalized in the United
Nations Charter’s Trusteeship system and its Declaration on Non-Self-Governing
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Territories. As one of the authors of these chapters of the Charter, Ralph Bunche,
then working for the US State Department, was able to institutionalize the innov-
ations in oversight that he had recommended in his dissertation so that the system
both built on and extended the mechanisms of oversight and accountability first
enacted in the Mandate system. As with the Mandate system, in the trusteeship
system there were agreements between the UN and the trustee powers. In addition,
more detailed questionnaires were developed to assess trusteeship administration.
Further, innovations Bunche regarded as essential—the right for inhabitants to
directly petition the UN and the use of “on-the-spot” inspections—were included
in the UN system. Bunche became the first administrator of the UN trusteeship
system and regarded it as superior to the Mandate system:

The Trusteeship System, like the Mandates System recognizes the international responsi-
bility involved in the administration of the dependent territory placed under it....The
Trusteeship provisions in the Charter deal more positively with the promotion of the
welfare of the inhabitants of the territories concerned than did the Mandates system. It
calls specifically for the promotion of the advancement of the inhabitants, their develop-
ment toward self-government or independence, and for the encouragement of respect for
human rights and freedom without discrimination. (Bunche 1947, 59)

Nearly all Mandate powers announced their intention to transfer their Mandates
into the trusteeship system, although in the case of Mandate territories under
Japanese control in the Pacific the US became the administering power. The US
thus administered as “strategic trusts” the Pacific Islands of Palau, the Marshall
Islands, the Carolines, and the Marianas. France administered French Togoland and
the French Cameroons. Great Britain administered the British Cameroons, Tan-
ganyika, and British Togoland. Australia administered Nauru and New Guinea.
Italy administered Somaliland and New Zealand administered Western Samoa.
Only South Africa refused to turn its League Mandate territory South West Africa
into a UN Trust Territory.

Like Mandates, the trusteeship arrangement was understood to be of limited
duration and the administering authority was subject to international oversight
and accountability. Further, the goal was self-determination, self-government,
autonomy, and eventually sovereignty. The innovations—on-the-spot inspections,
direct petitions, and more robust questioning of the trustee power—enhanced the
accountability of the trustee power to the UN and indirectly to the inhabitants of
the territory. As Ralph Bunche said in 1947, “The principle of Trusteeship involved
in the new system is that of third party or international responsibility—not the
customary conception of the colonial power itself unilaterally recognizing a moral
trusteeship on behalf of its colonial subjects” (Bunche 1947, 58). Oversight by
the Trusteeship Council kept the trustee power accountable and administration
relatively transparent. The administering authority, as well as other states and
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international organizations, provided assistance for political and economic devel-
opment. And the trusteeship system also often helped trust territories conduct their
first elections.

The idea of trusteeship was a model for increasing autonomy in all colonies.
Specifically, the discourse of trusteeship infused Chapter XI of the UN Charter,
the “Declaration Regarding Non-Self-Governing Territories” where the relation-
ship between colonizer and colonized was defined such that the colonizer was
understood to be only a temporary steward, acting in the interests of developing the
capacities of the colonized. Indeed, the Charter’s language echoes the language of
the Mandate and trusteeship system:

Members of the United Nations which have or assume responsibilities for the adminis-
tration of territories whose people have not yet attained a full measure of self-government
recognize the principle that the interests of the inhabitants of these territories are para-
mount, and accept as a sacred trust the obligation to promote to the utmost, within the
system of international peace and security established by the present Charter, the well-being
of the inhabitants of these territories.

The duties of the colonial power were thus redefined: they must “ensure due respect for
the culture of the people concerned. . . develop self-government, to take account of the
political aspirations of the peoples . . . promote constructive measures of development”
and report on the “economic, social and educational conditions” in these territories.
And as with the trusteeship system, administering governments were required to
submit annual reports, extending the system of oversight and accountability that
characterized the trusteeship system to all colonies. The UN General Assembly
established the “Committee on Information from Non-Self-Governing Territories”
to monitor implementation of the goals for non-self-governing territories. The
discourse of responsible trusteeship and the institutional template of Mandate and
trusteeship was thus applied by analogy to all colonies through the UN’s efforts
to promote decolonization in the General Assembly and in the Committee on
Information.

4 TRANSITIONAL ADMINISTRATION AS
TRUSTEESHIP OR COLONIALISM

Even as formal colonialism and trusteeship were coming to an end, the United
Nations undertook a series of increasingly complex missions—from administering
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elections and plebiscites, to long-term peacekeeping—that gradually became a new
form of what is now called transitional administration. In other words, just as the
idea of trusteeship should have been retired, it achieved a new, more controversial
(and less institutionalized) life.

The key case in this respect is probably the increasing role the UN took with
respect to South West Africa (now Namibia), a former Mandate territory. Only the
government of South Africa, which had occupied South West Africa since 1914
refused to designate the territory as a trusteeship. In 1949, South Africa said that its
obligations as mandatory power were over. Even as South Africa argued that it had
fulfilled the conditions of being a Mandate, South Africa brutally suppressed the
independence movement in South West Africa, extracted strategic minerals from
the land, and tried to extend South West African style apartheid to the territory.
South Africa’s refusal to administer South West Africa as a trusteeship started a long
battle with the UN General Assembly and in the International Court of Justice, and
prompted the increased internationalization of the problem.

In a sense the UN backed into the role of transitional administration through its
handling of South West Africa. Between the 1960s and late 1980s, the United
Nations assisted the exiled South West Africa People’s Organization (SWAPO)
liberation movement, and essentially formed a shadow international government
for the territory even as South Africa continued to rule South West Africa with
growing brutality. In 1967 the United Nations Council for Namibia and in 1976 the
Security Council authorized the UN Transitional Assistance Group (UNTAG) to
plan for post-independence elections supervised by the UN. For over a decade the
UN helped devise plans for the transition to majority rule in South West Africa, and
ultimately, when agreement was finally reached that South Africa would exit the
territory, UNTAG facilitated demobilization, helped organize the first democratic
elections in November 1989, and ultimately helped write a constitution and guar-
antee independence in 1990.

Following the effort in Namibia, the UN and other ad hoc coalitions of nations
set up transitional administrations of varying degrees of comprehensiveness in
approximately ten situations. In each case, the UN went beyond the more limited
peacekeeping, electoral assistance, and development aid roles it had taken during
the cold war. There was a tendency during the 1990s to call this gradual broadening
of the UN’s role “mission creep” but it was more than that. The extension of the
UN’s mission from limited to comprehensive intervention was driven by an
analysis of the causes of war as defective states or even total state failure.

6 Cases of transitional administration between 1991 and late 2004 either completed or undertaken by
the United Nations and still ongoing at this writing include: Cambodia, 1992—3; Eastern Slavonia,
1996-8; Kosovo since 1999; East Timor, 1999—2002; Sierra Leone, since 1999; Afghanistan since 2002;
and Liberia since 2003. Other transitional administrations include: Bosnia and Hercegovina since 1995
under the office of the High Representative; and Iraq from 2003—4 under the US-led Coalition
Provisional Authority.
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The rationale for greater intervention is evident in a chronological reading of
various UN reports during the 1990s. The UN Secretary General’s An Agenda for
Peace (Boutros-Ghali 1992), the Supplement to An Agenda for Peace (1995), and the
“Report of the Panel on United Nations Peace Operations” (Panel on UN Peace
Operations 2000) built on each other and ultimately argue that the only way to bring
lasting peace is to repair the defects of the state that had led to war and collapse in the
first place. Each report noted a compelling rationale for more complex intervention
by the UN to provide and preserve the peace. Peacekeeping missions thus evolved
into peace enforcement and peace-building missions, and then to state-building and
liberal market democracy-building exercises (see Paris 2004) on the belief that this
was the route to stability. Further, the period of transitional administration is often
associated with transitional justice—war crimes tribunals and truth commissions—
on the assumption that peace and good governance are more likely if the wounds of
the past are recognized and hopefully healed through a judicial process or a
comprehensive reckoning with the past.

But contemporary transitional administrations are not simply the reincarnation
of UN trusteeship. While the core idea of trusteeship—Dbenevolent, if paternalistic,
administration of the incapable by the capable outsider—is present in the contem-
porary institution of transitional administration, some of the safeguards associated
with the idea of trusteeship are absent. Specifically, while contemporary transi-
tional administrations share features with traditional trusteeship arrangements,
they differ in important respects. For example, these administrations are essentially
ad hoc, characterized by a patchwork of oversight by the various UN organizations
and individual states or “coalitions of the willing.” In addition, accountability by
the transitional administrators to either the subjects of administration or to the
United Nations is less institutionalized than was characteristic of formal trusteeship
or Mandate arrangements.

Finally, the new hybrid transitional administrations, such as the US-led Coali-
tion Provisional Authority in Irag, have sought accountability neither to the United
Nations nor to the citizens of the occupied territory. In the Iraq case, for instance,
the idea of trusteeship as including accountability to an international body has
been essentially eliminated. Rather, the UN assumed a rather different function
with respect to the Coalition Provisional Authority, which had little to do with
overseeing the justice or benevolence of the administration even as the United
States used the trusteeship and state-building discourse: “A senior American official
said the United Nations was playing the role of ‘trusted adviser’ in getting Iraqis to
agree on a plan among themselves [for the composition and structure of Iraq’s
interim government in 2004]. Others described the United Nations as more than
that, a mediator brokering an accord that was beyond the power of the United
States to bring about” (Weisman and Hoge 2004).

Yet, even as the list of tasks for UN peace-building expanded to encompass the
typical tasks of a functioning government, as Simon Chesterman has noted, there
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was not a willingness, until recently, to explicitly link transitional administration
with the idea of trusteeship.

One of the many ironies in the recent history of transitional administration of territory
by international actors is that the practice is regarded as novel. Attempts to draw analogies
either with trusteeships and decolonization on the one hand, or the post-war occupation of
Germany and Japan on the other are seen as invitations to charges that the United Nations
or the United States is engaging in neocolonialism or imperialism respectively. Within the
United Nations in particular, such comparisons are politically impossible. ~(Chesterman
2004, 11)

5 THE RESURGENT IDEA OF TRUSTEESHIP

Although most UN officials have shied away from explicitly discussing how its
practices might resemble or resurrect either colonialism or trusteeship, others
have not been so reluctant. The perceived problem of what to do with a growing
number of “weak” or “failed” states, has led some to argue for the return of
trusteeship. For more than a decade, scholars, policy-makers, and diplomats across
the political spectrum have discussed the possibility of reviving either colonialism or
the international trusteeship system. Indeed, just as the last of the former UN trust
territories were achieving full independence and the UN Trusteeship Council was
closing its doors in November 1994, the call for the return to trusteeship began in
earnest. In each case, proponents of trusteeship have had implicitly or explicitly to
reckon with the emotional legacy of both colonialism and trusteeship.

For example, the historian Paul Johnson writing under the title “Colonialism’s
Back, and Not a Moment Too Soon” in the New York Times Magazine confused the
idea of colonialism with trusteeship when he argued for the return of international
trusteeship managed by the “civilized” nations. Johnson’s first move is to argue
that colonialism was not so bad after all; it was inadvertently beneficial for the
colonized. Johnson then argues that a return to external rule would be better than
the alternatives. Johnson said, “The Security Council could commit a territory
where authority has irretrievably broken down to one or more trustees ... em-
powered to not merely impose order by force but to assume political functions.” The
length of the trusteeship, Johnson suggests, would “usually be of limited duration—
5,10, 20 years ... but a Mandate may last 50 years, or 100” (Johnson 1993, 44).

Others have also raised the idea of a return to trusteeship in respected policy
journals. Gerald Helman and Steven Ratner (1992-3) proposed to save “failed
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states” by reinstituting trusteeship. Richard Caplan in a 2002 Adelphi Paper exam-
ined UN transitional administrations in the post-cold war era, suggesting that they
are “A New Trusteeship.” And Martin Indyk (2003, 54), former US Ambassador to
Israel writing in Foreign Affairs, proposed international trusteeship for Palestine
arguing that the “concept of trusteeship has been used to good effect in other
places—such as East Timor and Kosovo—where the collapse of order and the
descent into chaos have necessitated outside action.”

Yet because of its association with colonialism, the idea of trusteeship as em-
bodied in contemporary international transitional administrations has become
suspect. “In Eastern Slavonia, Bosnia and Herzegovina, Kosovo and East Timor

. the responsibilities assumed by external actors have been so extensive as to
warrant the politically and historically sensitive labels of trusteeship and protector-
ate” (Berdal and Caplan 2004, 2). Thus, while the notion of trusteeship was for
decades understood as a benevolent and progressive force of external adminis-
tration as compared to colonial rule, it is now questioned and the term, if not the
practice itself, is avoided.

Yet the comparison between new and previous ideas—contemporary transitional
administrations and trusteeship—has been used effectively to criticize transitional
administration arrangements. Noting the growing number of territories under
transitional administration of one form or another, the United Nations official
Edward Mortimer has argued that without proper accountability, these institutions
have great potential for abuse. Thus, he argues, it might be important to “revive and
reform the Trusteeship Council, using it as a mechanism through which the com-
munity of nations could effectively exercise its tutelage and responsibility for the
interests of those unfortunate peoples who may from time to time find themselves in
need of international protection” (Mortimer 2004, 13—14). Mortimer suggests that
such a move would be consistent with the UN Charter. “That it smacks of imperial-
ism should not be a decisive objection,” argues Mortimer (2004, 14).

[[]nternational administration has imperialistic features whether one likes it or not. It is
adopted not as an ideal, but as expedient and seems unlikely to disappear any time soon.
The wise course would be to limit the evil by facing up to its true nature and making
dispositions accordingly.

Indeed, to the extent that they are ad hoc arrangements, contemporary transitional
administrations are deficient when compared to traditional international arrange-
ments of trusteeship as embodied in the League of Nations Mandate system and the
UN trusteeship system. As Richard Caplan (2004, 62) argues, “All international
territorial administrations lack accountability mechanisms that ensure meaningful
independent review and that allow also for significant local input into the review
process.” Indeed, Jarat Chopra (2000, 27), himself a UN official in East Timor’s
transitional administration, argues that these arrangements “will be merely another
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form of authoritarianism unless the transitional administrators themselves submit
to a judicious separation of powers and to genuine accountability to the local
people whom they serve.” Observers such as Mortimer, note that the emotional
legacy of trusteeship has hampered clear discussion of the institution of transitional
administration:

Arguments used in the past to justify imperialism—that it spreads “civilization,” provides
stability, protects minorities, “builds nations,” or prepares people for self-government—are
all now regarded with skepticism. Do they become more acceptable when deployed to justify
rule by an international organization or coalition rather than a single state? If so, it is not
obvious why. Undoubtedly, it is this discomfort that explains the general reluctance to
codify or institutionalize arrangements for international administration. (Mortimer
2004, 12)

Mortimer’s, Caplan’s, and Chopra’s arguments acknowledge and employ the emo-
tional legacy of the idea of trusteeship. By linking transitional administrations with
colonial attitudes, albeit without the accountability of formal trusteeship arrange-
ments, their analysis suggests that by all contemporary standards of sovereignty and
democratic principles, contemporary transitional administrations are a step back-
ward. Thus, the idea, discourse, institutionalization, and feeling of trusteeship are
used to critique contemporary transitional administrations and to urge their
revision.

6 THE LEGAcCY OF IDEAS: DISCOURSE,
STRUCTURE, AND FEELING

The effects of previous ideas on later ideas are perhaps best shown through
discourse analysis and process tracing. Colonial missions of civilization and uplift,
as well as League Mandates and UN trusteeship were founded on the twin dis-
courses of paternalism and self-determination. These institutions infantalized
inhabitants and pushed them into a European-derived mold of a secular, rational,
bureaucratic state. Conversely, the system of what became close international
oversight of Mandate and trust territories took into account the reality of exploit-
ative occupation by colonizers and trustee administrations, serving as a check on
the occupying power.

The idea of trusteeship began as a simple notion of tutelage—the civilized would
uplift the barbarian. The discourse of trusteeship evolved into a relationship of
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benevolent rule and external accountability: trusteeship would both bind the hands
of the occupier and bound the scope of its activities. The occupying trust power in a
formal trusteeship arrangement was accountable to the United Nations, committed
to improve the lot of the occupied, and the people in an international Mandate or
trust territory had someone to appeal to besides the occupier. Further, because the
aim of trusteeship was self-determination and eventually sovereignty, formal
trusteeship limited the duration of occupation. It was a route to improving condi-
tions and to sovereignty, albeit not always or even usually a roadmap to democracy.
Thus, trusteeship was and is a paradoxical institution—an infringement on self-
determination in order to promote it—under colonialism, a more benevolent form
of exploitation, and now sometimes only the least distasteful option out of a set of
possible responses to bad governance, continued war, or genocide.

Returning to the conception of trusteeship as a sacred trust, it is useful to think
about three elements of the idea as it was institutionalized as formal international
trusteeship. International trusteeship involved a duty held by both the trustee
power and the international community to protect and improve the life conditions
of the subjects of trusteeship. Trusteeship also entailed legal accountability mech-
anisms for the trustee power, meaning that the trust power was responsible to
someone besides themselves. And international trusteeship implicitly entailed a
degree of respect for the ability of actors subject to transitional administration to
shape their own lives because it granted that the goal was, eventually, self-govern-
ment.

Much of the attention to transitional administrations focuses on the problems of
implementation—such as failures to train police quickly or to establish a new
justice system. Yet, the discourse of trusteeship allows observers to frame the key
problem of contemporary transitional administration: its paternalism without
institutionalized accountability. “Whereas the tyrant merely infringes upon a
person’s humanity, the paternalist denies it altogether” (Bain 2004, 13). On the
other hand, in the short term the alternative to trusteeship or transitional adminis-
tration might be much worse.

The emotional residue of previous ideas of trusteeship—the distaste that many
associate with the institution—may be the strongest direct legacy of the idea. Yet
this distaste is regrettable, since the institutionalization of the idea of trusteeship in
the rules and standard operating procedures of the UN Trusteeship Council
ensured greater accountability and oversight than does the present system of
transitional administration. As long as there are transitional administrations, the
idea of trusteeship as time-limited comprehensive intervention with accountability
provides a standard by which to measure and improve contemporary transitional
administrations.

A more diffuse legacy of trusteeship is the way the idea of trusteeship articulated
a nascent sense of both civilizational and barbarian identities. The articulation and
implementation of trusteeship helped to develop the notion of a particular kind of
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international society—benevolent—and global governance based on accountabil-
ity. Trusteeship both promotes and undermines the notion of sovereignty—where
that sovereignty is conditional on competence—at the same time that it says the
worst forms of exploitation are unacceptable.
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CHAPTER 15

HOW IDEAS AFFECT
ACTIONS

JENNIFER L. HOCHSCHILD

Practical men, who believe themselves to be quite exempt from any intellectual
influences, are usually the slaves of some defunct economist.

(John Maynard Keynes, 1936)

The truth is always the strongest argument. (Sophocles, Phaedra)
Men freely believe that which they desire. (Julius Caesar, De Bello Gallico)

One does what one is; one becomes what one does. (Robert Musil, ¢.1930)

WRITERS ranging in era and style from Sophocles and Caesar to Musil and Keynes
have asserted that ideas affect actions. These epigraphs, however, provide more than
eloquent testimony for that assertion. They suggests three ways in which ideas and
actions are linked: ideas can override interests, as Sophocles says, and therefore
change how a person acts; ideas can justify interests, as Caesar says, and therefore
reinforce a person’s preferences for action; or ideas can shape a person’s understand-
ing of his or her interests, as Musil says, and therefore create a new set of preferred

* My thanks for financial and institutional support to the Radcliffe Institute for Advanced Study,
the Andrew W. Mellon Foundation, the John S. Guggenheim Foundation, and the Weatherhead
Center for International Affairs of Harvard University.
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actions. This article explores each of those influences, and considers how much and
when ideas affect actions in these distinct ways.

1 “THE TRUTH Is ALWAYS THE STRONGEST
ARGUMENT : IDEAS CAN OVERRIDE
INTERESTS

The central problem in determining the impact of ideas on actions is causal: How
does one distinguish an idea from an action, and then determine which affects the
other more than vice versa? One can blur the two concepts by claiming that an idea
or set of words is an action (as in “I do” while standing with a partner before a
minister; see Austin 1975; MacKinnon 1993), or that an action expresses an idea
without needing any words (as in voting by raising one’s hand). Nevertheless, one
cannot analyze the relationship between ideas and actions without first distinguish-
ing them; to do so most sharply, I need to introduce a third term—interests—and
then define the three concepts in relation to each other.

Ideas, in this construction, lie in the realm of identity (“who am I, and how am
I related to these others?”), morality (“what is right and wrong?”), and causation or
interpretation (“how do I understand this phenomenon or process?”). Interests, in
this construction, lie in the realm of recognized material or physical desires or drives
(“what must I do to get X?”). Actions are intentional behaviors, steps taken to
achieve a goal. The most straightforward way, then, to show that ideas affect actions
is to posit an idea that would lead to one action against an interest that would lead to
a different action, and to show that the former action occurs rather than the latter.

That simple, even simplistic construction is surprisingly resonant. It can be
framed as false consciousness; people are expected (and hoped) to take a given
set of actions based on their interests, but they are persuaded against taking those
actions by some set of ideas that obscure their interests or distort their priorities.
The failure of voters of the United States to mandate public policies to redistribute
more than a tiny fraction of wealth downward is one important illustration. After
all, the median level of wealth-holding in the United States is dramatically below
the mean level, so the many poor could easily outvote the few rich to establish, for
example, a confiscatory inheritance tax. Indeed, thinkers from Aristotle through
John Adams feared democracy for just that reason. As Adams put it,

Suppose a nation, rich and poor...all assembled together. ... If all were to be decided by a
vote of the majority, [would not] the eight or nine millions who have no property. .. think
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of usurping over the rights of the one or two million who have?...Perhaps, at first,
prejudice, habit, shame or fear, principle or religion, would restrain the poor...and the
idle.. . but the time would not be long before . .. pretexts [would] be invented by degrees, to
countenance the majority in dividing all the property among them.. .. At last a downright
equal division of everything would be demanded, and voted.

Adams’ prediction has not come true; as more and more Americans attained the
franchise from the early nineteenth through the mid-twentieth century, inequality in
the distribution of wealth rose steadily. It fell in the four decades after the Second
World War, but has since risen to prewar levels despite recent increases in voting rights
among poor African-Americans, those below age twenty-one, and immigrants.

Arguably US voters’ beliefs mistakenly keep them from taking action that would
be in their own interests. They may falsely believe that it is hopeless to try to fight the
wealthy and powerful (Gaventa 1980), or that they too will someday benefit from
permitting the wealthy to keep their assets (Bartels 2005). Or perhaps people permit
conceptions of morality to override the impulse to act on their interests; poor
Americans may believe that the rich deserve to keep their money just as the poor
do (Hochschild 1981), or they may care more about a candidate’s religious faith and
family values than about his or her tax policy (Brady 2001). Alternatively, they may be
tricked by politicians into believing that a policy that helps the wealthy will actually
help them (Hacker and Pierson 2005). Whatever the precise explanation, the general
point here is that people are taking actions based on ideas of morality, hope, or
prudence rather than taking actions that would gratify their interests.

Conceptually similar to false consciousness, but with the opposite normative
valence, is the Sophoclean argument that ideas can enable people to rise above their
mere interests in choosing what actions to take. This is the argument of Gunnar
Mydral, who describes the American dilemma as

the ever-raging conflict between . . . the valuations preserved on the general plane. .. [of] the
‘American Creed, where the American thinks, talks, and acts under the influence of high
national and Christian precepts, and, on the other hand, the valuations on the specific
planes of individual and group living, where personal and local interests; economic, social,
and sexual jealousies; considerations of community prestige and conformity; group preju-
dice against particular persons or types of people; and all sorts of miscellaneous wants,
impulses, and habits dominate his outlook.

Myrdal was not complacent: “if America wants to make the...choice [admit
Negroes to full citizenship] she cannot wait and see. She has to do something big,
and do it soon.” But he insisted, perhaps strategically, on optimism: “America is
constantly reaching for...democracy at home and abroad. The main trend in its
history is the gradual realization of the American Creed.... America can demon-
strate that justice, equality and cooperation are possible between white and colored
people” (Myrdal 1944, xlvii, 1021-2).
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Within two decades of the publication of The American Dilemma, the United
States had desegregated public accommodations and schools (in principle, at least)
as a consequence of Brown v. Board of Education, and had passed the 1964 Civil Rights
Act and 1965 Voting Rights Act. The causes ranged from the pressures of popular
political protest through concern that segregation undermined American claims in
the cold war—but at least some people responded to the idea of the American Creed.
Thus federal district judge James McMillan explained in a Senate hearing his ruling
that the schools of Charlotte-Mecklenberg, North Carolina, must be desegregated:

I grew up...accepting the segregated life which was the way of life of America for its first
300 years. ... I hoped that we would be forever saved from the folly of transporting children
from one school to another for the purpose of maintaining a racial balance of students in
each school. ... I set the case for hearing reluctantly. I heard it reluctantly, at first unbeliev-
ingly. After...I began to deal in terms of facts and information instead of in terms of
my natural-born raising, I began to realize . .. that something should be done. ... Thave had
to spend some thousands of hours studying the subject...and have been brought by
pressure of information to a different conclusion. ... Charlotte—and I suspect this is true
of most cities—is segregated by Government action. ... The issue is one of constitutional
law, not politics; and constitutional rights should not be swept away by temporary major-
ities. (quoted in Hochschild 1984, 137)

It seems warranted to accept Judge McMillan’s change of heart in the terms that he
himself used to explain it (especially given the vilification he received in some
quarters); he rejected his and his class’s material interests in favor of a more morally
resonant understanding of racial segregation, based in part on more accurate
knowledge of the true situation and in part on deep convictions about the nation’s
constitutional core. It is an eloquent statement of how new ideas can override old
interests and thus lead to novel actions.

2 ‘“‘MEN FREELY BELIEVE THAT WHICH
THEY DESIRE’: IDEAS CAN JUSTIFY
INTERESTS

The Kantian assumption just discussed, that ideas are most clearly in evidence
when they override interests to affect actions, can be relaxed. That is, ideas can
influence action by reinforcing rather than overriding interests, thereby leading a
person to act more vigorously in pursuit of what he or she wanted to do in any case.
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Here too there can be varied political or normative connotations of what is
analytically the same phenomenon. For example, one can critique the ideology of
the American dream by pointing out that it encourages winners in the lottery of life
to believe that they deserve their good fortune. The ideology holds that, given a
political structure with equal opportunity to advance and reasonably abundant
resources, a person’s success depends mainly on his or her own talents and efforts.
Virtue, in this construction, is associated with success. As a result of this ideology, it
is easy for people to come to believe that they are hard-working, talented, and
honorable if they single-mindedly pursue wealth. John D. Rockefeller’s turn-of-the-
century Sunday school address epitomizes the social Darwinist view: “The growth
of a large business is merely a survival of the fittest. ... The American Beauty rose
can be produced in the splendor and fragrance which bring cheer to its beholder
only by sacrificing the early buds which grow up around it. This is not an evil
tendency in business. It is merely the working out of a law of nature and a law of
God.”! Zora Neale Hurston put the opposite end of this philosophy most simply:
“there is something about poverty that smells like death.”

Most commentators who reject the ideology of the American dream because it too
readily justifies the ruthless pursuit of self-interest are on the political left. But the
political right has its own illustrations of how ideas shamefully affect actions by
promoting interests while disguising them as something more praiseworthy. Con-
sider affirmative action for affluent African-Americans in colleges, professional
schools, and jobs. According to supporters, even well-off blacks suffer from the
persistent degradations of racism: they are more likely to be stopped by police or
highway patrolmen; their families have less wealth to provide luxuries or a security
net; they are presumed to be less intelligent or lazier than their classmates. Therefore
affirmative action is warranted to compensate for injustices to them as individuals, to
overcome historical and contemporary injustices to their race, and to develop leaders
needed by the nation as a whole. To opponents of affirmative action, however, all of
this is an elaborate rationale for giving some people an unfair edge in intense
competitions. The black daughter of a doctor from Scarsdale is, in this view, using
Americans’ recent commitment to racial justice to advance her interests, even over
the more deserving claims to help from the white son of a coal miner in Kentucky.

I know of no way to determine whether ideas more frequently override interests
or reinforce and justify them. The two claims roughly correspond to two discip-
lines, psychology and economics, and political scientists borrow freely from both.
On the one hand, political psychologists such as David Sears and Donald Kinder
show how seldom individuals’ policy preferences accord with their self-interest in
matters such as opposition to mandatory transportation for school desegregation
(“forced busing”), government policies on jobs or taxation, or support for a war

1 Ghent 1902, 29. See Piketty (1995) for a fascinating discussion of how this ideology varies across
social classes and nations.
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(Kinder and Sears 1985, esp. 671—2; Sears and Funk 1990). Psychologically oriented
political scientists such as Stanley Feldman similarly point to the importance of
values and ideology, rather than self-interest, in structuring political attitudes and
policy preferences (Feldman 2003).

Economists, on the other hand, have built a whole discipline around the pre-
sumption that knowing a person’s material interests permits one to predict how, on
average, that person will act in every arena from marriage and racial discrimination
(Becker 1976) to preferences for political candidates (Fair 2002) or public policies.
In this view, ideas reinforce or even flow rather straightforwardly from interests,
and interests lead rather straightforwardly to actions. Some political scientists
concur, showing for example that voters do attend carefully to candidates and
policy issues linked to their interests, and that they seldom permit countervailing
values or ideas to override their interests when they vote (Hutchings 2003).

At the aggregate level, we can again see mixed evidence on the relationship
between ideas and interests in producing action. The American Democratic Party
draws somewhat more support than does the Republican Party from people with
incomes below the median, but the overlap of incomes across the two parties is even
more striking. More women than men in the United States endorse affirmative
action for women or describe women’s rights as “very important” or something
that they are “very concerned about,” but just as many women as men endorse
restrictions on the right to obtain an abortion. Nine out of ten African-Americans
vote for the Democratic Party in presidential elections, but a quarter nevertheless
describe themselves as “conservative,” compared with over a third of whites.2 In
these instances and others, we see evidence both that ideas reinforce interests—
which makes it difficult to know how and how much ideas are affecting political
action—and that ideas override interests—which makes it clearer that ideas are
affecting actions to a considerable degree.

3 ‘““ONE Does wHAT ONE Is; ONE BECOMES
WHAT ONE DOES’’: IDEAS CREATE INTERESTS

Another simplifying assumption with which I began now warrants examination.
When interests and ideas coincide I have assumed, with Julius Caesar, that the
former come first. That is, people have material or physical interests that they
reinforce or justify with ideas, the combination of which then produces actions. But

2 Survey data are from General Social Survey, various years.
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what if ideas come first? What if people have conceptions of themselves and the
world around them that lead them to conceive of their interests in a particular way?
In this view, one does what one is; a person’s actions are directed by an understand-
ing of his or her interests, which are derived from ideas or conceptions of the self in a
particular context.

The claim that ideas create interests underlies arguments ranging from explan-
ations for ethnic conflict, to social movement theory, to behavioral economics, to
postmodern linguistic analysis. Ashutosh Varshney, for example, agrees with other
scholars that leaders can mobilize ethnic groups in pursuit of the state’s (or the
resistance movement’s) interests, but he argues that ethnic identities and the
passion with which people adhere to them must come into existence before any
such instrumental manipulation is possible. Identities and passions come first, out
of—where? History, culture, religion, family, language, or some combination
thereof. Once they are in play, some individuals change their understanding of
their own interests to the point where they are prepared to die for even a losing
cause; only then is leaders’ manipulation possible. As Varshney (2003) puts it,
“some goals—national liberation, racial equality, ethnic self-respect—may be
deemed so precious that high costs, quite common in movements of resistance,
are not sufficient to deter a dogged pursuit of such objectives. The goals are often
not up for negotiation and barter; the means deployed to realize them may well be.”
In short, coming to think of oneself as a member of an oppressed group can lead a
person to redefine his or her interests from safety to resistance through a national
liberation movement, with an obvious connection to action.

Once an ethnically based struggle is under way and escalating, identities and
interests become intertwined. One group’s commitment to ethnically based mobil-
ization creates an interest on the part of another group, against which it is mobiliz-
ing, in counter-mobilization. But the crucial initial step arguably is a move from a
new idea or a renewed commitment to an old idea, to a new understanding of
interests.

Even in social movements that fall far short of armed conflict, redefining one’s
sense of self can change one’s definition of interests and subsequent appropriate
action. This is the core of the phenomenal impact of Betty Friedan’s The
Feminine Mystique and the consciousness-raising movement that followed it.
Once women came to see themselves as an oppressed group, with shared
problems caused by institutions and historical practices rather than by their
personal failure as wives and mothers, their understanding of their interests
changed. They began demanding access to ostensibly male jobs, equal pay for
equal work, new policies on divorce and child care, punishment for the new
concepts (though old practices!) of marital rape and sexual harassment, and so
on. A parallel story can be told with regard to African-Americans developing a
sense of linked fate through the course of US history (Dawson 1994), homosex-
uals redefining themselves from pervert or psychiatric patient to an oppressed
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group warranting civil rights, or people who could not hear well as they moved
from being deaf to “Deaf.”

Even something as mild as identification with a political party can produce ideas
that change one’s understanding of one’s interests and eventual political actions. By
tracking the same set of voters over time, Paul Goren has found that people choose
to identify with the Republican or Democratic Party first, and then develop a strong
commitment to limited government and traditional family values, or to equal
opportunity and moral tolerance, respectively (Goren 2004).

The new field of behavioral economics is full of demonstrations showing how
people develop ideas that move their definition of their own interests away from
what classical economics would expect. Given a particular frame of reference, they
can be easily induced to develop preferences that show how fluidly or “mistakenly”
they determine their interests (Kahneman and Tversky 2000). For example, they
choose greater certainty over greater gain. Preference reversals occur when individ-
uals are presented with two gambles, one featuring a high probability of winning a
modest sum of money (the P bet), the other featuring a low probability of winning
a large amount of money (the $ bet). The typical finding is that people often choose
the P bet but assign a larger monetary value to the $ bet. This behavior is of interest
because it violates almost all theories of preference, including expected utility
theory (Slovic and Lichtenstein 1983, 596).

Finally, the claim that ideas create interests and thereby lead to actions is the
central premise of the linguistic turn in the social sciences. From this perspective,
the whole question of whether and how ideas affect actions is fundamentally
misguided because any action—and the very concept of action—emerges from
ideas. Without language, ideas, abstractions, comparisons, interpretations, there
can be no human action, or at least none that is recognizably human. Conscious-
ness is what turns a baby’s instinctive jerks into purposeful grasping, and what
turns the adrenalin-based instinct for fight or flight into an emotion and a choice.
In short, the materialist framework associated philosophically with Karl Marx and
politically with communism and class-based political parties, belongs in the dust-
bin of history; ideas, not structures, processes, or interests are the motor of history.

As with my earlier discussions of how ideas influence actions, the claim that ideas
may lead to a new understanding of interests and therefore to new actions can have
multiple political connotations. Consider the question of whether Latinos in the
US should think of themselves and be understood as a race rather than an ethnicity.
That is the claim of Ian Haney Lopez (1997): “conceptualizing Latinos/as in racial
terms is warranted. . . . The general abandonment of racial language and its replace-
ment with substitute vocabularies, in particular that of ethnicity, will obfuscate key
aspects of Latino/a lives.” Conceiving of Latinos as a race, he argues, makes much
clearer the ways in which they have suffered and still suffer from systematic
discrimination and degradation. That clarity, in turn, can lead to political and
legal actions to attain rights and resources that will help to overcome group
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subordination. But Peter Skerry (1999, 83, 97, 118) sees the same move from
ethnicity to race as deeply harmful to Latinos. In his view, “the racial lens we
have adopted... distorts contemporary policies toward immigrants to the point
where some problems are exacerbated, others ignored.” If Hispanic immigrants see
themselves as an oppressed race rather than a struggling but hopeful new ethnic
group in American politics, they will mistakenly define their interests in terms of a
“legalistic quick fix,” such as litigation or pressure for affirmative action and
descriptive representation in legislatures. That focus will draw them away from
their really essential interests in obtaining education and jobs, developing commu-
nity-based security networks, engaging in political mobilization of local commu-
nities, and learning English. “Racialization thus makes everything about
immigration more intractable.” Skerry and Haney Lopez agree on very little
substantively, but analytically they are making the same argument: the way that
members of a group conceive of themselves will shape their understanding of their
interests and their chosen political actions.

One can take a further step by attending to the second clause in the quotation
from Musil: it is not just that “one does what one is” as I have been discussing, but
also “one becomes what one does.” That is, actions may cause ideas, which then
cause interests; a person does something, and then searches for a story to explain
what her or she is doing or has done. Thus women often join nativist or racist
groups in order to spend evenings with their husbands or friends, and only later
develop the ideologies and take the actions associated with those groups (Blee
2002). The psychologist Daryl Bem first developed this idea in academic discourse
(Bem 1968), but the core insight is as old as the recognition that children taught to
take certain actions are likely to develop the personality of the kind of person who
would do those acts.

4 MOoVING BEYOND “‘How IDEAS CAUSE
AcTIONS”’

Rather than trying to adjudicate among, or weigh the importance of, the ways in
which ideas can cause actions, I turn in conclusion to the more interesting issue of
which features of a context shape the relationship between ideas and actions. In
broadest compass, there are (at least) three: history, institutions, and leaders.

The role of history is seen most sharply when one considers how ethnic identity
can override material interests or shape one’s understanding of interests and rights.
Most ethnic groups passionate enough to be willing to fight for their autonomy (or
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for domination) reach back centuries, if not millennia to explain their stance.
Consider the Zionists’ claim to Eretz Israel, displaced Arabs’ claim to the land of
Palestine, and Serbs’ explanation for the recent war in Kosovo:

As...Christians are being martyred by their Muslim neighbors for the mere fact of being
what they are, it is time to re-visit the history of the Kosovo conflict. Western media
consumers may be forgiven for thinking that the history of that conflict starts in 1989,
when the Serbs supposedly abolished the autonomy of that hitherto happy and harmonious
multicultural province. This is not true, and a truthful account of the problem’s background
is needed for an informed debate, lest the claims of the Albanian lobbies succeed yet again in
imposing a Balkan agenda in Washington that is as offensive to decency as it is inimical to
American interests.

Serbia’s physical and spiritual heart was in Kosovo. ... Of all Kosovo battles the one that
stands out happened on Vidovdan (St. Vitus’s Day), June 28, 1389. . . . In all those years [since
then] the Serbs have celebrated the great battle, not only as a day of mourning but as an event
to be remembered and avenged. (http://news.serbianunity.net/bydate/2004/March_24/
12.html)

History, as this quotation makes abundantly clear, is not a set of neutral facts and
events that occur in succession, but is itself a set of ideas that shape the ideas that
lead to action. So invoking history does not resolve the question of how, when, and
how much ideas shape actions, but it may provide an analytic starting point for
understanding the elements of that relationship in any specific case (see Tilly, this
volume).

Political scientists increasingly and usefully interpret the general point that
“history matters” through the more precise concept of path dependency, which
links change over time to a set of political institutions and practices (see Mahoney
and Schensul, this volume). Path dependency can be defined simply as the assertion
that “preceding steps in a particular direction induce further movement in the same
direction”; from that starting point emerge an array of empirical propositions that
help us to understand how and when ideas shape actions. These include the claims
that “specific patterns of timing and sequence matter; a wide range of social
outcomes may be possible [from a given starting point or in a particular nation];
large consequences may result from relatively small or contingent events; particular
courses of action, once introduced, can be almost impossible to reverse; and,
consequently, political development is punctuated by critical moments or junctures
that shape the basic contours of social life” (Pierson 2000, 251-2).

Thus, for example, one could examine timing and sequence in the legislative
introduction of a new policy proposal in order to understand diffusion of a new
idea and the circumstances in which it affects a legislator’s behavior or the passage
of a law. Or one could examine how an idea and its associated actions become more
and more deeply embedded in an institution’s organization chart and resource
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allocation, a staff’s standard operating procedures (SOPs), or a constituent group’s
demands—thus showing how a particular course of action, once established,
becomes very difficult to reverse (Campbell 2003; Mettler and Soss 2004).

In fact, institutions and SOP’s can be thought of as the visible manifestation of
the effect of an idea on action; the US Environmental Protection Agency was
created and staffed once enough people came to see protection of the environment
as a public problem that needed and would respond to a legislative solution. But
institutions and established practices can also, conversely, be creators or constrai-
ners of ideas that shape actions. That is, we are now learning that many people who
work in the Pentagon or US Justice Department differ from those in the US
State Department in their understanding of what is legitimate in international
law or under military necessity to obtain information from prisoners of war.
Of course, there is a deep causal difficulty here; do people choose to work in
the Pentagon (State Department) because they hold a harsher (more lenient)
understanding of what is permissible in wartime, or do they develop that
view once they work in a given institution? Sorting out that causal question
would provide one form of leverage on the question of how much ideas affect
actions and vice versa.

Finally, path dependence understood as “increasing returns to an initial invest-
ment” (Pierson 2000) is not the only political dynamic through history. Change
occurs, sometimes dramatically. Some change can be explained by concepts such as
path dependence, institutional channeling, or shared interpretations of history—
but not all of it. The study of how ideas affect actions must leave a role for
innovation, creativity, inspiration, leadership.

As a discipline, political science does a poor job of understanding sudden
transformations because by definition they do not fit well-understood patterns or
established covering laws. (No other discipline does any better.) But we have at least
some analytic tools that can help to explain when new ideas change actions and
when they simply disappear into the vast deep. Concepts such as punctuated
equilibrium (Baumgartner and Jones 1993), typologies of leadership (Burns 1979),
exemplary biographies (Caro 1974; Branch 1989) or case studies (Birnbaum and
Murray 1988), studies of historical periods undergoing major cultural shifts
(Rochon 1998), and studies of grassroots mobilization (Payne 1995) can all help
us to determine when a leader with a new idea transforms established conventions
of action—or at least to understand retrospectively when and how such a break
occurred in the past.

A final aphorism: as Victor Hugo tells us, “an invasion of armies can be resisted,
but not an idea whose time has come.” It is as easy to show that ideas affect actions
as it is difficult to specify anything more precise about how, how much, when, and
with what political consequences. In that further specification lies work for many
political scientists to come.
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CHAPTER 16

MISTAKEN IDEAS AND
THEIR EFFECTS

LEE CLARKE

TRADITIONAL categories of social analysis presume cognitive and institutional
stability. Even scholarship on mental illness and revolutions—domains of thought
obviously concerned with disjuncture—are premised on some conception of,
respectively, consistent thought processes and established political order. The
problem with such an orientation is that it relegates mistake, deception, accident,
and disaster (and the like) to a special realm, as if they were anomalous and strange.
But they are not. They are, rather, normal and prosaic. Here I concentrate on a
special class of mistake, called misleading ideas.

Charles Perrow (1999) broke new ground in the study of organizational and
technological failures, and how those failures can lead to disaster. The heart of
Perrow’s analysis is a cross-classification of organizational structure (varying from
linear to complex) and technological coupling (varying from tight to loose).
Perrow’s analysis is undergirded by a pessimism that human-made systems could
be error free. He goes much further than the aphorism that because humans are
imperfect their systems will necessarily be so, for his analysis points to the kinds of
systems whose failure will most likely be catastrophic. Most important for present
purposes is that Perrow also analyzes the misleading statements by those who

*For help thanks to James Jasper, Lynee Moulton, Charles Perrow, Patricia Roos, Scott Sagan,
and Diane Vaughan.
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occupy powerful positions. He unmasks their claims that with sufficient vigilance
and resources dangerous systems can be safe.

Lee Clarke (1999) conceptualizes symbolic plans, or fantasy documents, as plans
that are radically disconnected from experience or meaningful expertise. Because of
such disconnects fantasy documents are little more than official promises or
statements about what officials would like to be able to do rather than actual
blueprints for action (which is what operational plans are). Fantasy documents
mislead because they are used to over-promise what officials and organizations can
deliver.

Diane Vaughan (1996) analyzed the organizational and cultural forces leading to
the fateful choice to launch the space shuttle Challenger. Production pressures pushed
managers to overrule engineers, leading them to neglect copious evidence of
impending catastrophe. Additionally, over time NASA personnel convinced them-
selves that failing system components were not risky. The chief organizational
mechanism that facilitated NASA’s failure stemmed from the need to reduce
uncertainty, a need present in all large organizations. Two specific procedures were
operative: relying on a quantification bias (ifarisk couldn’t be easily counted it did not
exist) and routine (the shuttle had not crashed before so why would it crash now?).

Lynn Eden (2004) argues that, at least until the 1990s, military planners and
strategists systematically turned away from the problem of nuclear-induced fire.
There was solid evidence that fire in urban areas would cause more deaths and
property damage than nuclear explosions themselves. But planners mistakenly
neglected fire because routines of the organizations responsible for planning set
the terms of legitimacy for the kind of information that would be considered
relevant. Blast was foregrounded; fire was backgrounded. The effects of that self-
deception were significant, because seriously factoring in fire would have changed
targeting tactics and strategies, would have lent more ammunition to those arguing
that “nuclear winter” made war-fighting ideas insane, and would have given more
credibility to arms-control advocates.

From such research, and for theoretical reasons, too, Clarke and Perrow (1996)
and Clarke (2005) argue that instabilities, failures, even disasters should be seen as
normal, as much a part of everyday life as their opposites. If we jettison the notion
that disaster, mistake, and failure are special we can use data about them to
understand the wielding of political power, the durability of social networks, or
the formation of subcultures. Besides, mistakes, deceptions, lies, and the like are
common so treating them as abnormal makes no empirical sense.

People, and the systems they build, make different kinds of mistakes. One way of
recognizing a mistake is to look at the degree of consonance between action and
proclamation. When the claims do not match action, we are in the realm of mistaken
or misleading ideas. To mislead is to guide in a wrong direction. The guidance can be
deliberate or inadvertent. An example of the former: Nearly 400 black men were told
for forty years by prestigious US government officials, physicians, and nurses that
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their syphilis was untreatable (Jones 1993). The men were misled about their condi-
tions even after the advent of penicillin and knowledge of how syphilis ran its course.
An example of inadvertently misleading: Before the 1989 Exxon oil spill in Alaska,
major oil companies claimed they could clean up most of the pollution, but in fact
that was technically impossible (Clarke 1993). In each of those cases—we could easily
generate many more—there was a mismatch between proclamation and action. As a
result, the African-American men were misled about their health and their health
care, and anyone listening to the oil companies, most importantly Alaskans and
regulators, were misled about the safety of the oil transport system in Alaska.

For our purposes here, guiding in the “wrong” direction means moving away
from accurately representing the organizing principles of the nuclear war fighting
system. There were meaningful contrasts between official representations regarding
nuclear war diplomacy in the US, on one hand, and the content of nuclear war
fighting plans, on the other. Over time, official talk about how a nuclear war would
be conducted diverged sharply from what war planners intended to do in the event
of such a war. The talk was, indeed, quite misleading.

I begin with an overview of the history of US nuclear war planning and
diplomacy, followed by one of official nuclear talk, then of nuclear war planning.
I end with a discussion of the case and draw some conclusions about misleading
ideas and deception.

1 PLANNING AND DiPLOoMACY: AN
OVERVIEW

The histories of nuclear war planning and nuclear diplomacy are initially easy to
characterize. In the beginning there was convergence between the way political
leaders talked about nuclear war fighting and how generals and planners actually
planned to fight nuclear wars. Over time, the talk and the plan were increasingly
divergent. The politicians directed their talk toward other, foreign politicians and
domestic constituencies and the military war fighters directed their plans toward
the enemy’s (chiefly the Soviet Union’s) military forces.

Viewed as a system, the actions of the American nuclear war complex were
contradicted by its claims. Simply, action continually pushed in the direction of a
first-strike capability while official claims were otherwise. While official rhetoric
revolved around the complexities of diplomacy, prevention of nuclear war, and
sometimes “limited,” fightable nuclear wars, actual war planning was oriented
toward launching a first strike. Official rhetoric was more malleable, responding,
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as all rhetoric does, to different audiences in myriad ways. Operations, on the other
hand, entailed a more consistent logic that emphasized a first strike. Official talk
and operational behavior had in common that both were organized by the master
concept of “deterrence.” But the conception of deterrence and how to maintain it
held by officials, was not congruent with the conception held by the war planners.
Official representations became misleading, over time, leading to the mistaken idea
that nuclear strategy was equivalent to conventional strategy.

2 OFFICIAL NUCLEAR TALK: THE
RHETORIC OF DETERRENCE

»

“Never since the Treaty of Westphalia in 1648, said Kenneth Waltz in his 1990
‘... have great
powers enjoyed a longer period of peace than we have known since the Second
World War. One can scarcely believe that the presence of nuclear weapons does not
greatly help to explain this happy condition” (1990, 744). But, what have been the
ideas and policies that have created this happy condition? The official reason for the
long peace revolves around stable deterrence. The idea behind deterrence is that
one must be sufficiently strong that a potential attacker is too afraid to attack.
Maintaining a strong deterrent is omnipresent in the history of official rhetoric
about nuclear weapons.

A terminological clarification: Experts distinguish between nuclear declaratory
policy and nuclear doctrine. Declaratory policy refers to publicly declared words and
public documents. Nuclear doctrine refers to what planning elites say, privately, to
each other about what they will do in a nuclear war. There is a third category,
operational behavior, which is what nuclear forces actually do. Declaratory policy is
highly public, doctrine is somewhat public, and operations are secret.

There have been variations. The idea of nuclear deterrence was meaningless in

presidential address to the American Political Science Association, ¢

the immediate moments after the Second World War; nor was there any nuclear
doctrine to speak of, for two reasons. One is that at first President Truman did not
have effective control over the stockpile. General Kenneth D. Nichols, a close
military adviser to President Truman, says that “on June 30, 1948, there were fifty
weapons in the stockpile” and that Truman showed no interest in them (Ball 1981, 1;
Newhouse 1989, 68). Even top military people charged with planning for war—the
Joint Staff Planners—and those charged with assessing broad strategic questions
for the Joint Chiefs—the Joint Strategic Survey Committee—“were not cleared for
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nuclear information until the winter of 1947” (Rosenberg 1982, 28). The second
reason is that there had not yet developed any conception of how nuclear weapons
might be used, or more to the point, how the threat could be used.

But in June 1948, the Soviet Union blockaded Berlin, forcing clarification of both
nuclear doctrine and declaratory policy. Truman responded to the Soviet provoca-
tion by sending two bomber groups to England, clearly implying that they were
loaded with nuclear weapons. Truman’s response was a hoax, since the aircraft
weren't even fitted with the technology to carry atomic weaponry (Rosenberg
1982). But the crisis was important because it threw into bold relief that the United
States did not have an official nuclear war policy (Sagan 1989). Political and military
elites were prompted to devote more attention to the problem. In 1949 the Soviets
detonated a nuclear weapon and there was a Communist takeover in China. One
result of these tumultuous times was NSC-68, which was a review of extant military
capabilities, external threats, and policies regarding nuclear weapons. Written chiefly
by Paul Nitze, NSC-68 recommended a massive military build-up, one that concen-
trated more on air-delivered nuclear weapons than on ground forces (Eden 1984).

The early 1950s saw the first developed declaratory policy. Eisenhower was the
first truly nuclear president, meaning that he had a considerable arsenal at his
disposal and that he had to deal with an enemy who also had at least the threat of a
nuclear arsenal. It was a time of high international tension, McCarthyism, the
“Communist threat,” and Sputnik, a time that led Eisenhower to wonder, in a
memorandum to Secretary of State John Foster Dulles, in September 1953, whether
circumstances of mutual, nuclear inspired deterrence might force the US “to
consider whether or not our duty to future generations did not require us to initiate
war at the most propitious moment we could designate” (Rosenberg 1983, 33).

The idea (and doctrine) of massive retaliation arose during these years, and
policy-makers recognized the strong incentive inherent in a system of nuclear
deterrence to strike first. The incentive to strike first emanates from the simple
fact that unfired nuclear missiles are vulnerable targets. If deterrence fails—or even
looks as though it might fail—the operative logic becomes, use them or lose them.
By 1954 “massive retaliation” was a publicly proffered policy. The concept had been
detailed in an October 1953 national security policy paper, and in Dulles’ famous
speech of January 1954.

Massive retaliation threatened not only the Soviet Union, but also China and
their satellites (Kennedy 1985). If the Soviets, or anyone else, were to strike the
United States or Europe with nuclear weapons then the US response would be
immediate and overwhelming. And that response would not be proportional to the
provocation. Thus the official threat became total annihilation in response to any
nuclear attack. Massive retaliation, as a repertoire of official, public talk was
directed at both domestic and foreign audiences. Massive retaliation was also a
way to instill sufficient fear in Americans that they would ratify massive spending
on nuclear weapons (Oakes 1994; Grossman 2001). It was also a worldwide claim
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that the United States had the technical expertise and the military will to kill large
numbers of people (Fischoff 1991).

The 1960s were the years of Robert McNamara who created important new ways
of talking about deterrence and declaratory policy. He also had an influence in
rationalizing actual war plans. McNamara came from the top corporate position at
Ford Motor Company, bringing a respect for rational planning that we would
expect of a corporate executive.

McNamara shifted declaratory policy about the utility of nuclear weapons and
about US policy toward the Soviet Union. Although Eisenhower had sometimes
spoken of nuclear weapons as if they were simply another arrow in the military’s
quiver—rather than weapons with unique properties—it was sporadic talk un-
accompanied by a systematic incorporation of that assumption into official policy.
One of McNamara’s innovations was to introduce into public discourse talk about
nuclear war-fighting and limited nuclear war. In June 1962 he declared that the
principal goal of US strategy in a nuclear war “should be the destruction of the
enemy’s military forces, not his civilian population” (Barnet 1981, 26). This was
called the “no cities” doctrine and it meant that nuclear targeting could be selective,
much as one would try to avoid hospitals and orphanages in conventional attacks.

McNamara’s declaratory policy was controversial. Some hailed it as humanitar-
ian because it seemed merciful to disavow the need to incinerate millions of people.
Others hailed it because it officially recognized a nagging problem with officially
sanctioning massive retaliation: making cities the core of deterrence is irrational
and at some point unbelievable. What would happen if the Soviets, for whatever
reason, destroyed Manhattan with a nuclear warhead? If US policy were such that it
required retaliation against Soviet cities, an attack on US cities would surely follow
that retaliation. Since no decision-maker would follow a course of action that
would be certain to result in such destruction, massive retaliation for any threat
was not credible. Or so went the criticism of “massive retaliation.”

But others criticized McNamara’s “no cities” doctrine as a radical and dangerous
departure from US policy, and this is the usual primary reason cited for McNamara
soon demurring from it (the other is that it gave the Air Force a justification for a
major increase in expenditures).! The form of his demurral was to develop an
apparently new, apparently more complex policy. As he put it in an interview with
Robert Scheer (1982, 216), “we moved from Dulles’s strategy of massive retaliation
to what was called ‘flexible response.” Flexible response allowed the no cities
doctrine to be maintained by surrounding it with an apparently more complex

1 There is something to the Air Force point. McNamara was concerned with more than the Air
Force’s expanding expenditures. McNamara read to Robert Scheer (1982, 216): “This is a highly
classified memorandum from me to President Kennedy, dated November 21, 1962. In the memoran-
dum I state, ‘It has become clear to me the Air Force proposals are based on the objective of achieving a
first-strike capability. In the words of an Air Force report to me, “The Air Force has rather supported

5 %

the development of forces which provide the United States a first-strike capability”
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vocabulary. Much more important is that it challenged extant conceptions of
deterrence by constructing an image of American policy that was at some variance
with the one then prevailing. The theory of deterrence behind “massive retaliation”
was blunt and rude—if they worry us we’ll hit them hard. The theory of deterrence
behind “flexible response,” however, sought to convince audiences that the US was
a more complex entity, whose motivations and responses would be more uncertain
than was the case in the past.

In all this, stability in the nuclear stand-off was what the more cautious minds
were trying to preserve. If you are playing a first strike game, then it is in your
opponent’s interest to strike first. But if your first-best option is not to strike at all,
and you have a second-strike capability (e.g. invincible submarines), it is in your
interest to wait for your opponent to strike first, before striking back. In other
words, developing a first-strike capability makes your peace-loving opponents into
first-strike opponents, and relying on a second-strike capability makes them
into peace-lovers, just likeyou. If both sides rely on second-strike capabilities,
each can afford to wait to be attacked. Each waiting, neither will be, resulting in
stable peace. Innovations that threatened nuclear stability—“no cities,” “flexible
response,” or, later, multiple warheads on a single missile—were held to measure
against the logic of the nuclear game.2

Life after McNamara was more of the same—restatements or refinements of
“flexible response.” There were no more quantum changes in either declaratory
nuclear policy or guidance until the fall of the Soviet Union. James Schlesinger,
Nixon’s Defense Secretary, announced “a new targeting doctrine that emphasizes
selectivity and flexibility” (Barnet 1981, 26). Carter’s Secretary of Defense Harold
Brown similarly spoke of “countervailing” targeting, which meant specifically
targeting Soviet military leadership and command capabilities. Reagan officials
drew fire for talking about waging and winning nuclear wars but neither their talk
nor their doctrine differed from that which preceded them (the tone, though, was
decidedly more aggressive).

Declaratory policy is more public than nuclear doctrine, but the latter is suffi-
ciently public to perform rhetorical functions. Doctrine is more detailed than
declaratory policy on targeting, command and control, and specific options (see
e.g. Sagan 1989). Those details would probably make most sense to other high-level
policy-makers and military planners with responsibility for thinking about such
issues. We might say that doctrine is rhetoric directed toward experts and elites—
most probably, foreign audiences—while declaratory policy was directed toward
general publics—which were most likely domestic audiences. This is not to say that
policy and doctrine are or were only talk, or to trivialize them. It is, rather, simply
to recognize that they are forms of interaction, since they are necessary and make
sense only if one assumes that another actor is listening to the utterances.

2 See Ball et al. 1987; Freedman 2003; Kaplan 1991; Sagan 1989.
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Both nuclear declaratory policy and nuclear doctrine evolved in more “flexible”
ways. They represented a diminution in the absolute promise of ultimate annihila-
tion that would be required in response to even a threat of atomic attack. They
represented, too, the idea that nuclear wars might be fought as conventional wars
had been fought, with both or multiple sides waxing and waning in their efforts and
successes. Flexibility employed rational-sounding rhetoric to argue that nuclear
war could be limited.

As flexibility replaced annihilation, nuclear diplomacy and nuclear war fighting
sounded somewhat less threatening. This, surely, was a mistaken idea. Simply the
idea of having alternatives to a tremendous spasm of atomic explosions would
suggest less violence, and greater sense. But such rhetorical refinements obscured
the incentive to prepare to launch a first, overwhelming strike. That incentive receded
from public and semi-public discussion, but it never receded from war planning.

3 NUCLEAR WAR PLANNING

“Those who play pivotal roles in nuclear affairs,” bellowed C. Wright Mills (1958) in
The Causes of World War III, “have no image of what ‘victory’ might mean, and no
idea of any road to victory.” Mills seems to have had in mind top-level politicians,
drifting toward war by the mere act of preparing for it, and about them perhaps he
was right. But he was wrong about the nuclear war planners. Since the bombings of
Japan, there has been a shifting network of organizations and experts operating on
a definite vision of victory after nuclear war. In its simplest terms the vision consists
of the ideas that: (1) nuclear war does not necessarily entail total devastation
because (2) the damage can be limited through (3) civil defense measures and
sufficient military strength. The United States could win by hitting the enemy hard
enough, soon enough, while protecting (some of) its people. I neglect civil defense
and concentrate on the issue of “sufficient military strength.”

3.1 The Strategic Air Command

Estimates of the nuclear firepower needed to destroy the Soviet Union immediately
after the Second World War “postulated the use of anywhere from 20 to 200 bombs”
(Rosenberg 1982, 28). By 1948 a war plan was developed that called for “attacks
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on 70 Soviet cites with 133 atomic bombs” (Rosenberg 1982, 16). Cities were the
main targets, largely because warheads couldn’t be delivered accurately (airplanes
were the delivery vehicles). Planners had to aim for the broadest side of the barn.

The creation of the Strategic Air Command (SAC), and the appointment of
General Curtis LeMay as its first commander, were important events in nuclear
war planning. LeMay began commanding SAC in October of 1948 with the
mandate of ensuring that “the Strategic Air Command was capable of delivering
the atomic stockpile on the Soviet Union ‘in one fell swoop telescoping mass and
time’” (Rosenberg 1982, 29). This was a difficult goal to attain, however, because of
insufficient targeting information (and the problem of inaccurate delivery
systems). The information deficit was so severe that the CIA had to depend on
Nazis and Second World War maps for targeting purposes. In any case, LeMay’s
imprint on SAC and war planning was substantial. He had witnessed some of the
Bikini tests, in the Marshall islands, and realized that with sufficient nuclear
weapons and “in conjunction with other mass destruction weapons it is possible
to depopulate vast areas of the earth’s surface, leaving only vestigial remnants of
man’s material works” (Rosenberg 1979, 67).

SAC’s plan, under LeMay, was straightforwardly preemptive. Asked what he
would do if it looked as though the Soviets were gearing up for attack LeMay
said, “If I come to that conclusion, I'm going to knock the shit out of them before
they get off the ground” (in Newhouse 1989, 280).

During the 1950s targeting goals were “contained in a jointly prepared and
annually updated short-range war plan known as the Joint Strategic Capabilities
Plans” (Rosenberg 1981/2, 8). But it fell to the Commander of SAC to make detailed
plans. SAC’s annual plan was known as the “SAC Emergency War Plan (EWP)
which was submitted to the JCS for review and approval” (Rosenberg 1981/2). In
other words the JCS set guidance but the nuts and bolts of nuclear war planning—
the targeting and the assumptions that underlay that targeting—were set by SAC.

LeMay created an organization that enjoyed considerable autonomy. Beginning
in 1951 LeMay did not even submit his annually updated Basic War Plans as
required for JCS review (Rosenberg 1983, 37). Striving for efficiency and a min-
imum of US casualties, the basic SAC plan was to unleash a mass of death in a
single, preventive blow. Or, in the words of a Navy captain who worked on the plan,
to leave the Soviet Union “a smoking, radiating ruin at the end of two hours”
(Rosenberg 1981/2, 11).

3.2 Technological Changes and Deterrence

The rise of SAC, the development of concepts of mass destruction, and advances in
technology urged the rise, development, and advance of actual planning. Beginning
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in the late 1950s, three documents are key to understanding America’s nuclear
warplans—the Nuclear Weapons Employment Policy (NUWEP), Single Integrated
Operational Plan (SIOP), and National Strategic Target List (NSTL) (Rosenberg
1981/1982).

In January of 1950 President Truman ordered the Atomic Energy Commission to
develop the hydrogen bomb (the first H-bomb exploded two years later). In 1955
the US launched its first nuclear submarine and two years later saw the advent of
intercontinental ballistic missiles. These events were turning points in the technical
capacity to wage nuclear war because submarines could be hidden indefinitely and
ICBMs could be launched from across the world, obviating reliance on airplanes to
deliver warheads.

These technical advances brought considerable organizational growth, and new
ideas about how nuclear weapons might be used. As early as 1950, planners
concluded that “the time is approaching when both the United States and the
Soviets will possess capabilities for inflicting devastating atomic attacks on each
other. Were war to break out when this period is reached, a tremendous military
advantage would be gained by the power that struck first and succeeded in carrying
through an effective first strike” (Sagan 1989, 19).

The threat was clarified in 1957, with the Soviet Sputnik success. The first Sputnik
flight, in October 1957, put a basketball-sized satellite into orbit. In November
Sputnik II put a dog and a heavier payload into space. While newspapers and
pundits saw Sputnik as an indictment of American education and technology,
those who knew nuclear weapons saw something quite different. Rather than
shoot a dog into space and drop it back on Soviet territory, it was now clearly
possible to shoot a nuclear bomb into space and drop it on American territory.
These technological developments would make it imperative that war fighters be
able to destroy Soviet missiles before they were fired.

War planning exercises had confirmed that even a doubling of the target list
couldn’t “prevent the Soviets launching a strike unless we hit first” (Rosenberg 1981/
2, 12). As long as nuclear weapons were the basis of deterrence there would always
be a strong incentive to strike first, and quickly. It was not only advances in weapons
delivery that fed the nuclear warms race. Simply knowing more about the targets
would require more warheads. U-2 overflights of the USSR began in 1956 and by
1959 had identified more than 20,000 targets. David Alan Rosenberg (1981/2, 16), a
key military historian, reports that:

To deal with such a huge target complex, SAC, following patterns established in the mid-
1950s, continued to plan for a massive combined assault with large-yield thermonuclear
weapons on Soviet nuclear capabilities, military forces, and urban-industrial targets. This
combination, which became known as the “optimum mix” by 1959, formed the basis for the
first SIOP in December 1960.
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3.3 1960s: The Single Integrated Operational Plan (SIOP)

Eisenhower presided over a serious organizational battle between the Navy and the
Air Force. SAC, part of the Air Force, had controlled nuclear weapons but
the nuclear Navy was coming into its own as at least an equal. Indeed in principle,
the Navy would have a strategic edge, and therefore be more politically important
relative to other services, because submarines—especially submarines powered by
nuclear energy—could be made virtually invincible. Eisenhower stepped into the
struggle between Navy and Air Force and ordered coordination of the forces. One
product of that intervention was the first Single Integrated Operational Plan. As
Rosenberg (1983, 7) describes it:

The SIOP aimed for an assurance of delivery factor of 97 percent for the first 200 DGZs
[a designated or desired ground zero], and 93 percent for the next 400, well above the goals
established by the [National Strategic Targeting and Attack Policy]. To achieve such levels,
multiple strikes with high yield weapons were laid on against many individual targets.

Rosenberg (1983, 7) also notes that the SIOP was not much driven by political
objectives. “Instead the SIOP was a capabilities plan, aimed at utilizing all available
forces to achieve maximum destruction. As a result, although it eliminated dupli-
cation in targeting, it did not reduce the size of the target list. The plan made no
distinction among different target systems, but called for simultaneous attacks on
nuclear delivery forces, governmental control centers, and the urban-industrial
base.” Note how the usual view—that civilian policy drives military strategy—was
mistaken.

In August 1960 Secretary of Defense Thomas Gates created the Joint Strategic
Target Planning Staff, which was responsible for coordinating nuclear war plans
(Sagan 1987). The resulting SIOP used the National Strategic Target List. “The
National Strategic Target List,” says Sagan (1987, 45), “was developed from a list of
more the 80,000 potential targets [this includes China and Eastern Europe] in the
Bombing Encyclopedia. This list was analyzed, screened, and finally reduced to
3,729 installations which were determined to be essential for attack” (1987, 44). But
the first SIOP, at least, was quite narrow, concentrating only on the initial attack.
“Therefore, the foremost object in integrating these forces was to attain the highest
probability of success with this initial attack.”

The SIOP was designed so the United States would prevail in a nuclear war. Like
all plans, it arose to solve a problem, chiefly the problem of the lack of coordination
among the armed forces who commanded nuclear weapons. But the very large
number of nuclear targets, which would continue to grow, was the result neither of
policy nor of the plan itself. Rather, that growth would be required by growth in the
number of the enemy’s targets and in American ability to detect those targets. In
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that way, the plan to strike first was propelled by the technology of nuclear war
fighting.

The advent of McNamara, as noted, was significant not only for declaratory
policy but also for the SIOP itself. “When McNamara was briefed on SIOP-62 on
February 4, 1961,” reports Rosenberg, “he was disturbed by the rigidity of the plan,
the “fantastic’ fallout and destruction it would produce, and the absence of a clear
strategic rationale for the counterforce/urban-industrial target mix” (Rosenberg
1983, 6—7). The next month McNamara began reformulating national security
policy, especially his “no cities” options.?

3.4 1970s and Beyond

From the 1970s to the fall of the Soviet Union there were a few important technical
or political developments concerning nuclear war planning, but none that would
fundamentally change the logic or organization of preparing to fight a nuclear war.

In 1970 Richard Nixon asked Congress whether “a President, in the event of a
nuclear attack, [should] be left with the single option of ordering the mass destruc-
tion of enemy civilians in the face of the certainty that it would be followed by the
mass slaughter of Americans?” (in Pringle and Arkin 1983, 177). In February of 1971
Nixon gave a foreign policy speech in which he declared “I must not be—and my
successors must not be—limited to the indiscriminate mass destruction of enemy
civilians as the sole possible response to challenges” (Sloss and Milot 1984, 21). This
speech led to a series of studies of targeting practice conducted under Dr. John
Foster (then Director of Defense Research and Engineering, and later a member of
CIA Director George H. W. Bush’s infamous Team B). These studies resulted in the
production of NSDM 242 (National Security Decision Memorandum) which was
signed by Nixon in January 1974 (Ball 1981). A key part of NSDM 242 renewed
attention to targeting a wider range of Soviet military forces (Ball 1981, 2). This
emphasis became possible because of a technology that was developed in the late
1960s: the Multiple Independently Targetable Reentry Vehicle, the MIRV. MIRVs
permitted more than one warhead on a single rocket, and those warheads were, as

3 There was an alternative to all this, but it never gained much military attention. “The creation of
the SIOP,” writes Rosenberg, “which elevated operational planning to the level of national policy,
represented the victory of short term concerns over long term planning. In particular, it effectively
killed a major effort within the JCS to redirect U.S. nuclear strategy away from capabilities planning:
the Alternative Undertaking. The alternative retaliatory target lists being prepared for the JCS were
supposed to require only a fraction of the striking force, and to focus on achieving only the minimum
damage necessary to accomplish specific military objectives. Army and Navy sponsors of the project
had made no secret of the fact that they hoped those alternative lists might eventually supplant the
proposed massive SAC offensive. The lists were not yet completed, however, when the SIOP made
them moot” (1983, 70).
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the name suggests, capable of independent targeting. It was an ingenious technology
because it allowed a fairly easy increase in the power of the nuclear threat.

The advent of MIRV's changed the arms race because their deployment meant that
the Soviets would have to increase dramatically the number of their own warheads,
simply to counter the new US threat. By 1974 the US had about 25,000 targets for
nuclear attack (Ball 1981, 6); the USSR likely had a similar number of targets.

In July 1980, President Carter signed Presidential Directive 59 which changed
some aspects of nuclear war-fighting planning.* PD 59 ratcheted up the number of
targets to 40,000. This increase happened because weapons delivery systems were
increasingly accurate. PD 59 emphasized greater targeting of Soviet command and
control than was previously the case, indeed making a point of “digging out™—
using nuclear weapons to vaporize huge craters in the earth—not only hardened
ICBM silos but also leadership relocation centers (Richelson 1983). As well, PD 59
was designed:

To convince the Soviets that no use of nuclear weapons, “on any scale of attack and at any stage
of conflict, could lead to victory,” the countervailing strategy mandated increased flexibility
in war planning, including “the controlled use of nuclear weapons” in hopes of restraining
escalation, as well as increased capacity to attack Soviet strategic nuclear and other military
forces, national leadership, and command and control targets. (Ball 1981, 3—4)

PD 59 was also important for another, more mundane reason: by emphasizing
command and control targeting it justified the purchase of a super-accurate,
hidden missile system, the MX missile.

The Reagan administration’s contribution to the nuclear weapons and war-
fighting complex was chiefly rhetorical. It introduced the MX missile, but that
was Carter’s program. The Strategic Defense Initiative channeled money to various
parts of the military complex but its fantastic nature meant that it had few
implications for actual nuclear war planning.

4 LESSONs

We could tell the story of nuclear war planning and nuclear war diplomacy as a
fairly logical progression of abilities: studies were conducted, new information

4 Desmond Ball (1981, 6) points out that in 1977 Carter issued PD 18, which was basically a
reaffirmation of NSDM 242, but put it on the shelf for fifteen months “until it was retrieved just prior
to the Democratic Convention, revised and up-dated, and formally signed by the president on 25 July
as PD-59.”
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about targets was discovered, new guidance was issued, new plans of attack were
constructed. In this story, civilian political leaders set policies and the military
developed the technology to carry them out. Such a story would be misleading, so it
would be a mistake to believe it (Gamson and Modigliani 1989).

Nuclear war planning and nuclear war talking were poorly coordinated (see
Smit, this volume). There was no overarching coordination of the two systems,
which allowed each to be driven by different dynamics, with different audiences for
their actions and different environmental constraints. The world of nuclear war talk
was more flexible, with multiple domestic and foreign audiences for diplomatic
speech. The world of nuclear war planning was more closed, and more driven, or
constrained, by weapons technology.

Technological advances permitted a much higher degree of accuracy in warhead
delivery. With advances in digital circuitry and electronic systems, it became possible
to deliver two warheads to within 100 yards of a target. These technical advances had
uneven effects on nuclear war talk and nuclear war planning. On talk they would
permit the rhetorically defensible position that nuclear war might be fought in a
conventional mode. For instance, high-precision delivery systems meant that city-
killer “block buster” weapons would be unnecessary. There would be no need,
logically, to annihilate most or all of a civilian population when industry, command
and control posts, and most other important weapons could be more carefully
targeted. Lower yield weapons, too, could be used for destroying targets, which
could also limit collateral damage. Public talk about nuclear war fighting could
thus more closely resemble talk about conventional wars.

The technical advances in nuclear warheads, warhead delivery systems, and
surveillance—matched in the Soviet Union—meant that what politicians could
now logically say in public was quite at odds with the effects that more advanced
technology would have on actual war planning. That the enemy would have faster,
more accurate weapons would greatly increase the pressure massively to release the
arsenal, should imminent attack be perceived. The idea of “overkill” changed
meaning. Where once it meant that one side in a struggle could kill every person
several times over, in nuclear modernity it would mean one had the ability to kill
the other’s missiles many times over.

Like all weapons, nuclear warheads are useless if destroyed. But nuclear missiles
are singular because of how they compress time. They must be delivered quickly or
they will be destroyed. And their extraordinary destructive power greatly increases
the incentive to prevent an enemy from attacking. Carter et al. point out that
“what a Napoleon or Hitler could not accomplish in many months could now, in
principle be done by one blow in less than an hour” (1987, 9). Since missiles can
travel about 9,000 miles per hour, all targets become highly vulnerable (Carter et al.
1987, 18). This dependence on fast delivery makes it imperative that missiles be used
or be lost. If a country is going to have nuclear weapons on the ground, then when
those with responsibility for fighting a war develop a sense of imminent attack the
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warheads must launch immediately. Conventional war-fighting technologies such
as tanks, planes, or even armies are more amenable to decentralization than nuclear
weapons. Nuclear weapons thus create a very strong incentive to plan to strike first
and to strike massively. To do otherwise is to run a very high risk of destruction.

Organizations scholar Chris Demchak argues that “technologically-induced
organizational changes will tend to establish a field of choices and condition the
way military options are selected by insiders and viewed by outsiders” (Demchak
1995, 4). This logic applies to nuclear weapons. While the technologies are products
of human effort they become such overwhelming social facts that they become
strong constraints on future action.

Most writings on nuclear diplomacy and nuclear war planning neglect the low
degree of coordination in their respective organizational systems, emphasizing
instead the one concept that unifies them: deterrence.> Doing so creates the
impression that there has indeed been a single system. In this telling, high-level
politicians set military and diplomatic goals, which in turn propose weapons
systems that would meet those goals. All actions are driven by the same conception
of deterrence.

But deterrence is a complicated concept, and has served more purposes than a
simple view acknowledges. Long ago, Robert Jervis (1976; 1984) brought attention
to the problem of misperception in nuclear diplomacy. In particular, the standard
view neglects the symbolic functions that deterrence has sometimes served. Rather
than driving talk and choices about nuclear weapons (and defense), the idea of
deterrence has been used to justify decisions and actions already made. Ideas about
deterrence have legitimated courses of action that were driven by nuclear war-
fighting capabilities and technical systems acquisition. The larger point is that
deterrence rhetoric was mainly in the public realm. It was directed especially at
the Soviet Union, of course, but also toward the American public in an effort to
legitimate whatever was the current policy, to secure funds for weapons procure-
ment, or simply for electoral purposes. For example, talk in the Reagan adminis-
tration, especially in the early 1980s, of a “window of vulnerability” (a term revived
from the 1950s) tried to convince people, through the media, that America was
open to a Soviet preemptive strike.

Deterrence rhetoric was used misleadingly to try to convince audiences that
America’s war planning was animated by rational, intellectual considerations. That
rhetoric was aimed at misleading domestic and foreign audiences into believing
that civilian politicians both were in control of nuclear weapons and understood
the technologies they had at their disposal.

It is worth pausing here to point out several major mistakes in the history I've
discussed: the neglect by strategists and policy-makers of nuclear winter and

5 See Powers 1982; 1984; Sagan 1989; Sagan and Waltz 1995.
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nuclear-generated fire, and the logical problem of maintaining control of the
arsenal in hostilities. If either factor were given serious consideration a good bit
of nuclear discourse would have looked irrational. The idea of nuclear winter is that
even a small handful of large detonations would throw enough debris into the
upper atmosphere that the sun would be blotted out for a period of time sufficient
to threaten the survival of hundreds of millions of people, and perhaps all of
civilization (Powers 1984; Grinspoon 1986). Thus even a first strike launch that
drew no response would be suicidal. Such a realization suggests that the rational
course of action would be to disarm, or at least draw back to a second-strike force.
For if the models that project nuclear winter are valid, then self-deterrence is as
important as other-deterrence. But under that condition, the whole project looks
like one giant mistake.

The problem of nuclear-generated fire is crucial. As noted, Eden (2004) has
shown that military planners systematically ignored fire damage in their estimates
of nuclear-generated damage. The organizational production of military blindness
said that the only damage that mattered was the damage from blasts. One result of
this deeply mistaken idea was that the military requested numbers of weapons at
least twice as large as necessary for the amount of destruction they wanted to
achieve. Had the knowledge of fire been folded into war plans, the number of
necessary warheads would drop, damage estimates would increase, projections of
nuclear winter would have been bolstered, and the representation that nuclear war
could be controlled would be revealed as a mistake.

One effect of the mismatch between nuclear war planning and nuclear war talk
was that the latter was importantly obscured from public view. Had the built-in,
all-or-nothing assumptions of planning been more in the public realm, those
who tried to persuade us that nuclear wars could be fought like any other could
have been challenged more effectively. The notion of a nuclear war that was less-
than-Armageddon was long sought after by nuclear planners and policy-makers. It
was a notion that was, even in the literal sense of the word, chimerical. The very
idea of fighting and winning a nuclear war was misleading.

Planners and policy-makers also failed to make integral to their enterprise the
paradox of how to maintain control of a nuclear arsenal when their command,
control, communications, and intelligence—3CI—infrastructure would be the first
targets of massive attack. It is in the interests of the attacker to destroy the enemy’s
3CI, effectively disabling a controlled (because communications and coordination
would be gone) second strike capability. This means that the nuclear war would be
on auto-pilot as soon as the first weapons were launched. If that were true then a
nuclear war could not be controlled, rendering any notions of flexible response, and
the like, dangerously mistaken.

Mismatches between proclamation and capability are a specific instance of
mistake. Such mismatches are important. It matters whether promises correspond
with capabilities, whether talk matches action or capability for action. And it
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matters whether policy-makers think there is such a correspondence. The assump-
tions that policy-makers, or chief executive officers, make about that correspond-
ence would shape their estimates of the likelihood that their directives would be
followed. Those assumptions would also matter for the kind of incentives that
policy-makers might put in place to ensure that their policies were implemented.
Perhaps most important is that assumptions about the promise—capacity corres-
pondence would matter for whether or not decision-makers would judge certain
futures as possible in the first place. If possibilities aren’t seen as feasible to begin
with, consideration of them would be by definition unreasonable, unworkable,
perhaps even radical. Most organizations, and their managers, have little choice but
to avoid courses of action that are unreasonable, unworkable, and radical. Failing to
do so is, indeed, bad management. But that can be mistaken.

Were more intellectual attention accorded mistake, deception, and the like, we
could develop better theories of why people think and behave as they do. Such
phenomena are, as noted, normal rather than special. Social theory that does not
include the dark side of society is itself a form of mistake.

REFERENCES

Batrt, D. 1981. Counterforce targeting: How new? How viable? Arms Control Today, 11: 1—9.

Bavy, H. 1986. Justice Downwind: America’s Atomic Testing Program in the 1950s. New York:
Oxford University Press.

BARNET, R. J. 1981. Real Security: Restoring American Power in a Dangerous Decade. New
York: Simon and Schuster.

CARTER, A. B,, BaL1, D., BETHE, H. A., BLAIR, B. G., BRACKEN, P., DickiNsoN, H., GARWIN,
R. L., GoTTFRIED, K., HoLLowAY, D., KENDALL, H. W,, LEAVITT, L. R. Jr., LEBOW, R. N,
Ricg, C., STEIN, P. C., STEINBRUNNER, J. D., SwiaTkowskl, L. U., and Toms, P. D., 1987.
Crisis Stability and Nuclear War. Ithaca, NY: Cornell University Peace Studies Program,
January.

CLARKE, L. 1993. The disqualification heuristic: when do organizations misperceive risk?
Research in Social Problems and Public Policy, 5: 289—312.

1999. Mission Improbable: Using Fantasy Documents to Tame Disaster. Chicago: Uni-

versity of Chicago Press.

2005. Worst Cases: Inquiries Into Terror, Calamity, and Imagination. Chicago: Univer-

sity of Chicago Press.

and Perrow, C. 1996. Prosaic organizational failure. American Behavioral Scientist,
39 (8): 1040—56.

DeMcHAK, C. 1995. Coping, copying, and concentrating: organizational learning and
modernization in militaries. Journal of Public Administration Research and Theory, 5:
345-77.




314 LEE CLARKE

EDEN, L. 1984. Capitalist conflict and the state: the making of United States military policy
in 1948. Pp. 233-61 in Statemaking and Social Movements, ed. C. B. and S. Harding. Ann
Arbor: University of Michigan Press.

EDEN, L. 2004. Whole World on Fire: Organizations, Knowledge, and Nuclear Weapons
Devastation. Ithaca, NY: Cornell University Press.

FiscHOFF, B. 1991. Nuclear decisions: cognitive limits to the thinkable. Vol. 2, pp. 110-92 in
Behavior, Society, and Nuclear War, ed. P. E. Tetlock et al. New York: Oxford University
Press.

FREEDMAN, L. 2003. Evolution of Nuclear Strategy, 3rd edn. New York: Palgrave Macmillan.

GaMsoN, W. A., and MoDIGLIANT, A. 1989. Media discourse and public opinion on nuclear
power: a constructionist approach. American Journal of Sociology, 95: 1-37.

GRINSPOON, L., Ed. 1986. The Long Darkness: Psychological and Moral Perspectives on Nuclear
Winter. New Haven, Conn.: Yale University Press.

GrossMaN, A. D. 2001. Neither Dead Nor Red: Civilian Defense and American Political
Development During the Early Cold War. New York: Routledge.

JERVIS, R. 1976. Perception and Misperception in International Politics. Princeton, NJ: Prince-
ton University Press.

1984. The Illogic of American Nuclear Strategy. Ithaca, NY: Cornell University Press.

Jones, J. H. 1993. Bad Blood: The Tuskegee Syphilis Experiment. New York: Free Press.

KarraN, E 1991. The Wizards of Armageddon. Stanford, Calif.: Stanford University Press.

KENNEDY, A. 1985. The Logic of Deterrence. London: Firethorn Press.

Mitis, C. W. 1958. The Causes of World War III. New York: Simon and Schuster.

NEWHOUSE, J. 1989. War and Peace in the Nuclear Age. New York: Knopf.

OAKEs, G. 1994. The Imaginary War: Civil Defense and American Cold War Culture. New
York: Oxford University Press.

Perrow, C. 1999. Normal Accidents: Living With High Risk Technologies. Princeton, NJ:
Princeton University Press.

PowgeRs, T. 1982. Choosing a strategy for World War III. Atlantic, November, 82-110.

1984. Nuclear winter and nuclear strategy. Atlantic, November, 53—64.

PRrINGLE, P., and ARKIN, W. 1983. SIOP: The Secret U.S. Plan for Nuclear War. New York:
Norton.

RICHELSON, J. 1983. PD-59, NSDD-13 and the Reagan strategic modernization program.
Journal of Strategic Studies, 6: 125—46.

ROSENBERG, D. A. 1979. American atomic strategy and the hydrogen bomb decision. Journal
of American History, 66: 62-87.

1981—2. “A smoking radiating ruin at the end of two hours:” documents on

American plans for nuclear war with the Soviet Union, 1954-1955. International Security,

6(3): 3-17.

1982. U.S. nuclear stockpile, 1945-1950. Bulletin of Atomic Scientists, 38(5): 25—30.

1983. The origins of overkill: nuclear weapons and American strategy, 1945-1960.
International Security, 7: 1—71.

SAGAN, S. D. 1987. SIOP-62: the nuclear war plan briefing to President Kennedy. Inter-
national Security, 12: 22—51.

1989. Moving Targets: Nuclear Strategy and National Security. Princeton, NJ: Princeton

University Press.




MISTAKEN IDEAS AND THEIR EFFECTS 315

and Wartz, K. N. 1995. The Spread Of Nuclear Weapons: A Debate. New York: Norton.

SCHEER, R. 1982. With Enough Shovels: Reagan, Bush and Nuclear War. New York: Random
House.

Sross, L., and MiLroTt, M. D. 1984. US nuclear strategy in evolution. Strategic Review, 12:
19—28.

VAUGHAN, D. 1996. The Challenger Launch Decision: Risky Technology, Culture, and Deviance
at NASA. Chicago: University of Chicago Press.

Wartz, K. N. 1990. Nuclear myths and political realities. American Political Science Review,
84: 733—45.












CHAPTER 17

WHY AND HOW
CULTURE MATTERS

MICHAEL THOMPSON
MARCO VERWEI]
RICHARD J. ELLIS

IT 15 hard to imagine a political science that took no account of culture. Ignore
culture—all the things we have that monkeys do not!'—and you have declared
humans to be essentially the same as animals. Of course, we are animals, and there
is much scholarly work on animal behavior, and even on animal social complexity 2,
but precious little on their political behavior (beyond the oft-predicted low prob-
ability of turkeys voting for Christmas).? In other words, it is culture that enables us

1 For all its flippancy, this is about as good a definition as one can get, and very much in line with
Sir Edward Tylor’s classic characterization of culture as “that complex whole which includes know-
ledge, belief, art, morals, laws, customs and any other capabilities and habits acquired by man as a
member of society” (Tylor 1871, 1). Since Tylor’s time, definitions have proliferated—one study
(Kroeber and Kluckhohn 1952) counted 164—and so has disagreement as to what culture is and is not.
Among students of political culture, the most widely accepted definition views culture as composed of
values, beliefs, norms, and assumptions: that is, mental products (see, e.g., Pye 1968, 218). Such
definitions have the virtue of separating the behavior to be explained from the beliefs that are doing
the explaining. At the same time, in separating the mental from the social relations and their
sustaining transactions, it has the unfortunate tendency of encouraging a view of culture as a
mysterious and unexplained prime mover.

2 E.g. De Waal and Tyack (2003).

3 The assumption behind this prediction is that turkeys, like humans, are self-interested, and that
their interests are self-evident. This is the prevalent “politics of interest” approach: an approach



320 M. THOMPSON, M. VERWEI]J & R. J. ELLIS

to bepolitical. This means that culture is not contextual to politics; it is essential. All
political science, therefore, deals with culture, and so the interesting question is:
“How does it do this?”

Some approaches aim to take direct and explicit account of culture: most
prominently political and civic culture approaches (Almond and Verba 1963;
1980; Putnam 1993), post-materialism (Inglehart 1977), symbolic interactionism,
and the various interpretivist and social constructionist framings. Others try to
dodge culture in one of two ways: by contending that, while culture is there, it isn’t
really doing anything; or by pretending that values and beliefs are somehow
inherent in individuals (like their fingerprints) rather than emerging from their
social interactions. The first dodging is Marxism: culture is a “superstructure” that
obligingly positions itself and repositions itself, so as always to render “natural” the
current state of the class struggle for control over the means of production.* The
second dodging is rational choice: with preferences assumed (or, in some way, given
or self-evident) the focus is on how people set about getting the things they want,
and the deeply political question of how they come to want those things is
dismissed (de gustibus non disputandum, or some such formula).5

Curiously, these culture-dodging approaches are of more interest to a cultural
theorist than are those that explicitly attempt to embrace culture. The reason is that,
since culture is undodgable, each of these culture-dodging approaches is spectacu-

that those who take culture seriously (Schwarz and Thompson 1990, for instance), and who also focus
on its relationship to behavior, are deeply dissatisfied with. They are dissatisfied because of this
approach’s absence of explanatory power: people, we are told, act the way they do because it is in their
interests to do so; and, when we ask how we can tell what their interests are, we are told to watch what
they do! In taking interests as given (or as self-evident, as with the turkeys and Christmas) the one
really worthwhile question—how do people who act in their interests come to know where the
interests they act in lie—has been ducked. Had Horatius run away when he saw how hopelessly he was
outnumbered, this approach would have us argue that, of course, it was in his interest to run away. But
he didn’t run away, again, it is argued because it was in his interest not to. Flight and fight, we are being
asked to believe, are the same thing!

4 Tronically, this tension is most apparent in the work of two scholars that have explicitly aimed to
reconcile Marxist and cultural analyses: Antonio Gramsci and Pierre Bourdieu. Gramsci (1971) admits
that opposing political ideologies exist and argues that these must have some independent influence
on society and politics. In the end, however, he maintains that this independent influence of political
ideologies mainly serves to reconcile the lower classes to their allotted stations in life. Bourdieu makes
a similar claim, namely that reigning systems of classification are but cloaks for class interests. (He calls
this “symbolic aggression.”) See, e.g., Homo Academicus (1988, 204): “Working as an ideology in a state
of practice, producing logical effects which are inseparable from political effects, the academic
taxonomy entails an implicit definition of excellence which, by constituting as excellent the qualities
possessed by those who are socially dominant, consecrates their manner of being and their lifestyle.”
The main difference between the ideas of Gramsci and Bourdieu is that according to the former
“hegemonic political ideologies” pull the wool over the eyes of the lower classes, whereas in the work of
the latter our very categories of thought do the pulling.

5 FPor instance, in the work of Robert Bates (1988) and David Laitin (1986), culture is not much
more than a set of reigning symbols and beliefs that can be manipulated by rational actors to further
their own material self-interest. These actors are somehow assumed to be immune to these dominant
symbols and beliefs.
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larly cultural: that is, everywhere permeated with a distinctive set of beliefs and
values. And, as Gabriel Almond (1997: ix—x) has made abundantly clear, not just
cultural but political too:

The politics of the Vietnam War and the “cultural revolution” sought to elbow cultural
variables aside in the late 1960s and 1970s . .. It was argued by the “dependency” school that
there was nothing problematic about political values and attitudes. They could be inferred
from the international political economy. Good research was defined as that which illumin-
ated and exposed this system of exploitation—a hierarchy of oppression centred in high
capitalism in the United States and Europe and extending throughout the globe through the
semi-periphery to the periphery. Studies of political attitudes were not only pointless, they
were positively harmful, since they attributed solid reality to what were really the products
of this exploitative and false-consciousness creating system.

... Rational choice theory in its earlier manifestations also viewed culture and attitudes as
unproblematic. All that one required in order to explain social, cultural and political
phenomena was rational man, the short-run, hard-nosed calculator, and the mathematics
and statistics that he needed in order to make cost-effective choices. The extraordinary
success of the public choice movement can only be accounted for by its rigor and parsimony
in an age dominated by the reductionist triumphs of physics and biology. .. That [rational
choice theory’s successes] were only partial contributions to the explanation of social and
political phenomena is now being generally acknowledged in the “new institutionalism.”

Those (like Almond himself) who were struggling to avoid both of these mutually
contradictory reductionisms, by taking explicit account of culture, were “whip-
sawed in those decades from the dependency left and the rational choice right”¢
(Almond 1997, x).

So here, between these contending social constructions of “the problem,” is a
deeply political left—right struggle between two theoretical framings, each of which is
claiming to explain deeply political struggles! A theory capable of explaining that
political struggle would be, to put it mildly, a worthwhile step forward in political
science.

1 CULTURE AND BEHAVIOR:
SEPARATE BUT NOT UNCONNECTED

An obvious first place to look for such a “meta-theory” is at the various approaches
that, unlike Marxism and rational choice, do not try to dodge culture. Are any of

6 In those decades! Since then, a variety of political scientists have made great efforts to show that
rational choice theory is also compatible with left-wing politics. See in particular Elster (1982).
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these up to the task? By and large, as we will see, they are not; they succeed only to
the extent that they find their way towards the direction Almond himself has
indicated. This is the “new institutionalism”: essentially the distinguishing of a
small number of different institutional forms, two of which are the markets and
hierarchies that were not new even when Adam (Smith, that is) was a lad!”

The trouble with taking explicit account of culture is that explanation tends to go
out the window. Yes, culture and behavior need to be clearly distinguished (and
these approaches certainly do that) but so too does the relationship between them,
and this vital reconnection is not easily achieved. Beliefs and values justify behavior,
and behavior (if perceived to have been successful) confirms beliefs and values.
Causality, in other words, runs both ways. Each, therefore, has to be seen as the
cause of the other: a common enough state of affairs in the biological sciences that
is explained in terms of viability rather than the more familiar cause-and-effect. In
viability-based explanations (John Maynard Smith 1982 is perhaps the exemplar)
particular comings-together—the chicken and the egg, for example—are able to
achieve some sort of dynamic stability over time; others are not able to and
disappear as quickly as they are formed. If we take this explanatory line then we
can enunciate the rules of the cultural method. These are negative rules—things to be
avoided if we wish to retain explanatory power:

* Culture as an uncaused cause. These are explanations of the form: “Why did he do
that?” “Because his culture told him to.” The invocation of “Asian values,” or
statements such as “Japan is a high-trust society; the United States a low-trust
society,” or that “the Judeo-Christian tradition is anthropocentric and can only
justify environmental protection as resource management,” are examples of this
solecism. So too is the “culture wars” formulation (Huntington 1998), in which
the culture-carriers—the members of the various blocs: Islamic, Christian, and so
on—are pitted against one another because they are Isalamic, Christian, and so
on. Though often dressed up in impressive swaths of reasoning, these (like
Moliere’s doctor and his talk of opium’s “dormitive properties”) simply are not
explanations: just elaborate ways of saying “I don’t know.’8

* Culture as an explanation of last resort. This is when culture is dragged in only

7 Many would see this dualistic (and, we will be arguing, insufficient) distinction being drawn, for the
first time, by Smith himself: markets in his Wealth of Nations; hierarchies in his Theory of Moral Sentiments.
Others would wish to pin its origin on Sir Henry Maine and his celebrated historical transition from status
(hierarchy) to contract (market). However, the distinction is already clearly drawn in the 16th-century satire
on hierarchy—Monkey (Wu1942). Seeing this eastern classic as the origin has the added virtue of taking the
wind out of the sails of those who argue that the markets-and-hierarchies distinction (indeed, political
science as a whole) is West-centric. Indeed Gyawali (2000) pushes the origin back a couple or so millennia:
to the various forms of power that are distinguished in Hindu philosophy (thereby enabling critical
theorists to claim that the whole caboodle is South Asia-centric).

8 See, e.g., the contributions to Harrison and Huntington (2001). Other prominent examples are:
Fukuyama (1996); Hofstede (2001); and Van Wolferen (1990).
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when other explanations—economic, demographic, ecological, organizational,
political, and so on—are inadequate. Non-cultural explanations, for instance,
are often advanced in relation to environmental matters; indeed they dominate
the PRED framing (Population, Resources, Environment, and Development), for
example, the “IPAT equation” (environmental Impact equals some multiplication
of Population, Affluence, and Technology; Ehrlich and Holdren 1974), and pretty
well all the computer-based models that are so relied on in environmental policy-
making (and that swallow up so much of the available funding). Such ap-
proaches, since they take no account of cognition—seeing and knowing—are
hopelessly reductionist, and treat people as essentially no different from cattle.
They could never, for instance, account for what happened in Greenland during
the last mini-ice-age, when the Inuit adapted and prospered and the Vikings
stuck to their livestock-rearing and died out. Nor, since they just count heads and
take no heed of what is going on in those heads, can these non-cultural
approaches give us access to the environmental consequences (and their associ-
ated policy implications) of the carnivorous diets of North Americans, say, vis-
a-vis the vegetarian diets of, say, Tibetan Buddhists. Yet, were the former to go
Buddhist, much of South and Central America would revert from rangeland to
carbon-sequestering forest. Who then would claim the carbon credits: Brazil,
Mexico, et al. or their northerly neighbor whose citizens had changed their ways;
their culture?

* Culture as a veto on comparison. The idea here is that each culture (and each sub-
culture) is unique and can only be understood in its own terms. This idea goes
back to Wittgenstein’s “language games” and is now most firmly entrenched in
interpretive sociology—most famously in Clifford Geertz’s (1973) notion of “thick
description.” In the last few decades, this assumption has taken social and
political science by storm.!® But, as Harry Eckstein (1997, 27) has observed,
thick descriptions, in the absence of any attempts to test and compare, are just
“very high-level travel literature.” Worse still, the language games that character-
ize culture, far from being incomparable, are often vigorously engaged with one
another: that is how they change! North American carnivorousness, for instance,
was succinctly and positively expressed by John Wayne who, when asked how he
liked his steak, replied “Just knock its horns off, wipe its ass, and chuck it on the

9 In the last ten years, this line of reasoning has blossomed again in the study of international
relations. For instance, Finnemore (1996); Johnston (1998); Price (1995); Goldstein and Keohane
(1993). It is also evident in the “world society literature,” which posits that a set of Western, “modern”
norms have gained global legitimacy even in regions where it does not make “objective economic”
sense to adhere to these values. An overview is Meyer et al. (1997). One drawback of these studies is that
they confidently distinguish the “cultural” from the “economic” as well as from the “political.” This is
problematic given that culture is usually very generically defined as “shared symbols and practices.”

10 This school can be called the hermeneutic or interpretative approach. Two very influential
examples are Geertz (1980) and Said (1979). Some other contributions: Dittmer 1977; Edelman 1998;
Fernandez 1986; Kapferer 1988; Aronoff 1992; Kubik 1993.
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plate.” Many of his fellow Americans—those who have moved themselves toward
vegetarianism and are now eating much lower on the food-chain—would wish to
distance themselves from the Duke’s distillation of American manliness. They
may not have turned themselves into Tibetan Buddhists, but they are certainly no
longer the cultural way they were.1!

2 How, THEN, CAN WE TAKE VALID
AccouUNT OF CULTURE?

We can avoid these three pitfalls—culture as an uncaused cause, as an explanation
of last resort, and as a veto on comparison—by building cultural theories upon the
following bedrock principles:

* Beliefs and values do not just float around, with people choosing a bit of this and
bit of that. They are closely tied to distinctive patterns of social relations and to
the distinctive ways of behaving that those beliefs and values justify. Theorists of
“constrained relativism” refer to each of these mutually supportive comings-
together of cultural biases, patterns of social relations, and behavioural strategies as
a “form of social solidarity”: a viable (under certain specified circumstances) way
of binding ourselves to one another and, in the process, determining our rela-
tionship with nature.

* Beliefs and values, therefore (as Durkheim long ago insisted), are not just an
explanatory “add-on”; they are essential components of economic, ecological,
demographic, organizational, and political explanations.

* We can distinguish similarities and differences across cultures, in terms of a small
number of universally valid forms of social solidarity. These forms of solidarity
are present in all the social entities—nations, firms, churches, and so on—to
which the term “culture” is conventionally applied, but they vary in their relative
strengths and patterns of interaction. Little is achieved, to draw a chemical
analogy, by declaring the various oxides of nitrogen to be incomparably different
from one another; progress comes from going inside those molecules and
observing that they are all composed of the same elements—nitrogen and
oxygen—but in differing proportions and patterns of interaction. In other
words, culture, in the conventional sense, doesn’t matter; what matters is the

11 A perhaps more serious example of this sort of cultural change—it is about racial attitudes—is
provided by Stinchcombe (1997).
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next level down: the forms of solidarity by which all cultures are both sustained
and transformed.!2

“Cultural biases,” we should explain, are much the same as “social constructions of
reality” (Berger and Luckman 1967), “models of the person” (Douglas and Ney
1998), and “myths of nature” (Holling 1986): different sets of convictions as to how
the world is, each of which, as well as capturing in simple and elegant form some
essence of experience and wisdom, renders rational a particular way of behaving in
that world.13 (These cultural biases—or myths of nature, physical and human—are
summarized in Figure 17.2 and then illustrated in a “worked example”: climate
change). A plurality of forms of social solidarity, in consequence, inevitably intro-
duces relativism, but that relativism is not unconstrained because each form of
social solidarity is associated with a particular way of organizing social relation-
ships, and there are only a limited number of those. That, at any rate, is what the
theory of constrained relativism claims: we can make the world in more than one
way but, contra the proponents of post-structuralism, we cannot make it any way
we like.1* More than one, constrained relativists point out, is not automatically
infinity; there are some numbers in between.

If people and the world could only be one way (as realists, dialectical materialists,
and rational choice theorists insist) then anyone who thought otherwise would be
suffering from false-consciousness (or, same thing, acting irrationally). Culture, in
that case, would be little more than a smokescreen: a means by which those who, for
the moment, are exercising control over the means of production can (to mix the
metaphor) pull the wool over the eyes of those who, for the moment, are not in
control of those means. And if people and the world could be just any old way then,
again, culture would not really matter because, with such a cacophony of “voices,”
all claiming to have got it right, it would all boil down to the question of power:
which voices are able, for the moment, to drown out the others?!3

But if there are only a few voices—three or four or five we will be suggesting!6—
each associated with a particular way of organizing and of acting, and each needing

12 Alter the patterns of interaction of di-nitrogen tetroxide’s constituent elements (by increasing
the temperature, for instance) and it is progressively transformed into nitrogen dioxide. The same,
however, is not true of the other oxides of nitrogen, so the analogy should not be pushed too far.

13 For an explanation of these myths of nature, and how they relate for the various forms of social
solidarity, see Thompson and Rayner (1998).

14 Nor are all the constraints on the social side. As well as the social construction of nature there is
the natural destruction of culture. See Thompson (1988).

15 Alternatively, it all boils down to a question about the legitimacy of power. If any social
construction is as good as any other then there can be no justification for some of them drowning out
the others. How to arrange things institutionally so that any emerging power gradients (again mixing
the metaphors) are nipped in the bud, becomes the dominant normative concern—as is explicitly
acknowledged by many postmodern theorists. For instance, Foucault (1980).

16 Though we are setting out four solidarities in this chapter, there is in fact a fifth permutation.
This corresponds to what (in the Schmutzer—Bandler “impossibility theorem”—see n. 17, about the
two sets of discriminators) is called an “all zero” transaction matrix: the seemingly trivial situation in
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the others to define itself against, then no one of those consciousnesses is any falser
(or any more irrational) than the rest, and drowning-out (since it would destroy
the essential plurality) is simply a non-starter. It is because of constrained relativism,
therefore, that culture (in the sense of the different social constructions that sustain
the different and contending forms of solidarity) matters. Of course, if constrained
relativism was impossible (or even implausible) then it would be impossible (or, at
least, difficult) to make the case for culture mattering in this crucial way: as one of
the three ingredients that make a form of social solidarity viable, rather than as
(a) an uncaused cause, (b) an explanation of last resort, or (¢) a veto on comparison.
Fortunately, the history of social science, being largely a quarrel over what the
forms of solidarity are (rather than about whether they exist), provides us with
some defence against this rejectionist argument. Henry Ford (“History is bunk”)
may still be right, of course, but the burden of proof, our reading of history suggests,
lies with those who maintain that there really is no need to bother ourselves about
culture.

3 FroM INsTIiTUTIONALISM (OLD AND
NEw) To THE THEORY OF CONSTRAINED
RELATIVISM

Sir Henry Maine (1861), in his classic text Ancient Law, drew a fundamental
distinction between two forms of social solidarity: status and contract (Figure 17.1:
Sir Henry Maine). He saw these two ways of binding ourselves to one another
(nowadays we call them “hierarchies” and “markets” [e.g. Lindblom 1977]) as the
two poles of an historical transition: we used all to be bound by group-based status

which there are no transactions at all, and therefore nothing to be accountable or unaccountable
about. This socially withdrawn form of solidarity—it is called autonomy and is characterized by the
hermit—is achieved by those who deliberately distance themselves from the coercive social involve-
ment that, in various ways, accompanies all four of the “engaged” solidarities. We are ignoring this
fifth solidarity in this chapter so as to keep an already complicated argument a little simpler than it
should be. For an explanation of just when and where it is safe to ignore autonomy (and sometimes
fatalism too—hence our on the face of it vague talk of “three, four, or five” voices) see the section
headed “User-Friendly Cultural Theory” in Thompson, Grendstad, and Selle (1999b). Including this
fifth solidarity bumps up the transitions—the arrowheads—from twelve to twenty. Schmutzer (1994)
calls the solidarity “the waiting room of history”: a place where those on the move between the
“engaged” solidarities can pause for a while to recharge their batteries, lick their wounds, change their
spots, or whatever. Without that waiting room these transitions would likely be much more difficult
and certainly much more tumultuous when they eventually happened.
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Fig. 17.1 A brief historial outline of institutional framings

relations; now we are bound by individualistic, one-to-one, mutually agreed
relationships. So it’s “traditional” to “modern,” in other much-mouthed words,
and if you buy into that then you can easily buy into the next one-way progression:
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“modern” to “postmodern” (though, of course, you'll then need a third insti-
tutional “destination,” and Maine hasn’t got that!).

Well, all this was in 1861, and the next year Maine went to India as Legal Member
of the Viceroy’s Council, staying there for nine years in all. Interestingly, though
there is no record of his realizing this, there was, in India, an institutional scheme
that subsumed Maine’s status-and-contract as a limited special case (Figure 17.1:
Hindu Philosophy). Maine’s scheme, as you can see, is just two of these three
solidarities—tamasik (hierarchy) and rajasik (markets)—and just one of these six
arrowheads. The third solidarity—satwik—holds itself together with concerns over
equity and legitimacy (shades—or perhaps we should say pre-incarnations—of
Habermas) and the six arrowheads tell us that social life, far from being a one-way
transition, is an endless interplay of these three forms of power, each of which
(because of this mutuality) having to be seen as a manifestation of The One
(essential plurality, in other words, as with constrained relativism).

Now let us “fast-forward” to 1975, to the new institutionalist framing that
Almond found such a welcome alternative to rational choice (Figure 17.1: Oliver
Williamson). Here we have the same dichotomy as Maine, but things are brought
closer to the Hindu scheme by the abandonment of Maine’s one-way historical
transition. With Williamson (1975), inevitably changing transaction costs result in
an endless two-way interplay. What this means is that, if we could manage to
identify a third form of solidarity, distinct from both hierarchies and markets, and
then relate it to those other two by means of two-way arrows, then social science
will finally have caught up with the Hindu sages!

There is, it turns out, no shortage of candidates for this third form of solidarity
(Figure 17.1: Assorted Institutionalists) and we do not claim to have listed them all.
Williamson himself speaks of clubs, and the organization theorist, Ouchi (1980),
suggests clans. Majone (1989), a political scientist, plumps for collegiums, whilst
Burt (1992), a sociologist, opts for cliques. Nor should we forget Weber (1930) who
long ago distinguished a third form of leadership: charisma. More recently, socio-
economists (notably Etzioni 1988) have latched onto community, whilst those
(Szreter and Woolcock 2004) who labor away on the notion of social capital have
now come up with three distinct forms of that mysterious substance, with bonding
social capital being in some sort of contention with both linking social capital
(hierarchies) and bridging social capital (markets). Indeed, it is fair to say that the
latest institutionalist versions routinely recognize a third form of organizing besides
markets and hierarchies (for an exhaustive overview, see Tilly 2005).

But we can, and should, do better than this. We should reformulate this
threefold, institutional scheme as a proper typology: a scheme in which the types
are mutually exclusive and jointly exhaustive. When we have done that, we find that
there is a total of four solidarities and twelve arrowheads (Figure 17.2). In other
words, we can derive a fourth way of organizing (or solidarity) from the other three.
Two steps are involved here:
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FATALISM /—\ HIERARCHY
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Atomistic Man: Caring and Sharing

-

Fig. 17.2 The proper typology according to the theory of constrained relativism
Source: Douglas (1978); Gross and Rayner (1985); Thompson, Ellis, and Wildavsky (1990).

* First, making explicit the two discriminators—symumetrical versus asymmetrical
transactions and accountability versus unaccountability—ensures the mutual ex-
clusivity of the solidarities. And, by revealing the fourth permutation—which
corresponds to fatalism—we ensure joint exhaustiveness.!?

* Second, by inserting all the arrowheads—there are twelve—we arrive at a four-
fold interplay that is complex: indeterministic and unpredictable (unlike, say, the
Williamsonian scheme in which, if you are tipped out of the market solidarity,
you will end up in the hierarchical one, and vice versa). Interestingly, each of

17 The first discriminator is fairly straightforward: symmetry (as in “you scratch my back, I'll
scratch yours”) versus asymmetry (as in the British Guards officer explaining “I’d expect to be invited
to my sergeant’s wedding but he wouldn’t expect to be invited to mine”). The second discriminator
may not be so clear. “You do that and I'll bring the full weight of the law down on you,” is an instance
of accountability, and so too is the reprimand, “We don’t do that sort of thing in this family/regiment/
school.” Unaccountability is evident whenever we hear the justification, “If I don’t do it, somebody
else will.” The most rigorous treatment of these discriminators is to be found in Schmutzer and
Bandler’s (1980) cybernetic derivation of the typology.
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these twelve transitions has been identified within social science (and often, too,
in everyday life). Egalitarianism to hierarchy, for instance, is Weber’s routinization
of charisma (and fatalism to individualism and back to fatalism again is “clogs to
clogs in three generations”).18

This, then, in the most minimal of outlines, is the theory of constrained relativism:
the theory that, we have argued, recognizes that culture matters and, at the same
time, avoids breaking what we have called the rules of the cultural method. The nice
thing about presenting it in this historical way is that, rather than appearing out of the
blue, it builds steadily upon two or more millennia’s-worth of institutional theoriz-
ing. We say “builds” because nothing is being thrown away as we progress from
Maine’s dualistic scheme with its single arrowhead to constrained relativism’s four-
fold typology with its twelve arrowheads. Rather, each of the framings we have
presented—Maine’s, the Hindu Sages’, Williamson’s, and the Assorted Institution-
alists—is subsumed by this “dynamical typology” as a special case. Building upon
the “masters” (both Western and South Asian) in this way—by not declaring any of
them wrong but instead pinpointing exactly how and why each of them is not entirely
right—also increases the cost of demolition. Reject the theory of constrained rela-
tivism (which, of course, you are free to do) and you have rejected all forms of
institutional explanation!

Since our argument for why and how culture matters is now complete, we could
stop at this point. But the strangeness of the argument in relation to what normally
passes for theory in political science,'® not to mention the unfamiliarity of many of
the scholars whose work we have drawn on in setting out our argument, suggest
that a quick “worked example” might be in order.

4 THE CULTURES OF CLIMATE CHANGE

Most climatologists agree that by burning fossil fuels and engaging in other forms
of consumption and production we are increasing the amount of greenhouse gases
that float around in the atmosphere. These gases, in trapping some of the sun’s heat,

18 All twelve are set out in Thompson, Ellis, and Wildavsky (1990, 75-8).

19 No physicist, for instance, would recognize what proponents of rational choice are saying as
constituting a theory. The tautology, the conceptual stretching, and the failure to enquire into how it is
that actors who are acting in pursuit of their interests come to know what the interests they act in are,
would ensure a pretty dismissive response to rational choice in the tough and rigorous world of the
physical sciences: “It’s so bad it isn’t even wrong,” as Enrico Fermi once said of one unfortunate
physicist’s efforts at theory-building!
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warm the earth and enable life. The trouble is, some predict, that if we continue to
accumulate those gases, over the course of the new century the average temperature
on earth will rise and local climates will change, with possibly catastrophic conse-
quences. Will this indeed happen? If so, should we do something about it? And if
yes, when? Does global warming put the future of the world at risk? Is time running
out? Or should we take our time in order to investigate and evaluate soberly the
possible risks of greenhouse gases? There is, as we will see, little agreement on any of
those crucial questions: climate change is very much a “contested terrain.” In order
to understand current conflicts over the prospect of global warming, we find it
helpful to sort out this contested terrain in terms of our theory’s four forms of
social solidarity.

Before we proceed, we need to make a few brief points of clarification. The
theory of constrained relativism closely follows the work of Emile Durkheim (1985
[1893]; 1997 [1912]) and Mary Douglas (1970, 1975) in assuming that specific ways of
organizing social relations are only viable when complemented by specific ways
of perceiving the world that justify these sets of social relations. Thus, its four
forms of social solidarity are ways of organizing, perceiving, and justifying sets of
social relations.2® This points to one advantage that the theory has over institu-
tionalist approaches. The latter often capture two or three forms of organizing, but
without the distinct ways of perceiving that come with these ways of organizing.
The former sets out four ways of organizing that subsumes the two or three forms
distinguished in many an institutionalist approach, while also adding a long list of
specific norms, beliefs, and perceptions to these organizational types. (Three of
them, views of physical nature, human nature, and time will appear below. For the
other fifty-seven, see Hofstetter 1998, 55-6.) The theory of constrained relativism
does not posit that individuals or organizations adhere to a single social solidarity.
In fact, it maintains that the life of each individual, and the history of each
organization, is an ever-changing amalgam of alternative ways of organizing and
perceiving. And it assumes that individual people are able to compare critically the
truth-claims of alternative social solidarities, and switch to those they find most
compelling (Ellis 1994). Yet, it does postulate that with regard to each public issue
four opposing perspectives on what the problem is, and how it should be resolved,
always abound—each perspective being articulated by a different set of actors
(Coyle and Ellis 1994; Thompson, Grendstad, and Selle 19994; Verweij and Thomp-
son 2005). This is brought out in the following analysis of the different viewpoints
that abound in the current debate over climate change.

* For upholders of the individualist solidarity, nature is benign and resilient—able
to recover from any exploitation (hence the iconic myth of nature: a ball that, no

20 Tndeed, the use of the term “social solidarity” is meant to refer to the Durkheim legacy. In The
Division of Labour in Society, Durkheim (1997 [1893]) distinguishes between two forms of social
solidarity: mechanical and organic.
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matter how profoundly disturbed, always returns to stability; Figure 17.2)—and
man is inherently self-seeking and atomistic. Trial and error, in self-organizing
ego-focused networks (markets), is the way to go, with Adam Smith’s invisible
hand ensuring that people only do well when others also benefit. Individualists,
in consequence, trust others until they give them reason not to and then retaliate
in kind (the winning “tit-for-tat” strategy in the iterated Prisoner’s Dilemma
game: Rapoport 1985). They see it as only fair that (as in the joint stock company)
those who put most in get most out. Managing institutions that work “with the
grain of the market” (getting rid of environmentally harmful subsidies, for
instance) are what are needed.

* Nature, for those who bind themselves into the egalitarian solidarity, is almost
the exact opposite (hence the ball on the upturned basin; Figure 17.2)—fragile,
intricately interconnected, and ephemeral-—and man is essentially caring and
sharing (until corrupted by coercive and inegalitarian institutions: markets and
hierarchies). We must all tread lightly on the Earth, and it is not enough that
people start off equal; they must end up equal as well—equality of result. Trust
and leveling go hand-in-hand, and institutions that distribute unequally are
distrusted. Voluntary simplicity is the only solution to our environmental prob-
lems, with the “precautionary principle” being strictly enforced on those who are
tempted not to share the simple life.

* The world, in the hierarchical solidarity, is controllable. Nature is stable until
pushed beyond discoverable limits (hence the two humps; Figure 17.2), and man
is malleable: deeply flawed but redeemable by firm, long-lasting, and trustworthy
institutions. Fair distribution is by rank and station or, in the modern context, by
need (with the level of need being determined by expert and dispassionate
authority). Environmental management requires certified experts (to determine
the precise locations of nature’s limits) and statutory regulation (to ensure that all
economic activity is then kept within those limits).

* Finally, therearethe fatalistactors (or perhaps we should say non-actors, since their
voice is seldom heard in policy debates; if it was they wouldn’t be fatalistic!). They
find neither rhyme nor reason in nature and know that man is fickle and untrust-
worthy. Fairness, in consequence, is not to be found in this life, and there is no
possibility of effecting change for the better. “Defect first”—the winning strategy in
the one-off Prisoner’s Dilemma—makes sense here, given the unreliability of
communication and the permanent absence of prior acts of good faith. With no
way of ever getting in sync with nature (push the ball this way or that—Figure 17.2—
and the feedback is everywhere the same), or of building trust with others, the
fatalist’s world (unlike those of the other three solidarities) is one in which learning
is impossible. “Why bother?” therefore, is the rational management response.

Time too (which of course is of crucial concern in assessing the risks in climate
change) is perceived differently in these social settings.
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* Individualistic actors will tend to see the long-term as the continuation of the
short-term. Myopically, they insist that doing well in the here-and-now is the best
guarantee for doing well later on. “Business as usual” is how complex systems-
modelers characterize this individualistic line of action.

* Hierarchical actors—regulators, planners, public-health inspectors, and the
like—will tend to be unhappy about all this short-termism (as they call it).
While individualists like Henry Ford consider history bunk, hierarchical actors
are at pains to anchor their collectivity in it. Hierarchical actors, therefore, can see
both the short term and the long term, and do not see the latter as merely the
continuation of the former. Development in the here-and-now, they reason, may
not be sustainable a decade or two down the road. Their aim, therefore, is to
provide a clear description of long-term sustainability and then to intervene in
the short-term activities of market actors to ensure that we all arrive safely at that
desirable future: “wise guidance,” as modelers call it.

* Egalitarian actors will tend to be as distrustful of hierarchies as they are of
unfettered markets. The short term, for egalitarians, is severely truncated, and the
long term—disastrous if we do not learn the error of our inequitable ways;
wonderful if we do—is almost upon us. Radical change now—not business-
as-usual and not wise guidance—is what is needed if we are to have a future at all.

* Fatalistic actors, finding themselves marginal to all three active solidarities—
individualistic ego-focused networks, bounded and hierarchically ranked organ-
izations, and bounded but unranked groups—see no point in sorting out long
terms and short terms this way or that. “If your number’s on it,” they assure one
another, “that’s it.” Why put yourself to a whole lot of bother over something you
can do nothing about?

Now, having set out our theory’s predictions about how nature and time are
socially constructed within the different forms of solidarity, we can return to the
big questions about the risks associated with climate change. Adherents of these
different solidarities, not surprisingly, tend to answer these big questions very
differently.

1. Those who bind themselves into egalitarian settings—often radical environ-
mental groups such as Earth First! (Ellis 1997, ch. 8)—are convinced that
corporate greed and power lust are already unleashing catastrophic climate
change, and that we must drastically alter our behaviour now, before it is too
late. Compromise, for these “deep ecologists,” is therefore out of the question:

To avoid co-option, we feel it is necessary to avoid the corporate organisational structure so
readily embraced by many environmental groups. Earth First! is a movement, not an
organisation. Our structure is non-hierarchical. We have no highly-paid “professional
staff” or formal leadership.
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The conviction that the problem is serious, imminent, and—if not dealt with
quickly—irreversible, supports this egalitarian mode of organization:

...our activities are now beginning to have fundamental, systemic effects upon the entire life-
support system of the planet—upsetting the world’s climate, poisoning the oceans, destroying
the ozone layer which protects us from excessive ultraviolet radiation, changing the CO, ratio in
theatmosphere, and spreadingacid rain, radioactive fallout, pesticides and industrial contamin-
ation throughout the biosphere. We—this generation of humans—are at our most important
juncture since we came out of the trees six million years ago. It is our decision, ours today,
whether Earth continues to be a marvellously living, diverse oasis in the blackness of space, or
whether the charismatic mega-fauna of the future will consist of Norway rats and cockroaches.

Here (as in Steve Rayner’s classic 1982 study of the Workers’ Institute of Marxism-
Leninism Mao Xedong Thought, in London’s Brixton) past, present, and future are
compressed in a way that is typical of the egalitarian form of solidarity. All of the
past—in this case, six million years of it—has been but a build-up to our present
situation; never before have our actions so threatened the viability of the planet on
which we depend. Our current choices, moreover, are decisive for all time to come.
Make the right decision today—at this “our most important juncture”—and
eternal bliss—“a marvellously living, diverse oasis in the blackness of space”—
will be our reward. Fail to make that decision and there will be no eternity, save for
the “Norway rats and cockroaches.”

2. Those who belong to organizations of a more individualistic bent—the United
States’ Cato Institute, for instance, and Britain’s Institute of Economic Affairs—
see it all very differently. They are skeptical of the diagnosis itself and are
convinced that, even if it is correct, the consequences will be neither catastrophic
nor uniformly negative. Far from being at a six-million-year juncture, we are,
they assert, where we have always been: faced with uncertainties and challenges
that, if tackled boldly by a diversity of competing agents, can be transformed
into opportunities from which all can benefit. The long term holds no fears for
them, because this optimistic short-term bubble, as it moves along, will take care
of it all. For that to happen and go on happening, of course, there must be no
junctures; at the very least, they must be far enough out into the future for us to
not need to worry about them.

Given this social construction of time, individualistically organized outfits prefer a
two-pronged approach: the dismantling of junctures within the short-term bubble,
and adaptation to any that may exist beyond that bubble. They therefore focus on
the lacunae in current climate-change science:

* Clouds, whose formation is poorly understood but which are expected to be
more prevalent in a warmer world, would likely reflect more sunlight back into
space before it reached the earth’s surface.
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* Human sources of greenhouse gases are dwarfed by natural sources (volcanoes,
for instance, and termites and other wood-digesting creatures)—which means
that it is impossible in the short run to say whether any warming (if it is
happening) is man-made.

* The climate models that are being used to predict future changes cannot even
accurately chart changes that have already occurred.

Looking beyond the short-term bubble, they point out that a carbon-richer climate
would increase agricultural productivity, and that, even if the negative impacts did
outweigh the positive ones, we would still need to compare the costs of preventing
global warming now to the costs of adapting to higher temperatures a few decades
hence. Money not spent on preventing climate change, they point out, could be
used to tackle other, more pressing environmental and social ills. On top of all that,
individualistic organizations, thanks to their myopic construction of time, are open
to the view that technological progress and the unpredictable forces of “creative
destruction” may soon render today’s fuss over climate change irrelevant. The
production costs of renewable energy, they point out, have fallen dramatically
over the last few decades, and these new technologies—wind, hydro, geothermal,
and solar—are rapidly becoming (indeed, in some instances, have already become)
competitive with the old technologies of fossil fuels. Their prescriptions, in conse-
quence, dramatically differ from those of the deep ecologists. As Roger Bate,
director of the Environment Unit of the Institute of Economic Affairs, concludes:

On the whole, society’s problems and challenges are best dealt with by people and com-
panies interacting with each other freely without interference from politicians and the state.
We do not know whether the world is definitively warming, given recent satellite data. If the
world is warming, we do not know what is causing the change—man or nature. We do not
know whether a warmer world would be a good thing or a bad thing.

[The scientific evidence] does not suggest that immediate action for significant limitation
on energy consumption is urgently required ... Until the science of climate change is better
understood, no government action should be undertaken beyond the elimination of
subsidies and other distortions of the market.

3. This business-as-usual strategy is anathema to the members of the numerous
hierarchical organizations that have dominated the global warming debate. They
are appalled by its short-termism and its accompanying assumption that the
myriad and uncoordinated actions of firms and consumers will inevitably be
beneficial for the totality. Worse still when this assumption is made across time as
well as space—because, hierarchical actors insist, the long-term is never simply
the continuation of the short-term. And they are also dismissive of the egalitarian
claim that, if only we make the right (and radical) choice today—at this “our most
important juncture”—all will be fine for evermore.
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In the hierarchical view, each single contribution that households, companies, and
even whole countries make to the build-up of greenhouse gases is so small as to be
insignificant to these undiscerning actors. Moreover, the consequences lie far into
the future and spread across the entire globe: way beyond their temporal and spatial
kens. It therefore makes no sense for any household or firm or country unilaterally
to reduce its emissions. What we are faced with, therefore, is a “tragedy of the global
commons’—and the only conceivable remedy is for all the governments and
parliaments of the world to formally agree on the extent to which future emissions
should be cut, which countries should do so, how, and when. States should then
impose these intergovernmental agreements on the multitude of consumers and
producers within their borders.

This is the logic behind the 1997 Kyoto Protocol to the UN Framework Conven-
tion on Climate Change. It is espoused by almost all the governments of the world,
by UN agencies and the World Bank, as well as by the large mainstream environ-
mental organizations (the ones of which Earth First! is so disparaging). Implicit in
their shared commitment is the belief that we can, and should, steer ourselves, in a
planned and orderly way, to a rather precisely defined and timed future. The
computer models built by the Intergovernmental Panel on Climate Change (and
by other proponents of “wise guidance”/ “global stewardship”) have been churning
out scenarios that supposedly show a variety of future global emissions of green-
house gases, along with their worldwide ecological and economic impacts, and the
costs of attaining these future states. Their business-as-usual scenarios, however,
typically account for little rapid technological change (and certainly for no out-of-
the-blue, Schumpeterian gales of creative destruction). Other projections that are
free of imminent discontinuities—ocean currents changing direction, for instance,
or ice caps collapsing catastrophically—reveal that the radical and immediate
action advocated by the deep ecologists would be extremely costly and disruptive.

The scenarios, as a result, reproduce the models’ hierarchical temporal assump-
tions as their conclusions: only a gradual and orderly phasing out of greenhouse gas
emissions, undertaken by governments and spread out over the next fifty or so
years, will see us through. And, as the language in which these conclusions are
couched makes clear, these things should be left to the experts:

Studies show that the costs of stabilizing carbon dioxide concentrations in the atmosphere
[carbon dioxide being the main greenhouse gas] increase as the concentration stabilization
level declines. While there is a moderate increase in the costs when passing from a 750 to
a 550 ppm concentration stabilization level, there is a larger increase in costs passing from a
550 to a 440 ppm unless the emissions in the baseline scenario are very low.

In other words, global climate change policy should go neither too fast (as the
egalitarian actors would have it) nor too slow (as the individualistic actors would
have it). Instead, only those bureaucratic organizations that are both long-lived and
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far-sighted can determine what that pace should be, and then get all the world’s
nations to march in step to it.

6 CONCLUSION

We have not laid out the fatalist answers to the big questions about climate change
because fatalistic actors have better things to do than worry over something they
can do nothing about. So what we are left with are three sets of answers to these big
questions.

Some will be dissatisfied with this; three, they will protest, is two too many. But
those who favor what is called “clumsiness” will point out that elegance—a single
set of answers—can only be achieved by silencing two of the voices in the debate.
This is something that cannot be done (or, at any rate, cannot be done for very
long). Moreover, if we did manage to do it, we would be discarding all the wisdom
and experience inherent in the solidarities we have excluded. On top of that, we
would be seriously weakening our democracy by silencing two of the legitimate
voices within it.

The solution, therefore, is to resist the urge to go for elegance and to enhance
clumsiness instead, seeking out and strengthening all those institutional arrange-
ments in which none of the voices—the hierarchist’s calling for “wise guidance and
careful stewardship,” the egalitarian’s insisting that we need “a whole new relation-
ship with nature,” the individualist’s urging us to “get the prices right,” and the
fatalist’s asking “why bother?”—is excluded, and in which the contestation is
harnessed to constructive and noisy argumentation (Verweij and Thompson 2005).
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CHAPTER 18

HOW TO DETECT
CULTURE AND ITS
EFFECTS

PAMELA BALLINGER

For the moment, it remains true that old theories tend less to die than to go into
second editions. (Clifford Geertz, The Interpretation of Cultures)

How to detect culture and its effects? When asked to write this chapter, the
proposed title and its vocabulary of detection, causality, and effects suggested a
different way of talking about culture than the one that I—trained as an inter-
pretivist anthropologist in the American school—typically used in my research.
Admittedly, a language of clues did not prove unfamiliar to me, though I thought of
the task of tracking clues and explaining them in terms of the historical method
described by Carlo Ginzburg as, in turn, akin to that of the physician: “indirect,
presumptive, conjectural” (1989, 106; see Franzosi, this volume). Writing of history,
Ginzburg’s query, “But can we actually call a conjectural paradigm scientific?”
(Ginzburg 1989, 124) holds equally true for the dominant streams of thought in
contemporary American cultural anthropology, powerfully shaped by the inter-
pretivist revolution launched by Clifford Geertz and subsequently elaborated by the
reflexive, postmodern critics.
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In the last two decades, the traditional custodians of culture have increasingly
hedged around and debated their use of the term and concept “culture,” with some
anthropologists going so far as to suggest that we abandon it altogether or “write
against it” (Abu-Lughod 1991). Concomitantly, both within and outside of anthro-
pology the culture concept has increasingly been unloosed from its long-standing
anchors—social structure and society. At times, culture has come to acquire
enormous (if sometimes implicit) explanatory power, running the risks of analyses
that reproduce ideologies of cultural essentialism (Shapiro 1998). Whereas anthro-
pologists have at times become paralyzed by the issue of what culture is or what it
does, practitioners from fields like political science seeking alternatives to their
dominant disciplinary paradigms (notably realism) have hesitated less in the face of
culture, borrowing from other fields as they produce “culturalist” analyses.! These
borrowings of anthropological concepts (and to a much lesser degree methods)
reflect an important recognition that culture does matter (see the preceding chap-
ter). The limitations of such analyses, however, also reveal the need to dig deeper
into the scholarly toolbox in order to get at how to locate and “detect” culture.

1 THE CULTURE CONCEPT AT “HOME’’ AND
“ABROAD’’

Though culture is one of the defining concepts for anthropology, it remains an
essentially contested concept. Raymond Williams contends, culture “has now come
to be used for important concepts in several distinct intellectual disciplines and in
several distinct and incompatible systems of thought” (1976: 76—7). Even within
anthropology, scholars have long debated whether culture is to be understood as a
model of (that explains behavior) or a model for (that explains what people think
they are doing, or ought to be doing); whether culture consists primarily in symbols
and ideas (the ideational or intellectualist view) or material objects and processes
(the materialist position); the degree to which culture determines individual
personality and behavior and vice versa; and the relationship between culture
and society. This series of long-running theoretical debates over the nature of
culture—which consist in various rephrasings of the issue of how to detect culture
and its effects—reflects the ways in which, as the anthropological discipline

1 T focus in this essay on what Desch (1998) has labeled the third wave of cultural theories in
political science and international security studies, recognizing that interest in culturalist approaches
is nothing new within political science.



HOW TO DETECT CULTURE AND ITS EFFECTS 343

coalesced intellectually and institutionally in the nineteenth century, its proponents
drew on long-standing and not always complementary intellectual traditions for
thinking about things such as Culture, cultures, and civilization (Kuper 1999).2

The German-born Franz Boas is often credited with the founding of the Ameri-
can school of cultural anthropology. Undeniably, anthropologists like Lewis
Henry Morgan had sought to place the study of Native Americans on a scientific
footing and had virtually invented the field of kinship studies before Boas emi-
grated to the United States. Yet Boas brought with him and introduced into
American anthropology a notion of culture as kultur. Directly traceable to the
Berlin Society of Anthropology of the 1880os of Rudolf Virchow and Adolf
Bastian, this understanding of culture was more broadly rooted in the Romantic
celebration of cultures plural embraced by Herder in his rejection of Enlightenment
notions of linear progression towards a singular Culture (as refinement and
rationality).3

For Boas (like the Berlin school that influenced him), every society possessed a
unique culture shaped by its historic interaction with the natural environment, as
well through its borrowings and exchanges with other cultures. For Boas, culture
did not possess the fixed fatalism at that time attributed to race, nor was it
something that existed in lesser or greater amounts on a fixed timeline of evolution
(from savagery to barbarism to civilization), as Morgan and the unilineal anthro-
pologists of the day contended. Together with the group of students he built up
around him, including Alfred Kroeber, Ruth Benedict, and Margaret Mead, Boas
argued forcefully that culture, rather than biology, matters most in making us what
we are. In doing so, Boas effectively dismantled the unilineal evolutionist frame-
work that had dominated anthropology in its moment of disciplinary formation.

Despite their agreement over what culture was not (i.e. not fixed, like biology),
Boas and his followers did not all understand culture in the same way. Boas himself
never devoted much attention to theorizing culture and tended to agree with his
student Robert Lowie that culture and civilization proved akin to a “planless
hodgepodge, that thing of shreds and patches” (in Harris 1968, 353; see also
Kuper 1999, 68). Edward Sapir, Ruth Benedict, and Margaret Mead instead thought
of cultures as expressing a Geist (spirit). Benedict went so far as to distinguish
cultures in terms of distinct personality patterns (such as paranoid or ecstatic) that
in turn were said to shape the personalities of the individuals comprising that
specific culture. In time, this approach became known as the “culture and person-
ality school.” During the Second World War and the cold war, scholars working
from this perspective produced a wide range of “national character studies” that
not only treated culture as if it mapped neatly onto the political boundaries of

2 This discussion reminds us that context also matters, of course, in understanding our own
theoretical frameworks.
3 On Boas and culture, see Stocking (1982, 195-233).
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nationhood, but also made questionable leaps from child-rearing habits and
socialization processes to assertions about “collective personalities.” Despite its
intellectual discrediting, many of the assumptions of the culture and personality
school continue to underwrite everyday ways of talking about “peoples” and
predicting their responses to policy.

In contrast to the culture and personality crowd, Alfred Kroeber (1963) argued
that culture resided in material objects (technology, inventions), as well as ideas,
language, and ways of doing things. For Kroeber, echoing the French sociologist
Emile Durkheim’s work on the collective conscience, culture was “superorganic,”
something larger and independent of either the individual elements that composed
it or the actual individuals who belonged to it. Indeed, Kroeber thought that culture,
once in place, could survive without any agents or bearers of it. Yet even though
Kroeber broke with his teacher Boas in underplaying the importance of the individ-
ual to culture (as opposed to the importance of culture on the individual), when he
formulated the notion of the superorganic he still revealed his Boasian training
through his emphasis on the role of history and diffusion in shaping culture.

After Boas’ death, however, Kroeber focused less on these aspects of culture as he
entered into a series of long-running theoretical conversations dedicated to
rendering the culture concept “scientific.” In 1952, he and fellow anthropologist
Clyde Kluckhohn produced the volume Culture, which sought to separate the wheat
of scientific understandings of culture from the chaff of useless, humanistic defini-
tions of culture. Key to Kluckhohn and Kroeber’s elaboration of the culture concept
was an emphasis on it in terms of symbols, values, and patterns. Kroeber thus
downplayed his early focus on culture as embodied in material things (an emphasis
that likely reflected his work in founding the anthropological museum at the
University of California-Berkeley). Kroeber also entered into dialogue with Kluc-
khohn’s Harvard colleague, the sociologist Talcott Parsons, about the relationship
between culture and social structure/action. In a co-written article published in 1958
in the American Sociological Review, Kroeber and Parsons further refined the culture
concept:

We suggest that it is useful to define the concept culture for most usages more narrowly than
has been generally the case in the American anthropological tradition, restricting its
reference to transmitted and created content and patterns of values, ideas, and other
symbolic-meaningful systems as factors in the shaping of human behavior and the artifacts
produced through behavior. (In Kuper 1999, 69)

Kroeber and Kluckhohn thus emphasized the ideational, symbolic aspects of
culture, nonetheless keeping in mind the issue of how this model of culture shaped
human behavior.

Though Kroeber and Parsons argued for a new science of culture (and a theory of
action), the Department of Social Relations at Harvard founded by Parsons would
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produce a generation of scholars—Clifford Geertz being the most notable for our
purposes here—who ultimately would challenge the conviction that anthropo-
logical analysis was a scientific, as opposed to humanistic, enterprise. Geertz
would do so by taking those very things Kluckhohn, Kroeber, and Parsons stressed
in their understandings of culture—its symbolic nature and the focus on mean-
ing—and running with them. Given not only his iconic status within anthropology
but also his role as one of the anthropologists most widely read outside of his
discipline (including in political science), let us focus on Geertz before turning to
more recent anthropological approaches to culture.

Geertz began his scholarly career as a student of development and modernization
processes in Indonesia, looking at topics that ranged from cultural ecology analyses
of irrigation and (non)modernization (1963a) to the rise of nationalism in “new
states” (1963b). Geertz’s later incarnation as the interpretivist analyst of the Balinese
cockfights and the “ritual state” in Bali and Islam in Morocco signaled a transform-
ation in his approach and held enormous appeal for those scholars (whether
historians or political scientists) seeking an alternative to deterministic (and
often economistic) explanatory models (Stone 1979, 7-8, 14-19).

In his collection of essays, The Interpretation of Cultures, Geertz wrote of culture in
semiotic terms, as “webs of significance he [Man] himself has spun,” (1973, 5) and as
a series of texts. Given this, Geertz urged scholars to read (albeit over the shoulders
of the native producers of the texts) and suggested that analysis consisted in “sorting
out the structures of signification” (Geertz 1973, 9). Geertz thus rejected a cognitivist
view that anthropologists should (or ever could) get inside the heads of the natives.
Instead, he instructed scholars to focus on culture as a public document. “Ideas are
not ... unobservable mental stuff;” Geertz writes. “They are envehicled meanings,
the vehicles being symbols ... not idealities to be stared at but texts to be read”
(1980, 135). The job of the ethnographer lay not just in reading and reinscribing
sociocultural discourse but in doing so thickly, providing a richly layered description
that systematizes the ethnographer’s “interpretations of what our informants are up
to, or think they are up to” (1973, 15). This amounts to a microscopic approach that
focuses on local knowledge and theory-infused description.

Geertz himself recognized the methodological problems posed by this micro-
scopic focus. Yet he took anthropologists to task for two strategies typically used for
moving from the local/specific to the general: that of reading the micro site as
microcosm of a larger entity, and that of treating the specific case as a “natural
experiment” (with “primitive” cultures often standing in for “laboratories” because
there exists less presumed interference or complexity). In the latter case, Geertz
noted,

The great natural variation of cultural forms is, of course, not only anthropology’s great
(and wasting) resource, but the ground of its deepest theoretical dilemma: how is such
variation to be squared with the biological unity of the human species? But it is not, even
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metaphorically, experimental variation, because the context in which it occurs varies along
with it, and it is not possible (though there are those who try) to isolate the y’s from x’s to
write a proper function. (Geertz 1973, 22-3)

Geertz adds that the business of anthropology qua cultural theory lies not in
predicting but, at best, diagnosing and possibly anticipating. He, like Ginzburg,
invokes a clinical analogy, comparing the task of cultural interpretation to that of
clinical inference. For Geertz, there appears to be little point in trying to write a
general theory of cultural interpretation because such a theory would ignore
context and thus prove useless. As he sees it, “the essential task of theory building
here is not to codify abstract regularities but to make thick description possible, not
to generalize across cases but to generalize within them” (Geertz 1973, 26). In stating
this, Geertz made a powerful and persuasive case for thick description that attends
to the contexts of cultural symbols as enacted in public life and display. Geertz
emphasized the trademarks of good anthropology—the fact that one had to “be
there,” that is, possess experiential knowledge of specific sociocultural contexts, in
order to understand the cultural winks and the meanings attributed to them by
those doing the winking and witnessing the winking.

Despite the clear strengths of Geertz’s approach, one of the many critiques made
about it is that it privileges the ideational over the material and it disengages culture
from social action. At the theoretical level, Geertz himself warns against these
dangers. In his essay “Thick Description,” for example, he urges, “Behavior must
be attended to, and with some exactness, because it is through the flow of behav-
ior—or more precisely, social action—that cultural forms find articulation”
(Geertz 1973, 17). He goes on to add, “If anthropological interpretation is con-
structing a reading of what happens, then to divorce it from what happens—from
what, in this time or that place, specific people say, what they do, what is done to
them, from the whole vast business of the world—is to divorce it from its applica-
tions and render it vacant.” (Geertz 1973, 18).4

Geertz, however, does not always realize in practice (i.e. ethnographic accounts of
politics such as Negara: The Theatre-State in Nineteenth Century Bali) what he
preaches in theory. In Negara, Geertz argued that in Bali sacred politics ruled.
Furthermore, secular and sacred politics proved incompatible. For Geertz, the rituals
and pageantry surrounding the state are not code for some deeper structures—they
are the thing: “because the pageants were not mere aesthetic embellishments,

4 Having said all this, however, Geertz (1973, 30) concludes his essay on “Thick Description” on a
note that suggests that at the most we can offer our readings on other cultural texts, texts that consist
not so much in (socially and culturally prescribed) actions but in explanations of actions: “To look at
the symbolic dimensions of social action—art, religion, ideology, science, law, morality, common
sense—is not to turn away from the existential dilemmas of life for some empyrean realm of de-
emotionalized forms; it is to plunge into the midst of them. The essential vocation of interpretive
anthropology is not to answer our deepest questions, but to make available to us answers that others,
guarding other sheep in other valleys, have given, and thus to include them in the consultable record of
what man has said.”



HOW TO DETECT CULTURE AND ITS EFFECTS 347

celebrations of a domination independently existing: they were the thing itself”
(1980,120). Here, the symbolicis action and action symbolic; Geertz thus does attend
to behavior, but only behavior and action of a particular sort. Critics of Negara,
including fellow students of Bali, have raised pointed questions about the messy
details of political life (taxation and trade, irrigation, conflict and violence) that
disappear from an account that reads life as theater and theater as life (see Kuper 1999,
116-18).

Given all this, the appeal of Geertz to some political scientists might seem
surprising. Yet Geertz’s focus—if not entirely exclusive—on symbols and symbolic
action clearly appealed to many of those political scientists interested in culture.
When anthropological authority is cited by political scientists advocating cultural-
ism, Geertz is often prominent.5 This likely reflects Geertz’s accessibility and persua-
sive, elegant writing style (one of the strengths of what Stone (1979) deemed the
“revival of narrative history”). Yet Geertz’s emphasis on symbols and representations
also proved compatible, at least as he tended to be read or misread outside of
anthropology, with prevailing ways of treating culture within political science. “As
used by political scientists,” argues Alastair [ain Johnston, “... culture is primarily
ideational, so as to differentiate it from behavior as the dependent variable ...
implicit in some of the terminology is a sense that there is no one-to-one correspond-
ence between cultural forms and observable decisions” (1995, 44, fns. 25 and 27 6).

The political culture approach, for example, represented one popular way in
which some political scientists took account of culture (borrowing ideas from
functionalist, symbolic, and structuralist anthropology) from the 1960s on. Many
accounts of political culture attend to orientations and opinions, only rarely to
behavior (in the form of political participation). While Merelman proposed bring-
ing the insights of anthropology (exemplified for him by Geertz) to bear on studies
of political culture, his own analysis unsatisfactorily reads cultural products such as
the television program Highway to Heaven as indicative of American attitudes
about political leaders (1989, 489—90). Once again, anthropological approaches
become harnessed to a model for culture and neglect the model of dimension.

The 1980s witnessed another take on culture in the form of what, following the
groundbreaking work of Jack Snyder (1997), became deemed strategic culture.
Alastair Tain Johnston has usefully outlined the different waves of thinking about
strategic culture, with the concept of strategic culture moving from a monolithic
notion of single strategic cultures mapping neatly onto “national” cultures to an
approach that “leaves behavior out of the independent variable” (Johnston 1995,
41). Such approaches appear almost bizarre to those possessed of a contemporary

5 See, e.g., Johnson (2000); on this issue, refer also to Tilly and Goodin, Introduction to this
volume.

6 See Merelman (1989) for his take on why the materialist approach proves less suited to analyses of
political culture; and Desch (1998) on the renewed appeal of culture as an ideational variable in
political science analysis.
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anthropological sensibility, as do some of the very questions asked by political
scientists, beginning with the query “Why respect culture?” (Johnson 2000).

The constructivist approach put forward by Katzenstein et al. (1996) likewise
embraced an ideationist view of culture, now understood primarily in terms of
norms.” Even more problematic were the so-called solutions offered by critics of the
Katzenstein framework: “A useful definition of culture emphasizes collectively held
ideas that do not vary in the face of environmental or structural changes” (Desch
1998, 152). A view of culture as unvarying proves a largely useless one, given that
anthropologists have spent the better part of the last three decades going beyond an
older view of culture as static and bounded. In addition, Desch proposes his
putative “solution” to the shortcomings of the Katzenstein volume as a way in
which culture and its specialists (such as anthropologists) might work to “supple-
ment existing theories in national security” (Desch 1998, 166); this would return
anthropologists, area studies specialists, and historians to subordinate status as
““fact producers’ for the ‘analytic narratives’ (stylized rational choice depictions)
produced by social science ‘theorists’” (Lustick 1997, 178).

Another approach that takes culture seriously is the “organizational culture”
perspective. In Imagining War: French and British Military Doctrine Between the
War, Elizabeth Kier takes on a question of traditional interest to students of
international politics—how military doctrine develops—and offers a sophisticated
and nuanced culturalist response. The limits of Kier’s analysis, however, point to
the need for ongoing discussion within political science of how to detect culture
and its effects. In her study, Kier carefully sifts through various competing explan-
ations for why the British and French militaries clung to defensive doctrines during
the 1930s and up to the outbreak of the Second World War. Having done this, she
contends that a culturalist perspective best explains doctrinal developments and
persuasively argues that interests cannot be presumed as self-evident but rather are
socially and culturally constituted.

To some degree, Kier sticks with the (as we have now seen) common view of
culture as ideational, as a set of notions about how the world works that become
naturalized, seen as obvious and unquestionable (1997, 26; see also 164). Yet these
assumptions, in turn, provide ways of “‘organizing action’” (1997, 144). Kier here

7 Ted Hopf (1998, 184) distinguishes between conventional and critical variants of constructivism,
with work like that of the Katzenstein volume falling under the former category. In contrast, “critical
theory aims at exploding the myths associated with identity formation, whereas conventional con-
structivists wish to treat those identities as possible causes of action. Critical theory thus claims an
interest in change, and a capacity to foster change, that no conventional constructivist could make.”
Hopf further contends that critical, as opposed to conventional constructivist theory focuses on
interrogating and unmasking power relationships. These relationships are assumed to include the
critical theorists” “own participation in the reproduction, constitution, and fixing of the social entities
they observe” (Hopf 1998, 184), a recognition that demands a self-reflexive approach. Rather than
specifically discuss here political science work in the critical constructivist mode, such as the volume
edited by Weldes et al. (1999), I will incorporate its insights into the subsequent section on “detecting
culture.”
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uses a notion of repertoires, of ways of doing things, that draws explicit on Swidler
(1986) and echoes Tilly (1986; 1989). She sees (military) culture as “providing
limited means to the organization, not as providing the values that guide action”
(Kier 1997, 31). So for Kier, culture is more than attitudes or orientation; it also
consists in what Swidler deems “a ‘tool kit” of symbols, stories, rituals, and world-
views, which people may use in varying configurations to solve different kinds of
problems” (1986, 273).

In considering how culture organizes action, Kier narrows her focus to what she
calls military cultures or, more precisely, military’s organizational cultures. Defining
organizational culture “as the set of basic assumptions, values, norms, beliefs, and
formal knowledge that shape collective understandings” (see Kier 1997, 28), Kier
rightly notes that there exist only particular military cultures, not a singular, abstract
military culture. She admirably mines a wide range of archival and other documents,
including British army manuals and the Cavalry Journal, in order to get at the specific
military cultures that operated in France and Great Britain in the interwar period.

Kier’s argument becomes less convincing, however, when she attempts to wed her
self-described interpretivist approach to a language of variables. She argues, for
instance, that culture “has an independent causal role in the formation of prefer-
ences” and urges the need for research projects “that isolate culture’s causal role”
(see Kier 1997, 5-6). Such requirements force Kier to ignore important questions
about culture (such as the origins of particular military doctrines and repertoires),
as well as artificially to isolate out variables in the political scientist’s laboratory.
Kier’s ahistorical approach (to a historical question) enables her, for instance, to
maintain that the armies’ cultures in both France and Great Britain changed very
little or, in her words, “remained relatively static from the late nineteenth century
until the outbreak of the World War 1I” (1997, 144).

Although anthropologists may not agree on culture, most today think of culture
as fairly fluid and dynamic, thereby rejecting the old functionalist view of societies
and cultures that exist in a kind of “equilibrium.” That old view of culture also
tended to see it as tightly bounded; cultures mapped onto peoples who, for the
most part, mapped onto places. That Kier accepts France and Great Britain as
bounded entities as more or less coinciding with nation states may make it easier
for her to accept a view of their army cultures as relatively unchanging. Opening up
the frame to consider imperial and colonial armies, for example, might raise
interesting questions about the effect on those “cultures” of the experience of
colonial troops fighting in the European theaters in the First World War. Similarly,
expanding the frame might permit discussion of transnational values of class
shared by some officers (as so nicely captured by Renoir’s film, “La Grande
Mlusion”). Kier cannot admit such change into her model, however, because she
needs her intervening variable (culture) to remain constant in order to demonstrate
change in the dependent variable (doctrine) (see Kier 1997, 144).
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Kier also makes what, to an anthropologist, seems like a curious distinction
between culture(s), genuine and spurious.® First, she argues that one common
military culture distinguished Great Britain from France, where two competing
“cultures” existed. For Kier, the values prevailing in the British situation approximate
something like “common sense” whereas “when there are several competing cultures,
each culture more closely approximates an ideology” (see Kier 1997, 26). Much
interpretivist work has demonstrated that culture constitutes a continually contested
terrain of politics in which meanings—and power—are challenged, even in situations
approaching hegemony.® To distinguish a seemingly more consensual cultural terrain
from one of “competing cultures” qua ideologies (is there not a shared cultural terrain
even here?) seems to imply that some cultures are more genuine than others. Kier
further separates out the “instrumental” use of culture from the apparently genuine
use of culture. Yet many contemporary anthropologists, in viewing culture as a
contested field of power, hold that culture is always instrumental in the sense that
there are no contexts innocent or removed from power (as understood in its broadest,
rather than a formal sense). Indeed, the “toolkit” metaphor favored by Kier implies
that culture proves instrumental quite literally.

In line with this view, one way to detect culture is to examine how, and in what
contexts, it is deployed and by whom. In order to keep culture as a causally
independent variable, rather than view it as imbricated in a contested field of social
relationships, Kier instead argues, “it is important to show that the belief was
genuine, and not invoked just to serve other interests. One of the ways of doing this
is to show that the actors’ beliefs persist despite the fact that continuing to hold
those beliefs keeps them from achieving other important goals” (see Kier 1997, 37).
Yet doesn’t analyzing the construction of interests also require examining how
actors within a specific culture view “culture” itself—perhaps indeed as a “weapon”
or “resource” in power struggles?10

As this discussion here suggests, detecting culture and its effects requires some-
thing more (and other) than an attempt to isolate culture as a variable, given the

8 T use the language of genuine and spurious with irony, since the phrasing itself comes from
Edward Sapir and suggests that a previous generation of anthropologists would not have found the
distinction problematic.

9 Even though certain events or ideas may be unthinkable within a particular cultural framework,
they do not prove impossible, raising the issue of the degree to which those commonsense views of the
world are ever complete. Trouillot has elegantly demonstrated how the successful revolution by black
slaves in Haiti proved “unthinkable” at the time of events. He notes, “The Haitian Revolution
expressed itself mainly through its deeds, and it is through political practice that it challenged Western
philosophy and colonialism” (1995, 89).

10 Sociologist Lynn Eden’s Whole World on Fire (2004), a study of why the US military for so long
ignored the issue of fire damage effects from nuclear weapons, offers a more effective answer to this
question even as it employs an organizational culture perspective frame similar to that of Kier. Eden,
however, worries less than Kier does about fitting culture into a framework of variables and uses the
term culture much less. Rather, she focuses on organizational frames for knowledge and in doing so
demonstrates how particular understandings become powerful (or contested) within certain insti-
tutional contexts and for diverse audiences.
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limits of some of the best “culturalist” work in political science. This is not to say
that anthropologists necessarily have all the answers about how to do that. Trad-
itionally, anthropologists have not given enough attention to the state or formal
politics, focusing on small, often face-to-face communities. In a well-known
example, Orin Starn has noted how, in Peru, anthropologists “missed” the revolu-
tion. Despite their intimate, experiential knowledge of various Andean localities,
anthropologists working in the region neither foresaw nor had the tools to under-
stand the rise of the Shining Path movement in Peru.!! Starn attributes this to
“Andeanism,” a perspective focused on symbolic and ecological questions that
views indigenous culture in terms of continuity and closure against the larger
world. In the end, anthropologists were so focused on questions of cosmology or
agricultural practices that they failed to notice the peasants’ “frequent recourse to
action” (Starn 1992, 165).

Considering examples like that of the Andean case, together with discussion of
how anthropological concepts have been applied in fields like political science,
underscores why culture needs to be treated as something more than just ideas and
“worldviews.” For as the best cultural analysis reveals, culture becomes embedded
at the most basic level, as in the manner of moving and talking, practices of naming,
house-building practices, and kinship patterns (not just how people represent
descent and connection but how they live it). Part of the commonsense quality of
culture refers not just to ideas about how the world works that become so taken-
for-granted as to appear almost natural (though the potential or the actuality of
contestation always remains) but also about ways of being in the world, ways of
inhabiting the world that become like second nature. Such an approach reconnects
the cultural to the social and the model for (the way things are imagined or expected
to be) to the model of (the way things are).

2 “DETECTING’’ CULTURE AND ITS
“ErrecTs:” SOME THOUGHTS

The traditional means by which anthropologists have studied “culture,” as well as
“society;” has been through field research. For anthropologists, fieldwork often
becomes synonymous with participant-observation, the method of “being there”
and gaining experiential, detailed knowledge. Anthropologists often pair more formal
methods, such as interviewing (particularly the life history method), with the sorts of

11 Though Starn (1992, 152) does not believe anthropologists should “be in the business of
forecasting revolutions,” he does criticize his colleagues for failing to pay attention to the kinds of
factors that enabled the movement to arise and find support.
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informal observations typically recorded in fieldnotes.!2 Johnson and Johnson (1990)
discuss the value of both types of methods, noting that their systematic collection of
time allocation data contradicted their initial observations about types and amounts
of work between the genders among the Machiguenga. At the same time, however,
knowledge gained experientially through random visits to households provided data
that the anthropologists would never have thought to ask about. The Johnsons thus
make a powerful plea for the value of permitting serendipity to enter into the research
project (on the importance of flexibility and adjusting the research design to the
realities of the field situation, see Hirsch 2003, 41-3).

Yet anthropologists have always used other methods besides the experiential one
of being there for getting at culture—including archival research, surveys, and
comparative analysis. Years ago, Laura Nader (1988) urged anthropologists to
“study up,” that is, to take as objects of analysis not just marginalized populations
but also those who occupy positions of power. Doing so demands methods other
than, or in addition to, participant-observation, given that direct participation in
the community in question may not always be possible.

Whether rooted in participant-observation or not, field research entails a con-
siderable commitment of time (and often considerable money, enter the politics of
funding). Not coincidentally, the field and hence fieldwork bear agricultural con-
notations, given that in the English language culture originally referred to the
cultivation of land (Williams 1976); digging around in culture, i.e. modern day
fieldwork, means getting your hands dirty figuratively (and quite often literally). In
order to identify their research communities and define their research plans,
anthropologists may initially spend extended periods of time entering into various
kinds of social networks, becoming known, and examining the internal cleavages in
order to think about the most effective strategies for sampling. (See Hirsch 2003 on
implementing this “Needle-in-haystack” method.)

Today, the “field” may range from overlapping physical sites—what Marcus
(1995) refers to as multi-sited ethnography—to virtual communities to diasporic
communities linked by memories and narratives. Once seen to constitute a local-
ized place, ideas of the field have thus undergone critical examination as scholars
take analytical account of processes of deterritorialization and displacement and
use them to rethink their assumptions, past and present (Gupta and Ferguson
1997). Yet no matter how the field and cultures are sited (see Olwig and Hastrup
1997), acquiring a detailed, non-superficial understanding of the sociocultural
contexts in which things have meaning usually entails a labor-intensive process.
And doing so means working within the constraints of power.

12 For various takes on fieldnotes, see the collection edited by Sanjek (1990). Johnson and
Johnson (1990, 161) contend, “Fieldnotes provide scientific data to the extent that they contain
intersubjectively reliable descriptions of beliefs and behavior of individuals in other cultures; and they
are humanistic documents to the extent that they enhance our understanding of behavior and
beliefs by illuminating their meaning within a cultural context of related meanings.”
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In writing of different field research stints in Taiwan and the People’s Republic of
China, Margery Wolf has commented on her different experiences and the different
degrees to which she was able to contextualize the information that she recorded.
Her first field experience occurred when she accompanied her then-husband, Arthur
Wolf, to Taiwan, where they lived with the same family for two years. Here, Wolf
became an accidental anthropologist, eventually producing two books drawing
upon her experiences in Taiwan. Years later, she carried out a very different project
focused on gender inequality in mainland China, with research divided between six
different sites at each of which she spent between four and six weeks.

This second research project resulted in a book. Yet Wolf herself admits the
limitations caused by her lack of access to the contexts of everyday life. As a foreign
scholar working in Communist China, Wolf could only conduct formal interviews
and had to do so in the presence of at least one government representative. “Rich as
I believe these interviews are,” she reflects, “they are frozen in time, individual
statements only vaguely anchored in the social and historical context that created
them” (Wolf 1990, 351). Wolf admits that she could not get to know her informants
in order to observe how they were situated within a variety of social networks.
Turning a disadvantage into a strength, Wolf might have focused more on what the
constraints on her fieldwork meant in terms of the larger political context and the
penetration of state power into the contexts of everyday life, though this was not
the focus of her study.

Being explicit about the field situation and the analyst’s situation within it (even
if the field in question be one defined by archival documents or scholarly discourse)
also underscores that detecting culture requires reflexivity. Students of the human
sciences have long known that the presence of the investigator invariably impacts
the way data are collected; furthermore, all knowledges, including that of the
investigator, are invariably situated and partial. In the 1980s, anthropologists
interested in reflexivity began to call insistently for a critical ethnography that
took account of how, historically, the fieldworker’s positioning in a larger field of
power—both political (as in a world system marked by inequality and colonial-
isms) and conceptual (that of the scientist gazing on and studying informants)—
had shaped the resulting studies (Clifford and Marcus 1986). This perspective owed
much to the interpretivist approach of Geertz, even as it moved beyond and, in
some ways, challenged it. Joan Vincent (1991, 47) has argued that this reflexivity be
wed to a contextualist approach that “involves understanding ethnography not as
aesthetics or poetics, but as a historical phenomenon that must be associated with
social, political, and material circumstances.” The upshot of this critique has meant
extensive rereadings and reinterpretations of the classic ethnographic texts together
with a new sensitivity to the conditions of contemporary fieldwork and the need to
make explicit the researcher’s role and position in that process (part of the politics
of knowledge).
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Jennifer Hirsch includes a thoughtful commentary on her own positioning in the
field. In her case, the field consisted of transnational sites cutting across the borders
of the United States and Mexico as she studied sexuality and love among Mexican
transnational families. Hirsch discusses, among other things, the importance of
certain forms of self-presentation (in this case, as a “proper woman”) necessary for
her acceptance by informants. While making her research with women possible,
this self-presentation necessarily limited Hirsch’s ability to conduct one-on-one
interviews with men or to be seen as close with members of the Jehovah Witness
community. Hirsch makes clear not only the contexts in which she conducted
research, however, but also those in which her own understandings and practices
(together with those of her informants) are situated. She describes, for example,
how she came to rethink her initial ideas about sex and migration (i.e. her own
cultural constructs about these issues) on the basis of what her informants found
significant and what they did (Hirsch 2003, 281).

In Birthing the Nation: Strategies of Palestinian Women in Israel, Rhoda Ann
Kanaaneh also meditates on the impact of her hybrid identity (Chinese-Hawaiian-
American-Arab/Palestinian) on the research on family planning that she carried
out in her native town in the Galilee. Kanaaneh uses her family’s experience to
illustrate “how diverse and plural the Galilee is, and yet how certain patterns can
run through it” (Kanaaneh 2002, 7). Her insider status “both facilitated and
circumscribed” (2002, 12) her access and research material, as did her status as a
married woman, which permitted her to participate in conversations about sex and
contraception. Kanaaneh’s informants also had considerable experience with pre-
vious researchers and queried her on her methodology, as well as the use to which
she would put her research. Whether the researcher be an “insider” (like Kanaaneh)
or an “outsider” (like Hirsch), such reflexivity should inform all ethnographic
accounts, regardless of their disciplinary origin, and thereby dispense with the
fiction of the researcher as a disembodied presence.

Political scientist Michael Barnett’s reflexive account of his work as a political
officer at the US Mission to the United Nations, Rwanda Desk, reveals how Barnett
gradually became an insider on the “terrain” of the UN’s institutional culture. As he
realized only later, “Not only had I entered the bureaucratic world, but the
bureaucratic world had entered me” (Barnett 1999, 179). This identification did
not remain at the purely symbolic level but involved Barnett’s positioning within a
field of interests defined by the institutional culture in which he found himself. This
led him to agree with the Secretariat’s non-response to the genocide in Rwanda on
the grounds that the “needs of the organization overrode those of the targets of
genocide” (1999, 184). By reflecting on and placing himself as an actor (not just a
neutral observer) in his account of his field research, Barnett gained valuable
insights not just into his own response—one of the varied sites in which we detect
culture and its effects—but also into the production of indifference within bureau-

cratic structures. This, in turn, led him to think beyond his “‘policy-relevant’
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recommendations” (1999, 199) to broader questions about the effectiveness of
peacekeeping when professionalized or bureaucratized.

Whereas all social scientists face the epistemological and methodological di-
lemmas posed by the dynamics of studying human populations, those who exam-
ine issues of violence confront the additional challenges posed by the ethics of the
situation (see Pouligny 2002, 529). Writing of her involvement as both NGO worker
and researcher in the study of United Nations peace operations, Beatrice Pouligny
stresses, “Invoking my personal responsibility as a researcher also means considering
the issue of my commitment to the people about whom I have conducted my
investigations. Making them not merely ‘objects’ but also ‘subjects’ of research
entails embarking on a process of participation and partnership” (2002, 536). This
also requires careful attention to the ways in which information gathered is used:
what forms it takes, the audiences it addresses, whether informants’ identities are
recognizable, and the degree to which the ethnographer may become complicit
with narratives of violence.

Studies of violence have shed considerable light on the ways in which even that
violence which appears so “extreme” as to escape explanation reflects specific
logics'>—those of the perpetrators and/or the victims.!# In acts such as defilement
and desecration, perpetrators invert what is sacred, dignified, and human.
Obviously, certain aspects of repertoires of defilement suggest some universalities
in cultural codes, as in prohibitions against excrement and menstrual waste. Yet
other aspects of atrocities that defile the body refer to specific cultural histories, even
if the cultural repertoire per se does not necessarily provide the causal explanation
for the origin of the violence. For example, when Bosnian Serb soldiers cut off the
small fingers and adjacent fingers of Muslim and Croat victims during the conflict
in Bosnia, this desecration referred to the Orthodox practice of crossing themselves
with three fingers; in addition, it made reference to earlier repertoires of violence
employed in the past (the Second World War, the Balkan Wars). In analyzing such

13 On definitions of “extreme” violence, see Sémelin (2002). The reader is also referred to Jane
Cowan’s (2003) illuminating analysis of what “violent language” meant to minority petitioners and
League of Nations officials in the context of bureaucratic procedures to guarantee the minority
procedure laid out by the League.

14 Analyzing culturally patterned forms of violence in former Yugoslavia (such as the blood feud or
the cutting off of enemies’ noses), Allcock reminds us, “Violence is not necessarily random, arbitrary,
meaningless, pathological or antisocial. It may be patterned, directed, significant, normal and con-
stitutive of the social” (2000, 384). At the same time, however, not all violence can be understood in
terms of the immediate cultural context and thus analysts also need to be attentive to what Allcock
deems exogenous models of violence. The remembrance of such violence obviously draws upon
specific cultural practices of narration and memorialization, as well. The Jewish memorial books
studied by Kugelmass and Boyarin (1983), for example, demonstrate the ways in which even the
unprecedented events of the Holocaust could be incorporated into long-standing frames through
which to understand persecution of Jews. And, of course, the Book of Exodus provides the “textual
prototype for subsequent ‘documentary narrative’—the quintessential sifrut ha’edut or ‘literature of
testimony’” (Young 1988, 20).
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forms of violence, defilement appears “the more symbolic since it is physical and
material” (Nahoum-Grappe 2002, 555-6); indeed the atrocity “is embraced [by the
perpetrators] as having symbolic value” (Allcock 2000, 398). Here, the seeming
divide between the symbolic and the material, a reification perpetuated by too many
scholars, dissolves. The body symbolizes the collective and yet also belongs to
individuals; the act of desecration “by striking at the real body of the one, destroys
the moral space of all” (2002, 557).

Yet desecration and defilement may also become a tool for protest by victims, as
Begona Aretxaga (1997) has shown for the case of imprisoned female IRA activists
who organized a “protest of dirt” in solidarity with male IRA and other Catholic
political prisoners in Northern Ireland. Male prisoners had already organized a so-
called dirty protest. Refusing to wear prison uniforms after being stripped of their
status as political prisoners, the men had remained in their cells, unwashed and
amidst their own body wastes. Female prisoners launched a similar protest, one
that proved more disturbing to Protestants and Catholics alike precisely because it
violated cultural norms about the propriety of women. Not only did the sight of
women in their own excrement and menstrual blood break shared cultural taboos,
it also challenged the traditional role reserved for women in nationalist discourse as
passive (if stoic) supporters of the cause and as providers of sons to the fighting.
Furthermore, for Catholics it violated notions of womanhood and motherhood
associated with Mother Mary. The women’s protest thus drew power from its
conscious inversion of cultural norms and strategically used defilement of the
body—a form of violence at once symbolic and material—as a means of resistance.

Whether in the form of violence or not, culture is expressed and constituted
through practices, i.e. it is embodied—sometimes in the most literal ways possible.
Analysts of culture must pay attention not only to formalized or special kinds of
practices but also “the little routines that people enact, again and again, in working,
eating, sleeping, and relaxing, as well as the little scenarios of etiquette they play out
again and again in social interaction” (Ortner 1984, 154). In urging for a reflexive,
“sensuous scholarship” that takes account of such embodiment and that calls on
scholars to use all their senses, Paul Stoller (1997, 23) moves from his own experi-
ences studying sorcery in Africa to contend,

For ethnographers embodiment is more than the realization that our bodily experience
gives metaphorical meaning to our experience; it is rather the realization that, like Songhay
sorcerers, we too are consumed by the sensual world, that ethnographic things capture us
through our bodies, that profound lessons are learned when sharp pains streak up our legs
in the middle of the night.

Political philosopher Howard Adelman learned such painful lessons when he
visited a makeshift morgue containing 18,652 corpses in Kigali in 1996. Though he
had already co-authored and published a study of early warning and conflict
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management in regards to the genocide in Rwanda, nothing had prepared Adelman
for the sensory experience of genocide itself. This experience has informed his
subsequent work on genocide. Not only does the vision of those bodies continually
revisit him, so does their smell for, “once one experiences a genocide, the smells
infuse every pore of the body” (1997, 12; on smell and the theorization of genocide,
see also Nahoum-Grappe 2002, 555).

Detecting culture requires heeding our senses—listening, hearing, smelling,
tasting, feeling—in order to contextualize the realms in which social practices
(including those of politics) and their “symbolic” representations operate. In this
chapter, 1 have offered a (necessarily incomplete) historical overview of how
scholars have treated culture in order to suggest that in reconnecting (and
detecting) the social and the cultural in our analyses, both anthropologists and
political scientists may find that “old theories” and “second editions” point to more
effective ways of taking account of culture. The new editions of cultural analysis
remain to be written.
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CHAPTER 19

RACE, ETHNICITY,
RELIGION

COURTNEY JUNG

THE age of democracy is upon us. Not only do democracies outnumber non-
democracies by a factor of two to one at the start of the twenty-first century, but
rule by the people has emerged as the single standard of political legitimation.!
Governments invoke democratic principles, even where the actual practice of
representation is inadequate. With the end of the third wave of democratic transi-
tions in 1994, analysts have begun to turn their attention to consolidation, to the
chances that these new institutions and norms will prosper and put down roots.2
The literature on consolidation is focused on the conditions that make democratic
survival more or less likely—per capita income, political culture, electoral systems,
institutional structure, and racial, ethnic, and religious homogeneity (Przeworski
and Limongi 1997; Dahl 1989; Gellner 1983).

This last condition of democratic consolidation is, however, in increasingly
short supply. Just as democracy has triumphed as the only game in town, race,

* For sage advice on previous drafts, the author thanks Nida Alahmad, Clarissa Hayward, Mala
Htun, Patrick Macklem, and Rogers Smith.

1 According to Freedom House, 61 percent of the countries of the world were electoral
democracies in 2003.

2 Diamond and Plattner 1993; Linz and Stepan 1996; I mark the South African election that ended
apartheid in April 1994 as the end of the third wave of democratic transitions. The third wave
started with the 1974 overthrow of the Caetano regime in Portugal.
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ethnicity, and religion have emerged as central features of political organization and
mobilization. In the United States, both parties actively court the vote of ethnic and
racial minorities, such as Latinos (Desipio 1998). Concerns over ethnic and reli-
gious representation were at the center of the composition of Iraq’s Interim
Governing Council (Jabar 2004). And in countries like Yugoslavia, Brazil, and
India, ethnic, racial, and religious divisions respectively moved to the center of
political life in the 1990s (Glenny 1992; Htun 2004a; Chandra 2004). The politics of
ethnicity, race, and religion punctuate the political landscape in developed and
developing countries, in rural and urban areas, in the East and in the West.

The creeping pervasiveness of democracy, on the one hand, and of racial, ethnic,
and religious politics on the other, has generated new concerns among democratic
theorists and practitioners. Political scientists and other observers of contemporary
politics treat race, ethnicity, and religion as problems. In particular, such social
categories are widely considered to threaten the survival of democratic political
institutions and the fabric of national society.? People organized by racial, ethnic, or
religious affiliation express “intense but conflicting preferences” that preclude the
development of the type of cross-cutting cleavages that are essential to plural
democracy (Dahl 1971; Rabushka and Shepsle 1972, 217). Elections that are nothing
but a racial or ethnic census create disincentives for minority participation within
the system (Horowitz 1985; 1991). Democratic breakdown is allegedly caused by
“ethnic outbidding.” Racial, ethnic, and religious politics supposedly create incen-
tives for party leaders to attract support by developing extremist positions that
polarize the political spectrum (Rabushka and Shepsle 1972, 67—73; Horowitz
1985, 19).

Concerns for the survival of democracy have led liberal and democratic theorists
to propose a variety of solutions to the problems caused by social heterogeneity.
What is more, each category seems to have generated a distinct solution, exposing
an implicit assumption that race, ethnicity, and religion are groups of different
types that pose problems of different kinds.

The Virginia Statute of Religious Freedoms and the US Constitution’s non-
establishment clause laid out the principle of separation of church and state and,
in the line of theorizing that is descended from John Stuart Mill, there is a
consensus that the solution to religion is privatization (Mill 1857; 1969 [1874]).
Citizens must be free to hold their religious beliefs in their private lives and to
practice their religions without interference, but they cannot bring their religious
convictions to public and political debate (Rawls 1972; 1985; 1993, xix, 151—4,
220-30). The reason is that religion is an “ultimate commitment” that determines
individuals’ “highest ideals” as well as their “conceptions of the whole truth”
(Macedo 1995, 474-5). It is precisely the comprehensive character of spiritual
convictions that puts them in tension with the liberal state and recommends

3 Rustow 1970; Rabushka and Shepsle 1972; Lijphart 1977; 1985; Horowitz 1985; 1991.
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their privatization. Democracy cannot process “public reason that can only be
appreciated by those who embrace a particular, controversial, comprehensive
philosophical or religious system.” (Macedo 1999, 9) Religious conviction is funda-
mentally threatening to a common political dialogue. At least since the heyday of
modernization theory, a secular state has been considered an important precondi-
tion of democracy (Bhargava 1998; Casanova 1994).

For ethnicity on the other hand, there is a growing consensus that the solution is
protection (Kymlicka 1995; Galston 1995; Taylor 1994). Liberal democracies threaten
to erase the minority cultures that some of their citizens value and have member-
ship in. Because individuals make sense of the world through the prism of their
societal cultures, depriving them of access to such cultures diminishes their cap-
acity to exercise genuinely free choice (Kymlicka 1995). Because individual self-
worth is alleged to hang on group worth, withholding group recognition can be a
form of oppression (Taylor 1994, 39). Constitutional protection of minority rights
has become a condition of access to the European Union (Kelly 2004). Consocia-
tional electoral solutions, in which ethnic groups share power, entrench group
boundaries in ways that also protect ethnicity, by giving minority populations
political standing contingent on cultural group membership (Lijphart 1977; 1985).
Consociationalism is the solution that was agreed to in the Dayton Accord that
governs postwar Bosnia, and it is the solution envisioned by the US government for
postwar Iraq.

For race, however, the solution is “cancellation.” The logic behind mestizaje,
affirmative action, school integration, and multiplying the possibilities of racial
identification on the US census in 2000, is to erase race (Prewitt 2004). Most liberal
racial policy is aimed at achieving color-blindness (Crenshaw et al. 1995), and many
important theorists of race have promoted the ideal of transcending race (Gilroy
2001; Plotke 1995; Sniderman and Carmines 1997). In the US, the 1954 Brown v.
Board of Education decision to integrate schools, which lay the foundation for
subsequent American race policy, challenged the legitimacy of “separate but
equal” facilities established by Plessy v. Ferguson in 1896.4 In South Africa, where
voting patterns closely mirror racial cleavages, some analysts argue that voters’
preferences are based on interests, not race, and conclude therefore that voters are
“normal” (Mattes et al. 1999). Mexican national identity was built on the ideal of
overcoming racial difference by producing a single Mexican race and, until recently,
Brazil was able to trumpet its own triumph over race by pointing to its large mixed
race population (Wagley 1972). As Mala Htun (2004b) has argued about gender,
race is a class action. That is, there seems to be some consensus that race is a
category that forms around a grievance. Once the grievance is redressed, the
category, appropriately, disappears. Notwithstanding the frustrating endurance of

4 Bell 2004. By contrast, “separate but equal” would be precisely the reccommended solution to
ethnicity.
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racial discrimination, theorists and practitioners seem agreed that, unlike ethnicity
and religion, race might vanish. Public policy should be oriented toward that goal.

1 CONSTRUCTIVISM AND POWER

This typology of solutions is an inadequate response to the challenge that identity
politics issues to democratic deliberation. It is inadequate because it fails to take
into account the role of power and politics in forging the very categories it seeks to
privatize, protect, or cancel. Privatization, protection, and cancellation have the
effect of excluding these categories from public deliberation and political contest-
ation, and of entrenching the status quo.> The constructivist method fleshes out
just why these solutions are inadequate, and offers an alternative recommendation
for the way politicized race, ethnicity, and religion should be engaged in democratic
deliberation. By offering an alternative understanding of what race, ethnicity, and
religion are, and of where they come from, constructivism implies a different
normative, and not only analytical, approach to thinking about the place of race,
ethnicity, and religion in liberal democratic politics.

The widely held view that race, ethnicity, and religion are problematic to
democracy flows from primordial assumptions about where such groups come
from, how they are constituted, and how they will behave politically. Such groups
are taken to be exogenous to the political process, constituted by fundamental
differences, and politically immutable (Ordeshook and Shvetsova 1994). Primordi-
alists believe that there are some identities that we are simply born into, including
race, ethnicity, and religion, and that such groups therefore command a much
stronger psychological allegiance, as essentially permanent features of human social
organization (Geertz 1963). Democracies have a hard time dealing with these
entrenched, and often conflictual social divisions, and with the competing alle-
giances of their citizens.

The view that race, ethnicity, and religion are properly subject to different
solutions also reveals a primordial logic. They are subject to distinct solutions
because each group has a distinct essence. Ethnicity has at its core some unique set
of practices and traditions. The reason that ethnicity must be protected is that
many people value the practices and traditions that are at the core of ethnicity. The
essence of religion is spirituality or belief. It is because faith (or at least much of

5 This reality has long been clear to critical race theorists who argue against color-blindness as an
approach to legal theory or as a solution to racial discrimination and oppression (Peller 1995).
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Christian faith) can be reasonably construed as a private matter between the
individual and her God, that religion can be privatized. Race is subject to cancella-
tion, on the other hand, because its root is evidently physical, yet there is wide-
spread agreement that biological markers of race are either non-existent, or
illegitimate as a standard of differentiation. The logic of the solutions derives
from primordial assumptions about what race, ethnicity, and religion really are,
and from the related proposition that they are different from one another at some
essential level.

This is true notwithstanding the fact that the view that such social categories as
race, ethnicity, and religion are socially constructed is now commonly held in the
social sciences. Yet many analysts continue to treat them as independent vari-
ables—a cause rather than a result of politics.® They take them as prior and
exogenous, for analytical purposes, without taking into account the ways in
which those starting points affect where they end up. The field of political science
needs systematically to incorporate the study of where identities come from, and
how they get constructed politically, into the study of their effects, and into
normative political theories of how such categories ought to be accommodated,
or not, by democratic society. A constructivist approach to the study of race,
ethnicity, and religion, which fully integrates a theory of power into an analysis
of the political traction of social categories, demonstrates why privatization, pro-
tection, and cancellation are not only politically wrong, but also logically mistaken,
as “solutions” to identity politics.

Constructivism stands apart not only from primordial, but also from instrumen-
tal theories of identity and groups (Fearon and Wendt 2002). Instrumentalists
attend to the individual level of analysis, and they focus on the rational, interest-
driven decisions that individuals make in choosing one identity over another
(Patterson 1975). Instrumentalists presume people have power over their own
behavior, and make free, informed choices (Bates 1983; Laitin 1998). They are
particularly interested in the role of ethnic entrepreneurs in mobilizing identity
for the purposes of developing or solidifying a power base (Hardin 1995; Fearon and
Laitin 1996). They explain the salience of race, ethnicity, or religion as a result of the
overt coercive or mobilizing power that elites command over group members
(Gourevitch 1998).

Whether they focus on individual decision-making or on elite mobilization
however, instrumentalist theories of identity focus attention on what some have
called the first “face” of power. Power is an instrument individuals possess, and
wield over other actors, to influence outcomes in line with their interests. All people
have power over themselves; some people have power over others. Following Dahl,
instrumentalists treat power as an empirically verifiable causal relationship (Dahl
1957). Outcomes can be traced to the influence of A over B.

6 Rogers Smith shows that this has been the case with race, for example (Smith 2004, 44—5).
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For constructivists however, the second and third faces of power, and most
importantly de-faced power, are much more relevant to understanding social
outcomes than the power of A over B. Against Dahl, Bachrach and Baratz (1962;
1963) argued that the scope of power is wider than what is suggested by its public
face, and that real power is exercised by limiting the public agenda, so that many
issues never even become topics of conversation or contention. A decade later,
Steven Lukes (1974) took this critique further by exposing a third face of power.
Lukes argued that power not only influences the ability of social actors to express
their preferences, as Bachrach and Baratz had argued, but that it can also shape the
way they perceive and understand their own preferences (though it does not
always). This explains why people accept their role in the existing order of things
(Lukes 1974, 24).

Although the second and third faces of power issued a challenge to the concept of
agents acting freely to influence outcomes, it still preserved an autonomous sphere
of true interests and agency. Methodologically, the exercise of power was discernible
as a departure from objectively definable interests and authentic action (Gaventa
1980). Power with a face theorists maintained a distinction between free action and
action distorted by power. Following Foucault, Hayward argues instead that there is
no free action, and that locating a boundary between free and unfree action is itself
an exercise of power that privileges as natural, freely chosen, or true, some realm of
social action (Hayward 2000, 29; Foucault 1979; 1980). Instead, she argues that
power should be de-faced, conceived as a set of boundaries that defines fields of
possibility, facilitating and constraining social action in line with norms, conven-
tions, standards, and other institutionalized patterns of interaction (Hayward
2000, 31).

Constructivism shares a deep logic with Hayward’s theory of de-faced power.
Constructivists explain the salience of social categories as a result of historical
processes and practices that forge meaning, and draw boundaries, in particular
ways. There is no neutral, or un-constructed sphere of exchange. Constructivists
attend to the role of ideas in constructing social life, and are centrally concerned
with demonstrating the socially constructed nature of agents or subjects (Fearon
and Wendt 2002, 57-8). At the deepest level, constructivism shares with the theory
of de-faced power a concern with constitutive, and not only causal explanation.
Constructivism is sensitive to the reciprocal relationship between ostensibly de-
pendent and independent variables, through which relations of power sustain or
upset existing social configurations.” Constructivists proceed on the belief that the
fullest account of “how things work” entails unearthing and exposing the ways in
which law, or welfare policy, or electoral systems, which often appear to be neutral
or rational, contribute to a particular, not neutral, organization and representation

7 Fearon and Wendt (2002, 58) use the example of the master—slave dialectic, in which one cannot
exist without the other, to demonstrate the analytical focus of constructivist methodology.
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of social reality.? They would draw attention to the ways in which such institutions
produce, and shape the meaning of, race, ethnicity, and religion, and to their role in
making such identities politically salient.?

2 RACE, ETHNICITY, RELIGION, AND
PoLriTICS

This background paves the way for a thin, deeply contextualized theory of race,
ethnicity, and religion. Constructivism sets forth the proposition that race, ethni-
city, and religion (and also class, gender, and sexuality) do not have any essential
core that determines their fundamental character.l® Race does not arise from
biology; ethnicity does not arise from culture; religion does not arise from spiritual
belief; class does not arise from material conditions.!! Instead, these categories are
constituted by politics, and by the particular historical processes that have organ-
ized access to power in ways that forge boundaries of exclusion and selective
inclusion. They operate from the outside in. The boundaries constitute the identity;
the identity does not constitute the boundary (Butler 1992, 12, 13; Moutffe 1992, 379;
Laclau 1994; Sartre 1990).

Therefore, even if there really is no essential racial, religious, or ethnic identity
that derives from attributes of birth, once such markers are used to allocate
social and economic power, and to bound political inclusion and exclusion, they
develop a lived (social, economic, political) reality, with the potential to become
political identities. The fact that race, religion, and ethnicity operate from the
outside in, and not from the inside out, does not make them any less real,
consequential, and sometimes enduring. Constructivists are concerned not with
questioning the existence of reality but rather with exploring where reality comes

8 Note here the constructivist roots of both critical legal theory and critical race theory (Crenshaw
et al. 1995, xxvi).

9 As Timothy Mitchell (1992, 1018) argues, “social constructions are not bounded entities with
singular identities, but strategies and relations that often exceed their limits, become displaced, reverse
themselves, or otherwise elude the descriptive realism that sees them simply as objects.”

10 This is why it is often hard to tell what is race, ethnicity, or religion. Think of the ways in which
“Jewishness” appears as race, ethnicity, and religion in different contexts, places, and times. Does the
transformation from “Black” to “African-American” imply a move from race to ethnicity?

11 Adolph Reed (2002, 269—70) argues that race collapses into class, because class has an “essential
materially demonstrable foundation” whereas race, “like other categories of ascriptive status has no
such essential foundation.” We can imagine the reverse proposition—that race is more essential than
class because it is rooted in biology. From a constructivist perspective, both would be wrong.
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from, given the empirically demonstrable fact that it changes over time and is
differently perceived across space. Constructivism is a methodological response to
the fact that appeals to essentialism explain very little of social and political sign-
ificance.

Extended to the political realm, this theory of subjectivity owes an evident debt
to the Gramscian concept of hegemony, and in particular to the state’s hegemonic
production of the terms of its own contestation (Laclau and Mouffe 1985, 151). The
concept of hegemony is crucial to theorizing the formation of political identity
because it links such identity directly to the hegemonic power—in modernity
generally instantiated by the state—and sets limits on what will become an identity
with political resonance.!2 If political identities are constituted by prior political
relations, and the terms of such relations are set by the hegemonic power of the
modern state, then it is the state itself that produces the terms of its own contest-
ation. And if contestation occurs along the lines of inclusion and exclusion already
made salient by the state, it predicts the emergence and proliferation of a particular
(and not random or infinite) set of political identities in every era.?

Only those markers that are employed for the purposes of determining the
boundaries of political inclusion, exclusion, and allocation have the potential to
develop political resonance. The state, therefore, is not superimposed on a society
already divided among competing and incompatible world-views. The state itself
plays a crucial role in transforming distinct practices and traditions into social
categories. Race, ethnicity, and religion are salient in contemporary politics because
differences of skin color, cultural practice, and spiritual commitment have been
marked as categories of exclusion and selective inclusion by the state itself. It is as a
result of politics that skin color often becomes race, and traditions and practices
often become ethnicity, while eye color remains nothing more than eye color. Race,
ethnicity, and religion are not exogenous categories of affiliation; they are internal
to politics itself.14

12 Tt is not impossible that some other institution, like a corporation or an international conven-
tion, could produce identity. Arguably International Labor Organization (ILO) Convention 169 forged
an indigenous identity in the 1990s. Nevertheless, the central role of modern states in determining the
boundaries of politics makes it overwhelmingly the case that unless the state is complicit in bounding
access around particular markers, such markers will not develop traction. ILO 169 would not have
resonated in the absence of a long history of exclusion of indigenous people from full rights in
citizenship at the state level.

13 This argument is not meant to rule out the possibility that race, ethnicity, and religion, or
something like them, existed before the full-fledged formation of the Westphalian state. This essay is
about the way that social categories get constructed in ways that make them relevant to modern
politics, and how they become categories of affiliation with potential political traction. I take that to be
a modern phenomenon.

14 ‘While post-structuralist conceptions of political subjectivity imply that literally anything could
develop salience as an identity, the possibilities are in fact limited by the way power is organized. One
of the implications is that liberal democrats can relax their concern that allowing political identities
free reign to contest politics will expand the range of possible contestations infinitely, and far beyond
the capacity of the state to process.
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This formulation helps to explain the creation of particular axes of contestation,
and why certain forms of contestation are linked to particular political periods.
Various theorists have advanced propositions regarding the actual exclusions that
have characterized liberal democracy. In his provocative essay “The Dark Side of
Democracy,” Michael Mann (1999) argues for instance that modern societies
governed by liberalism and democracy have always excluded. English democracy
began by excluding along already-salient lines of class, differentiating between “the
people” (property owners and men of means) and “the populace” (the masses).
The class struggle that thereby ensued led eventually to the inclusion of the
populace in the definition of the people, and age and gender replaced class as the
exclusions that bound the public sphere. Exclusion along ethnic and racial lines did
not begin to occur, according to Mann, until the colonial era, and takes particularly
pernicious form with the advent of so-called organic democracy. Mann’s descrip-
tion of the evolution of exclusions is the type of analysis that would help us to
understand, and anticipate the emergence of new political identities and cleavage
patterns in different eras.

Charles Taylor (1998, 143—4) also makes an argument about the exclusionary
thrust of the democratic appeal to “the people” as a source of legitimation.
Democracy works best, he says, when “the people” is a cohesive group that has
the capacity to deliberate together to achieve consensus. “To some extent the
members must know one another, listen to one another, and understand one
another. .. Democratic states need something like a common identity.” Democracy
therefore includes a justification for excluding those who appear irreconcilably
different. “The exclusion is a byproduct of the need, in self-governing societies, of a
high degree of cohesion.” Like Mann, Taylor provides an account of the exclusions
of democracy, and in particular demonstrates how such exclusions come to be
organized along lines of ethnicity, race, and religion.

In these accounts, neither Taylor nor Mann however focuses on the transforma-
tive and constitutive role of the discourse of cohesion. But as Anthony Marx (1998)
argues in his comparative study of racial mobilization, it is the exclusions themselves
that establish the preconditions of political subjectivity. Marx argues that race has
been a salient organizing principle of opposition in South Africa and the US, but not
in Brazil, because race was a formal marker of exclusion in the former two countries,
but not in the latter. Although Brazil is both multiracial and racist, like South Africa
and the US, Marx argues that Afro-Brazilians have not mobilized around race to
protest their oppression because race has not been marked by the Brazilian state as a
formal category of exclusion and allocation.

The modern state then, does not come to a society already divided by the distinct
commitments, affiliations, beliefs, and physical attributes of its citizens. Instead the
state itself is complicit in producing such divisions.!> Race, ethnicity, and religion

15 Marx 1998; 2003; Mamdani 1996; 2002; Vail 1989; Young 1976; Comaroff 1987; Jung 2000; 2003.
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are not trans-historical psychological phenomena, arising spontaneously as a result
of the universal and timeless human need for primary-group recognition; they are
contemporary political phenomena.

This is a thin theory because it establishes the deeply contextualized character of
such categories as race, ethnicity, and religion, and the concomitant proposition
that the contingency with which they are constituted by their political and histor-
ical environments prevents reliable aggregation and differentiation. Analysts
cannot make many predictions about how they will behave politically.

But this should not be taken to mean that they do not behave politically, or that
we cannot say something systematic about the impact, or potential impact of such
categories. The constructivist drive to theorize political identities as a cyclical
output of politics itself lays the groundwork for reconceptualizing the character
of categories like race, ethnicity, and religion as conditions of political agency, the
very terms of political engagement. Race, ethnicity, and religion are strategies of
contentious politics. When they are mobilized, it is for the purpose of sustaining or
challenging particular configurations of power and access.

Constructivists focus attention on the very political process through which a
person becomes a subject or agent of a particular type—an African-American
instead of a worker, or Catholic instead of Latino. People do not automatically, by
fact of birth, have critical capacities. Part of the way we develop such capacities is
by constructing identities with social and political meaning and by inhabiting such
locations. So, for example, before there could be a Latino political voice, or a “Latino
vote” to court, the category of “Latinos” had to be constructed as a group with
common interests, a common sensibility, and a history of immigration, conquest,
marginalization, etc. It is only with the establishment of this political identity as
Latinos that individuals could be bounded by ethnicity to develop political agency
and, as a corollary, the critical capacity to contest a particular form of ethnic,
linguistic, and maybe even racial discrimination.

The first step in the development of political agency then, is the development of
political identity, and political identity does not arise as a fact of birth. It arises as a
self-conscious act of political contestation. So it is not, as Benhabib (1992, 214-15)
suggests, that only the self that exists prior to her socially constructed political
identity will have the capacity for critique. It is instead only once she inhabits the
discourses and structures that identify her as a Latina that she will develop the
capacity for critique. The choice to identify as a Latina in turn produces a particular
narrative of oppression, and a point of critical entry particular to that category of
identification.

It is no coincidence therefore, that we can understand the contemporary salience
of race, ethnicity, and religion in the same terms that Joan Scott (1999, 30) used to
describe the making of the English working class, in her critique of E. P. Thomp-
son’s (1963) famous work. She argues that although Thompson set out to historicize
the concept of class, to show that it did not arise spontaneously as Marx predicted
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from material conditions, instead he ended up essentializing it by linking it directly
to structural conditions that prefigured politics.

Scott focuses attention instead on the political rhetoric of Chartism, which
described “a particular position, the identity of ‘working men, whether antagon-
istic to, or in cooperation with, masters, the middle classes, shopkeepers or aristo-
crats” (Scott 1999, 61). It was the concept of class developed through Chartist
politics, “as a way of organizing collective identity through an appeal to shared
economic, political and ‘social experience, ” that constituted the English working
class and produced a class identity, in the context of structural conditions that
placed millions of people in close proximity in urban slums and on the factory
floor. Class developed political meaning as a result of the explicit efforts of political
activists to forge the ideology and organizational network that would legitimate
and sustain such an identity.

Like class, race, ethnicity, and religion are points of access to political interven-
tion for purposes of upsetting or entrenching the systems of exclusion and selective
inclusion through which they are constituted. Transforming such markers into
political identities involves active contestation and boundary transgression, as
existing power holders resist expansion of the political sphere, and potential
contenders try to formulate political identities with greater political leverage.
Race, ethnicity, and religion are a political achievement, not an accident of birth.
Because identity is a condition of political contestation and a point of access to
political agency, race, ethnicity, and religion can be an important weapon in the
struggle of the weak against the naturalized order that excludes and marginalizes
them (Scott 1985). They are also employed to sustain that order.

3 DEMOCRATIC CONSOLIDATION AND THE
PoriTics oF RACE, ETHNICITY, AND
RELIGION

What is at stake in the politics of race, ethnicity, and religion is the formation of
political identities that grant access to political legitimacy, and from which one can
therefore credibly make claims on the state. Such identity is a publicly recognizable
structural location that orients political claims and transforms a latent category of
people into a group with a sense of common interest and purpose. Such capacity exists
to the extent that some markers, like race, gender, class, religion, or ethnicity, have
been used to discriminate among people in the allocation of power and resources.
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This view of the politics of claim-making, of the intensely political character of
the attempt to become a person or group who can make claims, differs significantly
from the liberal account of the status of claims. Rawls argues for example that the
right to make claims inheres in citizenship in a liberal society. The freedom of
liberalism means that citizens “regard themselves as self-originating sources of valid
claims.” It is only slaves who “are not counted as sources of claims,” and this is
because they are not free (Rawls 1985, 242-3).

Instead, many people cannot make claims in a liberal society, and their inability
to do so does not rest in the fact that they are not free, technically speaking, but
rather in the fact that they are denied, or for other reasons cannot locate, a language
of political claim-making, a political identity. What liberals imagine as pre-political
and automatic, is in fact deeply political. What counts as a language of claim-
making is hotly contested precisely because new languages constitute new political
actors that may threaten old ones, and challenge the very terms of the existing
political debate.

Constructivism is a critical theory of identity formation that goes much further
than simply establishing that groups are not natural. It suggests, I think, a much
stronger critique of our use of categories like race, ethnicity, and religion than has
normally been undertaken, even by constructivists themselves. What is more,
taking constructivism seriously has normative implications for political contest-
ation in liberal democracies.

By linking the political salience of race, ethnicity, and religion directly to the way
the state itself organizes access to power and membership, constructivism exposes
the intrinsically political character of such identities and generates an account of why
these markers develop potential political salience. It is within this field of possibility,
described by constructivist attention to historical and structural processes that forge
meanings of a particular type, that actors behave strategically to influence outcomes
in the way instrumentalists predict. Operating within boundaries they do not
control, actors organize and mobilize around race, ethnicity, and religion for
purposes of maintaining or upsetting existing patterns of access to power. Social
categories resonate as political identities when they have been mobilized to operate
as explicit political interventions and strategies of contentious politics.

The particular political torque of race, ethnicity, and religion is deeply context-
ualized, a result of the particular ways in which such markers have been deployed to
organize access to power in particular societies. This is why the race card often
“trumps” other forms of political identity when it is played in the United States
(Mendelberg 2001), but was, until recently, practically mute in Brazilian politics
(Marx 1998).

This argument about the character and political leverage of race, ethnicity, and
religion has direct implications for the way liberal democracies should treat the
politics of identity. If such categories are internal to the political process, liberal
democracies should reasonably be expected to open democratic deliberation to the
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identities and claims the system itself has generated. If such claims are an explicitly
political intervention and a strategy of contentious politics, they should be engaged,
not privatized, protected, or canceled. They are not a threat to democratic consoli-
dation so much as they are a condition of democratic renewal. When race, ethnicity,
and religion arise as salient political identities, they signal some shortcoming of the
democratic process. In general we should think of such mobilizations, as Lani Guinier
and Gerald Torres (2002) suggest, as a miner’s canary—a warning that the poisonous
gases of entrenched power threaten the health of democratic society, and that access
and membership have been erected on illegitimate and arbitrary foundations.

Democratic consolidation is therefore no more threatened by the politics of race,
ethnicity, and religion than it might be by the politics of class or gender. Those
categories that gain political salience do so as a result of exclusions and selective
inclusions put in place by the political process itself. If they are salient, it is because
they have been used to organize access to power. Movements have formed around
race, ethnicity, and religion not because people have felt the need to express or
defend their primary commitments to these identities, but because these character-
istics have served as markers of political inclusion and exclusion. To be democratic
therefore, liberalism relies in a fundamental way on the renewal of politics through
the contestation of its boundaries.
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CHAPTER 20

LANGUAGE, ITS
STAKES, AND ITS
EFFECTS

SUSAN GAL

AmoNG the oldest professorships in political science is the Johan Skytte Chair of
Eloquence and Government, established in Sweden in 1622. The title reminds us
that in the seventeenth century, as in classical antiquity, oratory and linguistic
persuasion were believed to be fundamental to politics. By contrast, despite the
increasing influence of post-structuralist notions of discourse, and an abiding
concern in the US with the political effects of mass media, the relationship of
language to politics has been relatively peripheral in contemporary political sci-
ence. Linguistic anthropology, communication studies, and cultural studies have
more actively taken up what is at stake in the political uses and effects of language.
This chapter draws on those fields but also evaluates a growing body of work on the
politics of language within political science itself.

My aim is to illustrate how linguistic practices have an impact on politics by
choosing three sets of examples that rely on different definitions of “language” and
different presuppositions about its functions and organization. Such presuppos-
itions are ideologies of language or cultures of language (Silverstein 1979; Schieffelin,
Woolard, and Kroskrity 1998). They are ideological in the sense that they provide
perspectival views of the relationship between linguistic practices and social life,
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and reflect the interests and moral commitments of particular social positions.
Language ideologies, in this technical sense, are important because they shape the
research programs of scholars as much as they guide political activity. They are
often unnoticed features of political theory and are embedded in pre-theoretical
common sense about the linguistic aspects of political processes.

The first set of examples concerns linguistic nationalism in state systems. What
are the effects of state actions on the linguistic usages of their populations; what are
the effects of linguistic diversity on states? The evidence concerns patterns of
language standardization and the emergence of languages of regional and global
communication. Second, I turn to a different definition of language, one based on
linguistic practices and their indexicalities. The examples come from the linguistic
repertoires and language ideologies of speakers oriented not to states but to global
networks that are outside the purview of standardization. Finally, in a third
perspective on language, I consider how narratives, frames, and discursive genres
of various kinds are used in public events to construct and occasionally subvert
popular understandings of political processes. The focus here is on the naturaliza-
tion of institutional power through linguistic means. Most relevant to these
questions is substantive research on dispute settlement and public political per-
formance. This third set of issues raises, in contemporary guise, the classical
question of political persuasion.

1 ETHNOLINGUISTIC IDENTITIES IN STATE
SYSTEMS

Recent political developments have again highlighted the significance of linguistic
issues. Several post-socialist states have broken up, apparently along ethnolinguistic
lines; many states, the European Union, and other suprastate organizations must
choose among official languages; diasporic migrant populations are increasingly
active; and linguistic minorities across the globe are voicing claims for rights and
autonomy. These phenomena raise questions (and fears) about the compatibility of
linguistic heterogeneity and political unity within a nation-state regime. Similar
questions emerged during the rise of post-colonial states in the 1960s.

In response to those earlier changes, political theorists argued that modern states
have strong interests in establishing linguistic uniformity throughout their terri-
tories. For example, Gellner (1983) stressed the supposed efficiency of a single
language of administration, and its unifying and modernizing effects. Hobsbawm
(1990) noted that it is usually local elites with a stake in teaching, preaching, and
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writing in their shared language who organize separatist national movements along
linguistic lines against multilingual empires. Anderson (1983) argued that the
“imagination” of national communities depends on the coalescence of a single
language that can then be used as the vehicle for print capitalism. Newspapers and
novels, written in a shared language, sold in regional markets, and read in anonym-
ous simultaneity, create for the masses a sense of national identity and emotional
attachment to the nation.

One weakness of these theories was that they implicitly accepted the very
assumptions on which linguistic nationalism was built. Their inspiration—Iike
that of linguistic nationalism itself—was the German Romantic notion, exem-
plified in the writings of Herder and Humboldt (but with deeper roots in European
thought) that language constitutes the basis for divisions among different types of
people. It does so by expressing the inner spirit or thought of its speakers who, by
virtue of a shared referential code—a linguistic unity—constitute a nation and
therefore deserve political autonomy over the territory where that language is
spoken. In this ideology, the referential function of language is primary; humans
are assumed to be inherently monolingual. And the supposedly natural fact of
linguistic unity comes to justify and legitimate claims to territorial and political
unity (see Bauman and Briggs 2000). In a blunt entailment of this view: if you speak
a variant of my language, then your territory should belong to me. Linguistic
heterogeneity looms as a political danger when one adopts such presuppositions.

This Herderian ideal—an excellent example of a language ideology—has been
enormously influential as an image of centralized politics and socioeconomic
progress. Through compulsory and monolingual primary education, general con-
scription, and increasingly unified, national labor markets, Western European
states in the nineteenth century attempted to create the Herderian ideal they
simultaneously claimed to have already achieved (Weber 1976). The ideal was
exported to the rest of the world through Europe’s colonial expansion. Yet the
Herderian constellation of one language = one nation = one state = one
territory does not exist now, nor has it ever existed as a sociolinguistic reality in
Europe, nor in any other part of the globe. Even the most centralized of European
states (e.g. France) continue to have linguistic minorities in their periphery. Even
some of the smallest (e.g. Norway) have multiple official languages. Nor is multi-
lingualism itself a human oddity. Widespread multilingualism—outside of modern
state systems—was characteristic of many areas of North America, the South
Pacific, Australia, and parts of native South America, even before European contact,
and has continued to be common since. Nevertheless, a state-centered monolingual
ideal was justified as a primordial pattern by Europeans and has been the organiz-
ing principle of the current world system of nation states. It thus became a sign of
“modernity.” The political and economic problems of post-colonial states were
often blamed on patterns of multilingualism that were stigmatized as the source of
disunity and thus a cause of “underdevelopment.”
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Researchers turned to the linguistic policies and practices of such post-colonial
states and tried to understand their problems by modeling multilingual political
systems (Zolberg 2001). Attention later turned to post-socialist cases, and European
as well as American linguistic minorities. The Council of Europe published its
charter on regional or minority languages and called for a future in which each
European citizen would communicate in a minimum of two languages in addition
to his or her mother tongue. This paradoxically reemphasized Herderian ethno-
linguistic identities, while also declaring the desirability of “linguistic diversity,”
now in the interests of fostering a “knowledge economy.” Partly in response, the
study of state-sponsored multilingualism gained political urgency.

Much of this newer work has taken a rational choice perspective, and has made
two major contributions. First, it has explored language as a commodity that is
bought and sold in the form of school curricula, private classes, personal services,
lectures, or published texts. This is parallel to work in linguistic anthropology that
has stressed the materiality of linguistic practices as objects of exchange and
resources for access to upward mobility (Gal 1989; Heller 1988; Irvine 1989). The
political scientists go further. They treat languages not only as commodities but
also as collective goods, so their spread and restriction are explicable in accordance
with economic principles: e.g. free riding, transaction costs, protectionism, and free
trade. These studies weigh the incentives, constraints, and costs of choosing an
official language, or designating required languages at various levels of education
(Pool 1991). What are realistic policy choices for working languages in suprastate
contexts such as the European Union, and who should bear the costs of translations
(Grin 2003)? Speakers’ preferences with respect to language learning are taken to be
mainly instrumental. Choices are influenced by speakers’ knowledge of the choices
of others: The language adopted by the most speakers as a second language has
greatest communicative reach and thus becomes all the more desirable (Lieberson
1982). Choices are also constrained by previous investments, e.g. in school systems,
or in languages already learned, as well as by elite strategies that exclude those who
cannot arrange access.

A second contribution is the notion of a “world language system” which can be
modeled by arranging languages in a hierarchy based on the number of first- and
second-language speakers each can boast. Predictions about speakers’ linguistic
repertoires can be made on the basis of such models. In one version, multilingual
speakers are seen as the link between “peripheral” languages and “central” ones,
which are similarly linked to “supercentral” languages that are in turn linked to the
single “hypercentral” language in the world, English (DeSwaan 2001; Van Parijs
2000). The prediction is that speakers learn the languages “more central” than their
“own,” but not those less so. This produces a “three, plus or minus one” rule. For
instance in India: English and Hindi at the national level, a regional language added
where appropriate, and a minority language added for speakers whose native
language is not the regional one (Laitin 1993). The general logic is also applicable
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to the European Union, yielding “two, plus or minus one.” Speakers learn a
national language, upwardly mobile students insist on also learning English.
Those who start with English as their home language will have no incentive to
learn any others. But those whose home variety is a minority language (or language
of migration) will presumably learn three. This pattern resembles the ideal declared
by the Council of Europe, and rests on similar economic principles.

Such individual and state strategies have broad political implications. In contrast
to religion, race, or ethnicity, state policy cannot be neutral with respect to language
for a number of reasons. Government must communicate with its population in
some official way, so language cannot be entirely privatized. If there is to be state-
supported education, should language teaching be a part of it? Those individuals
with access to multilingual education, and thus to several languages, will be more
likely—in non-English speaking countries—to enter a regional or global elite,
thereby enjoying considerable advantages. Should the cost be publicly funded or
should it be borne by individual families?

Furthermore, there are significant inequalities between the citizens of different
states on linguistic grounds. Those who grow up speaking a language of wide
communication such as English are (invisibly) advantaged since they need not
invest in language education at all. Indeed, native English speakers actually benefit
from the learning of English by others since it increases the communicative reach of
English and hence of their own reading and writings. Should native English
speakers be allowed to free ride in this way on the common benefits of English,
or should they be required to support financially the teaching of English world-
wide? Would such support be seen as linguistic justice or linguistic imperialism
(Bhatt 2001)? It is in this policy context, and with the fear that speakers of small
languages will be forced to abandon them—either by the logic of rational choice or
through coercion—and adopt languages of wider communication, that the issue of
“language rights” has taken a prominent place in normative discussions of liberal
and democratic theory (Kymlicka and Patten 2003).

Despite important insights, these lines of research are seriously limited by a
reliance on named languages—such as Greek, Swahili, Hindi—as units of analysis
in model-building, and a neglect of phenomena outside of standardized regimes.
I will take up each of these points in turn.

Language labels do not correspond to the linguistic practices of populations but
to cultural ideals. Like standards of measurement, standardized languages are
artfully created social facts. They are made by linguistic experts who engage in
corpus building: orthography, vocabulary, literary genres, and grammatical pat-
terns, all in imitation of culturally valued models (such as Latin, Sanskrit), with the
goal of enabling the variety to be used in all cultural domains. Institutions such as
schools maintain the forms of the standard. Often, the language experts operate
with ideologies of linguistic “purity.” They try to hide or expurgate the traces of
past linguistic relations, dialect chains, contact, and mutual intelligibility that,
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usually on political grounds, are considered undesirable. The results of these
activities are linguistic forms that appear to contrast maximally with other, parallel
standards. Very few people speak such “languages.” Yet they are assumed to
“belong” to speakers who claim what is ideologically construed as a corresponding
ethnicity or nationality. This is a form of coercive isomorphism among elites
engaged in nation-building.

Standardization is not only a linguistic but also a cultural—or better, an ideo-
logical—process, with political consequences. It is not everywhere the same, and
need not entail the denigration and elimination of alternative linguistic practices, as
the historical case of Sanskrit illustrates (Pollock 2000). Nevertheless, those who
today are oriented towards a standardized linguistic regime share certain values.
They consider anything other than the standard to be inadequate, even non-
language. In contrast to speakers of non-written or “local” linguistic forms, they
focus on denotation and correctness. They accept the authority of standard speech,
even if they do not speak it, and defer to experts for judgments of correctness on
linguistic matters. Speech devalued by expert opinion is taken to be an outward sign
of the speakers’s ignorance or cognitive deficit. Bourdieu (1991) has used this process
of standardization as a key example of symbolic domination and misrecognition. In
Bakhtinian (1981) terms, standardization is the process by which the centripetal
forces of regimentation and centralization, most often linked to state apparatuses
(but sometimes also to churches or other major political institutions) construct
unified and ossified languages, in the context of and against the constant innovation
and creativity of centrifugal forces. The linguistic diversity that results from these
opposed forces operating together is what Bakhtin called heteroglossia.

2 FROM STANDARDS TO THE STUDY OF
INDEXICAL SYSTEMS

To avoid thinking in terms of named, unified languages, let us take standardization
as one of several ideological perspectives, and compare its force and effect to that of
contrasting assumptions. So-called “minority languages,” “local languages,” and
“regional dialects” display the underside of standardization. All three categories
depend on speakers seeing their own linguistic practices not from their own
viewpoint as its practitioners, but from afar, as peripheral to a defining center to
which they have been recruited or subsumed, sometimes by force (Keane 1997).
Locality itself is a matter of perspective, in this case a perspective on language. The
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center can be a state, a colonial empire, a missionizing project, a capitalist market.
The familiar cultural logic of temporal stages that contrast modernity and tradition
is projected onto linguistic forms. The standard language evokes ideals of modern-
ity, including political centralization, national unity, socioeconomic efficiency, and
progress. These values emerge simultaneously with nostalgia for the opposing
ideals of tradition and authenticity, projected onto the local linguistic forms that
modernity supposedly displaces.

One common response of peripheralized elites to these projections is to attempt
to gain recognition from the metropole by adopting its ideology and embarking on
standardization that tries to rival the language(s) of the center. The attempt is filled
with contradictions that divide the minority or regional populations in politically
significant ways. Some minority (or non-standard) linguistic forms are selected as a
newly recognized (minority) standard. But others are inevitably omitted, thus
further stigmatizing many of the speakers whose linguistic practices the (minority)
standardizing project was supposed to valorize. Some minority speakers counsel
their children to abandon the minority linguistic forms and pay more attention to
learning the national language, in the interests of socioeconomic mobility. The
elites who are the minority standardizers rely for their livelihood on modern
technologies such as textbooks, mass media, and schools, but gain legitimacy
with national elites from the traditional authenticity that peripheral linguistic
forms and their speakers embody for the modern state and often for heritage
tourism. Yet in the minority population overall, those who are most fluent and
“authentic” are often socially disadvantaged, hence most concerned with upward
mobility, and least committed to using the linguistic forms. Contrary to expect-
ation, then, standardization creates hierarchical heterogeneity, not uniformity.

Ethnographic studies show many of the everyday interactional techniques by
which linguistic varieties are demoted in the act of attempting to enhance their
value. In translation and teaching, schools directly juxtapose the minority forms—
whether defined as “dialects” of the state language, or historically quite divergent
varieties—to the state language (Jaffe 1999). The minority variety’s difference from
the state language is thus emphasized, but in ways that display it as either missing
components or having too many of them when the state language is the standard of
comparison. The difference becomes iconic of deficiency or excess. It is taken as a
flaw of the minority linguistic form and of the speakers onto whom the quality of
excess or deficiency is projected (Irvine and Gal 2000). Conflicts among minority
elites often involve disputes over what constitutes proof of linguistic knowledge;
who is licensed to know best (Hill 1985). Or, there is conflict over the extent to
which the boundary with the state language must be policed, and the amount of
mixing that should be tolerated (Woolard 1998). Among certain peripheralized
populations, for instance Silesian-ethnics in eastern Europe, elites insist that
mixing among standard languages is itself the group’s characteristic and defining
mode of communicative practice.
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More radically, some groups oppose the objectification of linguistic practices
that is a prerequisite of standardization, indeed of language teaching and of
linguistic research itself. This is in part because they hold contrasting language
ideologies, ones that define situated efficacy and socially embedded performance—
sometimes in sacred contexts—as the most significant aspects of speech. They
therefore refuse the “reduction” of speech to writing, the handling of language
qua code, the focus on referential function abstracted from usage, and the focus on
the link between meaning and form that is the implicit ideology on which diction-
aries and grammars are built. Their reasons for opposition are often political. Hopi
elders, for instance, argue that teaching Hopi in school, separating it from its uses
in order to make it parallel to languages such as English or Spanish, would not only
reduce its performative power, but would allow non-Hopi to have access to Hopi
language and culture, thereby threatening Hopi sovereignty (Whiteley 2003).

When linguistic practices are in danger of being abandoned, social scientists and
now NGOs rush to protect and record the obsolescent language. The rhetoric used
to justify this salvage work draws on biological metaphors (e.g. the value of
linguistic diversity as parallel to biodiversity; or untapped funds of folk knowledge
as parallel to unknown medicinal plants), or on language rights or democratic
procedures to decide fairly and justly about language use for groups and individ-
uals. Yet, often what requires protection is not a linguistic code but, more radically,
a set of presuppositions about the place of linguistic practices in social life that is
distinctly at odds with the very forms of documentation and justice that are
supposed to provide protection. In short, one would have to destroy the social
portion of linguistic practices in order to “save” them. Language rights that
presuppose a democratic public sphere in which justice is assured when all lan-
guages can be used in equivalent ways for similar purposes, misses the deeper point
that language ideologies are themselves diverse and as important to safeguard as the
parts of them that non-experts call “languages” (Errington 2003).

Linguistic anthropology has proposed an alternative approach. It starts with the
full range of linguistic practices that Bakhtin called heteroglossia. This diversity is
evident in the linguistic repertoire of any interacting group. It can include several
named languages, and always abounds in unnamed genres, registers, varieties, and
voicings that mix together what the institutions of standardization try to keep
apart. The objects of analysis for this analytic approach are the indexical links
between linguistic patterns and social categories. Linguistic features such as the
details of pronunciation, lexical collocations, discourse practices, speech routines,
genre conventions, all can signal categories of identities, events, spaces, and ethnic
or human stereotypes for those who are active in that particular sociolinguistic
field. The patterns of indexical links are organized into language ideologies. They
are part of the practices, beliefs, and presuppositions that connect the social world
to linguistic signs for particular groups of speakers (Silverstein 1979; Gal and Irvine
1995; Duranti 1997). More concretely, as we saw in the Hopi case, language
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ideologies are folk assumptions about who speaks and should speak how, for what
reason and effect, under what circumstances.

By tracing the regional and global circulation of genres, varieties, accents, and the
meanings they index (i.e. point to and thereby evoke), it is possible to reveal the
diffuse, non-state institutions of cultural authority that recognize and validate
those meanings, and that are themselves thereby supported. One can map quite a
different “world language system” than that visible through the distribution of
state-oriented standard languages and the ideologies that regiment them.

Migrants construct images of a global hierarchy of countries, linguistic forms,
and options. This partially parallels the hierarchies modeled by rational choice
theorists. But the migrants’ models are built from a narrower data base and limited
social positions. The migrants’ view is based on information from mass media and
from relatives who have migrated and perhaps returned. As a result, migrants’
linguistic responses and abilities do not fit academic models. Albanian speakers in
Macedonia are learning English instead of the Slavic state language, whether or not
they migrate. Mayan speakers from Central America arrive in the US without
knowledge of Spanish, their national language. They are stigmatized in the US as
“Hispanic” foreigners. Portuguese migrants in Paris are also stigmatized. Although
they are intelligible in French, their speech is recognizably accented as Portuguese.
There are no neutral linguistic varieties. Linguistically, at least, the migrants cannot
go home again. For when they return to Portugal, they are further stigmatized as
arrogant and vulgar when they bring with them traces of their French competence
(Koven 2004). These experiences have consequences. Diasporic migrants such as
these in the EU as elsewhere, want access to both standard languages for their
children. Academic models should include the political implications of foreign
accents, the results of informal learning, the social stratification of linguistic forms
within standardized languages, and global linguistic hierarchies as constructed
from diverse spatial and sociohistorical locations.

A look at some other indexical patterns offers further insights into the creation of
communicative networks and the political significance of (non-standard) linguistic
practices, especially those that signal contact with “elsewhere.” Many young semi-
speakers of Basque avoid the language because of the “traditional” identity it
indexes, in contrast to Castillian. But they are enthusiastic about pirate radio
programs and newspapers that deliberately intersperse Basque and Castilian, taking
advantage of the differences and overlaps between them. They identify this kind of
word-play with the usage of African-American youth, which then extends to
Basque a “modern,” even “hip” aura, making it part of a global music and youth
scene (Urla 2001). Word-play with English and Swahili operates in a parallel way
in Tanzania. To be sure, the English-derived store signs and expressions inter-
spersed with Swahili would be rejected as mistakes by English schoolteachers.
But schooled correctness is irrelevant within the local Tanzanian context, where
what counts is the social indexing of the performer’s identity as clever and sophis-
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ticated. English forms provide a resource for speakers and writers to create cosmo-
politan identities for themselves. By displaying a familiarity with wider circuits of
communication, they can contribute materially to creating and activating such
circuits (Blommaert 2003).

Another example of a discursive genre that forges transnational communicative
linkages is Arabic poetry, sold and circulated on audiotapes throughout the Middle
East. Poets comment on life circumstances and exhort their listeners to thought and
actions. But it is not Arabic linguistic forms in themselves that create the huge
following these tapes enjoy. More important are the poetic genres performed, and
the skill of the poets in (re)creating traditional poetry while turning it to contempor-
ary uses such as critical commentary on the commodification of poetry itself. It is the
poetic form thatindexes the poets’ and the audiences’ identities and political interests
(Miller 2002). In all these examples, the institutions that recognize and validate the
identities signaled are not state-oriented, standardizing ones such as schools,
museums, and dictionaries, but more diffuse ones such as global youth networks,
popular media, and far-flung diasporic networks with political potential. It would be
interesting to see research on the translation problems that arise inside international
advocacy networks that, in a parallel way, mediate among multiple constituencies.

Ideologies of purity contrast with other ideologies, discussed above, that accept
and even value the “foreign.” They have contrasting implications for the develop-
ment of social networks and political linkages. Those valuing purity operate with
an impetus to separation, presupposing that linguistic and social difference arise
from isolation and firm boundaries. Scholarly frameworks are as implicated in
these broad ideological trends as are non-expert frameworks. For example, purist
assumptions recall the nineteenth-century linguistic model of branching (Stamm-
baum) language change. By contrast, ideologies that value the foreign can incorpor-
ate the notion that differentiation arises out of proximity and contact. This happens
through mixtures of linguistic practices from different sources that are amalgam-
ated into something new. Or it can occur by the replication and “domestication”
within one’s own speech practices of forms identified as foreign, valued for their
aura of distance and power, and deliberately maintained for that very reason
(Rutherford 2003).

Young speakers in London high schools create new linguistic forms and identity
claims through this second kind of ideology. Their practices are not limited to the
varieties of English associated with their own ethnic groups (e.g. Pakistani, other
South Asian, or West Indian). They quote or imitate the conventional accents,
slang, and genres stereotypically associated with other ethnic groups. The students
try on the ethnic identities of others, parodying and echoing fellow students. Over
time, they include the enactment and display of others’ identities within their own
repertoires. The several forms used by any one high school student often evoke the
voices of more than one ethnic group, and thereby provide the cultural potential for
novel identities and relations among groups. The London-based social identities
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documented in ethnographic studies carve up the post-colonial world in ways
rarely expected on the basis of studies that are limited to standard languages and
state-wide politics (Rampton 1995).

3 NATURALIZATIONS OF INSTITUTIONAL
POwER

In the discussion of language as a named and objectified unit, I already gave an
example of the way in which beliefs about linguistic practices authorize other social
activities: Within Herderian ideology, the widespread use of what came to be called
a particular linguistic form (a “language”) enacted and performatively created the
ethnic unity it seemed only to describe. Because linguistic practices were seen as
independent of human will and hence “natural,” the supposed unity of those
speaking a single language legitimated claims to ethnic, political, and territorial
unity.

This is a crucial political process that works not only for ethnicity and national-
ism, but for institutional arrangements generally. Presuppositions about language
that are parts of language ideologies systematically work to naturalize social
arrangements that seem to have nothing to do with language (see Silverstein and
Urban 1996; Gal and Woolard 2001). Participants can interactionally evoke or create
a social reality that seems to have been there already; one that interactants seem
only to be labeling. This is not the mere enactment or performance of a social
category, as in Butler’s (1990) conception. Rather, it might well be called the magic
of performative ritual, since it actually brings about the social arrangements at
issue, and occurs as much in secular as in sacred settings. In this final section, I
provide some examples of how performative rituals, when successful, create the
impression that current social arrangements are necessary or uniquely justified,
thereby legitimating social relations of power.

A simple example is the politics of representation. These are controversies over
how some phenomenon is labeled and who is licensed officially and authoritatively
to decide on its name and nature. The process has two components. One consists of
the public discussion, often taking place in courtrooms and journals, in which
professional experts argue over whose jurisdiction encompasses the particular
social problem of which the phenomenon is purportedly an example. Such discus-
sions are themselves the means by which the problem is constructed, and the
borders of professional jurisdictions are drawn. The analysis of such discussions
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in terms of discursive genres and forms of rhetoric is illuminating for an under-
standing of the linguistic means by which cultural authority is captured. It is also
the way in which moral responsibility and blame are allocated. For instance, once
learning disability has been proposed as the label for a set of phenomena, is it a
pedagogical, a psychological, or a medical issue?

The second component consists of particular incidents of diagnosis. When a
child is categorized as “learning disabled,” the consequences for the life of the child
and the family are considerable. Conversation analysts have shown that turn-taking
practices and discursive assumptions taken for granted in psychiatric interviews
and parent—teacher—doctor conferences, combine to produce the child’s labeling,
even when parents are providing evidence that would, under other circumstances,
count against it (Mehan 1996). Both aspects of the politics of representation rely on
the discursive genres accepted by professionals and lay people involved. Authoriz-
ing beliefs (i.e. language ideologies) about the relationship of knowledge to specific
linguistic practices make those genres credible. Such discursive genres would
include scholarly journals and their forms of argument and evidence, the practical
experience of teachers, the professional experience of doctors, and the special form
of intimate knowledge that parents can claim concerning their own children. More
obviously political, but with the same general structure, are the debates about what
to call a phenomenon such as abortion. Is it a medical procedure that is the bodily
right of the woman bearing the fetus, or is it “murder”? The political repercussions
are too familiar to detail.

There is some resemblance here to Foucauldian notions of discourse, which he
defined as “practices that systematically form the objects of which they speak”
(Foucault 1972, 49). But Foucault and his many acolytes rarely attend to the
conversational and textual practices that “form the objects,” nor to the metadis-
courses about language’s relation to the social world (language ideologies) that
regiment the particular forms of talk that allow those objects to come into being in
the real-time world of social interaction or textual production. The kind of
performativity that is involved here is more related to Austin’s theory of speech
acts, Hymes and Gumperz’s ethnography of speaking, and Jakobson’s, Tambiah’s,
and Silverstein’s extension of Peircean semiotics, than to Foucault. A ritual can
transform social reality when it is an indexical icon; this means that the action
performs and thereby brings about or seems to demonstrate the self-evident truth
and efficacy of the very relationship or quality that it is seen merely to display.

It is worth emphasizing the contrast between this approach and most discourse
analysis. In the sophisticated form practiced by historians of political thought, the
goal of close attention to language is to recreate the presuppositions with which
political terms made sense to contemporaries, and the ambiguities or controver-
sies that flowed around the terms (Pocock 1960). In the more common and less
fastidious form, discourse analyses are essentially decoding operations. Messages
are assumed to be first and foremost statements about the world, so that a
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political discussion, commercial advertisement, or media report is “reduced” to
its propositional content and then that content is restated by the analyst. Analyses
of messages from those in power consist of attempting to show that the propos-
itional content is misleading in the relevant historical context, or designed to
appeal to preexisting prejudices. When messages are judged to originate from the
less powerful, their content is labeled as “speaking truth to power.” In such
simplified views, political communications are “read” as (bad) representations
about the world rather than ideologically mediated actions materially located in
the world and therefore capable of changing it. More abstractly put, most
discourse analyses provide critiques of two-way semantic relations (word-to-
world), rather than three-way pragmatic relations (speaker-in-world-with-word).
Language ideologies constitute an indispensable fourth term. It is under the aegis
of language ideologies—cultural, metapragmatic assumptions about the relation-
ship between words, speakers, and worlds—that verbal action in the world is
effective (Silverstein 1979).

Dispute settlement is an arena in which discursive practices are efficacious in the
performative sense I have been describing. A telling example is the Islamic courts of
Kenya, to which Muslim women and men appeal when faced with marital disputes.
The form in which troubles can be recounted is set in advance, as is the case in most
systems of legal decision-making. But forms of talk are also understood to be
indexical of categories of people. In this case the categories are not ethnic but
gendered. According to local cultural understandings (language ideologies), to be
considered good and proper wives, women should not engage in the speech act of
complaining, and certainly not about domestic conflict. A double bind thereby
constrains women in lodging complaints: if they do not complain they cannot
rectify what they perceive as unfair treatment. If they do complain they undermine
their own claims to be the kind of upstanding women who should be treated in
ways that preclude complaint. The theoretical point is that women’s interactional,
linguistic practice is not simply an enactment of something that already exists as a
social or cultural fact. On the contrary, it is through the act of complaining, and the
way they manage to finesse it, that women performatively create themselves, either
as unworthy wives, or, if they are skilled enough, as women who are complaining
despite themselves and with justified cause (Hirsch 1995). The complaining
storyteller and the events at issue are constructed together. Outcomes are always
emergent, contingent, and highly vulnerable to the unexpected actions of others.

Telling stories about an event—as in trials, political speeches, or social sci-
ence—always involves simultaneously positioning the story itself vis-a-vis other
versions, and positioning (constructing) the storyteller as a particular kind of
person in the context of the storytelling event. We make ourselves through the
stories we tell; and the credibility of our stories is inflected by who we can claim to
be (Ochs and Capps 2001). From this dual contextualization is derived the
authority and persuasiveness of narratives. In themselves, narratives have well-
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understood structures and are among the most powerful forms of explanation
and of self-justification. But there are no narratives that are free of the interests
and biases of the social position from which they are seen to be told. Nor are any
free of the conventions (language ideologies) and rival accounts evident in the
storytelling context into which they are inserted. We are all in the same situation
as the Kenyan women in marital court.

How are reasons and narratives made authoritative? Bakhtin (1981) described it as
a process of “ventriloquation,” always a borrowing of authority from elsewhere. In
today’s societies authoritative cultural institutions include science, gods (directly or
through quotation of scripture), nations or publics and their needs or desires,
personal experience, nature, and law. Speakers characteristically efface themselves,
claiming to be merely the mouthpiece through which the culturally accepted
authority “speaks” In the case of science, experts ususally adopt a “voice from
nowhere” that indexes objectivity, as though they themselves were uninvolved in
creating the results they present. By contrast, in speaking the law, one disappears
behind specification and minute attention to procedures. Authoritative institutions
themselves are created in part through metadiscourses. Major historical
examples include the philosophical justifications for republican rather than monar-
chical government, or the logic of buying and selling previously inalienable property
such as labor and land, as in early arguments for capitalism (e.g. Habermas 1989;
Hirschman 1997). Importantly, such metadiscourses specify the kind of conven-
tional speech or form of argument that will count as evidence of and support for the
new authority. The semiotic techniques by which individuals and governments
invoke (ventriloquate) culturally powerful authorities, thereby borrowing their
power, seem crucial as subject matter for any discipline claiming to understand the
language of politics and the practical processes of political persuasion.

A final example of these points comes from democratic theory, which has shifted
from vote-based models to ones that call for opinion-formation and deliberation
by an informed and active public (demos) to justify institutional action. Deliber-
ation about opposing views seems to promise the legitimation that voting alone
cannot (Kymlicka and Patten 2003). The European Union, by these criteria, seems
to have a “democracy deficit” because linguistic diversity, the argument goes, is an
obstacle to the formation of a Europe-wide public that, once formed, could be a
collective that engages in democratic discussion (Grimm 1995). The EU may well
have a democratic deficit, but it is not explicable in these terms. As scholars have
noted, “publics” are real social facts, but they are performatively created, much as
nations are, but on different grounds. There was no United States of America (and
certainly no linguistic uniformity) in the eighteenth century that could ratify the
American Declaration of Independence. Writing, signing, publishing, and circulat-
ing the document were the acts that created the social unit it was, in retrospect,
understood to represent. Similar feats of reflexive, boot-strapping performativity
are accomplished for the creation of any public (Warner 2002). It is the institutional
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organs—including multilingual ones—that the public’s existence requires and
legitimates that will subsequently assure the public’s continuance, if those organs
are powerful enough.

On the basis of the research discussed here, it is evident that language is a form of
social control as well as a means of reality-construction, thus a crucial part of the
exercise of power. But the works reviewed suggest that this formulation is not
sufficient. The most fruitful directions of research are those that can specify what
aspects and definitions of language are involved; what power, control, and language
itself are taken to mean in the sociocultural contexts at issue; and what general
processes of semiotics, interaction, performance, and strategizing connect the
linguistic practices to political effects.
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CHAPTER 21

THE IDEA OF
POLITICAL CULTURE

PAUL LICHTERMAN
DANIEL CEFAI

PorrticaL culture is no single thing waiting for researchers to find it in the world.
Social scientists construct the category to serve our theoretical agendas and
methods of investigation. But political cultures do exist. Political action requires
meaning-making, in institutional and everyday settings alike. Those settings may
be electoral races, public policy arenas, or judicial proceedings; community service
groups, social activist groups, friendship networks, television audiences of mass or
niche size, or electronic chat rooms. In all these contexts, individuals or collective
bodies communicate and act on claims to resources, opportunities, or recogni-
tion—or opinions about what social reality is like, which issues or identities should
be public, how state agents or citizens should relate to public issues. Any of these
claims or opinions can be political; following many of the works we discuss, we do
not restrict “political” to claims on or opinions about the state. Political cultures are
the sets of symbols and meanings or styles of action that organize political claims-
making and opinion-forming, by individuals or collectivities. By culture, we mean
patterns of publicly shared symbols, meanings, or styles of action which enable and
constrain what people can say and do.

For a contextualist understanding of political culture we turn to recent cultural
sociology in the US and pragmatic sociology in France: We define culture as more
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than a reflection of objective interests or a set of symbolic resources that groups
mobilize strategically. In our view, culture structures the way actors create their
strategies, perceive their field of action, define their identities and solidarities.
Culture is relatively autonomous in relation to social structure and social or individ-
ual psychology. Throughout this chapter, we situate work congenial to this defini-
tion amidst select other approaches, hoping to convey some of the breadth in ideas of
political culture circulating in sociology, political science, anthropology, and com-
munication studies, while highlighting especially promising inquiries. Social scien-
tists now face a bewildering array of culture concepts. We hope our way of organizing
the presentation may help readers make deliberate choices.

We ourselves needed to make difficult choices: We discuss a relatively few,
prominent lines of thinking on political culture, rather than attempting an exhaust-
ive review. We will restrict the chapter to the culture of political action in civil
society—the realm of relationships in which people act primarily in their capacity
as citizens or members of society, rather than subjects of state administration, or
consumers, producers, managers, or owners in the marketplace. Many though
certainly not all of the prominent works on political culture have focused outside
the state.! The bulk of our discussion treats works written by anglophone scholars,
or works translated and read widely by them. As the chapter shows, we find that
French scholars have taken different paths to some of the same insights as their
anglophone counterparts. Contacts between the two worlds of scholarship are
increasing;? this is an exciting time for students of political culture to become
more familiar with parallel inquiries. Emergent research programs on both sides of
the Atlantic are showing that while political cultures work differently in different
social contexts, they provide enabling and constraining contexts for democratic
communication and action.

1 INVENTORIES OF PoLITICAL CULTURE:
THE Civic CULTURE AND BEYOND

Many scholars of political culture have drawn insights from Alexis de Tocqueville’s
observations (1969) on Americans’ civic voluntarism and their sense of “self

1 We hasten to add that sociologists increasingly have appreciated that the state is culturally
conditioned (for instance: Jasper 1987; Steinmetz 1999), and that it sponsors its own arenas—literally
and figuratively—for cultural expression that legitimates its aims and constructs its citizen-subject.
For an exemplar, see Berezin’s (1997) work on how the Italian Fascist regime used public ritual in hopes
of creating an emotional, national community of allegiance to the state. See also Edles (1998).

2 See, e.g., Lamont and Thévenot (2000).
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interest properly understood.” Louis Hartz’s much-cited thesis (1955) on political
liberalism in America highlighted one of the cultural strands woven into Tocque-
ville’s more complex picture. Edward Banfield’s case study of a southern
Italian village (1958) affirmed Tocqueville’s argument with a negative case. Civic
association, Banfield held, required the right kind of culture; his Italian villagers
failed to act together for the common good because their ethos of “amoral famil-
ism” cultivated the pursuit of short-term, individual or familial interest, and the
distrust of anyone claiming to do otherwise. Also in Tocqueville’s spirit but with a
far wider, more systematic reach, The Civic Culture (1963) by Gabriel Almond and
Sidney Verba stands among the first landmark empirical studies of political culture.
A defining statement for American scholars of political culture in the 1960s, it
remains a large if ambivalent reference point. Empirically it rested on survey data
on values, attitudes, opinions, and beliefs from the United States, England, Ger-
many, Italy, and Mexico. Almond and Verba conceived political culture as a set of
psychological orientations—cognitive, affective, and evaluative—toward the polit-
ical system as a whole. They categorized political cultures into parochial, subject,
and participation types: “civic culture” was at once a descriptive and normative
concept denoting a system-sustaining mix of all of three.

The study borrowed heavily from the Talcott Parsons’ social system theory
(Parsons and Shils 1951) with its trio of subjective orientations, emphasis on
internalized cultural values, and allegiance to a modernization paradigm of polit-
ical development. As did its theoretical forebears, The Civic Culture imagined close-
fitting relationships between political culture and social structure at a social-
systemic level, at least in “stable” democracies—in spite of the authors’ caution
against assuming that the two are always congruent.

Theoretical and normative assumptions have made this classic study liable to
powerful criticisms, some of which Almond and Verba (1980) invited into a wide-
ranging collection of review essays. Carole Pateman (1980) pointed out that in effect
the study affirmed political quiescence as the normal state of affairs. It took as
universal the particular, liberal democratic, dominant self-understandings of the
postwar US and UK. “Traditionalism” and “familialism” characterized the less-
developed political cultures of Mexico or Italy; in the case of Italy, survey research
seemed to ratify Banfield’s much more local and impressionistic account. Alasdair
MaclIntyre (1972) challenged Almond and Verba’s science of comparative politics to
accommodate cultural and institutional differences that complicate comparisons:
Did holding an attitude of “pride” in one’s government mean the same thing in
Italy and Germany? Could cross-national generalizations about political parties
hold, when parties may occupy vastly different institutional positions in different
nations? Recent moves to reconceptualize culture brought The Civic Culture under
renewed scrutiny: Margaret Somers (1995) observed that the framework effectively
disappeared culture by making social structure and psychological orientations do
the real analytic work. We would add that scholarship gets further with culture
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concepts that help us recognize specific symbolic forms, rather than flat, textureless
values, norms, or skills.

While Almond and Verba’s abstraction and holism sit uncomfortably with the
contemporary tendency to highlight multiplicity and variability in political culture,
some contemporary work reinstates their search for the cultural prerequisites of
liberal democracy. The inventory spirit of Almond and Verba’s work lives on, too.
Verba, Schlozman, and Brady (1995) produced an exhaustive survey of Americans’
civic skills and practices. Political scientist Ronald Inglehart organized a series of
national surveys (1977; 1981; 1990) which suggest that citizens of Western industrial
democracies, and especially the highly schooled citizens, increasingly have valor-
ized lifestyle, self-actualization, and a clean environment over material wealth.
Cross-national surveys of values and opinions pose some of the same problems
of context and interpretation that MacIntyre scored in Almond and Verba’s work,
though the stable trends Inglehart has found probably suggest at least a little about
a great number of people. Sociologist Pierre Bourdieu (1984) critiqued the mislead-
ing abstraction and subjectivism in surveys of political opinion, pointing out that
the meaning of holding an opinion is itself different in different classes. Drawing on
French polling data, he interpreted individual survey responses only in relation to
other responses by people with different economic and cultural capital within a
discursive field of potential opinions. The individual responses become windows
on a field that privileges some opinions and some ways of holding opinions over
others—rather than indicators of separate, individual, subjective realities. Bour-
dieu was only one of several prominent theorists whose frameworks bring power
back into the study of political culture.

2 PoweRrR ComEs BAck: PorLiTICAL
CULTURE IN DOMINATION, RESISTANCE,
AND THE FORCE-FIELD OF DISCOURSE

While dissatisfaction with the grand framework behind The Civic Culture encour-
aged some scholars in the later 1960s and 1970s to jettison the culture concept
altogether, others found an alternative in cultural Marxism and other, post-Marxist
approaches to mass, official, and popular culture. Cultural Marxians departed in
significant ways from the bargain-basement reading of Marx, which would treat
political culture as static beliefs that dupe people into accepting or misrecognizing
the power of the capitalist class. Antonio Gramsci’s (1971; 1985) theory of cultural
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hegemony is one of the most influential, subtle, and misread in the family of
Western Marxism.

Gramsci emphasized the social power of articulation—the complicated act of
creating a meaningful fit between words or images in some historically specific
social context. Gramsci fully understood that words do not reflect reality in a
natural or logical correspondence. From a Gramscian viewpoint, political culture is
a precipitate of a society’s ceaseless articulation processes: In informal and formal
settings, everyday conversation and sacred ritual, in popular media and specialized
texts, small drops of meaning take shape in dominant currents, or counter-
currents of public opinion. And here enters the signal concept of hegemony.
“Hegemony” is a summary statement about articulation across a society; it denotes
an ongoing state of play in which the most widely circulating, easily articulated
definitions of the social world are “dominant,” the ones that complement or else do
not seriously challenge the interests of the dominant class or groups. Major insti-
tutions of the state, and the formal and informal relations of civil society circulate
these definitions, giving what we call political culture its main outlines.

To speak of “the hegemonic process” always is to acknowledge the existence of
alternative and oppositional articulations, too (Williams 1977). We can call them
“political” in that they challenge dominant understandings of the world, whether
or not they address the state. These circulate less widely; they may take shape only
in people’s reception of dominant discourses: Stuart Hall famously demonstrated
(1980) that audiences might “decode” a television show in alternative or oppos-
itional ways even when it is “encoded” with dominant discourses that complement
the world-views of capitalist elites. In post-Marxist Gramscian scholarship (Laclau
and Mouffe 1985), class is no longer the privileged reference point for analyzing
cultural hegemony, and a counter-hegemonic project is one that pursues limitless
democratization on the basis of a “radical citizen” identity (Mouffe 1992a and b). In
this critical ideal, radical citizens respect the democratic aspirations of women,
lesbians and gay men, environmentalists, people of color, as well as subordinate
classes. Their own identities transmutate continually as claims and counter-claims
bring new identities and yet new claims into the arena. Politics is endless.

Some scholars focus more on dominant political culture, the big engines of
cultural hegemony. Studies of news programming associated with or influenced by
the former Centre for Contemporary Cultural Studies in Birmingham, UK, are a
prominent case. David Morley’s oft-cited study (1980) of the British Nationwide
television program, for instance, analyzed the discourse of this widely viewed news
show, pointing out that the show worded news events such as labor strikes in terms
congenial to management. Yet audience reception of the show varied. The domin-
ant definitions had relatively great or little hold on focus group members’ reception
of the show, depending on their social backgrounds and experiences; again, the
hegemony concept grasps the existence of non-dominant interpretations in conflict
with dominant ones. In the US, sociologist Todd Gitlin demonstrated (1980) that
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news coverage increasingly stigmatized, trivialized, or demonized the growing new
left movement against the Vietnam war. These mass-mediated images of flamboyant
protestors informed some new leftists’ self-understandings, and the nation got the
sectarian, sometimes violent left movements that its media had conjured up under a
demonizing, hegemonic lens. With the same theoretical imagination, communi-
cation scholar Justin Lewis argued (1999) that conventions of news reportage
cultivate a commonsense understanding that the US political system hosts a wide
range of viewpoints, and in so doing bolsters the power of “corporate center-right
interests” even when their stances are not popular.

While recognizing the hegemonic power of mass-mediated discourse and im-
agery, other scholars emphasize how audiences actively piece together meanings
from the media which complement their preexisting social worlds. Conservative
Christian women interpret mainstream television portraits of abortion in ways that
affirm their own cultural authorities (Press and Cole 1999); lesbians and gay men
try to validate their worth without effacing their “otherness” in the forum of TV
talk shows (Gamson 1998), even if the corporate-organized forum ultimately
undercuts their claims to dignity.

Still other scholars peer more closely into the social worlds that sustain oppos-
itional and alternative political culture. They investigate the local community life
cultivated by a communist party (for instance, Kertzer 1990), or the “subaltern
counterpublics” (Fraser 1992) of grassroots social movements (Lichterman 1996;
1999), alternative media, or urban enclaves (Melucci 1989; Castells 1983). Historical
research finds proto-oppositional readings of everyday social life in the fragmen-
tary, informal, “hidden transcripts” (Scott 1990) of peasants. Eyes peeled and ears
to the ground, ethnographers hear signs of class resistance in the popular religion of
landless campesinos in Nicaragua (Lancaster 1988; see also Comaroff 1985), the local
knowledge of coal miners in American Appalachia (Gaventa 1980), or the subcul-
tural clothing and music style of postwar British youth (Hall and Jefferson 1976;
Hebdige 1979).

Using “discourse,” “practice,” “technique,” or other terms rather than “culture,”
scholars influenced by Foucault leave the Marxian orbit and treat culture itself as
power, rather than the outer form of an underlying, powerful interest. In one of
Foucault’s most important insights for students of political culture, identities never
inhere in groups. Rather, discourses wield the power to create group identities and
subjectivities. Psychiatric discourse creates “the homosexual,” for instance (1990);
disciplines and techniques of economics, statistics, or criminology call into being a
managed, governable population of citizen subjects (Hindess 1996). These discip-
lines and techniques of “governmentality” cultivate in subjects the control of their
own conduct.

Different forms of power produce different opportunities for resistance. Echoing
Gramsci’s notion of hegemony without its class analysis, Foucault held that to
speak of power, even “domination” was always to imply resistance. Power is a
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relationship in active tension, not a thing that a leader or group has. In Foucault’s
world, there is no exit from the force-field of discourses, disciplines, or tech-
niques—no place beyond “culture,” if we are using that term to translate Foucault’s
concerns—but different kinds of power/knowledge relationships. For Foucaldian
scholars, power and resistance to power are instantiated even in the momentary
gestures and interactional moves of everyday life: Subordinate groups wield quiet
“tactics of resistance” (Certeau 1984) by cutting the corners of proper etiquette.
They spoof the dominant pieties with their biting irony and jokes (Wedeen 1999).

Gramscian Marxists depart from simpler concepts of a dominant ideology used
handily and self-consciously by class elites to manipulate social subordinates (Ewen
1976; Vanderbilt 1997; Lasch 1979). In the Gramscian perspective, class-based
ideologies saturate everyday expression, and people carry them un-self-consciously,
even as they contest domination, albeit inchoately. Making a parallel move in a
different conceptual world, Foucault bid to “cut off the king’s head”(1980)—to
analyze the diverse, capillary pathways of power relationships, beyond the static
model of authoritative sovereign and consenting subjects. But in either constella-
tion of inquiry, much as they diverge, political culture exists only in relation to
(class or group) power, or as a discursive vector or technique of power.

3 PoriticaAL CULTURE COMES INTO ITS
OwN: CULTURE AS A STRUCTURE

Political culture became a more autonomous subject of inquiry again in the 1980s, as
sociologists rethought earlier uses of the culture concept. Borrowing from the
structuralism of Lacan, Levi-Strauss, and Barthes, social scientists increasingly
considered culture as a structure, or a set of structures with an enabling and
constraining force irreducible to individual attitudes or institutional power (Smith
1998; Alexander and Seidman 1990). An early statement in this emerging investi-
gation was political scientist Richard Merelman’s (1984) argument on the loosely
bounded quality of American political culture.

Anthropologist Clifford Geertz (1973) influenced many later researchers to take
political cultures as appropriate objects of study in themselves. So we might analyze
codes embodied in the drama of Bali’s theater state (Geertz 1980), or the ideology of
Sukarno’s Indonesia (Geertz 1973, 225). We would look not for internalized values
nor ideologies that exist only because they convey dominant interests, but “publicly
available symbolic forms” through which people experience meaning. Political
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culture results as both a “model of” the world—a map for locating and defining the
social situations—and a “model for” action—a template for mastering and occa-
sionally transforming situations. Geertz’s work encompasses a more hermeneutic
and a more pragmatist tendency, both of which animate our varied, current
repertoire of concepts. Yet there can be tensions between these two, as social
anthropologist Adam Kuper (1999, 105) points out: Anthropological (and socio-
logical) participant-observers at least sometimes claim to understand lived action
from their subjects’ point of view; to “read” social action as a text to be interpreted,
on the other hand, is a different enterprise. Kuper argues that Geertz traveled too
far towards a purely hermeneutic, even literary project, with a hermetically if
artfully sealed notion of culture as a text, divorced from social organization.

Developments roughly parallel to but earlier than Geertz’s innovations took
place in France. Historians of the Middle Ages such as Georges Duby (1978) and
Jacques Le Goff (1985) and of the French Revolution (Furet 1978) conceived of the
“imaginaire” (Baczko 1984) and “symbolique” (Agulhon 1979) and put these cul-
tural structures at the center of their interpretations. Cornelius Castoriadis (1975)
argued that society constitutes itself through a “radical imaginary,” a cultural
template for both alienation and creativity, ideology and utopia. Claude Lefort
(1981) combined a sophisticated analysis of political regimes with an understanding
of political culture informed by Aristotle’s notion of politeia, Montesquieu’s esprit
des lois, and Tocqueville’s mores. Lefort argued that both democracy and totalitar-
ianism depend on the invention of languages, rituals, and symbols; culture does not
simply reflect the regime.

4 PoriticaAL CULTURE AS SHARED
REPRESENTATIONS

One family of inquiries into cultural structure borrows the “late-Durkheimian”
(Alexander 1988) notion that political culture is a set of publicly shared representa-
tions of what makes a good citizen, or a good society. They share the fundamental
insight that words do not reflect underlying ideas or interests transparently. Rather,
communication is structured from the start by cultural forms that exist somewhat
independently of group interests; from this point of view, Gramscians underesti-
mate the enduring power of cultural forms themselves, while Foucault-influenced
post-Marxists skip crucial sociological steps by conflating culture and power.
Important earlier examples of the “shared representations” approach include
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William Sewell’s (1980) study of changes in nineteenth-century French discourse,
which showed that industrial workers had to invent new “political idioms” to leave
the universe of the Old regime corporations. French workers and citizens developed
new idioms of the local community (Agulhon 1970), the voluntary association
(Agulhon 1977), and the political party (Huard 1996) as well. A recent outpouring
of US work conceives shared representations in at least two different ways. One is
the concept of “cultural vocabulary,” and the other, “cultural code.”

4.1 Vocabularies of Politics

One widely read example of this approach to political culture in the US is Robert
Bellah and co-authors’ Habits of the Heart, an interview study of middle-class
Americans’ moral and political reasoning. Most often, Bellah and his team heard
languages of individualism, as when many of their interviewees said that their
public commitments depended on “what I can get out of it” or “what feels good to
me right now”; less often and more haltingly, Americans articulated their commit-
ments in civic-republican or Biblical language. The authors proposed that an
active, democratic citizenry would be hard to sustain over time if Americans’
primary cultural vocabulary was so self-oriented; in a preface to a second edition
(1996), they observed that Robert Putnam’s (2000) much-discussed figures on
declining American civic group memberships confirmed their fears.

A society’s cultural mainstream holds more than one set or “system” of repre-
sentations. Rhys Williams (1995) illustrated that social movements draw on differ-
ent rhetorics of the public good—the good of individual rights or environmental
stewardship, for instance. Some representations are politically subordinate or
subcultural. Mark Warren (2001), Richard Wood (1994; 1999; 2002), and Stephen
Hart (2001) showed that shared religious representations such as those in Catholic
social thought can work as political culture, by helping urban social movements
construct political claims that are compelling in low-income, minority commu-
nities and effective against corporations and local bureaucrats. Wood’s comparative
research found that the most effective representations were religious traditions
which helped activists process ambiguity in their political environments instead of
ignoring or trying to transcend it.

All of these studies have discerned vocabularies from qualitative analysis of
interviews, ethnographic field notes, or texts. They depend on the analyst’s famil-
iarity with a larger cultural or intellectual history behind the groups under study:
The Bellah team chose historical, cultural exemplars such as Benjamin Franklin and
Walt Whitman to represent strands of American individualism alive in the late
twentieth century; French sociologists Boltanski and Thévenot (1991) have pursued



THE IDEA OF POLITICAL CULTURE 401

a somewhat similar strategy, identifying public vocabularies of moral or political
justification as descending from one of six great Western philosophical texts. It is
possible, though, to study vocabularies more inductively, and with more quantita-
tive measures. Employing Q-sort methodology, Dryzek and Holmes (2002)
gathered samples of statements about democratization from focused discussion
groups in each of thirteen post-Communist countries, and then asked a separate set
of interviewees in each country to sort the statements. Treating the resulting “sorts”
to factor analysis, the researchers reconstructed vocabularies of democratization
that they proposed are typical for different countries, and sometimes shared across
countries—“socialist authoritarianism,” “liberal capitalism,” “reactionary anti-lib-
eralism,” and more. The methodology may risk atomizing cultural structure into
aggregates of individual subjectivities—Bourdieu’s critique of under-sociological
subjectivism may again apply—but the researchers’ knowledge of different national
contexts and their commitment to interpretive validity strengthen the argument
that these reconstructions plausibly reflect shared representations, and are more
than statistical artifacts.

4.2 Codes of Politics

Other researchers in this family of studies would conceive political culture in terms
of codes that organize public discourse. Sociologists Jeffrey Alexander (2001) and
Philip Smith (Alexander and Smith 1993) identified a set of binary codes in public
life that have organized US political debate over the past two centuries. Socialized
to these implicit, binary codes, citizens divide up actors, relationships, and insti-
tutions into categories of good and evil. Commonly, US legislators affirm “good”
political actors by characterizing them as “active, not passive,” and “rational, not
hysterical”; they ascribe goodness to political relations when they tag them as “open
and trusting” rather than “closed and secretive” (Alexander and Smith 1993, 162—3).
The codes organize acceptable, communicable speech on both sides of a debate.
During the Watergate hearings, for instance, both the adversaries and defenders of
President Nixon called their own side reasonable and cast the opposing side as
irrational or secretive.

The deep cultural codes of society at large, beyond civil society, can structure
political debate, too. Linguist George Lakoff and philosopher Mark Johnson (1980)
analyze widely shared metaphors in that light. They argue that in everyday thinking,
people translate abstract concepts into substances, persons, relationships, or pos-
itions in space that we can understand more immediately from experience. So in a
society that thinks of argument in terms of war, large parts of political communi-
cation consist in trying to “win” an argument by “attacking the opposition,”
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“gaining ground,” and putting the “other side on the defensive.” These are not
natural or purely logical moves, but culturally coded ones. Absent these metaphors,
political communication would be organized very differently, as anthropological
research on aboriginal Australian and other societies shows (Myers 1991; Brenneis
and Myers 1984).

Parallel to students of cultural vocabularies, scholars of binary codes find
subordinate or subcultural codes that are patterned and enduring: Ronald Jacobs’
study (2000) of media discourse surrounding the Rodney King beating by the Los
Angeles Police found codes in the African-American press somewhat different from
those organizing depictions of the beating and subsequent riots in mainstream
forums. Different sets of codes may organize political debate in other societies;
“authoritarian” or “collectivist,” as well as democratic codes may propel the terms
of national debate in Brazil since the 1990s (Baiocchi 2001).

For analysts of either vocabularies or codes, the question of political culture’s
relation to social structure makes sense only once the structure of political culture
itself is clear. Sociologists close to the shared representations framework have
argued (Wuthnow 1989; Swidler 2001) that in the long run, institutional relation-
ships enable some forms of culture to survive and spread while others do not.
Swidler has argued (2001) that people may innovate new political culture during
periods of great social flux, but that only those forms that “fit” institutionally
structured relationships will endure and become commonsensical, tightly entwined
with everyday action (Swidler 1986).

4.3 An Alternative from Social Movement Studies:
Strategic Framing

The shared representations perspective on political culture contrasts with the
notion of “frame” current in American social movements research, and discussed
at length in Polletta and Ho’s contribution to this volume.? Sociologists William
Gamson and colleagues’ (1982) social-psychological study of responses to injustice
was one of the first to introduce Erving Goffman’s frame concept to politics
researchers. David Snow and his colleagues (Snow et al. 1986; Snow and Benford
1988) and again Gamson (1992) borrowed and significantly reinterpreted Goffman’s
frame concept, popularizing its use in studies of collective action. By “frames” they
meant discursive packages, or ways of communicating about facts and events. In
Snow and colleagues’ widely cited version, movement groups organize frames
strategically, in order to build coalitions and reach target audiences.

3 “Frames and their Consequences” (Ch. 10, this volume) discusses the varied uses of “frame” in
social movements research and cites prominent critical reviews of the concept.
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This strategic framing perspective helped to make culture prominent in studies
of social movements, but at a cost. Some framing studies identified static frames
through content analysis, ignoring the flexible back-and-forth of discursive acts, as
Steinberg (1999) pointed out; others derived frames from interview talk, although
the same interviewees might draw on different vocabularies in their own, everyday
settings, as Lichterman (1996) found with environmental activists. Hank Johnston
(1991; 1995) made the frame concept more sensitive to narrative form and the
texture of everyday experience. Using the frame concept to analyze words and
phrases that focus group participants borrow from personal experience, popular
wisdom, and media information, Gamson (1992) gave the concept more of a
purchase on political culture’s sources and textures. Still, the focus group method
would neglect moral ambiguities and social identities that are part of the context
for communication in natural settings. In some of the most popular usage of the
concept, frames are not cultural structures but cultural means for pursuing inter-
ests which exist beyond culture.

5 PoLITICAL CULTURE AS PERFORMANCE

5.1 Dramas, Arguments, and Narratives

One of the limitations in studying shared codes or vocabularies in the abstract is
that we may miss the concrete shape they take in collective action. Dramas,
arguments, and narratives are performances addressed to particular publics; they
put shared representations in movement. Dramaturgical perspectives have been
put forth, famously by Kenneth Burke (1945), and in a variety of social-science veins
by sociologists Erving Goffman (1959) and Joseph Gusfield (1981), political scientist
Murray Edelman (1964), anthropologist Victor Turner (1974), and very recently by
sociologist and cultural theorist Jeffrey Alexander (2004). From this viewpoint,
dramatic conventions shape political communication. On stage in politics as in
theater, actors play roles and follow scripts as a cast of characters, perform front-
stage and backstage actions. They represent to an audience a moral order, with
offenders, victims, heroes, witnesses, and experts. Under this analytic lens, social
dramas enacted by institutional actors shape a public’s perception of social prob-
lems, such as the problem of drink-driving (Gusfield 1981), even apart from the
“objective” facts of risk or harm. These performances inform policy, as when
Yavapai Indians dramatized their opposition to the Orme Dam project in Arizona
that threatened their ancestral lands (Espeland 1998).
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Narratives, like plays, are performances: Through the conventions of storytelling,
political actors communicate claims, opinions, and the very definitions of political
issues. Narratives may circulate in mass-mediated discourse, informal sayings, or
formal, oral traditions; national monuments and other artifacts as well as people or
institutions may communicate them. Narratives are examples of cultural structure
par excellence, with their convention-governed plots, casts of predictable character
types, and genres such as romance or tragedy. Through these conventions, narra-
tives can structure the way a public perceives grievances, imputes motives, defines
which issues, characters, or situations are central or peripheral. The Vietnam
Veterans Memorial in Washington, DC, is striking in part because its narrative is
not typical for a war memorial; it does not tell a romance of heroism and it leaves
the “plot” ambiguous (Wagner-Pacifici and Schwartz 1991).

The same events retold with different narrative forms can appear very different
and elicit very different senses of propriety or injustice. Ron Jacobs (1996; 2000)
used narrative analysis along with attention to the binary codes designating heroic
and anti-heroic citizens, to compare retellings of the Rodney King beating in Los
Angeles by mainstream and African-American newspapers. Different heroic char-
acters emerged in African-American and mainstream retellings. Narrative analysis
can illuminate changes as well as continuities in public culture: Anne Kane (1997)
used narrative analysis to follow the transforming meanings of potent symbols
during the mass public meetings of the Irish Land War. Terms such as “rent,” “land,”
“landlord,” “Ireland,” and “constitutional” formed a system of meaning, a coherent
discourse, but as the impassioned meetings unfolded, the terms developed new
relations to one another, such that landlord actions became “unconstitutional” and
Irish land reform a constitutional right. Francesca Polletta (19984 and b) investi-
gated the narratives that civil rights activists told to new recruits and journalists. She
argues that a familiar storyline helped activists make sense of their risky activism:
A “force” took over them, they said, compelling them to act spontaneously.

5.2 An Alternative from Social Movement Studies:
Collective Identity

The collective identity concept from social movement studies works parallel to
these concepts, but with different analytic assumptions. Social movements con-
struct and perform “collective identities,” many scholars emphasize, since those
identities do not emerge naturally from grievances. Some movement scholars study
collective identity in order to understand how activists interpret their social
position, given the multiple possibilities (Taylor and Whittier 1992); others want
to explain why activists mount more or less radical identities in different arenas
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(Bernstein 1997). Activists perform identity and invite publics to identify with
them, in die-ins and sit-ins (Lofland 1985), in solemn rituals of protest and arrest
(Epstein 1991), or in theatrical disruptions of everyday routine (J. Gamson 1991).
In these studies, movements perform collective identities in response to their social
or political subordination, or—in a postmodern scenario—a proliferation of power
sources. In scholarship informed by political process or resource mobilization
models of social movements, collective identity does not enable and constrain; it
crystallizes other social forces and powers that do, or else does strategic work for
movement entrepreneurs (Benford 1993). Scholarship indebted to a notion of cul-
ture’s relative autonomy shows, in contrast, that narratives themselves and not only
the forces “behind” them have consequences for action: “Activists’ very understand-
ings of ‘strategy, ‘interest, ‘opportunity, and ‘obstacle, may be structured by the
oppositions and hierarchies that come from familiar stories” (Polletta 19985, 424).

6 EMERGENT PERSPECTIVES: POLITICAL
CULTURE IN EVERYDAY COMMUNICATION
AND ACTION

Studies of political culture as code, vocabulary, drama, or narrative often focus on
formal, ceremonial, or mass-mediated contexts, during crisis moments—or else
interview situations. Increasingly, studies are examining political culture in ordin-
ary interaction, in the quotidian settings of civil society: local citizens’ hearings on
environmental issues, volunteer group meetings, social clubs. US students of
everyday political culture trace their interest to a larger, linguistic turn in social
theory throughout the twentieth century that encouraged sociologists to conceive
culture as communication rather than abstract values. For some, the work of Jiirgen
Habermas (1989; see Cohen and Arato 1992) sparked curiosity about the role that
ordinary civic communication plays in sustaining democracy.

A parallel focus on everyday public activities emerged in French sociology in the
1980s. Supplanting the models of Boudon, Bourdieu, Touraine, and Crozier, new
perspectives highlighted actor networks (Callon 1989), the ecology of public spaces
(Joseph 1984), and the hermeneutics of communication and action (Quéré 1982).
These studies benefited from qualitative investigations of interactions and histor-
ical events up close; they helped to enlarge anthropological and historical under-
standings of political cultures (Cefai 2001), situating them in the contexts of
institutional policies, sociability networks, political geography, and collective
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memory. In this final section we discuss two complementary lines of research on
everyday political culture.

6.1 Political Culture as the Implicit Customs of
Civic Life

With an imagination for context, we see that vocabularies, codes, dramas, or
narratives are themselves always embedded in social settings. Civil society creates
and recreates itself as people continue enacting different customary forms of
membership in those settings. Different customs of citizenship are themselves
meaningful and have their own histories (Schudson 1998); they are not simply
derivatives of a group’s formally stated purpose or beliefs.

In her study of American civic groups, for instance, Nina Eliasoph (1998; 1996)
showed that being a member of a volunteer group meant being an upbeat, “can-do”
person who carried out tasks efficiently instead of fretting about big social issues.
Lichterman found (1995b; 1996) that being a member of an environmental activist
group could mean being someone willing to make a deeply personalized contribu-
tion to the cause, or someone who upholds a communal will and brackets individu-
ality. Groups with different customs had difficulties working together, even when
they all affirmed the same “environmental justice” discourse. Researchers have
conceptualized customs of group membership within different theoretical trad-
itions, calling them “cultures of commitment” (Lichterman 1996), “civic practices”
(Eliasoph 199651998), “cultural models” in the case of Becker’s (1999) study of church
congregations, or “constitutive rules” in Armstrong’s study of lesbian and gay
organizations (2002). Each is getting at something like the “group style” (Eliasoph
and Lichterman 2003) that a group sustains as it goes about ordinary business. Group
styles powerfully shape the meanings and uses of the vocabularies or codes discussed
above (Lichterman 1996; Eliasoph 1998; Eliasoph and Lichterman 2003).

Studying group style and representations together illuminates how civic groups
measure up to the potentials imputed to them by many theorists of democracy. The
volunteer group style shuts down open-ended conversation that ideally characterizes
the public sphere; in groups, volunteers avoid discussing what they may worry about
in private interviews—that skinheads at the local high school threaten race relations,
for instance (Eliasoph 1998). The personalized, self-expressive style of some environ-
mental and queer activist groups (Lichterman 1995a; 1996; 1999) encourages public-
spirited deliberation—despite social scientists’ claims that expressive individualism
makes people un-civic-minded or apolitical (Bellah et al. 1985; see also Bennett 1998).
In theory, civic participation also teaches citizens how to mobilize relationships
and resources for a greater public good (Putnam 1993; 2000; Skocpol 1999).
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Yet different group styles promote different ways of shepherding resources and
defining ties, and different ways of working with state institutions, apart from
group members’ religious or political beliefs or social backgrounds (Lichterman
2005). Tallying up “social capital” (Putnam 2000) misses the impact of group style.

6.2 Political Culture as Criticizing, Denouncing, and
Claims-making in Public Arenas

Older French scholarship, like its American counterparts, studied static, symbolic
codes and legal or political institutions in the abstract, without asking how issues or
people become public, political, contested in everyday life. Some French scholars
have been studying how ordinary citizens and elites create the res publica itself, in
informal as well as institutional arenas. How do groups and institutions actively
define private troubles as public problems? How do they carve out new arenas for
dramatizing problems and refocusing law-makers’ attention (Cefai and Joseph
2002)?

To address these questions, Luc Boltanski and Laurent Thevenot (1991) have
analyzed “regimes” of public justification with a typology of the logics of rationality
and legitimacy—those of domesticity, market relations, technology, civic responsi-
bility, inspiration, or popular opinion. Drawing on these practical logics, actors
perform different sorts of “worlds,” set up different kinds of relationships, and
promote different species of “moral goods.” Daniel Cefai and Claudette Lafaye
(2001; 2002) studied a civic association in Paris which opposed the destruction of a
neighborhood. They followed the process through which the “destruction” became
a public problem, and heard participants in the process invoke different logics and
moral goods along the way: Actors interpreted the issue in order to mobilize
personal networks of friends; they assessed the economic costs of alternative
solutions; they proposed technical means of guaranteeing the public good; they
organized citizen forums to create and mobilize popular opinion.

In this action-focused approach to public-making, political cultures structure the
ways people launch claims about what should be public rather than private, what
publics should consider unjust rather than unremarkable. Researchers also aim to
grasp the emotions intertwined with claims to freedom, dignity, equality, justice, or
recognition. They focus on ordinary conversation at the supermarket or school gate,
in municipal hearings or activist group meetings, and in more formal and less open
settings of state agencies or experts’ offices, too. Unlike scholarship on “frames” or
“ideologies,” these researchers are paying attention to the forms in which claims
circulate and evolve—public rituals, local rumors, legislative debates, for instance—
and attention to the public stages where they take place. Claims-making follows
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“grammars of public talk” (Boltanski 1990; Cardon, Heurtin, and Lemieux 1995),
sometimes leading to new public issues.* In this way recent French scholarship has
applied a “pragmatic” approach (see Silber 2003) to understanding the public sphere.

7 CoNcLUSION: WHY DOES 1T MATTER IF
PorLiTiCcAL CULTURE IS AUTONOMOUS?

Studies of political culture address enduring theoretical questions about the res
publicawhile advancing current debates about civic life. A focus on active meaning-
making illuminates the ways people define, challenge, or redefine what will count as
“politics” itself. We bid theorists to keep thinking about how political culture
shapes and is shaped by social contexts without falling into the traps of functional-
ism or class-determination-in-the-last-instance, nor lurching the other way toward
hermetically sealed cultural systems or analyses that collapse culture and insti-
tutional power. We invite more research that can grasp innovation in political
culture—strategic or otherwise—without losing the insight that culture itself is
structured, and in turn, structures action.

We have taken a stand for concepts that grant the relative autonomy of culture
because we think that political culture is one of the conditions of possibility for a
democratic society. Almond and Verba were not entirely wrong. Studies of contin-
gent culture can illuminate actors’ strategic choices, but cannot tell us why actors
perceived those choices to begin with. While political culture is indeed an “idea,” it
is an idea we need if we want to understand what makes civic groups empowering
or disempowering, crucial or irrelevant, as many societies around the globe rewrite
their social contracts. Further research on everyday political culture can tell us
much more about potentials and predicaments in fast-changing civic arenas.
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CHAPTER 22

WHY AND HOW
HISTORY MATTERS

CHARLES TILLY

Do vou suppose that historians labor dumbly in deep trenches, digging up facts so
that political scientists can order and explain them? Do you imagine that political
scientists, those skilled intellectual surgeons, slice through the fat of history to get at
the sinews of rational choice or political economy? Do you claim that political
scientists can avoid peering into the mists of history by clear-eyed examination of
the contemporary world that lies within their view? On the contrary: this chapter
gives reasons for thinking that explanatory political science can hardly get any-
where without relying on careful historical analysis.

Let us begin, appropriately, with a historical experience. Early in 1969, Stanford
political scientist Gabriel Almond proposed that the (US) Social Science Research
Council use Ford Foundation funds to support a study of state formation in
Western Europe. Thus began an adventure. For fifteen years before then, the
SSRC’s Committee on Comparative Politics had been looking at what it called
“political development in the new states.” By then, committee members Almond,
Leonard Binder, Philip Converse, Samuel Huntington, Joseph LaPalombara,
Lucian Pye, Sidney Verba, Robert Ward, Myron Weiner, and Aristide Zolberg had
converged on the idea that new states faced a standard and roughly sequential series
of crises, challenges, and problems. Resolution of those problems, they argued,
permitted states to move on to the next stage en route to a fully effective political
regime. In a phrase that reflected their project’s normative and policy aspirations,
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they often called the whole process state- and nation-building. The SSRC
committee labeled its crises PIPILD: Penetration, Integration, Participation, Iden-
tity, Legitimacy, and Distribution.

Committee members theorized that (a) all new states confronted the six crises in
approximately this order, (b) the more these crises concentrated in time, the greater
the social stress and therefore the higher the likelihood of conflict, breakdown, and
disintegration, (¢) in general, new states faced far greater bunching of the crises
than had their Western counterparts, hence became more prone to breakdown than
Western states had been. The violence, victimization, and venality of new states’
public politics stemmed from cumulation of crises. Presumably superior political
science knowledge would not only explain those ill effects but also help national or
international authorities steer fragile new states through unavoidable crises.

The SSRC scheme rested on one strong historical premise and two weak ones. On
the strong side, the theorists assumed that Western states had, on the whole, created
effective national institutions gradually, in a slow process of trial, error, comprom-
ise, and consolidation. More hesitantly, these analysts assumed both that political
development everywhere followed roughly the same course and that the course’s end
point would yield states resembling those currently prevailing in the Western world.

Since theorists of political development actually drew regularly on Western
historical analogies (see, e.g., Almond and Powell 1966), SSRC committee members
naturally wondered whether a closer look at Western history would confirm their
scheme. It could do so by showing that the same crises appeared recognizably in the
historical record, that they occurred more discretely and over longer periods in
older states, that later-developing states experienced greater accumulations of
crises, and that bunched crises did, indeed, generate stress, conflict, breakdown,
and disintegration. In my guise as a European historian, they therefore asked me to
recruit a group of fellow European historians who had the necessary knowledge,
imagination, and synthetic verve to do the job. (As we will see later, they were also
sponsoring a rival team of European historians, no doubt to check the reliability of
my team’s conclusions.)

Our assignment: to meet, deliberate, do the necessary research, report our
results, criticize each other’s accounts, and write a collective book. A remarkable
set of talented scholars accepted the challenge: Gabriel Ardant, David Bayley,
Rudolf Braun, Samuel Finer, Wolfram Fischer, Peter Lundgreen, and Stein Rokkan.
We spent the summer of 1970 together at the Center for Advanced Study in the
Behavioral Sciences (Stanford, California), frequently calling in critics such as
Gabriel Almond, Val Lorwin, and G. William Skinner. We presented draft chapters
to each other and a few sympathetic critics in Bellagio, Italy, during a strenuous
week the following year. After multiple exchanges and painstaking editing, we
finally published our book in 1975.

Before we began the enterprise, I had produced several essays dissenting from the
sorts of breakdown theories that formed the midsection of the committee’s scheme
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(e.g. Tilly 1969). Some committee members may therefore have hoped to convert me
to the committee’s views. Or perhaps secret skeptics within the committee wanted to
raise their colleagues’ doubts about the committee’s political development scheme.!
In either case, they got more than they bargained for. Looked at closely, the relevant
Western European history revealed repeated crises, constant struggle, numerous
collapses, far more states that disappeared than survived, and a process of state
transformation driven largely by extraction, control, and coalition formation as
parts or byproducts of rulers’ efforts not to build states but to make war and survive.

In an abortive effort to counter the intentionality and teleology of such terms as
“state-building” and “political development,” my co-authors and I self-consciously
substituted what we thought to be the more neutral term “state formation.” The
term itself caught on surprisingly fast. Unfortunately, it also soon took on teleo-
logical tones in the literature on political change.2 Contrary to our intentions,
students of state formation in Latin America, Africa, the Middle East, or Asia began
taking the European experience as a model, and asking why their regions had failed
to form proper states.> Nevertheless, many readers saw the book as a serious
challenge to existing ideas about political development (Skocpol 1985).

What is more, our historical reflections raised the distinct possibility that the
processes of state formation were far more contingent, transitory, and reversible
than analysts of political development then supposed. Hoping to write the final
sentence of the final volume in the SSRC’s series of books on political development,
I therefore ended my concluding essay with these words:

But remember the definition of a state as an organization, controlling the principal means of
coercion within a given territory, which is differentiated from other organizations operating
in the same territory, autonomous, centralized, and formally coordinated. If there is
something to the trends we have described, they threaten almost every single one of these
defining features of the state: the monopoly of coercion, the exclusiveness of control within
the territory, the autonomy, the centralization, the formal coordination; even the differ-
entiation from other organizations begins to fall away in such compacts as the European
Common Market. One last perhaps, then: perhaps, as is so often the case, we only begin to
understand this momentous historical process—the formation of national states—when it
begins to lose its universal significance. Perhaps, unknowing, we are writing obituaries for
the state.  (Tilly 1975, 638)

I lost, alas, my rhetorical bet: a parallel SSRC group of historians working on
direct applications of the crisis scheme to the United Kingdom, Belgium, Scandi-
navia, the United States, Spain, Portugal, France, Italy, Germany, Russia, and
Poland under Raymond Grew’s leadership took even longer to publish their volume

1 For hints in that direction, see Verba 1971.
2 See, e.g., Biggs 1999; Braddick 2000; Corrigan and Sayer 198s.
3 For critiques, see Barkey and Parikh 1991; Centeno 2002.
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than we did. Editor Grew closed his presentation of the book’s findings with words
more cautious than my own:

Models of political development should not tempt us to explain too much, nor be allowed
to stimulate too many ingenious answers before the questions are clear. Today’s heuristic
device must not become tomorrow’s assumption. One of the strengths of these essays is that
they do not attempt to create a closed system; another is their recognition of many paths to
political survival—and of many higher goals. A next step should be the careful formulation
of historical (and therefore not just developmental) problems, followed by the comparison
of realities rather than abstractions. The Committee’s broad categories of political develop-
ment, like photographs of the earth taken from space, remind us that familiar terrain is part
of a larger system, and urge us to compare diverse features that from a distance appear
similar. They do not obviate the need for a closer look. (Grew 1978, 37)

In short, according to Grew, the crisis-and-sequence scheme may raise some
interesting historical questions, but it certainly does not answer them.

Differences between the Tilly and Grew conclusions mark an important choice
for historical analysts of political processes. On one side (Grew), we can stress the
obdurate particularity of historical experiences, hoping at most to arrive at rough,
useful empirical generalizations through close analysis of specific cases. On the
other (Tilly), we can use history to build more adequate explanations of politics
past and present. Unsurprisingly, this chapter recommends the theoretically more
ambitious second course, while heartily agreeing with Grew that it requires expert
historical knowledge. Not only do all political processes occur in history and
therefore call for knowledge of their historical contexts, but also where and when
political processes occur influence how they occur. History thus becomes an
essential element of sound explanations for political processes.

1 WHY HisTORY MATTERS

Several different paths lead to that conclusion. Here are the main ones:

* At least for large-scale political processes, explanations always make implicit or
explicit assumptions concerning historical origins of the phenomenon and time—
place scope conditions for the claimed explanation. Those assumptions remain

4 Here and hereafter, “historical” means locating the phenomenon meaningfully in time and place
relative to other times and places, “political” means involving at least one coercion-wielding organ-
ization as participant or influential third party, and “process” means a connected stream of causes and
effects; see Pierson 2004, Tilly 2001a.
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open to historical verification and falsification. Example: students of inter-
national relations commonly assume that some time between the treaty of
Augsburg (1555) and the treaties of Westphalia (1648), Europeans supplanted
a web of overlapping jurisdictions with a system of clearly bounded sovereign
states that then provided the context for war and diplomacy up to the present.

* In the case of long-term processes, some or all features of the process occur
outside the observations of any connected cohort of human analysts, and there-
fore require historical reconstruction. Example: displacement of personal armies,
feudal levies, militias, and mercenary bands by centrally controlled national
standing armies took several centuries to occur.

* Most or all political processes incorporate locally available cultural materials such
as language, social categories, and widely shared beliefs; they therefore vary as
a function of historically determined local cultural accumulations. Example:
economically, linguistically, ethnically, racially, and religiously segmented regions
create significantly different configurations of state—citizen relations.

* Processes occurring in adjacent places such as neighboring countries influence
local political processes, hence historically variable adjacencies alter the operation
of those processes. Example: the Swiss Confederation survived as a loosely
connected but distinct political entity after 1500 in part precisely because much
larger but competing Austrian, Savoyard, French, and German states formed
around its perimeter.

* Path dependency prevails in political processes, such that events occurring at one
stage in a sequence constrain the range of events that is possible at later stages.
Example: for all its service of privilege, the entrenchment of the assembly that
became England’s Parliament by the barons’ rebellion of 1215 set limits on
arbitrary royal power in England from that point forward.

* Once a process (e.g. a revolution) has occurred and acquired a name, both the
name and one or more representations of the process become available as signals,
models, threats, and/or aspirations for later actors. Example: the creation of an
elected national assembly in the France of 1789 to 1792 provided a model for
subsequent political programs in France and elsewhere.

In all these ways, history matters. In the case of state transformation, there is no way
to create comprehensive, plausible, and verifiable explanations without taking
history seriously into account.

Apparently political scientists have learned that lesson since the 1960s. Now and
then an economist, sociologist, geographer, or anthropologist does come up with
a transhistorical model of state transformation.5 Rare, however, is the political
scientist that follows their lead (exceptions include Midlarsky 1999, Taagepera

5 E.g. Batchelder and Freudenberger 1983; Bourdieu 1994; Clark and Dear 1984; Earle 1997; Fried-
mann 1977; Gledhill, Bender, and Larson 1988; Li 2002.
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1997). To be sure, the historicists could be wrong and the unhistorical modelers
right. I hope, however, to persuade you that historical context matters inescapably,
at least for all but the most fleeting and localized political processes.

Whether the importance of history seems obvious or implausible, however,
depends subtly on competing conceptions of explanation. As a first cut, let us
distinguish:

1. Proposal of covering laws for complex structures and processes.

2. The special case of covering law accounts featuring the capacity of predictors
within mathematical models to exhaust the variance in a “dependent variable”
across some set of differing but comparable cases.

3. Specification of necessary and sufficient conditions for concrete instances of the
same complex structures and processes.

4. Location of structures and processes within larger systems they supposedly serve
or express.

5. Identification of individual or group dispositions just before the point of action
as causes of that action.

6. Reduction of complex episodes, or certain features of those episodes, to their
component mechanisms and processes.

In an earlier day, political scientists also explained political processes by means of
“7. Stage models in which placement within an invariant sequence accounted for
the episode at hand.” That understanding of explanation vanished with the passing
of political development.

History can, of course, figure in any of these explanatory conceptions. In
a covering law account, for example, one can incorporate history as a scope condi-
tion (e.g. prior to the Chinese invention of gunpowder, war conformed to general-
ization X) or as an abstract variable (e.g. time elapsed or distance covered since the
beginning of an episode®). Nevertheless, covering-law, necessary-sufficient condi-
tion, and system accounts generally resist history as they deny the influence of
particular times and places. Propensity accounts respond to history ambivalently,
since in the version represented by rational choice they depend on transhistorical
rules of decision-making, while in the versions represented by cultural and
phenomenological reductionism they treat history as infinitely particular.

Mechanism-process accounts, in contrast, positively welcome history, because
their explanatory program couples a search for mechanisms of very general scope
with arguments that initial conditions, sequences, and combinations of mechanisms
concatenate into processes having explicable but variable overall outcomes. Mech-
anism-process accounts reject covering-law regularities for large structures such as
international systems and for vast sequences such as democratization. Instead, they
lend themselves to “local theory” in which the explanatory mechanisms and

6 See Roehner and Syme 2002.
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processes operate quite broadly, but combine locally as a function of initial condi-
tions and adjacent processes to produce distinctive trajectories and outcomes.”

2 HISTORY AND PROCESSES OF STATE
TRANSFORMATION

Across a wide range of state transformation, for example, a robust process recur-
rently shapes state—citizen relations: the extraction—resistance—settlement cycle. In
that process:

* Some authority tries to extract resources (e.g. military manpower) to support its
own activities from populations living under its jurisdiction.

* Those resources (e.g. young men’s labor) are already committed to competing
activities that matter to the subordinate population’s survival.

* Local people resist agents of the authority (e.g. press gangs) who arrive to seize
the demanded resources.

* Struggle ensues.

* A settlement ends the struggle.

Clearly the overall outcome of the process varies from citizens’ full compliance to
fierce rejection of the authorities’ demands (Levi 1988; 1997). Clearly that outcome
depends not only on the process’s internal dynamic but also on historically
determined initial conditions (e.g. previous relations between local and national
authorities) and on adjacent processes (e.g. intervention of competing authorities
or threatened neighboring populations). But in all cases the settlement casts a
significant shadow toward the next encounter between citizens and authorities. The
settlement mechanism alters relations between citizens and authorities, locking
those relations into place for a time.

Over several centuries of European state transformation, authorities commonly
won the battle for conscripts, taxes, food, and means of transportation. Yet the
settlement of the local struggle implicitly or explicitly sealed a bargain concerning
the terms under which the next round of extraction could begin (Tilly 1992, chs.
3—4). Individual mechanisms of extraction, resistance, struggle, and settlement
compound into a process that occurs widely, with variable but historically sign-
ificant outcomes. From beginning to end, the process belongs to history.

Consider a second robust process of state transformation: subordination of
armed forces to civilian control. Over most of human history, substantial groups

7 McAdam, Tarrow, and Tilly 2001; Tilly 2001b.
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of armed men—almost exclusively men!—have bent to no authority outside of
their own number. Wielders of coercion have run governments across the world.
Yet recurrently, from Mesopotamian city-states to contemporary Africa, priests,
merchants, aristocrats, bureaucrats, and even elected officials who did not them-
selves specialize in deployment of armed force have somehow managed to exert
effective control over military specialists.?

That process has taken two closely related forms. In the first, the course of
military conquest itself brought conquerors to state power. Then administration
of conquered territories involved rulers so heavily in extraction, control, and
mediation within those territories that they began simultaneously to create civilian
staffs, to gather resources for military activity by means of those staffs, and thus to
make the military dependent for their own livelihoods on the effectiveness of those
staffs. In the process, tax-granting legislatures and budget-making bureaucrats
gained the upper hand.

In the second variant, a group of priests or merchants drew riches from their
priestly or mercantile activity, staffed the higher levels of their governments with
priests, merchants, or other civilians, and hired military specialists to carry out war
and policing. In both versions of the subordination process, the crucial mechan-
isms inhibited direct military control over the supply of resources required for the
reproduction of military organization.

As in the case of extraction—resistance—settlement processes, the actual outcomes
depended not only on internal dynamics but also on initial conditions and adjacent
processes. In Latin America, for example, military specialists who had participated
extensively in domestic political control recurrently overthrew civilian rule (Cen-
teno 2002). Military men retained more leverage where they had direct access to
sustaining resources, notably when they actually served as hired guns for landed
elites and when they could sell or tax lootable resources such as diamonds and
drugs. Again, a similar process occurs across a wide range of historical experience,
but its exact consequences depend intimately on historical context.

3 SociIAL MOVEMENTS AS PoLITICAL
INNOVATIONS

State transformation may seem too easy a case for my argument. After all, since the
fading of political development models most political scientists have conducted

8 Bratton and van de Walle 1997; Briant et al. 2002; Creveld 1999; Huters, Wong, and Yu 1997;
Khazanov 1993; Lopez-Alves 2000; Wong 1997.
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contemporary studies of state changes against the backdrop of explicit references to
historical experience. The same does not hold for the study of social movements. By
and large, students of contemporary social movements fail to recognize that they
are analyzing an evolving set of historically derived political practices. Either they
assume that social movements have always existed in some form or they treat social
movements as contemporary political forms without inquiring into their historical
transformations.

Nevertheless, sophisticated treatments of social movements generally assume
abroad historical connection between democratization and social movement expan-
sion.? One of the more important open questions in social movement studies, indeed,
concerns the causal connections between social movement activity and democra-
tization—surely two-way, but what and how (Ibarra 2003; Tilly 2004, ch. 6)?

Social movements illustrate all the major arguments for taking the history of
political processes seriously:

* Existing explanations of social movements always make implicit or explicit
assumptions concerning historical origins of the phenomenon and time—place
scope conditions for the claimed explanation.

* Some features of social movements occurred outside the direct observations of
any connected cohort of human analysts, and therefore require historical recon-
struction.

* Social movements incorporate locally available cultural materials such as lan-
guage, social categories, and widely shared beliefs; they therefore vary as a
function of historically determined local cultural accumulations.

* Social movements occurring in adjacent places such as neighboring countries
influence local social movements, hence historically variable adjacencies alter the
kinds of social movements that appear in any particular place.

* Path dependency prevails in social movements as in other political processes,
such that events occurring at one stage in a sequence constrain the range of events
that is possible at later stages.

* Once social movements had occurred and acquired names, both the name and
competing representations of social movements became available as signals,
models, threats, and/or aspirations for later actors.

None of these observations condemns students of social movements to historical
particularism. Regularities in social movement activity depend on and incorporate
historical context, which means that effective explanations of social movement
activity must systematically take historical context into account. Like anti-tax
rebellions, religious risings, elections, publicity campaigns, special interest lobby-
ing, and political propaganda, social movements consist of standard means by

9 Costain and McFarland 1998; Edelman 2001; Foweraker and Landman 1997; Hoffmann 2003;
Meyer and Tarrow 1998; Walker 1991.
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which interested or aggrieved citizens make collective claims on other people,
including political authorities. Like all these other forms of politics, the social
movement emerges only in some kinds of political settings, waxes and wanes in
response to its political surroundings, undergoes significant change over the course
of its history, and yet where it prevails offers a clear set of opportunities for
interested or aggrieved citizens.

Consider just two historically conditioned aspects of social movements: their
repertoires of claim-making performances and their signaling systems. History
shapes the availability of means for making collective claims, from the humble
petition received by a Chinese emperor to the pronunciamiento of a nineteenth-
century Spanish military faction. Those means always involve interactive perform-
ances of some sort, preferably following established scripts sufficiently to be
recognizable but not so slavishly as to become pure ritual. They therefore draw
heavily on historically accumulated and shared understandings with regard to
meanings, claims, legitimate claimants, and proper objects of claims.

In any given historical period, available claim-making performances group
linking various pairs of claimants, and objects of claims clump into restricted
repertoires: arrays of known alternative performances. In Great Britain of the
1750s, for example, the contentious repertoire widely available to ordinary people
included:

o attacks on coercive authorities: liberation of prisoners; resistance to police inter-
vention in gatherings and entertainments; resistance to press gangs; fights be-
tween hunters and gamekeepers; battles between smugglers and royal officers;
forcible opposition to evictions; military mutinies

« attacks on popularly-designated offenses and offenders: Rough Music; ridicule and/
or destruction of symbols, effigies, and/or property of public figures and moral
offenders; verbal and physical attacks on malefactors seen in public places;
pulling down and/or sacking of dangerous or offensive houses, including work-
houses and brothels; smashing of shops and bars whose proprietors are accused
of unfair dealing or of violating public morality; collective seizures of food, often
coupled with sacking the merchant’s premises and/or public sale of the food
below current market price; blockage or diversion of food shipments; destruction
of tollgates; collective invasions of enclosed land, often including destruction of
fences or hedges

o celebrations and other popularly-initiated gatherings: collective cheering, jeering,
or stoning of public figures or their conveyances; popularly-initiated public
celebrations of major events (e.g. John Wilkes’ elections of the 1760s), with
cheering, drinking, display of partisan symbols, fireworks, etc., sometimes with
forced participation of reluctant persons; forced illuminations, including attacks
on windows of householders who fail to illuminate; faction fights (e.g. Irish vs.
English, rival groups of military)
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o workers’ sanctions over members of their trades: turnouts by workers in multiple
shops of a local trade; workers” marches to public authorities in trade disputes;
donkeying, or otherwise humiliating, workers who violated collective agree-
ments; destroying goods (e.g. silk in looms and/or the looms themselves) of
workers or masters who violate collective agreements

o claim-making within authorized public assemblies (e.g. Lord Mayor’s Day): taking
of positions by means of cheers, jeers, attacks, and displays of symbols; attacks on
supporters of electoral candidates; parading and chairing of candidates; taking
sides at public executions; attacks or professions of support for pilloried prison-
ers; salutation or deprecation of public figures (e.g. royalty) at theater; collective
response to lines and characters in plays or other entertainments; breaking up of
theaters at unsatisfactory performances.

Not all British claim-makers, to be sure, had access to all these performances;
some of the performances linked workers to masters, others market regulars to local
merchants, and so on. In any case, the repertoire available to ordinary Britons
during the 1750s did not include electoral campaigns, formal public meetings, street
marches, demonstrations, petition drives, or the formation of special-interest
associations, all of which became quite common ways of pressing claims during
the nineteenth century. As these newer performances became common, the older
ones disappeared.

That is where the social movement repertoire comes in. Originating in Great
Britain and North America during the later eighteenth century, a distinctive array
of claim-making performances formed that marked off social movements from
other varieties of politics, underwent a series of mutations from the eighteenth
century to the present, and spread widely through the world during the nineteenth
and (especially) twentieth centuries. Social movements constituted sustained
claims on well-identified objects by self-declared interested or aggrieved parties
through performances dramatizing not only their support for or opposition to
a program, person, or group, but also their worthiness, unity, numbers, and
commitment. (Social movement participants always claim to represent some
wider public, and sometimes claim to speak for non-participants such as fetuses,
slaves, or trees.) The array of performances constituting social movement reper-
toires has shifted historically, but from the earliest days it included formation of
named special-interest associations and coalitions, holding of public meetings,
statements in and to the press, pamphleteering, and petitioning.

Social movement repertoires amply illustrate the importance of history. Al-
though the British—American eighteenth century repertoire brought new elements
together, each element had some sort of available precedent. British governments
repressed popular, private, non-religious associations that took public stands as
threats to the rights of Parliament. Yet they had accepted or even promoted
religious congregations, authorized parish assemblies, grudgingly allowed workers’
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mutual-aid societies that refrained from striking and other public claim-making.
Authorities had also long tolerated clubs of aristocrats and wealthy city-dwellers.
(The term “club” itself derives from the practice of clubbing together for shared
expenses, and thus taking on a resemblance to a knotted stick.) More rarely and
indirectly, social movement repertoires also drew on authorized parades of artisans’
corporations, militias, and fraternal orders. Adaptations of such parades figured
extensively in Irish conflicts from the eighteenth century to the present.10

Eighteenth-century innovations broadened those practices in two different dir-
ections, converting authorized religious and local assemblies into bases for cam-
paigns and creating popular special-purpose associations devoted to public claim-
making rather than (or in addition to) private enjoyment, improvement, and
mutual aid. The broadening occurred through struggle, but also through patronage
by sympathetic or dissident members of the elite. More generally, the internal
histories of particular forms of claim-making, changing relations between potential
claimants and objects of claims, innovations by political entrepreneurs, and overall
transformations of the political context combined to produce cumulative alter-
ations of social movement repertoires (Tilly 1993).

The formation of the social movement repertoire included substantial losses as
well as considerable gains. Many of the avenging, redressing, and humiliating
actions that had worked intermittently to impose popular justice before 1800—
seizures of high-priced food, attacks on press gangs, donkey-riding of workers who
violated local customs, and others—became illegal. Authorities whose predecessors
had mostly looked the other way so long as participants localized their actions and
refrained from attacking elite persons or property, began to treat all such actions as
“riots,” and to prosecute their perpetrators. Establishment of crowd-control police
as substitutes for constables, militias, and regular troops in containment of dem-
onstrations and marches temporarily increased the frequency of violent confron-
tations between police and demonstrators. Over the long run, however, it narrowed
the range of actions open to street protestors, promoted prior negotiation between
social movement activists and police, encouraged organizers themselves to exclude
unruly elements from their supporters, and channeled claim-making toward non-
violent interaction. Path dependence prevailed, as early innovations in the social
movement repertoire greatly constrained later possibilities.

Social movement signaling systems similarly illustrate the importance of history.
From the start, social movements centered on campaigns in support of or in
opposition to publicly articulated programs by means of associations, meetings,
demonstrations, petitions, electoral participation, strikes, and related means of
coordinated action. Unlike many of its predecessors, the social movement form
provided opportunities to offer sustained challenges directed at powerful figures
and institutions without necessarily attacking them physically. It said, in effect, “We

10 Bryan 2000; Farrell 2000; Jarman 1997; Kinealy 2003; Mac Suibhne 2000.
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are here, we support this cause, there are lots of us, we know how to act together,
and we could cause trouble if we wanted to.”

As compared with the many forms of direct action that ordinary people had
employed earlier, social movement performances almost never achieved in a single
iteration what they asked for: passage of legislation, removal of an official, punish-
ment of a villain, distribution of benefits, and so on. Only cumulatively, and usually
only in part, did some movements realize their claims. But individual performances
such as meetings and marches did not simply signal that a certain number of people
had certain complaints or demands. They signaled that those people had created
internal connections, that they had backing, that they commanded pooled re-
sources, and that they therefore had the capacity to act collectively, even disrup-
tively, elsewhere and in the future.

More exactly, from early on social movement performances broadcast WUNC:
worthiness, unity, numbers, and commitment. How they broadcast those attributes
varied historically, but in early stages the signaling had something like this character:

* Worthiness: sober demeanor, neat clothing, presence of dignitaries

* Unity: matching badges, armbands, or costumes, marching in ranks, singing and
chanting

* Numbers: headcounts, signatures on petitions, messages from constituents

* Commitment: mutual defense, resistance to repression, ostentatious sacrifice,
subscription and benefaction

If any of these elements—worthiness, unity, numbers, or commitment—visibly fell
to alow level, the social movement lost impact. This signaling system helps explain two
centuries of dispute between authorities and participants over whether pleasure-
seekers or vandals had joined a performance, how many of the people present happened
to be on the premises for other purposes or out of idle curiosity, how many people
actually took part in the performance, and whether the police used undue brutality.
Social movement performances challenge authorities and other political actors to
accept or reject both a set of claims and the existence of a distinctive collective political
actor. But the relevant signaling systems change and vary historically.

4 SociAL MOVEMENTS IN HisToRY

With these lessons in mind, let us look more closely at the early development of social
movement claim-making. We can usefully begin a history of social movements



430 CHARLES TILLY

as distinctive forms of political action in the 1760s, when after the Seven Years War
(1756-1763) critics of royal policy in England and its North American colonies began
assembling, marching, and associating to protest heightened taxation and arbitrary
rule (Tilly1977). Braving or evading repression, they reshaped existing practices such
as middle-class clubs, petition marches, parish assemblies, and celebratory banquets
into new instruments of political criticism. Although social movement activity waxed
and waned with state toleration and repression, from the later eighteenth century the
social movement model spread through Western Europe and North America, be-
coming a major vehicle of popular claim-making.

In the British Isles, for example, by the 1820s popular leaders were organizing
effective social movements against the slave trade, for the political rights of
Catholics, and for freedom of association among workers. In the United States,
anti-slavery was becoming a major social movement not much later. American
workers’ movements proliferated during the first half of the nineteenth century. By
the 1850s social movements were starting to displace older forms of popular politics
through much of Western Europe and North America.

Throughout the world since 1850, social movements have generally flourished
where and when contested elections became central to politics. Contested elections
promote social movements in several different ways:

* First, they provide a model of public support for rival programs, as embodied in
competing candidates; once governments have authorized public discussion of
major issues during electoral campaigns, it becomes harder to silence that
discussion outside of electoral campaigns.

» Second, they legalize and protect assemblies of citizens for campaigning and
voting. Citizens allowed to gather in support of candidates and parties easily take
up other issues that concern them.

* Third, elections magnify the importance of numbers; with contested elections,
any group receiving disciplined support from large numbers of followers be-
comes a possible ally or enemy at the polls.

* Finally, some expansion of rights to speak, communicate, and assemble publicly
almost inevitably accompanies the establishment of contested elections. Even
people who lack the vote can disrupt elections, march in support of popular
candidates, and use rights of assembly, communication, and speech.

Once social movements existed, nevertheless, they became available for politics
well outside the electoral arena. Take temperance: opposition to the sale and public
consumption of alcohol. In Britain and America, organized temperance enthusiasts
sometimes swayed elections. American anti-alcohol activists formed a Prohibition
Party in 1869. But temperance advocates also engaged in direct moral intervention
by organizing religious campaigns, holding public meetings, circulating pledges of
abstinence, and getting educators to teach the evils of alcohol. In both Great Britain
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and the United States, the Salvation Army (founded in London, 1865) carried on
street crusades against alcohol and for the rescue of alcoholics without engaging
directly in electoral politics. American agitator Carrie Nation got herself arrested
thirty times during the 1890s and 1900s as she physically attacked bars in states that
had passed, but not enforced, bans on the sale of alcohol. Social movements
expanded with electoral politics, but soon operated quite outside the realm of
parties and elections.

Anti-slavery action in the United States and Britain (that is, England, Wales,
Scotland) illustrates the social movement’s rise.!! Mobilization against slavery and
increasing salience of national elections—with slavery itself an electoral issue—
reinforced each other in the two countries. The timing of anti-slavery mobilization
is surprising. Both the abolition of the slave trade and the later emancipation of
slaves occurred when slave-based production was still expanding across much of
North and South America. The Atlantic slave trade fed captive labor mainly into
production of sugar, coffee, and cotton for European consumption. North and
South American slave labor provided 70 percent of the cotton processed by British
mills in 1787 and 9o percent in 1838. Although slave production of sugar, coffee, and
cotton continued to expand past the mid-nineteenth century, transatlantic traffic in
slaves reached its peak between 1781 and 1790, held steady for a few decades, then
declined rapidly after 1840.

Outlawing of slavery itself proceeded fitfully for a century, from Haiti’s spectacu-
lar slave rebellion (1790 onward) to Brazil’s reluctant emancipation (1888). Argen-
tina, for example, outlawed both slavery and the slave trade in its constitution of
1853. Between the 1840s and 1888, then, the Atlantic slave trade was disappearing
and slavery itself was ending country by country. Yet slave-based production of
cotton and other commodities continued to increase until the 1860s. How was that
possible? Increases in slave-based commodity production depended partly on
rising labor productivity and partly on population growth within the remaining
slave population. Slavery did not disappear because it had lost its profitability.
Movements against the slave trade, then against slavery itself, overturned econom-
ically viable systems.

How did that happen? Although heroic activists sometimes campaigned publicly
against slavery in major regions of slave-based production, crucial campaigns first
took place mostly where slaves were rare but beneficiaries of their production were
prominent. For the most part, anti-slavery support arose in populations that
benefited no more than indirectly from slave production. The English version of
the story begins in 1787. English Quakers, Methodists, and other anti-establishment
Protestants joined with more secular advocates of working-class freedoms to
oppose all forms of coerced labor. A Society for the Abolition of the Slave Trade,
organized in 1787, coordinated a vast national campaign, an early social movement.

11 d’Anjou 1996; Drescher 1986; 1994; Eltis 1993; Grimsted 1998; Klein 1999, ch. 8.
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During the next two decades, British activists rounded out the social movement
repertoire with two crucial additions: the lobby and the demonstration. Lobbying
began literally as talking to Members of Parliament in the lobby of the Parliament
building on their way to or from sessions. Later the word generalized to mean any
direct intervention with legislators to influence their votes. British activists also
created the two forms of the demonstration we still know today: the disciplined
march through streets and the organized assembly in a symbolically significant
public space, both accompanied by coordinated displays of support for a shared
program. Of course all the forms of social movement activism had precedents,
including public meetings, formal presentations of petitions, and the committees of
correspondence that played so important a part in American resistance to royal
demands during the 1760s and 1770s. But between the 1780s and the 1820s British
activists created a new synthesis. From then to the present, social movements
regularly combined associations, meetings, demonstrations, petitions, electoral
participation, lobbying, strikes, and related means of coordinated action.

Within Great Britain, Parliament began responding to popular pressure almost
immediately, with partial regulation of the slave trade in 1788. By 1806, abolition of
the slave trade had become a major issue in parliamentary elections. In 1807,
Parliament declared illegal the shipping of slaves to Britain’s colonies, effective at
the start of the following year. From that point on, British activists demanded that
their government act against other slave-trading countries. Great Britain then
pressed for withdrawal of other European powers from the slave trade. At the end
of the Napoleonic Wars in 1815, the major European powers except for Spain and
Portugal agreed to abolition of the trade. Under economic and diplomatic pressure
from Britain, Spain and Portugal reluctantly withdrew from officially sanctioned
slave trading step by step between 1815 and 1867. From 1867 onward, only outlaws
shipped slaves across the Atlantic.

Soon after 1815, British activists were moving successfully to restrict the powers
of slave owners in British colonies, and finally—in 1834—to end slavery itself.
Although French revolutionaries outlawed both the slave trade and slavery
throughout France and its colonies in 1794, Napoleon’s regime restored them ten
years later. France did not again abolish slavery and the slave trade until the
Revolution of 1848. With Brazil’s abolition of slavery in 1888, legal slavery finally
disappeared from Europe and the Americas. Backed aggressively by state power,
British social movement pressure had brought about a momentous change.

As of the later nineteenth century, social movements had become widely avail-
able in Western countries as bases of popular claim-making. They served repeatedly
in drives for suffrage, workers’ rights, restrictions on discrimination, temperance,
and political reform.12 During the twentieth century, they proliferated, attached

12 Buechler 1990; Calhoun 1995; Gamson 1990; McCammon and Campbell 2002; McCammon et al.
2001; Tarrow 1998.
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themselves more firmly to the mass media, and gained followings in a wider variety
of class, ethnic, religious, and political categories. More frequently than before,
social movements also supported conservative or reactionary programs—either on
their own or (more often) in reaction to left movements. Italian and German
fascists, after all, employed anti-leftist social movement strategies on their ways
to power (Anheier, Neidhardt, and Vortkamp 1998). As a result of incessant
negotiation and confrontation, relations between social movement activists and
authorities, especially police, changed significantly.1?

Regularities in social movements, then, depended heavily on their historical
contexts. Eighteenth-century social movement pioneers adapted and combined
forms of political interaction that were already available in their contexts: the
special-purpose association, the petition drive, the parish meeting, and so on.
They thereby created new varieties of politics. Forms of social movement activity
mutated in part as a consequence of changes in their political environments and in
part as a result of innovations within the form itself on the part of activists,
authorities, and objects of claims (Tilly and Wood 2003). Early innovations stuck
and constrained later innovations not only because widespread familiarity with
such routines as demonstrating facilitated organizing the next round of claim-
making, but also because each innovation altered relations among authorities,
police, troops, activists, their targets, their rivals, their opponents, and the public
at large. When movement repertoires diffused, they always changed as a function of
differences and connections between the old setting and the new (Chabot and
Duyvendak 2002). Social movement politics has a history.

5 CONCLUDING REFLECTIONS

So does the rest of politics. We could pursue the same sort of argument across a
great many other historically grounded political phenomena: democratization and
de-democratization, revolution, electoral systems, clientelism, terror, ethnic mo-
bilization, interstate war, civic participation, and more. The conclusion would
come out the same: every significant political phenomenon lives in history, and
requires historically grounded analysis for its explanation. Political scientists ignore
historical context at their peril.

So should political science quietly dissolve into history? Must professional
political scientists turn in their badges for those of professional historians? No, at

13 Fillieule 1997; della Porta 1995; della Porta and Reiter 1998.
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least not entirely. I would, it is true, welcome company in the thinly populated no
man’s land at the frontiers of history and political science. But history as a discipline
has its own peculiarities. Historians do not merely take serious account of time and
place. They revel in time and place, defining problems in terms of specific times
and places, even when doing world history. One ordinarily becomes a professional
historian by mastering the sources, languages, institutions, culture, and historiog-
raphy of some particular time and place, then using that knowledge to solve some
problem posed by the time and place. The problems may in some sense be
universal: how people coped with disaster, what caused brutal wars, under what
conditions diverse populations managed to live together. The proposed solutions
may also partake of universality: one step in the evolution of humanity, persistent
traits of human nature, the tragedy of vain belief. But the questions pursued belong
to the time and place, and adhere to the conversation among students of the time
and place.

Although we might make exceptions for area specialists and students of domestic
politics, on the whole political scientists’ analytic conversations do not concern
times and places so much as certain processes, institutions, and kinds of events. Let
me therefore rephrase my sermon. As the analysis of state transformations and
social movements illustrates, political scientists should continue to work at ex-
plaining processes, institutions, and kinds of events. To do so more effectively,
however, they should take history seriously, but in their own distinctive way.
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