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Preface

I walked into a big networking company to head their small

Power over Ethernet (PoE) applications team. Surprisingly,
I hardly knew anything about PoE prior to that day, having been a
switching-power conversion engineer almost all my life. But it
seemed a great opportunity to widen my horizons. As you can see,
one notable outcome of that seemingly illogical career choice five
years ago is the book you hold in your hands today. I hope this small
body of work goes on to prove worthy of your expectations and also
of all the effort that went into it. Because, behind the scenes, there is a
rather interesting story to relate—about its backdrop, intertwined
with a small slice of modern PoE history, punctuated by a rather res-
tive search for our roots and our true heroes, one that takes us back
almost two centuries.

PoE seemed exciting from the outside, certainly enough for me to
take the plunge. Intuitively, it represented the union of two huge,
hitherto parallel worlds of modern development—power and net-
working. It seemed obvious that the scion too would one day mature
into a fine young adult. Soon after taking up the mantle, and the
gauntlet, I somehow managed to resuscitate my skeletal systems
team. Despite that near-heroic effort, even on a good day, we remained
at best a freshly greased jalopy, lurching dangerously from side to
side under the uneven weight of a large heirloom we discovered in
our backseat—one which they insisted was a qualified principal
hardware engineer reporting to me, and I of course begged to differ.
On occasion, I had silently prayed that one day this artifact would
materialize in our PoE lab, and even be spotted moving slowly but
surely toward that dusty ol” Le Croy oscilloscope! But that was never
meant to be, I was only dreaming. My job was not destined to get any
easier. Finally in 2010, defying all odds (even a sneaky curator along
the way), we somehow managed to get our rickety vehicle, not only
to the finish line, but first—in the entire industry. We had received the
first-ever American safety certification given to a PoE chip, from
Underwriters Laboratories (UL) under their UL 2367 category for

December 2007, San Jose, California: It seems a long time ago.
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30-watt PoE applications. Yes, it was my tiny team, all pumped up
with steroids, which did that.

What exactly did it bring to us anyway? Bragging rights for sure.
But beyond that, with a UL-certified PoE chip under our belts, we
could enable our customers to drop all their port fuses, a savings of at
least 5 cents on every port on almost all their Ethernet switches and
hubs. That was huge from a commercial viewpoint. Not to be caught
resting on our laurels, barely a few months later, in 2011, we acquired
another industry-first safety certification—the very first PoE chip
certified under the UL 2367 category, but now using four-pair con-
struction, for enabling 60-W PoE. Keep in mind that, to date, a 60-W
IEEE standard does not exist. This certification was initiated under a
very specific customer request, to support a radical market-driven
standard being pushed by a major original equipment manufacturer
(OEM). That standard, alternatively called UPoE or UPOE, stands for
Universal PoE.! It seems that just before this OEM reached out to us
in distress, the very launch of UPOE from their side had been put on
indefinite hold on account of UL refusing to certify product safety
based on their existing PoE solution. I was asked to explain, to a
rather sleepless customer late at night, why we stood a far better
chance than the competition of getting them through the UL safety
barrier, and also how much time that would likely take, considering
my previous experiences related to safety testing and of achieving
UL certification. The happy ending was straight out of Bollywood:
the OEM did finally release its new UPOE products, but now com-
pletely based on our PoE chips, the ones we managed to get certified
for up to 60 W barely a few weeks after that telephonic lullaby. It was
delightfully obvious that at least for now, UL certification was no lon-
ger just a case of saving money on fuses—it had turned out that no
one could even legally sell a 60-W PoE solution in the marketplace
without our UL-certified chip, the only one out there at the time. And
so, for a brief moment, our rundown vehicle had dared to pretend it
was a Ferrari.

After this industry-leading UPOE chip certification, my company’s
fortunes in this particular business unit turned north, though I doubt
anyone around us really understood the technical reasons for their
unexpected windfall, who delivered it to them, or under what cir-
cumstances. PoE was still considered a niche area (a hobby post, in
effect). To make matters worse, PoE is largely analog electronics at
work, whereas a good part of our modern world is fashionably digital.
In a way, we were therefore low-tech, at least to most people at the
helm. The PoE systems team was, I suspect, not really considered
smart enough to even pass judgment on any one of the hundreds of

Thttp:/ /www.excitingip.com /2320 /universal-power-over-ethernet-upoe-technology-
delivers-up-to-60w-of-power-per-port/ .
*http:/ /blogs.cisco.com/tag/upoe/.
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“revolutionary” ideas emanating from just one person firmly
ensconced in the hallowed office of the chief technology officer. To
make matters worse, the systems team was now making incredibly
feeble attempts at “incremental ideas” such as the industry’s first
commercially successful single-pair PoE (now appearing in the
emerging automotive PoE market too>—see Fig 13.16). So, finally,
inundated with tons of congratulatory messages that flowed in (n0t),
shortly thereafter in early 2012 I walked out of what I consider an
inconsequential meeting with someone in urgent need of a backbone,
to join another company down the road, and to continue my PoE
explorations without being forced to make professional compro-
mises. It seemed a natural career move for me, because this new com-
pany had recently acquired an innovative Israeli company, which
was one of the original pioneers of PoE, as detailed in Chap. 1 of this
book. It would help me “close the loop,” technically speaking. I could
return to the roots of it all and enhance my perspective too. I could
also practice both my power-management and PoE skills under one
roof and under one business unit. And last but not least, it also
allowed me to complete this book relatively unfettered, rather than
having to watch over my shoulder for beady eyes in suits.

In Chap. 1 of this book, I have tried, first and foremost, to give
credit where due, perhaps because I have felt cheated too at times. But
I have also tried to quantify exactly what we, in PoE, owe our past
lives. I am a firm believer that people must declare their inheritance
before showcasing their wealth. We need to recognize and reward the
truly deserving persons, even if they are long gone. Posthumous recog-
nition does have tremendous value. Many have fought just for a lasting
legacy all their lives, and died for it too. To that end, I have carefully
retraced the history of PoE, and its underlying innovations, deep into
the 19th century. My research points to the startling revelation that PoE
started not at some high-stakes IEEE forum in the 21st century (you
knew that of course), but almost 200 years ago. The real heroes of our
times, largely unsung and unknown today, resided in that era. On
closer examination, a lot of our modern achievements pale in compari-
son to theirs, especially when we learn that they had almost no available
resources at their disposal, except sheer resourcefulness and dedica-
tion. Once we become aware of our rich legacy, we realize it is our lack
of historical perspective which often makes us rather self-indulgent
about our own achievements, and often puts us in the embarrassing
position of crowning the wrong heroes of our times—perhaps the first
ones who just happened to walk through the door, or the ones who
spoke the loudest, or perhaps the ones who were just adept at using
modern media or communications to stay in our faces all the time, or
worse, the postman (the marketing or sales guy).

*http:/ /www.broadcom.com/products/Physical-Layer/BroadR-Reach-PHYs.
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As an example, in Chap. 11 point out that modern PoE is built on
a singular principle of data and power sharing the same lines (or
medium). This principle, often called phantom power today, is much
like two persons sitting on the same seat of a train, oblivious of each
other (with due apologies to J. K. Rowling). I go on to show how the
well-known Wheatstone bridge can be mentally morphed to describe
this fascinating phantom circuit principle, a fact recognized very
early by a man called John Joseph Carty.* Carty, a former engineer at
Bell Telephone Company, went a step further and replaced the famil-
iar resistors of the traditional Wheatstone bridge with inductors.
Voila! In doing so, he had laid the foundations of phantom power
feeding, without which PoE as we know it today would not have
existed. This sequence of events and the birth of the phantom circuit
is recounted in a scanned image of The New York Times dated July 9,
1911, available at The New York Times archives (it has no direct men-
tion of PoE, though, which is understandable back in 1911).5

All of Carty’s patents can still be found, though as scanned
images only.*” We conclude that 1886 is the exact year the phantom
power principle of modern PoE emerged. The National Academy of
Sciences started giving out the John J. Carty Award for the Advance-
ment of Science, the first recipient being Carty himself, just after 1932,
the year Carty died.®*°

Incidentally, the vaunted twisted-pair cable, which we use freely
today in Ethernet, came from Alexander Graham Bell (hark: the tele-
phone guy was the cable guy too!)—in 1881." It is almost embarrass-
ing to sense that we may have been patting ourselves on our backs all
along for their achievements, or patting an unknown person with 100
dubiously acquired and questionable patents. Carty and Bell would
surely turn in their graves.

We will notice that through time immemorial, genuine contribu-
tors to society always do it for love, not for money. Money is inciden-
tal in their minds. And that is how some of them brought us to the
point at which modern telecommunications really started to take off.
The ancient patents on which our modern networking world is based

*http:/ /en.wikipedia.org/wiki/John_]J._Carty.

*http:/ /query.nytimes.com/mem/archive-free /pdf?res=FA0816F73F5517738DD
DA00894DF405B818DF1D3.

‘www.uspto.gov.

’http:/ /www.google.com/patents/US348512andhttp:/ /www.google.com/patents /
US353350 (though there is a spelling mistake by the Google optical character
recognition software, so his last name is erroneously spelt Caety instead of Carty).
Shttp:/ /www.nasonline.org/programs/awards/john-j-carty-award.html.
‘Thefascinating FranklinInstituterepository:http:/ /www.fi.edu/learn/ case-files/
carty/file.html.

http:/ /www.fi.edu/learn/case-files/carty/full/ clipping.oct2.p1,jpg.

"Look for patent number US000244426 at www.uspto.gov. Or go from here: http://
www.uspat.com/bell/.
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are probably not too many, their value is not proportional to their
numerical count, but those key patents are indeed rock-solid as it
turns out today. They have not only stood the test of time, they have
changed our times completely—almost 200 years later and still count-
ing. At the end of the day, any innovation or idea, however it was
acquired or pitched to the general public, must pass a litmus test: can
it hold up to (impartial) technical scrutiny, not just within the organiza-
tion or close-knit community it was supposedly created and peer-
reviewed in, but by the larger scientific and engineering community?
And not just today, but a hundred years from now? That is the test
which ultimately distinguishes the real Alexander Graham Bells and
J.]. Cartys of yesteryears from some unprincipled modern wannabes.
We remember the sad case of Milli Vanilli in the music world.”> We
also had the sad case of Janet Cooke in journalism.” More recently,
we had the extremely sad case of Lance Armstrong in sports.™
Extremely sad for us that is, not for them—because we let them do it
to us for that long. There are also perhaps eight impostors in modern
science listed on the Web.'® That is ignominy, not fame. So we ask: are
there any such waiting-to-happen scandals in our brave new net-
working world? That could be terribly embarrassing to all, especially
if it turns out that we gave them a stage to strut around on, padded
them with generous financial incentives, and then created an ecosys-
tem around them based on completely inadequate checks and bal-
ances, one which even protected them ferociously.

I did a fairly comprehensive Web survey while writing this book
and came across a bunch of recently filed PoE patents at the United
States Patent Office Web site.’ I learned that a staggering number of
patents listed there in PoE came from just one person. I counted over
350 U.S. patent applications pending, and another 138 U.S. patents
already granted by the office. A rate of one patent per week or so it
seems, judging by the dates. Is he the new Edison? The new Carty?
The new Bell? How about the father of energy-efficient Ethernet?
Time will tell of course. But I did start to wonder if innovation had
become a numbers game now. Are 100 patents better than one?
Couldn’t that one patent happen to be Alexander Graham Bell’s
famous patent, number 174,465, issued on March 7, 1876—the one
that brought the telephone into our houses?"” I wondered if these 100
modern patents will change the world, or just the lifestyle of their
inventor (and perhaps the inventor’s mentors and carefully chosen
co-inventors too). With these closing thoughts, let us now turn our

12See http:/ /en.wikipedia.org/wiki/Milli_Vanilli.

3See http:/ /en.wikipedia.org/wiki/Janet_Cooke

See http:/ /en.wikipedia.org/wiki/Lance_Armstrong

http:/ /healthland.time.com/2012/01/13/ great-science-frauds /
l'www.uspto.gov

7See http:/ /www?2.iath.virginia.edu/albell /bpat.1.html.
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attention to more recent PoE patents, to see how they are perhaps
shaping our world and how they might contribute to the future
growth of technology. Here is a tiny sampling. All are available at
www.uspto.gov or Google Patents at www.google.com/patents. I do
caution: please read the original filings carefully for yourself; judge
for yourself eventually. Assume I am making off-the-cuff and igno-
rant remarks. Because the truth is PoE is still evolving, and so are we.

1. U.S.patent number 5,065,133 on November 12,1991. “Method
and apparatus converting digital signals to analog signals
and simultaneous transmission of AC power and signals
over wire conductors.”®® This patent is perhaps the earliest
modern reference to injecting (AC) power on to the center
taps of data transformers, similar to what we do in PoE today:.

2. U.S. patent number 5,994,998, on November 30, 1999. “Power
transfer apparatus for concurrently transmitting data and
power over data wires.”” This injects DC power on the
center-taps of data transformers, as in modern PoE.

3. U.S. patent number 6,115,468, on September 5, 2000. “Power
feed for Ethernet telephones via Ethernet link.”? This injects
DC on the center-taps of Ethernet data transformers, as in
PoE today. An extension of the previous ideas.

4. US. patent number 8,026,635 B2, on September 27, 2011.
“Power over Ethernet power sourcing equipment architecture
for variable maximum power delivery.”?" This says that if a
PoE chip inside the power sourcing equipment (PSE) has
integrated pass-FETs and thus gets too hot, the PSE chip can
be designed to include a control for driving an external FET
which can be switched in parallel to the main (integrated)
FET. The port current will thus get split, a fraction of it going
through the main (internal) FET, so it will not get too hot—
problem solved. We will learn in Chap. 6 of this book that
there are limits on port current in standards-compliant PoE.
By switching in an external paralleled FET, we actually lose
information about the net port current, because only the
current in the internal FET is being monitored by the PSE.
This idea could work if the PSE can somehow accurately
sense the current in the external FET too, but that aspect is not
addressed.

5. U.S. patent number US 7,956,616, on June 7, 2011. “System and
method for measuring a cable resistance in a power over

18See http:/ /www.google.com/patents/US5065133.
See http:/ /www.google.com /patents/US5994998.
YSee http:/ /www.google.com/patents /US6115468.
See http:/ /books.google.com/patents /US8026635.
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Ethernet application.”? This invention uses the available time
between end of classification and power-on to measure the
cable resistance (see Chaps. 4 and 5 of this book). It also
thinks there is an available time slot between detection and
classification, though, after detection, if you raise the port
voltage, any normal PD will assume the PSE is doing
classification. Such minor details aside, as the PSE raises the
port voltage V.. above about 22 V (see same chapters), a
short-circuit module (SCM) inside the Powered Device (PD)
suddenly conducts and applies a 22-V zener across the port,
causing a certain port current to flow. The inventor bypasses
the problem of infinite currents resulting from short cables
(under an applied voltage source as explicitly stated) and
proceeds to eliminate the zener drop (diode offset) by using
R_,.=(V,=V))/(Il,~ L), essentially subtracting two potentially
infinite numbers to produce a finite number always. But we
also need a differential current sensing concept spread across
the time dimension now, so that infinite numbers don’t need to
be processed or stored at all by the chip. It is an inarguably
awesome display of Ohm’s law being used to clobber
conventional number theory.”® We can almost feel the infectious
eagerness with which the inventor’s mentors must have
pursued this idea relentlessly through their brilliant patent
review committee and highly paid law firm. And even I admit,
in such cases, the typical five-figure incentive stock option
award per patent seems rather incongruous. Taking the idea to
the bench, a typical PSE cannot distinguish between a short-
circuit inside a PD versus a short-circuit on the cable. So it will
jump in to protect from both, by applying current limiting,
eventually turning the port off, as is also evident from Chap. 8
of this book. The PSE will try again and again to power up with
this new-fangled PD placed on the other side. Interoperability
is expected to be the first casualty. This may work with a
proprietary PSE, but it is not backward compatible.

6. US. patent number US 8,217,527 B2, on July 10, 2012.
“Midspan powering in a Power over Ethernet system.”* The
idea of this is that you can inject power into the data pairs by
inserting a center-tapped transformer en route to the PD,
rather than injecting PoE at the starting point (the switch)
itself. Midspan manufacturers may have used this idea for
years.” Though this inventor omits citing the other patent for
whatever reason, he or she says that this innovation involves

ZSee http:/ /books.google.com/patents /US7956616.

Bhttp:/ /www.suitcaseofdreams.net/infinity_paradox.htm.

#See http:/ /books.google.com/patents /US8217527.

»See U.S. patent number 7299368 at http:/ /books.google.com/ patents /US7299368.
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“insertion of inductance at the Midspan to overcome killer
patterns that can cause baseline wander.” Baseline wander is
described in Fig. 9.2 of this book. It is not clear what exact
inductance the inventor is proposing at the Midspan level,
except to suggest it is above 350 pH, same as in any Endspan.
In Chap. 9 of this book we will learn that all practical data
transformers (up to 100 Mbps) have an inductance of over
350 uH, because that happens to be the minimum specified
value. In Fig. 2.9 of this book I have given out another such
method of PoE injection on the data pairs using a Midspan.
Hopefully no one will ask you to pay for that. It is common
sense. This inventor proposes the usual known inductance
value of data transformers, but since it appears that
somewhere in the Ethernet standards it was not explicitly
spelled out that a data transformer could be found inside a
Midspan, or alternatively, someone did not explicitly write
that a Midspan could use a transformer (to inject PoE), the
inventor has claimed rights to it. Though, one option, perhaps,
was to simply bring it to the notice of the IEEE committee to
plug, as most others did. But perhaps this inventor was not
present in those IEEE meetings. That would explain it. So, the
final remaining question is: Is this an innovation which will
change the course of technology?

. U.S. patent number US 8,082,453 B2, on December 10, 2011.

“Power sharing between Midspan and Endspan for higher
power PoE.”? Though filed as a separate idea, and much
earlier in time, it actually seems like an extension of the
previous idea, described in number 6 above. Clearly, these
two patents (numbers 6 and 7) have been culled from one.
This part-patent is remarkable. The inventor implies that
instead of just using a simple Midspan to inject power, we
can send power from the switch over the spare pairs to the
Midspan. The Midspan will pass through the power coming
over the spare pairs, but will inject power on to the data pairs
as described in the previous patent (number 6). In effect we
now have power on all four pairs going into the PD, which is
strictly not standards-compliant (is that what the patent
implies?). Note that “N-pair” delivery systems are discussed
in detail in Chap. 13 of this book. One statement in the patent
is noteworthy (see the link in this entry):

For example, one scenario that could occur when no power coor-
dination between Endspan and Midspan PSE is used includes
both Endspan and Midspan, each independently powering the

%See http:/ /books.google.com/patents /US8082453.
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PD, thereby providing the PD more than two times its required
power. However, with Endspan having the ability to configure the
first and second output powers, Endspan can have either of the
two PSEs, but not both, power the PD, thereby reducing by a half
the overpowering inefficiency.

In Chap. 3 of this book we will learn that the basic idea behind
back off is simply to never allow the Midspan and Endspan
to power up the cable simultaneously. But here, both the PSEs
(Midspan and Endspan) have somehow powered up. So the
new problem seems to be that the two PSEs are not just
making available, but providing, twice the power needed by
the PD. This is akin to food being forced into someone’s
mouth against his or her wishes, or grain being jammed into
a harvesting thresher, never mind the actual load across the
PD. This spooky overstuffing of the PD results in a catastrophic
situation, which the inventor labels “overpowering
inefficiency.” I am the first to admit the inventor has coined a
novel term here, which may in fact highlight certain process
efficiencies and/or deficiencies of our times, and may lead to
a far more energy-efficient Ethernet.

8. U.S. patent number US 8,217,529 B2, on July 10, 2012. “System
and method for enabling power applications over a single
communication pair.”*” This concerns power delivery over a
single pair. The problem with one-pair PoE is, as explained in
Chap. 13 of this book, that with one pair we no longer have
two available center-tapped nodes for connecting the PoE
forward and return wires. Some PoE engineers have therefore
copied the phantom circuit approach used in audio micro-
phones and in landline telephones as shown in Fig. 13.16 of
this book. In this particular patent, a separate winding is
placed around the data transformer to counterbalance the
flux produced by the PoE current, thus ensuring we do not
need to oversize the data transformers. However, how do
you derive power to drive this PD flux-cancellation circuitry
(and successfully power up), without having already
powered up? Usually, we cannot afford to bombard magnetic
cores with 350 mA rather than the 8 mA they are probably
designed for. And that is what this patent set out to
accomplish. Did it do that? Does it work? When will it get
built and tested?

Our analysis leads to the conclusion that though there are some great
ideas and some potentially great ideas out there, there is also a great
need for fresh ideas and thinkers to synergize with the remarkable

ZSee http:/ /books.google.com/patents /US8217529.
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legacy we inherited. There is still lingering ambiguity in the IEEE
802.3at standard. There is thus a strong need for a book like this one.
I'hope you will use it to innovate in a way that makes future genera-
tions look back at us proudly, not askance. Patents are consulted for-
ever. They form our combined legacy, and are also a fogless mirror of
our times. Therefore, the underlying process behind creation and
innovation is very much worth defending every single day. I do feel
the number-of-patents situation, in particular, stoked by generous
incentive schemes which reward quantity not quality, needs to be
scrutinized. Or we will end up with (more) inventions which aren’t
and inventors who didn’t.

This book does happen to be the very first book on the subject.
I apologize in advance for any unintentional mistakes or misinterpre-
tations. There are no references other than the IEEE standard to con-
sult really. The dust has still not fully settled. Please double-check
and validate everything for yourself. I hope this book will help you in
that process and that it will also be fun and enlightening.

Sanjaya Maniktala
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CHAPTER 1

The Evolution of
Power over Ethernet

PART1 AN OVERVIEW OF ETHERNET

Introduction

We seem to be in one of those rare moments in our history when
absence has paradoxically emerged as the strongest proof of omni-
presence. Since its rather humble beginnings back in 1973, Ethernet
has metamorphosed so dramatically, it bears almost no resemblance
today to its origins. As testimony to its ever-increasing popularity,
95 percent of all local area networks (LANS) in existence today are
estimated to be Ethernet-based. But the irony is Ethernet may likely
never have been around in its current form had it not been conceived
way back then in its now-extinct form.

The basic purpose of Ethernet remains unchanged—to connect
computers, printers, servers, and so on in LANs so they can exchange
information and services among themselves. Although Ethernet
continues to be a packet-based computer-networking technology, even
its packets of data (“frames”) are no longer exactly as originally envis-
aged. So much has changed in Ethernet that some very notable people
have gone as far as to say Ethernet is (now just) a business model.

But first, to dispel a popular notion in a timely manner: Ethernet
is not the Internet and vice versa (despite sounding similar). Internet
actually came into our lives a bit after Ethernet did—specifically in
1989 when the first commercial Internet service provider (ISP), aptly
named “The World” offered its services to the general public. Internet
is, quite literally, an inter-network, a global network of networks. By now,
most of the networks linked by the Internet do happen to be Ethernet-
based, and nearly all Internet traffic starts or ends on an Ethernet
connection. So it is obvious that a good part of the reason for the
explosive growth of Ethernet is that it so naturally complemented the
exponential growth of the Internet over the last few decades.
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More recently, another very similar symbiotic growth pattern has
quietly emerged from the shadows, perhaps a bit unnoticed. Riding on
the remarkable growth story of Ethernet, figuratively and literally, Power
over Ethernet (PoE) is now seeing a huge upswing of its own and seems
to be now driving growth by itself. New families of PoE-capable network
appliances and Ethernet equipment have suddenly started appearing.
An ever-increasing percentage of “ports shipped” today are PoE-enabled,
and PoE seems to be fast-becoming a default choice for Ethernet ports.
It is therefore increasingly important for us to recognize PoE for what it
is—a very fast-emerging technology. We should try and understand it
much better before it gets ahead of us.

From the viewpoint of chip and systems designers, some rather
unusual challenges are associated with implementing PoE. At a higher
level, PoE represents the cusp of two major, hitherto parallel worlds of
electronics development: power and networking. PoE is, in ways, the
virtual confluence of the Applied Power Electronics Conference,
(APEC) and Interop® (the annual networking expo at Vegas). It sym-
bolizes the convergence of digital and analog hardware and software,
power and data, and so on. It is exciting—and therein lie the chal-
lenges too.

If we look around, we may notice that things are not going so well
on the human plane. Hardware personnel are still quite prone to
ignoring software personnel; analog designers often shun digital
designers, and so on—and vice versa of course. In the oft-repeated
(though infamous) words of a famous analog legend of Silicon Valley,
the late Bob Widlar: “Any idiot can count up to 1.” No surprise that if
we look around, we may notice several mutually suspicious “knowl-
edge cliques” hovering around us. Unfortunately, skill segregation
(specialization) is not commensurate with our modern world of
increasing convergences. Personally, as systems and chip designers,
we just cannot afford to allow our skill sets to become so increasingly
finely tuned and subdivided anymore.

We need to illustrate this issue a little better, lest it sound
hyperbolic to some. In 2006, one such engineer, let’s just call him
Bob for now (another Bob), recalled an ancient bench struggle he
had faced decades ago. These are his words [italics added by the
author of this book]:

I designed this thing. It took me forever, a good portion of a year. I finally had
it, and I got it working with my test programs. It would work, but it only
worked for 15 minutes and then it would go “bah,” and all the lights would
go in the wrong direction and then it would die. Then I would reboot, and
then it would run again. I had these extensive diagnostics, random pat-
terns, and everything, to just test the hell out of the thing, different word
lengths, test every edge case. Then it would run just fine, over and over
again through every—and then it would just die. I worked on it for a month
and I couldn’t figure it out...I went down to the other end... . Tom looked at
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it, and he asked me a few questions, and then he said, ‘Well, I know what's
wrong... . you don’t have any bypass capacitors on it. Now I know you just
took a bunch of courses in digital electronics but at some point everything is
analog. So what’s happening, Bob, is when certain patterns get into your
registers and they all go 1, and all the transistors turn on, they take too
much current, too many electrons, and then the voltages start to droop
because you've sucked in all those electrons and then all the digital devices
start to malfunction. So what you need to do, Bob, is sprinkle some bypass
capacitors here and there to store up some extra charge for those cases when
you have lots of 1’s in your registers.”... . [went quickly back to the lab and
got my soldering iron, and I soldered on—I probably put a bypass capaci-
tor on every third socket to this huge board. And I plugged the sucker in
and she worked for the next 13 years. Anyway, I learned a lesson there—the
analog digital—which came in handy later because Ethernet is a combination
of analog and digital itself.

Now add to the anecdote two not-so-obvious facts:

1. PoE had not even come into the picture at the time of my
bench-wrestling story, and the design “gotchas” were already
appearing fast on the horizon.

2. The engineer in question was none other than Robert (“Bob”)
Metcalfe, considered today to be the “inventor of Ethernet.”

So, we can imagine, that if Metcalfe was confused, more so without
PoE on the scene yet, what we may experience today. That thought is
humbling. Therefore, one of the key objectives of this book is to try and
narrow down the differences between power and networking and analog
and digital, and so on. Because if we don’t, we may take almost forever to
get to a successful, commercial product down the road (cable in this case).

One last question before we move ahead: Who invented Power over
Ethernet (PoE)? Was it Bob? Or John? Was it Harry? Why not Jane?
Actually, none of these. The correct answer lies buried somewhere in
the 19th century—]. J. Carty was his name. And that is a true eye-
opener, especially to some gung-ho “modern-day” engineers. In fact,
it’s actually over a hundred years ago that the basic principles under-
lying PoE started to take shape. So, in that sense, Ethernet actually
came after PoE. It's funny how the world goes round and round. If
not, it would probably all go “bah,” in the words of Metcalfe.

And so, for just a moment longer, let’s return to the future—that
is, back to Ethernet.

A Brief History of Ethernet

Ether Network, Ether Net, EtherNet, Xerox Wire, X-wire... That’s
what modern Ethernet almost got called. And had it, very likely it
could have ended up in our collective memories (and Wikipedia) today
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as the “the now-defunct proprietary networking technology from Xerox
Corporation.” In fact, even the term “Ethernet” was originally a regis-
tered trademark of Xerox Corp. Fortunately for all of us, and perhaps
even for Xerox, Xerox got talked out of all its rights on this subject by
Robert Metcalfe himself and agreed to work with Digital Equipment
Corporation (DEC) and Intel to spread its version of networking tech-
nology far and wide. Shortly thereafter in 1979 Metcalfe founded 3-Com
Corp (last acquired by Hewlett Packard in 2010) but continued to work
with the consortium, informally called DIX (for DEC, Intel, and Xerox).
Together, they published the first formal (industry) Ethernet standard,
DIX V1.0 in 1980. Meanwhile, the Institute of Electrical and Electronic
Engineers (IEEE), in an effort to standardize LAN, had their very first
meeting on this subject early the same year (1980). Because of the tim-
ing, some say that the well-known modern Ethernet standard 802.3 got
it basic name—=802 coming from February '80 or 2/80. Others say 802
just happened to be the next-available number in the normal sequence
of IEEE standards. Either way, DIX approached IEEE to help standard-
ize (their version of) Ethernet. But things were just as they are on any
typical day at IEEE even today. In walked pushy General Motors with a
rival LAN proposal called the Token Bus. Not to be outdone, IBM
walked in with their Token Ring. As a result, IEEE bowed and decided
to standardize all three proposed LAN standards. And that is how the
IEEE “dot committees” got created: 802.3 was Ethernet, 802.4 was Token
Bus, and 802.5 was Token Ring. These were all later blessed for interna-
tional acceptance by the International Standards Organization (ISO),
and became, respectively, ISO 8802-3, 8802-4, and 8802-5. Yet despite the
initial boost, the latter two eventually died from “natural causes,”
though Token Ring does seem to have hung on rather stubbornly—for
close to 15 years as per Metcalfe’s estimate. Some think it is still around
somewhere. But no one contests the fact that, in contrast, Ethernet
grew extremely rapidly.

So, why did Token Ring in particular, lose out to Ethernet? One rea-
son was that IBM was charging prospective vendors heavily in terms of
royalties for producing Token Ring cards and medium attachment units
(MAUs), or simply, the cable-driver electronics (akin to transceiver or
PHY in modern lingo) placed between the controller card and the cable.
This made Token Ring equipment too expensive overall. A Token Ring
card itself could cost 5 and 6 times as much as an Ethernet card. Add to
that more expensive cabling, and Token Ring literally priced itself out of
the market.

Besides cost, a big advantage of Ethernet, going forward, was its
inherent flexibility. On December 21, 1976, in an internal memo at
Xerox, Metcalfe explained a key advantage of Ethernet in the follow-
ing words (italics inserted here belong to the author of this book):

The OIS [Office Information Systems] protocol is based on distributed
many-to-many communication as required by incrementally grown and
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increasingly interconnected office systems, rather than hierarchical
mainframe-centered data processing systems.

The way Metcalfe originally visualized Ethernet was a single
long coaxial cable connecting many computers (workstations) and
printers. In modern terms, this is a “bus topology.” A new device
(computer, printer, and so on) could be simply added on, as the
need arose, using a “vampire tap.” This contained a needle (let’s call
it a Dracula tooth to be visually clear and consistent) that would get
clamped down and penetrate the coaxial cable to make contact with
its inner conductor, while the outer shield of the cable would con-
nect to the outer shield of the newly added segment. So the network
could be built up steadily over time, rather than needing a big cen-
tral infrastructure right off the bat (preguessing future needs). This
proposed type of LAN architecture was envisaged to grow along
with the size of the organization.

The bus topology is somewhat akin to a giant plumbing system
with a main water pipe...(but with data, not water) flowing down,
with several feeder connections on it along the way (see the hybrid
architecture example in Fig. 1.1).

It is indeed ironic that in later years, the basic framework of
Ethernet (in terms of its packet-based architecture and supporting
techniques) proved flexible enough to allow moving away from the
original bus topology concept to a “star topology.” In this new archi-
tecture, every computer (or networking device) gets connected via a
dedicated cable plugged into a central switch or hub. In terms of
hardware expandability, the star topology is not as flexible as the bus
topology, but it can provide much higher speeds, besides other advan-
tages. As PoE designers, we should also realize that the bus topology
could never have supported PoE as it is today. The star topology is a
prerequisite for power over data cables, one cable for each end-device.
So clearly, things seem to have gone in the right direction, both for
data and power. That’s survival of the fittest.

Another reason for the continuing rise of Ethernet was that Ether-
net got suddenly empowered along the way by something called a
“switch.” This concept seems to have originally come out of a start-
up called Kalpana (Hindi for imagination or vision), cofounded by
Vinod Bhardwaj, an entrepreneur of Indian origin. Kalpana was
acquired by Cisco in 1994, ten years after Cisco itself was born. The
switch eliminated a very basic problem of collisions, which was slow-
ing down networking in general. The switch eventually helped
achieve much higher data rates. It soon became unstoppable because
it catered to the rapidly growing need for speed.

What are collisions? Quite similar to what you would expect
would happen if hundreds of cars were let loose in both directions on
a single lane. More formally expressed, collisions can be explained as
follows: (Data) collisions occur when, for example, all the computers
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on a shared line start “talking” (transmitting data packets) simultane-
ously. What results is almost noise (garbage). It is also very similar to
a whole bunch of people brought into a small room, each person try-
ing to talk over everyone else’s head to someone else in the room.
Pretty soon, with all the din and shouting, no one really understands
a thing anymore. We have all been there and perhaps done that too.
To avoid this unpleasant and inefficient situation, the connected com-
puters need to detect that a collision is occurring, then back off and try
a little later again. In doing so, they must not try simultaneously again,
or a clash will recur, slowing down all communication for an even
longer time. On the other hand, if they wait too long before trying
once again, the communication slows down again. But if they try too
fast again, they run the risk of overlapping (talking simultaneously),
causing more delays. And so on. That is where Metcalfe originally
came into the picture. His claim to fame is U.S. patent number
4,063,220, titled “Multipoint Data Communication System with Colli-
sion Detection.” This is basically a (statistical) algorithm to back off and
try again in an optimum manner. In contrast, and in a more determin-
istic manner, IBM’s LAN architecture had a software “token” that
was moved around in a circle of connected computers, and so who-
ever had possession of the token at a given moment, got the right to
transmit. It was a little like the game of “passing the parcel” at a typi-
cal children’s birthday party. Token Ring did seem to be superior to
Ethernet initially, especially to engineers who felt uncomfortable
with the lack of clearly defined timings characteristic of Metcalfe’s
software-based algorithm.

Note that in 1985, IEEE finally published a portion of the ongoing
standard pertaining to Ethernet: IEEE 802.3 titled “Carrier Sense Multi-
ple Access with Collision Detection (‘\CSMA /CD’) Access Method and
Physical Layer Specifications.” We can see the title does not even men-
tion the word “Ethernet.” But Metcalfe’s original term did catch onin a
big way. And so the IEEE 802.3 standard was, and still is, referred to as
the Ethernet standard.

CSMA /CD can be explained in informal language as follows:

1. CS: Carrier Sense (Hey, do I hear someone talking?)

2. MA: Multiple Access (Careful, we can all hear what each one of us
is saying!)

3. CD: Collision Detection (Hey, we’re both talking now—stop!)

The underlying logic of CSMA /CD is

1. If the medium is idle, transmit anytime.
2. If the medium is busy, wait and then transmit right after.

3. If a collision occurs, send 4 bytes of “jam” signal to inform
everyone on the bus, then back off for a random period, and
after that, go back to Step 1 above.

1
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The last point is pretty much the social technique we use rather
intuitively, in a normal, polite group or conversation, say at a dinner
party in the evening, as opposed to trying to talk, or rather shout, at
each other in a crowded bar (perhaps with 100 dB of rock music play-
ing in the background).

As mentioned, with the entry of the switch, the basic problem of
collisions was eliminated altogether. It was a huge boost for Ethernet,
both in terms of speed and market popularity, and eventually this
allowed Ethernet to move up to much higher speeds: 1 Gbps (gigabits
per second), 10 Gbps (over copper), and beyond, as of today. Though
in the first step, Ethernet just went from 10 Mbps (megabits per
second) to 100 Mbps. That actually happened without even requiring
a switch, just by using a “hub,” described further below. Yet, even
that was enough to start making the 16 Mbps of the IBM Token Ring
architecture obsolete. The Token Ring concept, however, did seem to
get a fresh lease on life in Hewlett-Packard’s (HP’s) 100-Mbps LAN
architecture called 100VG-AnyLAN in 1995, but that was virtually
extinct by 1998 too.

The advantage of “switching” in the area of Ethernet can be
explained in modern terms as follows: Today, every device on a net-
work has a unique self-assigned identifier, a hardware address, called
its Media Access Controller (MAC) address. The media in this par-
ticular case is the copper wire, over which signals are sent. When a
computer sends data on the network, it sends it in packets (frames).
Each packet carries information describing the source and (intended)
destination. Network switches (or just switches) are devices smart
enough to read the MAC addresses and direct the packets from the
source to the intended recipient device. In other words, switches do
not broadcast data to all and sundry. Unlike a hub, switches do not
talk loudly as over a public announcement (PA) loudspeaker, pre-
venting others from talking when they want to. But with a little
thought, it should also be clear that for switching to be successful, the
shared bus topology of the original Ethernet needs to be replaced by
the star topology, in which each computer (or node) gets its own Eth-
ernet cable, and all Ethernet cables get plugged into the switch (into
its available ports, or jacks). With such a topology, conversation can
be physically directed from source to destination in a planned manner
over dedicated cables. Note that hubs also connect to computers in
star topology; the difference being that hubs are not smart enough to
avoid collisions completely by inspecting and directing packets back
and forth in a planned manner, as switches do. So (IEEE-compliant)
hubs will just use CSMA /CD. On the other hand a switch is not even
aware of CSMA /CD. It doesn’t need to be.

Long before switches and hubs appeared on the scene, there were
“repeaters.” These devices just amplified the signal for sending across
longer distances over copper, and extended the geographical reach of the
LAN. No intelligence was built into repeaters. A little later, since it was
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getting difficult to troubleshoot and isolate problems that were occurring
on the shared wire, hubs were introduced, with the basic intention of
creating a certain amount of segmentation (or segregation), along with
security, within the LAN. Now, instead of several computers all hanging
off one shared line, we could have several hubs connected to this line.
Computers would then get connected to the hub in a star topology as
shown in Fig. 1.1. Now if a computer malfunctioned, or perhaps just
“talked too much,” its hub could detect the condition, and shut off all
communication to it (or to any other errant network device). This would
isolate that device from the shared bus and prevent the bus from going
down. Keep in mind, however, that with all hubs still using CSMA /CD,
the entire LAN was still one big “collision domain.”

At some stage bridges were introduced. The purpose was to create
separate, smaller collision domains within the same LAN. Note that the
entire LAN is still one, big “broadcast domain,” but it now consists of
not one, but several collision domains interconnected by bridges. This
segmentation was found to be very helpful in a situation in which a
very large number of computers were sharing the same line. Because,
if they all tried to talk, even with a good collision detection/avoidance
algorithm in place, they would eventually slow down the entire line
considerably. So it was thought much better to have, say, two separate
shared lines (or buses), with a bridge to pass data back and forth when
required. Like two, bustling cities on either side of a river, connected by
a bridge. People in either city lead separate lives, except when people
from one city want to, or need to, go over to the other side. That's when
they actually cross the bridge. Consider the contrasting case, with resi-
dents of both cities cramped into one city only, the traffic situation and
congestion will only get much worse.

So looking back, the repeater was the dumbest of all. In between
there were the bridge and the hub. The switch emerged as the smartest.
Then, with the advent of the Internet, a device called a router appeared.
It is even smarter or more powerful than a switch. As far as simple traf-
fic routing within the LAN is concerned, a router operates exactly as a
switch, learning the location of the computers on the LAN and routing
traffic precisely to those computers. But the actual routing, as carried
out by router, unlike as in a switch, is not based on MAC addresses, but
on Internet Protocol (IP) addresses. Because ultimately, routers don’t just
allow different devices on a given local area network to communicate
with each other, as switches do, but also allow different networks to com-
municate with each other over the Internet. To communicate between
different networks, routers must have the ability to talk to other routers
too (using IP addresses). In effect, a router becomes an interface
between its LAN and the Internet.

When a router initially attempts to connect to the Internet, it
requests an (external) IP address—one address for the entire LAN,
much like a single postal address on a street for a huge building
complex, though there may be several individual apartments or
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single homes within that complex (that will eventually need letters
delivered to and collected from). The request for this single external
address is made by the router to a Dynamic Host Configuration
Protocol (DHCP) server somewhere in the ISP’s network. The router
also distributes internal (local) IP addresses to all the devices (clients)
on its LAN, to identify them (similar to assigning house/apartment
numbers for residents). To accomplish communication between all
these client devices and the Internet, the router uses network
address translation (NAT). NAT involves modifying the source and
destination IP addresses within the packets, so as to direct traffic
appropriately between LAN clients and servers/devices on the
Internet. NAT is in essence, a way to map all the devices within a
network to a single external IP address. Why is it useful and/or
necessary? In layperson’s terms, if, for example, we want to connect
just one computer in our home to the Internet, we do not even need
Ethernet (no switches, hubs, routers, and so on)—just a direct con-
nection and the use of Transmission Control Protocol/Internet Pro-
tocol. (TCP/IP) But what if we want not one, but three computers in
our home to connect to the Internet (and talk among themselves
too if possible)? And suppose we have just one incoming cable or
digital subscriber line (DSL) connection. We do not want to pay our
ISP for installing three separate lines/connections. Maybe they can-
not do so either. So, as far as they are concerned, with the help of a
router, all three computers can be made to appear as a single IP
address (and we will of course get billed for just one connection/
computer). Internally however, inside our home, the router distrib-
utes IP addresses to the three (or more) home computers. In effect,
the router creates a small, switched LAN within our home, but also
handles the back-and-forth exchanges from the home computers to
the Internet via the IP’s server, and all that in a manner that is trans-
parent to the IP server. The IP server “thinks” it is dealing with just
one computer inside our home (one IP address). In a sense, this is
socially acceptable, mutually agreed-upon deceit. Summarizing,
NAT becomes necessary when the number of IP addresses assigned
by the ISP is less than the total number of computers on the LAN
that need Internet access.

This natural morphing/evolving of Ethernet, combined with the
growth of the Internet, contributed to the impressive rise of Ethernet.
But another key reason for its success over rival architectures was
that it became low-cost down the road. The star topology was the
main enabler of that. Communication became possible (though over
shorter distances of up to 100 m), using cheap, dedicated, “twisted-
pair” copper wiring, as compared to the far more expensive coaxial
cables required by rival LAN technologies (and by Ethernet itself
originally). Note that two twisted pairs per connection were used for
point-to-point communication: one for receive and one for send. So
transmission and reception could now occur simultaneously too.
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In other words, there were absolutely no collisions anymore: CSMA /
CD could be forgotten forever, with just the flick of a switch (liter-
ally)! But note that still, data transfers were unidirectional: Each pair
worked in only one direction. Later in an attempt to achieve 1000 Mbps
(1 Gbps), the electronics were made smart enough to ensure bidirec-
tional communication over a single twisted pair by the use of a hybrid
circuit as we will soon learn.

When it first started, Ethernet was just 2.94 Mbps, but that was
because 2.94 Mbps happened to be the available system clock on
Metcalfe’s computer. Soon 10Base-2 and 10Base-5 appeared. Both
these implementations ran at 10 Mbps, the first over about 200 m (hence
the 2) of thin coaxial cable, the latter over 500 m (hence the 5) of thicker
coaxial cable. But both required coaxial wire, and both are obsolete now.
The follow-up IEEE 802.3 Ethernet standard was called 10Base-T,
where “T” stands for twisted pair. This is also 10 Mbps, but, as men-
tioned, works over two pairs of twisted pair copper wiring (of
American Wire Gauge number 26, or AWG 26). The deal breaker for
Token Ring, however, was not 10Base-T, but 100Base-TX, which is
100 Mbps Ethernet over (two pairs of ) twisted-pair wiring. This is
called Fast Ethernet and is still popular today.

Modern Three-Layer Hierarchical Network Architecture

Having understood networking topologies, routers and switches,
and so on, we take a quick look at Fig. 1.2, which represents a typical,
modern three-layer Ethernet network architecture, mainly popular-
ized by Cisco. It also includes a connection to the Internet. The basic
purposes of the three layers can be summarized as follows.

Core Layer

This is the high-speed “backbone” of the “inter-network.” The core
layer is critical for maintaining interconnectivity between distribution-
layer devices. The core must be available readily (and immediately),
and also have some built-in redundancy to avoid a single failure bring-
ing the whole network down. The core connects to Internet resources.
It aggregates the traffic from all the (lower) distribution-layer devices.
Core-layer switches/routers must therefore be capable of forwarding
large amounts of data very quickly. And for that reason, core switches
are more hardware-based than software-based. This helps reduce
latencies that can arise from large number-crunching within software
programs.

In small-business establishments, such as those called SMB (small
and medium business), or equivalently SME (small and medium
enterprise), the core and distribution layers may be one: as a single,
“collapsed-core,” layer.
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Note that, sometimes, people call the core layer the “edge layer,”
and that can get confusing as indicated below.

Distribution Layer

The distribution layer aggregates the data received from the (lower)
access-layer switches before it gets transmitted to the core layer for
routing to the final destination(s). This layer also controls the flow of
all network traffic in general, choosing the best (optimum) routes to
send data between users on the LAN, also applying any relevant pol-
icies. For example, in a university we may want to separate the traffic
according to faculty, students, and guests. Note that the switches
used in this layer are typically high-performance devices too that
have high availability and redundancy to ensure reliability.

Access Layer

The access layer interfaces with end devices, such as PCs, printers,
and IP phones, to provide access to the rest of the network. This
layer can include routers, switches, bridges, hubs, and wireless-
access points (WAPs). The main purpose of this layer is to provide a
means of connecting devices to the network, and also controlling
which devices are allowed to communicate on the network at any
given moment (their “access” privileges for example). Note that
since end devices reside in this layer, PoE capability is most likely to
be provided in switches, hubs, routers, and WAPs operating on this
layer. This is also sometimes called the “access edge,” or just the
“edge,” and it gets confusing because the core layer is also sometimes
called the edge layer.

PoE is today provided even in switches meant for the upper (non-
access) layers. For example, PoE capability may be present in the
core-layer switches too, for powering customer-premises equip-
ment (CPE). This would include any terminal and associated
equipment, located at the subscriber’s premises, connected to a
carrier (or ISP’s) telecommunication channel at the point of
demarcation (i.e., where the line connects to the home/business
wiring, and responsibility for maintenance gets handed over from
provider to the customer/subscriber).

What Exactly Is “Ethernet”?

With all this evolution, what really was, or is, “Ethernet”?

In 2006, Metcalfe said: “Ethernet is [now] a business model.”
Metcalfe probably rightfully meant that Ethernet is now almost a
brand-name of sorts, and bears almost no resemblance to what it
originally was.
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But what did Metcalfe have to say about it in 1973? On May 22 of
that same year, he wrote a world-changing E-mail within Xerox, Palo
Alto, California—an E-mail which set the Ethernet ball rolling.

Did we just say “E-mail”? That’s obviously not accurate. Because
Metcalfe was going to enable E-mail soon, but till then “E-mail” (at least
as we know it today) did not exist. So we just dodged a trick question.

It is more accurate to say something like this: “On May 22, 1973,
Metcalfe hunched over an IBM Selectric typewriter using a spinning
Orator ball, and talked about his vision of the future.” In reality, his
(almost) first sentence was “I propose we stop calling this thing ‘“The
Aloha network.””

The Aloha network (ALOHAnet) had been developed between
the years 1968 to 1971 at the University of Hawaii. It was a radio-
frequency link to connect the university facilities across different
islands. Necessity is obviously the mother of invention. Metcalfe’s
system was an improvement over that, since it (eventually) detected
and avoided collisions (his patent). But to make it clear to others that
the system could support any computer, not just Alto (the Xerox
workstation), Metcalfe chose to create a deliberately vague name
based on the word “ether.” In ancient times, people were not com-
fortable with the concept of a vacuum (complete nothingness). So
“luminiferous-ether” was imagined to be the medium through which
electromagnetic waves could propagate through space. In a similar
fashion, Metcalfe envisaged a generic “physical medium” carrying bits
of data to all stations (nodes in modern terminology). He explains
that in the 1973 memo: “While we may end up using coaxial cable
trees to carry our broadcast transmissions, it seems wise to talk
in terms of an ether, rather than ‘the cable,” for as long as possible.
This will keep things general. And who knows what other media will
prove better than cable for a broadcast network; maybe radio or tele-
phone circuits, or power wiring, or frequency-multiplexed CATV, or
microwave environments , or even combinations thereof.” This book’s
author inserted the italics in the above statement.

Note very carefully that Metcalfe had already envisioned
power and data sharing the same lines. But he was not the first as
we will see.

Data over power cables, or power over data cables—what is the
big difference?

Power-line carrier communication (PLC) has been around in a
basic form since 1920s. A (modulated) wave of very low frequency
was injected into high-tension power lines using coupling capaci-
tors. It provided very basic, one-way communication/control. It
was used for activating remote relays, public lighting, and so on. In
the 1970s, Tokyo Electric Power Co. reported successful bidirec-
tional operation to read and control power meters remotely. “Baby
alarms” have been available as consumer products since 1940. The
author too had built several pairs of “baby (monitoring) phones”
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in the mid-1980s. These were small, short-distance, power-line car-
rier walkie-talkies, based on FM (frequency modulation using volt-
age-controlled oscillators) to transmit voice over home mains-AC
wiring, followed by phase-locked loops inside the receivers, which
were typically based on low-cost LM565/LM567 chips for decoding
the modulation. Like walkie-talkies, both stations could not trans-
mit at the same time (that would result in noise), and their best use
was for monitoring purposes (one-way). In mid-1980s, research
commenced into the use of existing electrical grids to support data
transmissions using modulation of base frequencies up to 500 kHz.
This was, however, still one-way communication. In 1997, the first
tests for long-distance, bidirectional data transmissions over high-
tension lines took place in Europe. Closer to our homes and times,
today we have the most widely deployed power-line networking
standard from HomePlug Powerline Alliance. We also have Broad-
band over power line (BPL), and so on. New devices from Netgear
and others try to turn every AC outlet in our homes into a potential
Ethernet jack. These devices comply with the IEEE draft P1901 stan-
dard and typically work up to 500 Mbps. Colloquially, this is often
called Ethernet over power lines.

Thinking of other media as Metcalfe had imagined, Ethernet has
now evolved into Ethernet over optical fiber too. For example, we now
have the 1000 Mbps standard called 1000Base-F, where F stands for
fiber. Of course we also have 1000Base-T and 1000Base-TX over twisted
pair (copper). The general nomenclature being used (summarized
as best as possible under the changing and evolving landscape) is pre-
sented in Fig. 1.3. In Fig. 1.4, we present an overview of communication
standards, including non-Ethernet standards such as digital subscriber
line (DSL), since, along with Ethernet, they remain a popular choice for
data communication over copper.

A summary of the key Ethernet-over-twisted-pair (Base-T) stan-
dards that we will run into when designing PoE products is listed as
follows (clearly PoE can’t be used over fiber!):

1. 10Base-T: 10 Mbps (megabits per second) over 100 m of stan-
dard Ethernet cable consisting of four twisted pairs. Note that
only two twisted pairs are used for data (data pairs). Two are
just unused (spare pairs). Further, the data is conveyed unidi-
rectionally on each of the two data pairs. That means one pair
is dedicated to sending signals in one direction, while the
other pair communicates in the opposite direction. It there-
fore is one-way on each pair and two-way on two pairs.

2. 100Base-TX: 100 Mbps (megabits per second) over 100 m of
cable consisting of four twisted pairs. Once again, only fwo
unidirectional twisted pairs are used for data. This is some-
times called Fast Ethernet and is the most prevalent Ethernet
standard today.

15
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nTYE-X\_{_ m

Data Rate:
10 10 Mbps _
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E  Extralong wavelength (~1550 nm)
or Extended reach

F  Fiber

K BacKplane

L  Longwavelength (~1310 nm)
or Long reach (~5 km) fiber

P Passive optical network (EPON/BPON/
GPON

S  Short wavelength (~850 nm)
or Short reach (~0.5 km) fiber

T Twisted pair copper (100m)

Z Very long reach (~70km) (typ Gigabit)
Ethernet fiber, compliant with 802.3z
(nonstandard, industry-driven)

Example: 100Base-LX (1310 nm on fiber over 5 km)
Example: 100Base-BX (1310/1550 nm on fiber up to 40 km)

Pairs or Lanes (or
100 100 Mbps i i 5
1000 1000 Mbps Modulation Type: . 1 pair/lane
1G 1  Gbps <— | |BASE Baseband 2 2 pairs/lanes
10G 10 Gbps -~ 4 4 pairs/lanes
{to distinguish it

40G 40 Gbps Jrom Broadband) 10 10lanes
100G 100 Gbps 10 10 km
Media or Wavelength or Mode: 20 20k
B Bidirectional (over fiber) Example: 100Base-T2,
C Coaxial (but two shielded conductors 100Base-T4 over 2 or 4 pairs

o \ Example: 100Base-1X10

enclosed, “Twinax") Copper

—| Mode:
M  Multimode

(may be omitted)

Bﬂﬂl:l] or "Ecs" Ennnding.
ScRambled coding

EXternal sourced coding

Energy Efficient Ethernet
~200m (185m) <
500m - |

If numerals present here, the preceding dash and also
the position before that are omitted.

Example: 10Base2, 1Base5 and 10Bases (all obsolete
now, were on single-center conductor coaxial)

ik m e o

PCS is Physical coding sublayer
(may be omitted)

These are just guidelines to understanding names, things are constantly changing in this field.

Ficure 1.3 Ethernet nomenclature.

3. 1000Base-T: 1000 Mbps (megabits per second) over 100 m of
cable consisting of four twisted pairs. Here all four twisted
pairs are used for data. Further, each pair is bidirectional,
which means two-way signaling on each pair, four pairs in
parallel for higher speed. This is sometimes called 1 GBase-T
or Gigabit Ethernet. The key advantage is that it can use the
same cabling infrastructure as commonly used for 100Base-TX.

4. 1000Base-TX: 1000 Mbps (megabits per second) over 100 m of
cable consisting of four twisted pairs. Theoretically, this was
intended to save the cost of the electronics (the PHYs and so
on), because though all four twisted pairs were to be used for
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data as in 1000Base-T, each pair was to remain unidirectional, as
in 10Base-T and 100Base-TX. However, to compensate for the
lowering of electronics capability, the cable data capability had
to be correspondingly raised. In other words, 1000Base-TX
requires more expensive cabling than 1000Base-T or 100Base-TX,
which is just not easily available. Therefore, for all practical pur-
poses, 1000Base-TX is now considered a commercial failure and
effectively obsolete.

NOTE The “T” at the end, as in 10Base-T, comes from twisted pair.

NOTE “Base” as in 10Base-T stands for Baseband. A Baseband network is
one that provides a single channel for communications across the
physical medium (the common Ethernet cable in the case of copper
transmissions) so only one device can transmit at a given time. Devices
on a Baseband network are permitted to use all the available bandwidth
for transmission (no sharing of bandwidth is necessary). The opposite of
Baseband is Broadband. Broadband implements multiple channels,
typically using frequency- or time-division multiplexing techniques. A
typical example of a Broadband network is cable or satellite TV. Here
bandwidth is shared.

A list of key acronyms is provided in Table 1.1. One key acro-
nym we run into all the time in PoE is PHY. In Ethernet, on one
end of the cable we can have a digital-line driver, on the other end
a digital receiver. In general, we could have digital transceivers
(a combination of transmitter and receiver) at both ends. Gener-
ally speaking, these cable drivers/transceivers are referred to as
PHYs, which literally stands for physical-layer drivers/transceivers.
The physical layer in the case of Base-T Ethernet is simply the
twisted-pair copper cable. In Base-F applications, the physical
medium is the fiber-optic cable. In either case, the driver/transceiver
is called the PHY.

What Is Interoperability?

Continuing Metcalfe’s 2006 interview, he went on to say: “What the
word Ethernet actually means today is six things... (1) It begins with
a de jure standard made by a legitimate standards body, in this case the
IEEE 802. (2) The implementations of that standard, painfully arrived
at over years, are owned by private companies... (3) Fierce competition
among the purveyors of the standard with their various implementa-
tions... (4) Evolution of the standard based on how things look after it
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Institute of Electrical and Ethernet in the First
IEEE Electronics Engineers EFMC Mile over Copper
Cu Copper EFMF Ethernet in the First
Mile over Fiber
Cco Central Office PoE Power over Ethernet
LRE Long-Range Ethernet PoE+/PoEP Power over Ethernet
(Cisco) Plus
FTTH Fiber to the Home UPOE Universal Power over
Ethernet (Cisco)
FTTB/C Fiber to the Building/Curb PSE Power-Sourcing
Equipment
MDI Medium-Dependent PD Powered Device
Interface
PHY Physical-Layer Device
(“PHYceiver”)
Pl Physical-Interface (e.g., Cu)
Ml Medium-Independent
Interface

TaBLe 1.1 Key Acronyms to Keep in Mind

gets shipped, that is in the marketplace... . (5) Maximization of back-
ward compatibility... . (6) an ethic in the competitive marketplace,
where it is not allowed to be incompatible.

The last sentence points us to what we call interoperability today.
The IEEE glossary defines this term as: the ability of two or more systems
or components to exchange information and to use the information that has
been exchanged. Wikipedia says it is the ability of diverse systems and
organizations to work together (to “interoperate”). [Italics added by the
author of this book].

For us, this basically means that equipment from Manufacturer A
should “play well” with corresponding equipment from Manufac-
turer B, and also with Manufacturer C, and so on, because all this
various equipment supposedly complies with the same governing
standard. So provided the standard itself was carefully debated and
formulated to start with, especially in terms of what is really crucial
or important to overall performance, and hopefully is unambiguous
to help reduce the possibility of mismatch (where it matters), then no
interoperability issues should arise in principle. But the truth is there
are lingering ambiguities in all standards. Also there are some subtle
interpretation issues we need to consider very carefully. In this book
we will attempt to show not only how to design good and reliable
PoE equipment but also ensure they work and play well together.
Hence the title of this book too.
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NOTE To put things in perspective, Metcalfe is also well-known for his
prediction that the Internet would suffer a catastrophic collapse in 1996.
He also promised to eat his words if it did not, and indeed he tried to
when, in 1997, he took a printed copy of his column that had predicted the
collapse, put it in a blender with some liquid and then consumed the
pulpy mass. Metcalfe is also known for his harsh criticism of open-source
software. In particular he had predicted that Linux would be finished
after Microsoft released Windows 2000. He had said it was “utopian
balderdash,” and likened it to communism. He also predicted the end of
wireless networking in the mid-1990s: “after the wireless mobile bubble
bursts this year, we will get back to stringing fibers...bathrooms are still
predominantly plumbed. For more or less the same reason, computers
will stay wired.” This is all available on Wikipedia.

PART 2 THE HISTORICAL EVOLUTION OF PoE

Introduction

In Power over Ethernet (PoE), power and data are sent together down
a standard Ethernet cable. The first formal PoE standard, IEEE 802.3af,
was ratified in 2003, applicable to devices requiring up to 13 W. IEEE
802.3at followed in 2009, bringing into its fold higher-power devices,
up to 25.5 W. The IEEE 802.3at standard actually contains two clear
application categories. The first 13 W is as measured at the end of a
100-m cable, called Type-1, or “low-power.” This was the same as in
IEEE 802.3af. But it also introduced a new category for 25.5 W at the
end of 100 m and called it Type-2 or “medium power.” So, the “AT
standard,” as it is often colloquially called, is supposed to be just an
“enhancement” of the previous AF standard, but it actually encom-
passes the previous standard and, in effect, supersedes it.

As we look back at the development of Ethernet in Part 1 of the
chapter, and the advent of PoE, we can’t but help feel all these events
seem very recent, the underlying technology very modern. But as
mentioned, the basic idea of sending information and power simulta-
neously over copper didn’t even start with Metcalfe’s 1973 memo, it
is actually almost two centuries old.

It turns out that a surprising amount of ideas, tricks, and tech-
niques that are in use today, not only in PoE, but in the general area
of networking, can be traced back to a small group of incredibly
resourceful engineers, scientists, innovators, and entrepreneurs,
working against immense odds in what we perhaps consider a rather
obscure moment in history. It is to this motley group that we owe
many of our much-vaunted successes of today, and perhaps more to
come. In contrast, the much-touted achievements of modern-day pio-
neers, many claiming a huge impact on mankind and society, pales
into insignificance and borders self-promotion if not ignorance.
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History can be not only entertaining and enlightening as a con-
versation topic over coffee, but very useful too. For example, not too
long ago, two digital subscriber line (DSL) world-speed records were
set in quick succession. DSL is a digital-transmission technology over
existing telephone copper wiring, but it is different from Ethernet
since raw data is not sent down the line; instead, modulated data is
sent on a high-frequency carrier-sine wave (quite like a radio).

These DSL breakthroughs occurred just when the world seemed
poised to conduct a perfunctory “let’s get-it-over-with” funeral cere-
mony for DSL. The soothsayers were already starting to say: FITH
(optical fiber to the home), with speeds up to 100 megabits per second
(Mbps), is the future, whereas DSL is a relic of the past. But all that
changed suddenly over just a few months in 2010. In April, a DSL
speed record of 300 Mbps was set (over 400 m of standard telephone
wire) by the legendary Bell Labs (which is now part of Alcatel Lucent).
That compared very well to the maximum prevailing DSL speeds of
just around 10 Mbps typically (maximum 40 Mbps). Then in October of
that year, equally unexpectedly, Nokia Siemens Networks announced a
staggering 825 Mbps (over 400 m of telephone wire), bringing DSL close
to the threshold of gigabit (1000 Mbps) over copper. In the process,
something else also happened: copper had just become the “cockroach
of telecom”—do what you like, you just can’t make it go away.

Perceptive observers noticed something else in the twin DSL
breakthrough announcements—a common underlying feature. Both
companies had declared they had used something called phantom
DSL. What exactly is that? Bell (Alcatel Lucent) elucidated further by
admitting that they had exploited a 100-year-old networking trick. At
first it seemed a little unusual to see such forthright candor and self-
abnegation in our modern times. But it turns out they had every rea-
son to be both candid and proud because that particular networking
trick had also originated from an ex-Bell employee: named John
Joseph (“].].”) Carty, way back in 1886. In fact, we will soon learn that
PoE is also based on the same phantom circuit principle. It is interest-
ing to realize that this is really does make the very basis of PoE an
offshoot of J. J. Carty’s mind from way back in the 19th century.

We start to discover that nothing is as completely modern as we
were hitherto inclined to believe. Also, both networking and PoE
share a common heritage. Knowing that fact, we can hardly argue
that a deeper knowledge of “past tricks” won’t serve us well going
into the future. That is why we too have chosen to take the historical
path toward explaining PoE in this book.

Blasts from the Past
To many of us today, the 19th century swirls with names we’ve never
heard of, and perhaps don’t care to either. Emile Baudot, Claude
Chappe, Cyrus West Field, William Thomson, John Joseph McCarty,
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Oliver Heaviside, and so on, to name a few. Wait a minute: Doesn’t
the term “baud rate” sound very similar to the first name? Indeed,
Baud rate did come from Baudot’s work. Similarly, “modern” trans-
mission line equations came from William Thomson and Oliver
Heaviside over the period 1855 to 1885. William Thomson and
Cyrus West Field were the pioneers behind the early transatlantic
cables. Modern transmission-line equations were a direct result of
their efforts to understand long-distance propagation of (telegraph)
signals across these new “submarine” (underwater) cables. Inciden-
tally, Thomson is also responsible for our “modern” temperature
scale because of his discovery of absolute zero in 1848. And much
more, in fact. It is therefore indeed surprising that most of us don’t
even have an inkling who Thomson was! But perhaps this rings a
bell: William Thomson was subsequently knighted and became Sir
William Thomson. A little later he took on the title Lord Kelvin. And
that we may have heard of!

Not to forget Thomas Edison (1847-1931), with 1093 U.S. pat-
ents under his belt, considered the fourth-highest inventor in his-
tory. Especially in Edison’s case, it was never a case of quantity over
quality, or claiming innumerable “inventions” just to rake in the
money from “incentive” corporate restricted stock units (RSUs).
Incentive to cheat? Edison has to his credit the incandescent electric
bulb, the phonograph, a motion picture camera, the first public,
power-generation company, the electrical stock ticker, a quadruplex
telegraph, and so on. We should, however, not forget that the key to
Edison’s fortunes was actually telegraphy. He learned the basics of
electricity during years of working as a telegraph operator, and
later he applied that knowledge to the telephone too. For example,
the famed carbon transmitter (telephone mouthpiece) found in tele-
phones, even until a few decades ago in many parts of the world,
came from Edison. This author too remembers taking apart a stan-
dard Delhi City landline phone in mid-1970s to study its carbon
microphone, complete with tightly packed carbon granules and all.
That was Edison immortalized.

Engineers in that bygone era achieved a lot with almost nothing in
their hands. Certainly they had no Internet to scour for information,
much less to communicate with—no Wikipedia, Google, Facetime,
Skype, Twitter, E-mails, IMs, nothing at all... horrifying as it may
seem. They probably had to undertake long journeys by horse-drawn
carriages or small boats just to arrive at the door of some eccentric,
perhaps even suspicious, visionary or financier, hoping to generate
fleeting interest in working together toward some vaguely defined
mutual advantage. But these were still only relatively minor commu-
nication issues compared to the fact that both their hands were, tech-
nically speaking, tied firmly behind their backs. Think about it: What
were their available resources at the time? In the 19th century, electric-
ity had barely been harnessed, much less fully understood. Ohm’s law
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arrived in 1827, Kirchhoff’s circuit laws in 1845. There were no vac-
uum tubes lying on rough-hewn work-tables, certainly no semicon-
ductors, let alone 40-nm (nanometer) monolithic integrated circuits
(ICs). There was barely an incandescent lamp in sight: Even the car-
bon-filament lamp (from Edison) came in 1879, the vacuum tube
much later in 1906. Plastics had yet to be invented: The first plastic
from a synthetic polymer was Bakelite, in 1907. Centralized electric-
ity generation and distribution had just gotten off the ground—in
1881. What could modern-day greats like Henry Samueli (founder of
an organization that proudly claims it is “connecting everything”)
have achieved under these circumstances? The truth is: probably
zilch. No wonder we too instinctively start to think what could these
poor 19th-century guys have done other than bow their heads and
pray?

To our complete astonishment, on August 16, 1858, 18 years
before even the invention of the most basic telephone, the first trans-
continental message was being sent, not by horses or ships, but tele-
graphically, using electricity coursing through 2500 miles of copper
lying deep under the Atlantic ocean. That momentous event, akin to
landing a man on the moon in its time, set the stage for scenes of
unprecedented jubilation and rejoicing across America and Europe.
Alas, all for just a fleeting moment in time because this brand-new,
very-first, transatlantic submarine cable failed in barely a month, but
for reasons that can hardly be considered related to any fundamental
design infirmity, technical oversight, or even ignorance. At least not
ignorance on both sides of the cable. Many historians have concluded
that the untimely demise of the cable was the handiwork of one per-
son: Doctor Edward Wildman Whitehouse. A medical doctor by pro-
fession, he was the assigned engineer at one end of the long cable,
with a theory of electrical propagation that can be best summarized
in a few words (his) as follows: “the further that electricity has to
travel, the larger the kick it needs to send it on its way.” Banking on
this little tidbit of knowledge, reportedly impervious to others around
him, Whitehouse started zapping the cable using induction coils,
with voltages of up to 2000 V—about four times larger than the cable
was meant to carry. Thousands of miles away, stationed on the other
side of the cable, not linked by a 3G network, Skype, telephone, or
even a telegraph (the latter is what they were trying to barely get work-
ing at this point), Lord Kelvin reportedly had a chance to get through
to Whitehouse, literally and figuratively—right untill the moment
Whitehouse seems to have concluded with an impressive demonstra-
tion of a phenomenon we call “dielectric breakdown” today.
Admittedly, there is no smoking-gun evidence in the form of a
viral YouTube video, but Whitehouse is largely believed to have been
the one to firmly kick the month-old transatlantic cable into the annals
of history (or whatever constituted history way back then). However,
to be fair to him, the person with the ultimate responsibility for the
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debacle was arguably Cyrus West Field, the famed entrepreneur, who
recruited Whitehouse in the first place. But as often happens today,
Whitehouse was the (only) one who got fired. Cyrus got himself a
second and third chance to succeed. And he did, rather spectacularly.

After a few years’ delay on account of the Civil War, completely
undaunted and undeterred by the previous cable failure, and despite
having been thoroughly ostracized by neighbors and generally
labeled a charlatan across the globe, Cyrus West Field, working with
Thomson again (not Whitehouse this time), succeeded in laying not
one, but two brand-new transatlantic cables, in 1866—in a procedure
that is mind-boggling to read about even today. These new cables
served their purpose for around a decade thereafter, and in doing
so, they spurred a revolution in lifestyle that had hitherto never
been seen before. That was truly a societal change. Wikipedia has a
page dedicated to a 1998 book called The Victorian Internet: The
Remarkable Story of the Telegraph and the Nineteenth Century’s On-Line
Pioneers by Tom Standage. The book reveals some of the astonishing
similarities in the rise of the 19th-century telegraph and the rise of
the Internet in the late-20th century. The central idea of the book,
Wikipedia points out, is that of these two technologies, it is the tele-
graph that is the more significant, because the ability to communi-
cate globally in real-time was a qualitative shift at the time, while the
change brought on by modern Internet is merely a quantitative shift.
Roll over Samueli.

Whether we agree with that viewpoint or not, a historical perspec-
tive invariably creates a very interesting entry point into the heart of
what we instinctively consider to be modern technologies.

Don’t SWER No More

A very, very long time ago, telegraph systems were based on just one
copper wire laid down over several miles. Metal poles buried in the
ground on both sides completed the return path of the current
(through moist subsoil, water, sea, or even ocean). This is called for
single-wire earth return (SWER). This single-conductor principle was
used extensively in power distribution systems even later, and is still
considered an effective and economical choice for rural electrification
in remote and backward locations. The same single-conductor prin-
ciple is also often used today for modern light-rail systems, remote
water pumps, and so on.

Unfortunately, completing a return path through (earth) ground
creates a current loop with a huge arbitrary, almost undefined, and pos-
sibly varying enclosed area. This makes the entire system susceptible
to picking up extraneous disturbance and noise (of the electromag-
netic variety)—it is a big antenna, courtesy of Ampere’s circuital law
combining forces with Lenz’s /Faraday’s law of induction. In modern



The Evolution of Power over Ethernet

parlance, we always need to ensure our systems have adequate electro-
magnetic immunity.

The terms immunity and susceptibility are used equivalently to
describe the ability of equipment to function acceptably in a typical
electromagnetic environment. But why did the vague boundaries of
SWER not pose much of a problem with the telegraph? Because teleg-
raphy is essentially digital in nature! Yes, digital was there long before
analog. The dots and dashes can be thought of as a string of ones and
zeros. We know all too well today that digital systems are inherently
more noise-resistant than analog systems—same as in the 19th
century. Therefore, telegraph systems worked quite well within the
rather vague physical boundaries of SWER. Unfortunately, the inad-
equacies of this single-ended architecture were thoroughly exposed
when analog (voice) signals were attempted to be transmitted over
the existing telegraph-wiring infrastructure following the invention
of the telephone in 1876. Plagued with strange noises, the solution
emerged in quite quickly too, in the form of the return copper wire,
proposed in 1881 by the very same J. J. Carty mentioned previously.
And that same year, Alexander Graham Bell, the man behind the tele-
phone (or the talking telegraph as it was initially called), filed a pat-
ent for the twisted return wire—which is basically what we call
unshielded twisted pair (UTP) today. From Part 1 of this chapter we
remember that is what drove Ethernet into all-time popularity. In one
word: cost. UTP still happens to be the most cost-effective, most com-
mon type of Ethernet (and telephone) cable in use today.

Some may argue that Ethernet is digital too, so why can’t we still
use SWER? There are several reasons for that:

1. In our modern world of ever-decreasing voltage sources, we
now have digital thresholds that are very close together com-
pared to the higher-telegraph voltages, so noise immunity is
not so good either.

2. At the high data-transfer speeds we are talking about, we can
no longer afford too many errors caused by noise.

3. By using the ground for high-frequency data, we would cre-
ate a huge amount of electromagnetic radiation that would
impact neighboring (sensitive) equipment. This is discussed
in Chap. 2.

Historically, compared to SWER, the return-wire concept (metal-
lic circuit), when proposed, seemed to imply double the cost of copper,
so the idea was obviously met with some high initial (human) resis-
tance. But it was also quickly apparent that a copper return wire was
simply unavoidable for ensuring acceptable performance in tele-
phony. However, there was another major breakthrough toward the
end of the 19th century, in the form of Pupin (loading) coils that
helped greatly. These are coils of very large inductance inserted every
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few thousand feet (typically 88 mH every 6000 feet) over the entire
length of a long telephone cable. The discrete inductors couple electri-
cally with the existing distributed cable capacitance, creating LC-type
transmission-line effects, similar to what we rely on in modern high-
frequency data transmissions, but now effective at very low (audio)
frequencies. This “pupinization” of telephone wiring, as it was called,
allowed voice frequencies to travel much greater distances—an alter-
native to blindly increasing the thickness of copper just to lower the
DC resistance for achieving comparable propagation distances. Pupin-
ization is said to have saved up to 75 percent of the projected copper
costs associated with telephone cabling.

All this is just a fascinating example of the prolific ideas swirling
and accruing rapidly in the 19th century. Riding on such clever
breakthroughs, by the close of the century, there was an almost com-
plete conversion from grounded circuits (SWER) to metallic circuits
(those with copper returns). And with that, the twisted pair rose to
supremacy. As indicated previously, not only does Ethernet uses it
today—so does DSL.

The Twisted Pair and the Principle of Immunity

The basic principle behind the twisted pair and its various implemen-
tations is shown in Fig. 1.5. At the very top of the figure is an analog
signal being transmitted from the microphone of a traditional tele-
phone to the loudspeaker on the other side.

NOTE We are ignoring another clever technique here for the time being, by
which we combine, and then later separate, the loudspeaker signal from
the microphone (transmitter) signal, over a single twisted pair—this
involves an innovation called the “hybrid transformer.” It is discussed
in more detail in Chap. 13.

In the cases that follow in Fig. 1.5, the signals are digital, but the
underlying principle is the same. We see the noise spikes (small tri-
angles) riding equally on both constituent wires of the twisted pair
(same amplitude and same direction/polarity). The rationale behind
that is that since the wires are twisted uniformly, they get exposed
equally to disturbances—without any preference to either wire. Other-
wise, we could well ask why the noise pickup is different on one of
the two wires if nothing distinguishes one from the other. In other
words, just by plain symmetry, the two wires of the twisted pair must
have identical noise pickups. In modern terminology, the distur-
bance/pickup is called common-mode. We can, however, ask in a
common-mode case: Is the noise voltage identical on both wires rela-
tive to what exact potential? The answer to that is the noise spikes are
identical with respect to (earth) ground. And that is what we mean by
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Ficure 1.5 How the twisted pair, along with a differential amplifier and a transformer,
helps reduce electromagnetic noise pickup.

common-mode. We can alternatively say that there is no voltage dif-
ference between the two wires because of noise spikes, and so the
noise pickup is not differential-mode.

Differential-mode implies the opposite of common-mode: At any
instant, common-mode consists of two equal signals with the same
polarity, whereas differential-mode consists of two equal signals of
opposite polarity, and in both cases the referred-to voltages are with
reference to earth-ground potential. In Fig. 1.6 we see more clearly
what exactly are differential-mode (DM) and common-mode (CM)
currents. We have marked the noise source generically as N inside
a circle. We also see how in a general case of mixed-mode (MM)
currents, we can split the currents into their DM and CM compo-
nents. Keep in mind the sign logic we are using in the numerical
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For example, if a surge waveform is applied between one of the two lines and Earth ground (I = x mA, 1z = 0 mA), that is
equivalent to creating both common-mode and different de (mixed-mode) comp (as discussed in Chap. 11)

Ficure 1.6 DM and CM currents (top), and splitting mixed-mode (MM) currents into
constituent DM and CM components.

example: Any current from left to right is positive, and from right to
left is negative.

Noise pickup is common-mode (with a negligible differential-mode
component), only provided the wires are twisted tightly together. If not,
we can certainly get unintentional asymmetry, which will lead to a small
unintentional differential-mode noise component (as indicated by the
numerical example in Fig. 1.6). But why is that so scary anyway? The
problem with that scenario is the actual signal is (by design) that trans-
mitted down the wire in a differential fashion (explained further below).
If the noise has a differential component, it will end up interfering with
the actual (useful) signal. In that case, we could well ask how any circuit
would “know” what constitutes signal and what constitutes noise? In a
good setup, signal and noise are distinguishable (and separable) only
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because one is purely differential-mode (the signal), while the other is
purely common-mode (the noise). In other words, noise and signal are
made to reside in separate and distinguishable domains using special
techniques. Then, with appropriate circuitry, we accept one of them
(signal) and reject the other (noise).

Common-Mode Rejection by Coils/Transformers
and Other Techniques

Besides the most basic requirement of a twisted pair, what special tech-
niques were we discussing previously ? Let’s list some of them here.

1. We start by revealing the simplest technique to separate sig-
nal from noise, applicable to both analog (telephony) and
digital (Ethernet). Visualize the following situation: If both
ends of a magnetic coil, such as in the loudspeaker of a tele-
phone (the first schematic in Fig. 1.5), or one of the windings
of say, a data transformer (the last schematic in Fig. 1.5), are
raised or lowered in unison by exactly the same amount (and
that by definition is common-mode), no corresponding cur-
rent will be produced in the coil. Why? Because current only
flows if there is a voltage difference (delta) present, and in this
case we have no voltage difference across the ends of the coil
(the voltages at its two ends are changing in unison by equal
amounts and with the same polarity). In other words, only a
differential-mode signal applied across the ends of a coil/
winding will produce a delta V with a resultant current flow.
Common-mode will do nothing here. That is common-mode
rejection, by definition.

Alternatively, if the noise picked up is purely common-
mode, as is true for the twisted pair in Fig. 1.5, the loudspeaker
will not emit any sound corresponding to the noise. Only the
voice signal, which is applied differentially across the twisted
pair by the microphone on the other side of the cable, will be
heard through the loudspeaker.

A very similar situation arises in a transformer. If no
current flows through a winding on one side, no voltage or
current can appear on its other side—because transformer
action requires that a (time-varying) current flow through
one winding, creating an induced voltage across the isola-
tion barrier on the other winding. In other words, both coils
and transformers have inherent common-mode rejection
properties. This property is commonly used in Ethernet today,
as it was in analog telephony over a hundred years ago.
In telephony, voice-frequency transformers were typically
placed at certain key positions, such as in telephone exchanges.
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They were called repeating coils at the time because their
main application was to inductively transfer (or repeat) the
signal from one telephone circuit (branch) into another. But
the actual signal came through clearly to the other side minus
(a good deal of) noise. So they were also used for common-
mode noise rejection. Some people express this property of a
transformer in a slightly different manner by saying “repeat-
ing coils (isolation transformers) break up ground (earth)
loops,” (and that leads to cleaner signal transmissions, with no
funny, buzzing sounds in telephony, and so on).

. Ground loops are nothing but a path for common-mode

noise/signals to flow. So breaking up a ground loop, how-
ever we do it, is tantamount to enforcing common-mode
rejection. One way to do that is by using data transformers as
explained previously. But it is also obvious we should avoid
making any direct galvanic connection to earth (ground) on the
line (cable) side. We will learn that PoE stages, which are
always located on the line side, are for that reason never
connected directly to earth (ground). Blocking capacitors of
very small capacitance, called Y-capacitors, are the only link
from PoE (line) side to earth (ground) (some amount of
capacitance to ground is deemed necessary for overall EMI-
suppression purposes). On the other side of the data trans-
former (the driver side), there is however almost invariably a
direct physical connection to earth (ground) (via the AC wiring)
for safety reasons (to protect the user from electric shocks).
We will discuss the safety and isolation aspects in greater
detail in Chap. 10.

. Let’s briefly summarize here: SWER systems depend on ground

loops to work. We tried to eliminate that ground loop by the
use of the twisted pair (metallic circuit). The data transformer
helped further in that mission because it enforced a break in
any inadvertent ground loop. In addition, we learned that we
should avoid physical connections to earth (ground) and
instead use Y-capacitors to connect anything on the line (cable)
side to earth, (ground). In other words, we need to isolate the
line and line-side circuitry from earth (ground).

On top of this, capacitor injection is another technique that
can be used to inject a signal into the twisted pair (instead of
using drive transformers). In that position, the capacitors will
block DC and thereby help break up any ground loops that
may form through the line driver side. Unfortunately, a capac-
itor is a high-frequency bypass, because the impedance of a
capacitor is 1/(2 nf x C) and if f and/or C is large, the imped-
ance is very low. In other words, capacitors do block DC, and
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break up DC-ground loops, but they also permit high-frequency
or AC-ground loops to continue to exist. In contrast, a drive
transformer is much better at common-mode rejection and
breaking up of ground loops. So a drive transformer is the
preferred choice in Ethernet. Capacitor coupling is not as
effective.

Note that, theoretically, the twisted pair can be directly
driven as shown in the middle of Fig. 1.5. But it is now obvious
that is not a good idea for breaking up ground loops, so that is
certainly one reason it is never used. But we should note that
there is another subtle reason to avoid direct drive too: Under
a fault condition, a direct-drive line driver (transceiver) can be
easily damaged. Capacitor coupling or transformer coupling,
on the other hand, are relatively fail-safe since they both end
up blocking any DC, which will likely result in the case of most
common types of fault conditions.

4. All these techniques—twisted pairs, data transformers/coils,
and so on—are part of our growing war-chest of tricks for
separating noise and signal, thereby ensuring “signal integ-
rity” over long distances. What other techniques can we use?
As indicated in the schematics of Fig. 1.5, the most obvious
way of rejecting common-mode noise is to use differential
stages, both for transmitting the signal at one end (differen-
tial driver), and for receiving it at the other (differential
amplifier).

However, just so we do not lose track of the bigger picture here,
we need to emphasize once again that in all the schematics of Fig. 1.5,
actually depend on noise being picked up identically (common-
mode) on both wires. That is the key advantage of a twisted pair. So,
the twisted pair is a basic requirement. Combined with the repertoire
of related techniques, such as described previously, we then continue
to restrict noise to the common-mode domain and the (useful) signal
to the differential-mode domain. Eventually, that is what makes noise
and signal distinguishable, ultimately filterable and separable.

Immunity and Emissions

We have been mentioning “immunity” in previous sections without
having spelled it out very clearly so far. We also referred to “a typical
electromagnetic environment.” What do these terms mean and relate to?

Electromagnetic immunity /susceptibility (EMS) is one side of the
total coin called electromagnetic compatibility (EMC). See the left side of
Fig. 1.7. On the other side of the EMC coin lies electromagnetic emis-
sion (EME). For example, an intentional /unintentional electromag-
netic emitter (Device A) sends out electromagnetic interference (EMI)
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all around it. Another device (Device B) in its immediate vicinity
should not only continue to work well when faced with this imping-
ing EMI (provided, of course, the levels of that are not excessive), but
must itself not emit significant amounts of EMI, so as to allow other
devices in its vicinity, such as Device A, to function acceptably too.
These are just basic good-neighbor principles at work—within the
EM environment.

To clearly define and regulate both aspects of EMC, there are well-
known European Norms (EN) in Europe and Federal Communication
Commission (FCC) standards in United States, but detailed discussions
about regulatory EMC regulations are out of our scope here because
that hardly concerns PoE, which can be considered largely DC-based
(and we know DC does not radiate). The important thing to remember
for our humble purpose here is that, in general, a good RF antenna is
not only a good receiver of EMI, but a good transmitter too. Similarly, a
bad receiver of EMI is a bad emitter of EMI too. So, for example, we
know that a long, single-conductor wire is a good antenna, both for
transmission and reception. However, perhaps rather nonintuitively to
us at first, a long twisted-pair cable is a relatively bad antenna, or at least
not as good an antenna as we may have expected, based on its good
length. But at least one thing remains true and consistent (though it is
almost coincidental in this case): The twisted pair cable, as used in an
Ethernet environment, happens to be a bad antenna for both reception
and transmission (of EMI). We will explain the reasons for all this below.

When used in Ethernet applications, the twisted pair not only
rejects incoming EMI (in effect, it provides system immunity), but
does not radiate too much itself (so it doesn’t test the immunity of
neighboring devices too severely either). The reason for the low emis-
sions comes from the fact that the magnetic fields produced by each
wire of the twisted pair, when driven with purely differential signal-
ing, are in opposite directions with equal magnitudes at any given
instant. So they mutually cancel each other out—there is no net (resul-
tant) field, at least not in theory. But yes, if the differential-mode sig-
nal has an inadvertent common-mode component to it, not due to noise
this time, but from design-related issues, (such as inherent imperfec-
tions in the differential nonideal driver), the cable will end up radiat-
ing somewhat. Similarly, if the noise pickup is purely common-mode,
it does get rejected very well as discussed previously, and that gives
us immunity. But if the noise has a small differential-mode compo-
nent (e.g., caused by poor twisting in a certain area of the cable, such
as at a very sharp bend), the system will see some noise getting mixed
in with the signal, and that will, in effect, lower, the overall system
immunity. In other words, signal integrity will be compromised.

On the right side of Fig. 1.7, we see at the cross section of four
twisted pairs of a typical Ethernet cable (viewed from the top). With
four twisted pairs in every cable, and several cables in a bundle (as the
cables go out from their hub/switch to the workstations), there can be
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significant “pickup” via radiation between adjacent twisted pairs. This
is called cross talk. In effect, it degrades signal integrity, affects data
transmission capability, and eventually reduces its reach (distance). So
for all the reasons described above, the twisted pair will help signifi-
cantly reduce cross talk too, since interference from adjacent pairs, in
the same cable or from adjoining cables, is basically noise pickup from
the viewpoint of any given twisted pair under study.

NOTE When the disturbance is from pairs in surrounding cables, the word for
that is alien cross talk (ANEXT or AXT). We also have near-end cross talk
(NEXT), and far-end cross talk (FEXT), which refer to the cross talk from
the other three pairs of the same cable as the victim. NEXT occurs when a
receiver overhears a signal being sent by a transmitter positioned at the same
end of the cable as the receiver, whereas FEXT occurs when the overhead
transmitter is located at the opposite end of the cable, away from the receiver.

NOTE In Fig. 1.7, the victim cable has been shown with exactly six
disturber cables surrounding it. We realize though that in a typical
Ethernet cable bundle there may be many more cables surrounding any
given cable. However, as we can see, by sheer geometry, six cables will
completely surround a given cable with no intervening gaps, so they
effectively shield the victim from the effects of outer cables. Therefore, for
studying ANEXT, the standard setup is as displayed—uwith exactly six
cables surrounding the cable containing the victim pair. This is often
called the 6-around-1 configuration.

We thus see that the magical unshielded twisted-pair cable (UTP)
helps achieve both immunity and low EMI (with the help of all the
supporting techniques as explained previously). It turns out that UTP
is not only low-cost, but high-performance too. It’s like a free lunch,
in effect. And that’s why it contributed significantly to the explosion
of Ethernet, compared to rival LAN proposals. Note that there is no
need for any separate external shielding either. A shield may only
complicate matters by providing an alternative and ambiguous
return path for the CM and DM currents. So it is no surprise that both
the coaxial cable and the shielded twisted-pair cable (STP) are almost
dead (for this purpose). In contrast, UTP abounds all around us.

Twist Rate and Wire Diameter

An extremely important characteristic of a twisted pair is related to
the basic question: How twisted is it? Cable categories have been
defined in the standards, and these eventually relate directly to a cer-
tain twist rate, or twists per unit distance (distance is measured in
inches or feet, for example). We do not need to go into too much
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networking detail here, but it is good to keep in mind that the greater
the twisting, the better the performance of the cable in general.

For PoE, the twist rate is not of any direct concern, except perhaps
in some esoteric system-design matters as discussed later. Because, in
PoE, we are essentially concerned only with the DC resistance of the
cables, not its reactive parasitic elements, like inductance and capaci-
tance per unit length. However, in what may be considered a fortuitous
coincidence, “good” cables from the viewpoint of data, are usually
good for PoE too. Not because of the higher twist rate (rather, despite
it, as discussed below), but because “good” cables are typically made
of thicker wire. Greater wire thicknesses imply not only lower-DC
resistance, but lower-AC resistance too. That helps both data and
PoE. A thicker wire increases the useful signal received at the end of
a 100-m cable, because it reduces Insertion Loss (reduces attenua-
tion). For almost the same reason, in the case of PoE, a thicker wire
allows for more power to be delivered at the end of the cable, because
we have lower I’R losses in the cable. In other words, in most cases,
power and data capabilities of cables seem to go hand in hand: They
end up dovetailing, much to our design satisfaction and ease.

We may notice, while playing around in the lab, that some of the
twisted pairs of a typical Ethernet cable are easier to unravel. There is
a good reason for that. If adjacent pairs have an exactly identical twist
rate (pitch), we could end up with a situation in which wires of differ-
ent pairs fall coincidentally almost adjacent to each other for the entire
cable run, affecting differential signaling negatively, and increasing
cross talk. To prevent this, Ethernet cable manufacturers use different
twist rates for different pairs in a good cable, though all this is not
usually declared or apparent to the user.

Unfortunately, a high-twist rate leads to a longer (unraveled) length
of copper wire. This not only increases the AC and DC resistance some-
what, but also increases the propagation delay, which is the time taken
by the signal to travel across the cable. Luckily, propagation delay by
itself is usually of less concern than the differences in the propagation
delays of adjacent pairs of a cable, which is called delay skew. By using
differing twist rates on different pairs of a cable to reduce cross talk, we
end up with larger delay skews. And that can become of serious con-
cern, especially in high-definition video applications and/or very
high-speed data transmissions. But twisting in general, despite this
relatively minor disadvantage, has overwhelming advantages.

Categories of Ethernet Cable

In principle, we can implement Ethernet technology not only
over unshielded twisted pair (UTP), but also shielded twisted pair
(STP), coaxial wire, or even optical fiber. However, in this book we
are going to focus only on the ubiquitous UTP, since for most
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applications, UTP happens to be the most cost-effective, popular,
and prevalent choice. In this section we will list the key cable cate-
gories that make them either suitable or unsuitable for Ethernet
applications. We have also summarized key applications versus
cable categories in Table 1.2.

The Telecommunications Industry Association (TIA) categorizes
cables depending on their data transmission capabilities (over 100 m
of cable). The TIA is largely North American. In Europe, the corre-
sponding standard is from the International Standards Organization
(ISO). In Europe, the cable categories/components are called by dif-
ferent names, as we can see in Table 1.2. But they are U.S.-equivalent
categories. Keep in mind that in Europe, telephone/Ethernet/AC
color coding can all be quite different from the United States too.

The older U.S. Ethernet cable standard was TIA-568A, the more
modern one is TIA-568B. These standards are the origin of the prefix
“CAT” or “Category” that we will find on a typical (North American)
Ethernet cable, expressing its rating and capability. The most com-
mon cable category in use until a few years ago was Category 3
(CAT3), which is considered good for 10Base-T Ethernet, or basic
telephony applications. For 100Base-TX, the most common cable
around is Category 5e (or CATb5e, in which “e” stands for enhanced).

What are the associated wire diameters? We note that TIA-cable
standards are inherently pre-PoE, or datacentric. The good news is
that since data and power capabilities do seem to dovetail, we can
deduce the worst-case wire thickness (AWG) required for PoE power
calculations. It eventually leads to

1. CAT3 (Class B) (16 MHz/16 Mbps): Typically AWG26 (worst-
case) to AWG24. Used primarily for 10Base-T. The first PoE
standard, IEEE 802.3af-2003, was written with this category
in mind.

2. CATS5 (100 MHz): Typically AWG26 to AWG22. Rare or obso-
lete. Ignore.

3. CAT5e (Class D) (guaranteed 100MHz; typically up to
350 MHz): Typically AWG24 (worst-case) to AWG22. “e”
stands for enhanced, which implies a higher twist rate and
lower cross talk than CAT5. Used primarily for 100Base-TX,
but can usually also support 1000 Mbps over 100 m by using
all four pairs. The second (most recent) PoE standard, IEEE
802.3at-2009, was written with this category in mind.

4. CAT6 (Class E) (250 MHz): Typically AWG23 (worst-case)
to AWG22. It is rarely used, since it was intended for
1000Base-TX, which is dead as discussed earlier. It also falls
short of supporting 10 G (10,000 Mbps applications) over
the full 100 m as required.
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5. CAT6A (Class E,) (500 MHz): Typically AWG23 (worst-case)
to AWG22. This is a future specification, intended for 10 G
applications. It is becoming increasingly popular in an
attempt to “future-proof” new installations.

Why is CAT5/CAT5e so much better than CAT3 anyway? The min-
imum wire gauge is better for one. We can also intuitively understand
that another key reason is the twist rate. Typically, CAT3 has three
twists per foot, whereas CAT5/5e has about 2 to 3 twists per inch (10 to
12 times more than CAT3). In CAT5e has lower cross talk than CAT5.
One way to reduce cross talk significantly is to use dissimilar twist rates
in the pairs of a given cable.

PoE Cable Categories

From a PoE perspective we need to remember this:

1. IEEE 802.3af-2003 assumes a worst-case of AWG26 (CAT3).

2. IEEE 802.3at-2009 assumes a worst-case of AWG24 for higher-
power applications (CAT5e).

(Keep in mind that AWG24 is thicker than AWG26.)
In terms of resistances:

1. IEEE 802.3af assumes that a 100 m CAT3 cable that has a
worst-case (DC) loop resistance of 20 Q. This is the cable resis-
tance assumed for low-power applications (13 W at the end of
the cable).

2. IEEE 802.3at assumes that a 100 m CATb5e cable that has a
worst-case loop resistance of 12.5 Q (for Type 2 medium
power applications). This is the cable resistance assumed for
medium-power (Type 2) applications (25.5 W at the end of
the cable).

We will do some calculations later, based on the resistivity of cop-
per. At this point the above information is enough, but we may also
want to keep in mind that these resistance numbers are actually for 90 m
of Ethernet cable plus a total length of 10 m of patch cables at either
end. It also includes estimated contact resistances of connectors on
both sides. Temperature variations are also included in these resis-
tance numbers.

Bandwidth and Information Capacity of Cables

We may have noticed from Table 1.2 that CAT5e can support 1000Base-T
(1 Gbps), even though it is only rated 100 MHz. We realize that we are
using all four pairs of the 100 MHZz cable for doing 1 Gbps, but we still
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can’t seem to explain this rather big jump to 1 Gbps. There seems to
be no obvious math here. And does that mean 100 MHz is really not
equivalent to 100 Mbps as often assumed? Yes, there is really no obvious
relationship between bandwidth and maximum data rates.

Historically, especially when used for RF purposes, the usable
bandwidth (maximum frequency range) of a cable was supposedly
related to the relative attenuation of different sine-wave frequencies
as they passed through the cable. For example, we have for years
used coaxial cable (RG-6) for cable TV (CATV), in which many sta-
tions are carried simultaneously up to very high frequencies (~1000
MHz). Also, the length of the cable really does not seem to profoundly
affect its frequency characteristics; the length actually seems related
more to the attenuation of the entire signal over very long cable
lengths, and the sensitivity/design of the RF preamplifier/receiver to
extract a “clean” signal from the noise. Yes, we do know today that
the diameter of the cable is a key factor in determining its frequency
characteristics (cutoff frequency).

What Metcalfe proposed in 1973 was a very different application
of coaxial cable. First, it was now being used not for analog sine waves
but for digital signals, with sharp “edges” containing a lot of high-
frequency harmonic content. Second, it was being shared for data. So
the final point-to-point data rates would be affected by the number of
computers hanging off the bus. Clearly the concept of bandwidth and
“information capacity” was evolving and developing.

Let us fast-forward to modern times where we have a star topol-
ogy (no shared bus), and we are using twisted pairs, not coaxial,
because that is what is relevant to us today. One of the most impor-
tant and basic parameters that defines the final performance of
telecommunications cabling is its channel bandwidth. This is the key
differentiator between what we call CAT3 and what we call CAT5e,
for example. The channel bandwidth is the frequency range over
which the signal-to-noise ratio (SNR) is a positive quantity when
expressed in decibels (dB); which basically just means the signal level
is greater than the noise level. SNR is basically the same as the (power
sum) attenuation-to-cross talk ratio (called PSACR or just ACR). For
example, for a CAT5/5e channel, the objective is to have a PSACR
greater than zero (a positive number in decibels) over a frequency
range up to 100 MHz. That is, by definition, bandwidth. Note that in
all cases, we are assuming 100 m cable length in Ethernet applications.

Coming to the information capacity of cables, people often
equate 10 MHz bandwidth to 10 Mbps, 16 MHz to 16 Mbps, and so
on. This, in fact may be true, but only coincidentally so. For example,
a cable of 100-MHz bandwidth is not limited to 100 Mbps. It can usu-
ally go to much higher bit rates. We know that using all four pairs of
CATbe, rates up to 1 Gbps can be achieved. Many factors come into
the picture in determining maximum bit rate. The upper megabits
per second (data rate) achievable is very hardware-dependent for
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one. In addition, modern Ethernet PHYs (transceivers) use many
novel techniques to extend data rates. These are out of the scope
of this book, but if the reader is interested, he or she can refer to
“Manchester coding” on the Internet, and branch out from there.
Underlying all this, there is in fact a fundamental relationship
between the bandwidth of a channel expressed in megahertz (MHz)
and the maximum information capacity (or data rate) expressed in
megabits per second.

A good analogy is the traffic flow on a major highway. Bandwidth
is similar to the number of lanes of traffic on a highway. The data rate
is very similar to the traffic flow (the number of vehicle crossing over
per hour). So one obvious way to increase the traffic flow (data rates)
is to widen the highway (increase bandwidth). But another way is to,
say, improve the road surface, eliminate bottlenecks, use better sig-
nage, and so on (lower the cross talk, use special encoding schemes,
and so on). It is therefore possible to pack more bits of information
per Hertz of available bandwidth; but that requires a higher SNR.

NOTE The mathematical relationship between bandwidth and information
capacity was discovered in the 1940s by Claude Shannon, an engineer
with Bell Telephone Laboratories. This is called the Shannon limit or the
Shannon-Hartley theorem. It determines the maximum information
rate for a noisy channel as a function of the available bandwidth and the
SNR. DSL is also credited to Shannon. As per Wikipedia, “the theory
behind DSL, like many other forms of communication, can be traced
back to Claude Shannon’s seminal 1948 paper: A Mathematical Theory
of Communication... He is also credited with founding both digital
computer and digital circuit design theory in 1937, when, as a 21-year-
old master’s student at MIT, he wrote a thesis demonstrating that
electrical application of Boolean algebra could construct and resolve any
logical, numerical relationship. It has been claimed that this was the
most important master’s thesis of all time.” For such contributions,
Shannon is often called “the father of information theory.”

Effect of Temperature on Cable Performance

Ideally, we want the network to be unaffected by our decision whether
to run power down the cable (use PoE) or not. We want power and
data to be separate and as transparent from each other as possible.
Otherwise, for one, troubleshooting can become very challenging.
Many techniques and tricks are employed to make the separation of
power and data over Ethernet cables a reality, and we will discuss
some of these later in this chapter. But there is an obvious manner in
which they can interfere, and we will discuss that here.

Signal strength is a critical factor in overall network performance.
A lower Insertion Loss is the functional equivalent of a strong signal

i
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at the receiver end. We prefer thicker conductors because that lowers
Insertion Loss and thus helps improve the SNR, thereby increasing
immunity to external and internal noise sources. We also realize that
cables with a lower Insertion Loss will be able to support longer dis-
tances. What we may not immediately recognize is that good cables
also support a higher-operating temperature range. Cables are often
installed in ceiling spaces, air plenums, and riser shafts, where the
ambient temperature is much higher than in a typical air-conditioned
environment. A study performed by the Lawrence Berkeley National
Laboratory at the University of California revealed that temperatures
in plenum spaces of medical buildings could reach as high as 49°C on
a hot day in the middle of summer. We can expect that in tropical
countries and/or in warehouses and factory environments, even
higher cable temperatures will be encountered. Add to that possible
self-heating if we are also sending PoE down the cables.

Keep in mind that Ethernet cables are typically rated only up to
60°C. In the long term, high temperatures can adversely affect the life
expectancy of the cabling. In the short term, performance can be
severely affected because the resistivity of copper increases signifi-
cantly with temperature.

Let us do the math here. The resistance of copper goes up 4 percent
every 10°C. For example, if a certain cable has a resistance of 10 Q at
20°C, then at 30°C the resistance is 10 x 1.04 = 10.4 Q. What is the resis-
tance at, say 60°C? Note that some wrongly say that since 60 — 20 = 40,
the resistance has gone up by 4 + 4 + 4 + 4 = 16%, which gives
10 Q x 1.16 = 11.7 Q. That is not quite correct! The actual increase
needs to be calculated based on the cumulative factor: 1.04 x 1.04 x
1.04 x 1.04 = 1.17, which leads to an increase of 17 percent, which in turn
leads to 10Q2x1.17=11.9 Q. Agreed, it doesn’t seem to be much different
from the 11.7 Q calculated by the previous (incorrect) method, but in
general, the first method is inaccurate and can produce noticeable error.

Knowing that the resistance of copper goes up 17 percent from
20°C to 60°C (a rise of 40°C), and since DC losses depend on I°R and
are clearly proportional to R, we expect cable losses related to PoE to
also go up 17 percent for the same temperature rise (for a given
maximum current, I).

From the viewpoint of data/signal transmissions, the Insertion
Loss also goes up proportionately. But note that Insertion Loss is usu-
ally expressed in decibels (dB). So raising the temperature by 10°C,
leads to an increase in Insertion Loss by the amount 20 x log (1.04) =
0.34 dB. Similarly, going all the way from 20°C to 60°C, the Insertion
Loss increases by 20 x log (1.17) = 1.36 dB. In decibels we can just add
up numbers. So we could have written the increase in Insertion Loss
from 20°C to 60°C as 0.34 dB + 0.34 dB + 0.34 dB + 0.34 dB = 1.36 dB.
The “wrong math” would have given us 20 x log (1.16) = 1.29 dB,
noticeably different from the correct answer of 1.36 dB.
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What do these numbers really imply? Consider a cable of 90-m
length at 20°C. If we raise its temperature up to 40°C (a rise of 20°C),
the resistance goes by a factor 1.04 x 1.04 = 1.082. That is just
8.2 percent higher. But the Insertion Loss also goes up by the same
factor. So to have the same transmission performance at 40°C as a
90-m cable at 20°C, we need to reduce the length of the cable by the
very same factor too: that is down to 90/1.082 = 83 m. So just a 20°C
rise has impacted the data reach by 7 m. In other words, if the 90-m
wire was just acceptable (“marginal”) for a given application at 20°C,
it will certainly have serious trouble in the form of data bit-errors as
the cable heats up, unless we started off with a smaller cable (83 m in
this case) than was just adequate at 20°C (90 m).

As mentioned, the increase in temperature of the cable may be
caused by rising ambient temperatures, but also due to self-heating
from PoE losses. Since this will also cause an increase in Insertion Loss,
to truly keep data and power separate (transparent from each other), we
need to account for PoE-induced temperature rise upfront: if necessary
by using a better-quality (nonmarginally-compliant) cable.

Cable Temperature Rise Caused by PoE

We need to know the expected temperature rise caused by PoE self-
heating so we can estimate more accurately the maximum temperature
of the cable, and thus prevent deterioration in signal-transmission
capabilities (increase in Insertion Loss).

We will keep this simple. Temperature rise and the maximum
allowable PoE current was the subject of several committees, reports,
and intense discussions, especially during the creation of the IEEE
802.3at standard. But the dust has settled, so it is enough to just quote
the results that matter to us going forward.

Initially, during the creation of the older (IEEE 802.3af) standard,
the logic was very simple. The TIA liaison reported that existing
infrastructure was rated for an absolute maximum of 500 mA on any
one conductor. That was the starting point. Keep in mind that at this
stage, the assumption was CAT3 cabling with AWG26. Now, as we
will soon learn, although a normal PoE connection uses both conduc-
tors of a twisted pair in parallel, the committee decided not to allow
twice the current per pair (2 x 500 mA =1 A). The reason is a) active
current balancing is not present, so we can’t say for sure how the PoE
current will actually distribute on the two wires of the center-tapped
pair, b) in addition, we may also have a defective connector, with
continuity on only one conductor. And so if 1-A wire were to be
allowed on a twisted pair, we could, under faulty connector con-
ditions, get 1 A flowing through only one conductor. That would
be unsafe. So the absolute maximum current was fixed at 500 mA
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per twisted pair. To comply with this absolute maximum, a fairly
fast-acting current limit with a typical + 50 mA tolerance (+ 10% of
500 mA) needs to be set. Its nominal (center) value must be at 450 mA.
Because then we get a practical current limit lying anywhere in the
range 450 + 50 mA, or 400 to 500 mA. In other words, with tolerances
considered, the lowest level of the current limit could be worst-case
400 mA. Now coming to normal operation, we typically also want to
include an overload region just above the normal continuous current
rating. This will allow a typical device running off PoE power to
draw momentary surges of power if necessary (as per the normal
operating profile of most devices), without the port being shut down
by the activation of the current limit. So if we plan on a 50-mA overload
region (below the lowest value of current limit), we get the normal
continuous current rating of the cable as 400 mA — 50 mA = 350 mA.
And that’s how 350 mA was fixed as the maximum continuous PoE
(DC) current in IEEE 802.3af. It corresponds to 13 W at the end of
100-m of CAT3 cable as we will soon see.

When the AT standard (IEEE 802.3at) was being drafted, the cable
category under discussion was CAT5e (for medium-power/Type-2
applications). TIA guidance recommended a maximum temperature
increase of 10°C because of PoE self-heating in a typical cable bundle,
up to an absolute maximum cable temperature of 60°C, which is the
maximum temperature rating of most Ethernet cables. But that implies
that the maximum ambient temperature is restricted to 60 - 10 = 50°C
(for Type-2 applications). We then have the desired headroom of 10°C
for PoE self-heating, without exceeding the rating of the cable. With
several tests on cable bundles, the committee found that 600 mA is a
good value, since it gives about a 7.2°C rise. Yes, there is some addi-
tional built-in headroom here, since the temperature rise is less than
10° C, but that is certainly nice to have and can only help in extending
the life of the cabling. And that’s how, in a nutshell, 600 mA was fixed
as the maximum continuous PoE (DC) current in IEEE 802.3at for
Type-2 (medium-power) applications. It corresponds to 25.5 W at the
end of 100 m of CAT5e cable, as we will soon see.

NOTE The temperature rise of 7.2°C is actually for the case of power applied
through only two pairs of the four available pairs of an Ethernet cable.
Specifically, we have 600 mA flowing in a forward direction through one
pair, and the same current returning through the other pair. Two pairs are
always unused in normal IEEE-compliant PoE, whether Type-1 or Type-2.
But as an experiment, if all four pairs are energized with 600 mA (1.2 A
going forward through two pairs, and 1.2 A returning through the other
two pairs), the observed temperature rise is 10°C. We see that this
temperature rise is also acceptable as per broader TIA guidelines. And
that is the reasoning driving some new industry standards for four-pair
PoE. For example we have recently seen, Universal Power over Ethernet,
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(UPOE) from Cisco. This corresponds to twice the output wattage, that
is 25.5 x 2 =51 W at the end of 100 m (of CATbe cable). But keep in
mind that still, IEEE PoE standards apply only to 2-pair PoE. four-pair
PoE is not covered by the standard, nor is it ruled out. For example,
Section 33.1.4.1 of the AT standard deliberately kept the door open for
that future possibility.

Some caution needs to be applied in interpreting the listed results
and recommendations. First, we are not allowed to increase the max
current (above 600 mA) if the ambient is somehow known to be lower
than 50° C. This, in effect, means we are not just concerned about the
actual average temperature of the cable bundle, but its tempera-
ture gradient or rise (§ T) above ambient too. A higher temperature
rise will create hot spots inside the cable bundle, possibly degrad-
ing the life of the cabling infrastructure. For that reason, a cable
temperature rise greater than 10°C above ambient is not allowed
under any circumstances. Second, nor is there some simple formula
to allow us to lower the max current judiciously, allowing us to raise
the ambient above 50°C, though still staying less than 60°C (by the
use of some derating curve). There is simply no derating curve pre-
sented in the IEEE standard. The rules were created to keep things
simple as far as possible, and also ensure life expectancy of the cabling
infrastructure.

The bottom line is we are not allowed to go above 50°C ambi-
ent for both Type-1 and Type-2 applications, nor above 350 mA
and 600 mA for Type-1 and Type-2, respectively.

With that background and understanding of how the twisted cable
was adopted and used in modern Ethernet, we get back to another key
reinvention from the past, the center-tapped transformer. It is an imple-
mentation of the “phantom” circuit principle we had mentioned previ-
ously in connection with the 2010 DSL breakthroughs.

The Center-Tapped (Hybrid) Transformer
and the Phantom Circuit

In the top schematic of Fig. 1.5, we see the signal from the micro-
phone being transmitted down a twisted pair to a loudspeaker inside
a remotely located telephone. That ensures Person A can talk to
Person B. But what about reverse communication? We need Person B
to talk to Person A too, and simultaneously. We could use a second
twisted pair for that. See the uppermost schematic of Fig. 1.8. That
works, but it is neither smart nor cheap. Can we save one twisted
pair? The historical answer to that was the hybrid transformer. It is
presented in a very simplified form in the second schematic in Fig. 1.8
(shown in more detail in Chap. 13). We are not going to do any
math here, but we should notice the separation of the microphone
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Carbon microphone is actually a variable resistor, so it needs a battery to be able to send varying current down the line (battery not shown)
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Hook switch, ringer and other details of phone not shown.
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Ficure 1.8 Development of the hybrid (2- to 4-wire) concept from telephony to Ethernet.

from the speaker by center-tapping. This is a clue to the overall con-
cept used here. Subsequently, with the advent of electronics, the
hybrid transformer disappeared and was replaced by active circuitry,
though the circuit block was still aptly called a “hybrid” circuit. It is
basically a 2- to 4-wire (or in the reverse direction a 4- to 2-wire) mul-
tiplexer of sorts. The same concept is used in 1000Base-T, in which all
four pairs of the Ethernet cable are used for data transmission, and
each pair is bidirectional as shown. Of course, we cannot connect the



The Evolution of Power over Ethernet

output of a differential transmitter directly to the differential receiver
located next to it, for that will lead to the digital equivalent of “audio
feedback”—the familiar howling we often hear during stage shows
when the microphone happens to catch (and amplify) its own sound
coming from the speakers. Clearly, we need to insert a separator/
multiplexer, as shown. As indicated, for historical reasons, this multi-
plexer is also called a “hybrid” in Ethernet terminology.

Returning to the second schematic from the top in Fig. 1.8, we see
that we have multiplexed two audio signals on the same twisted pair
by using a center-tapped transformer. This could be one of the earli-
est such circuits discovered and used. In effect we are creating an
additional circuit (we can call it a phantom or ghost circuit) that rides
on top of the existing twisted-pair circuit. It is somewhat like two
people sharing the same seat on a bus, unaware of each other. In the
process, we are saving a seat (a twisted pair in this case).

To really understand the principle behind the phantom circuit, we
need to open our old high-school physics book to a page we have likely
forgotten long ago: the Wheatstone Bridge. Historically, that’s exactly how
the principle of phantom circuits was first discovered and analyzed. In
Fig. 1.9, we have selected a special case of the Wheatstone Bridge with all
its bridge resistances exactly equal. By simple voltage-divider principles,
we realize that the voltage at the common node between R1 and R2 is
going to be V/2, where V is the battery voltage. Similarly, the voltage at
the common node between R3 and R4 is also V/2. And the voltage across
the load resistor (which is the resistor shown inside the gray box of the
other cross-branch) is therefore V/2 — V /2 =0. In other words, 1o current
will flow through this load resistor.

Then we do a little “morphing” to show that, in fact, both the load
resistor and the battery are in equivalent cross-branches of the bridge,
even though they may have been sketched in a seemingly different
way (with one of them appearing to be inside the bridge, the other
outside). In reality, their positions are, fully interchangeable—using
identical bridge resistors, they are, in effect, identical positions. In other
words, we could replace the load resistor with another battery too (or a
general voltage source), and the two voltage sources will never drive
currents into each other. We could mix and match and have, for exam-
ple, a DC source in one cross branch and an AC source in the other. One
could even be a voltage source, the other a current source, and so on.
We will discover that the two sources in the cross-branches of this
“equalized” Wheatstone Bridge never interact with each other. In effect
they are mutually independent. Each is a “phantom” to the other. So
neither sees the other. Of course the resistors “know better.” Each
source will drive its corresponding current contributions through the
four resistors of the bridge. To calculate the total currents in the resis-
tors, we need to calculate the current contributions corresponding to
one source being present, assuming the other source is not even connected.
Then we add their individual contributions to get the net current in
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The Evolution of Power over Ethernet

each resistor. This process is shown with a numerical example in
Fig. 1.10. We thus see that the two voltage sources (persons) can share
the same bridge resistors (seats), but remain independent (unaware) of
each other. Right out of the pages of a Harry Potter novel!

In Fig. 1.11 we take this bridge morphing further in a few simple
steps. In the first schematic (marked 1), we create two independent cir-
cuits: one involving an AC signal (in this case a telephone signal actually,
symbolically indicated by the circle with a “T” inside), the other with a
battery and load resistor in series with each other. The two circuits are
independent, as mentioned previously. We now also clearly see that the
current flow produced by either source does not go through the other
source. In the next schematic (marked 2, we show that we could do the
same thing, not by using resistors but by using identical inductors)

1=1V/40 = 0.25A 1=2V/4Q = 0.5A

1=0.25A+0.5A = 0.75A
0.75A

Final current
distribution is the
sum of the currents
produced by each
voltage source

4V

Ficure 1.10 Numerical example of how two voltage sources in the cross-
branches produce currents independent of each other, which can then be
added up to get the net current in each resistor.
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Ficure 1.11  Morphing the Wheatstone Bridge to produce several exemplary phantom
circuits.

(though in this case we are assuming there is some real-world winding
resistance present for ensuring that sufficient impedance is presented to
the DC source; otherwise it will get shorted out). In the next schematic
(marked 3), we replace the inductors by transformers. The long connect-
ing wires are now considered part of a (single-pair) cable. In this case, if
the cable is long enough, and assuming the resistances of its two wires
are equal, we do not need the transformer windings to have any resis-
tance at all. This particular schematic can serve as a telegraph (or
switched-DC) circuit based on SWER architecture, in combination with
anormal telephone circuit.

To remove the SWER architecture, in the next schematic (marked 4),
we introduce two identical Wheatsone Bridges, corresponding to the
case of two twisted pairs. We see that the two twisted pairs carry not
only two telephone circuits, but a phantom telegraph/DC circuit
with a proper return wire (not requiring a ground return). That is, in
fact, almost exactly what we do in PoE today. (See top of Fig. 1.12.)
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We will explain Fig. 1.12 in more detail shortly. For now, coming
back to Fig. 1.11, note that in the last schematic (marked 5), we have
replaced the DC source by a new (phantom) telephone circuit. This is
in fact the historical way in which three telephone circuits were cre-
ated out of just two existing twisted pairs—in effect, providing a free
(phantom) telephone circuit without the added cost and complexity
of actually laying out a new twisted pair across several miles.

We have discovered the sheer resourcefulness and ingenuity of
engineers working in that obscure period from the late-19th and
early-20th centuries. Keep in mind that the phantom DSL break-
throughs of 2010 we talked about earlier are based on the phantom
circuit principle, and in fact, perhaps both the DSL breakthroughs are
very similar to the last circuit discussed (with some proprietary
enhancements to reduce “cross talk” and so on). The underlying idea
of using transformers instead of resistors in the Wheatstone Bridge
came from J. J. Carty in 1886. That was the 100-year-old networking
trick Alcatel Lucent talked about.

Methods of Injecting PoE via Phantom Power

Schematic 4 in Fig. 1.11 is the basic way of inserting PoE by phantom
power. The key difference, or rather addition, is a pass-FET in series
with the battery on the left side and another pass-FET in series with
the load on the other. The purpose of these pass-FETs and related
circuitry is basically to impart some intelligence to the power-delivery
scheme, and that is discussed in great detail in the following chapters.

In Fig. 1.12, in the upper portion, we have drawn this popular
way of injecting (and extracting) PoE (DC power) on an Ethernet
cable via the center-taps of the data transformers. We have
learned that this is the way telegraph and telephone circuits have
been historically combined for over a century. Nothing new here.
We should have known it would work from way back in 1886.
Metcalfe also talked about the possibility of combining data and
power lines in his 1973 memo but did not mention phantom
power specifically.

The question is how did this evolve in PoE more recently?

One of the earliest references to center-tapping of drive trans-
formers for combining power and data (digital) is U.S. patent number
5,065,133 filed in 1989. This one is assigned to The Siemon Company,
and the inventor is Gary Howard. Its basic intent is simply to increase
the reach of digital signals over unshielded twisted pairs by creating
an “enhanced analog signal,” by suitably mixing the digital signals
with AC power. With some tuned-impedance matching, this creates
transmission-line effects and extends the range of the digital signals,
which would otherwise get severely attenuated, if not distorted, in
UTP cable. The method of combining data and AC power as per the
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patent, is basically schematic number 5 in Fig. 1.11, except that the
inventor has used the phantom circuit (in the middle), not for a third
telephone line (voice), but for transmitting AC power. In other words,
the center circular source shown marked “T” should now be marked
“AC” instead. The AC frequency could be derived from household
mains wiring, but it is better to use higher frequencies for reducing
the size of filters, and so on. The idea of extracting the AC power and
using it for remote powering is also mentioned in this patent. This
was indeed clever and ground-breaking.

The above patent was later cited by a key U.S. patent number
5,148,144, filed in 1991. This one was assigned to Echelon Systems
Corp., Palo Alto, and the inventors are Philip H. Sutterlin et al. This
seems to be one of the first showing center-tapped data transformers
for DC remote powering. It also contains a very good discussion on
the advantages of phantom powering, and for the first time perhaps,
it talks of how center-tapping avoids “core saturation.” Keep in mind
that when J. J. Carty introduced his idea in 1886, they were using
audio-frequency transformers that were big and bulky to start with.
These also had many turns on them, and so there was plenty of DC
resistance to limit the currents. These transformers were also wound
on iron-cores, and we know today that iron-cores can support very
high flux densities without core saturation. So the whole idea of
reducing transformer core size and also avoiding core saturation, was
of little concern back then. No saturation was likely ever observed. So
it seems plausible that the 19th-century inventors were themselves
unaware of the biggest advantage that center-tapping brought to the
table: avoiding core saturation. But with ever-decreasing sizes of
components today, it is something we are very cognizant of today.
Especially when using the tiny ferrite/powdered iron /Kool Mu cores
found in typical data transformers today.

We now realize that center-tapping has a big advantage in avoid-
ing core saturation when injecting power—AC, DC, or PoE. If not for
center-tapping, we would need to significantly increase the size of
the drive-transformer core for the sake of adding PoE capability. That
would be hardly desirable. For one, the AC characteristics of such a
bulky drive transformer will get severely compromised as pointed
out in the patent number 5,148,144 too. Besides, a typical switch/hub
will have 4, 8, 24, 48, or 96 ports. Each port has two drive transform-
ers at least, and so in the interest of keeping overall size of equipment
manageable, we need to keep the magnetics very tiny, despite intro-
ducing PoE. And center-tapping is the way to do that.

What determines the size of a transformer? Every core has a
physical limit as to the amount of energy it can store. Larger cores can
store more energy. Flux (® = B x Area) corresponds to stored energy.
It is proportional to ampere-turns. So from ampere-turns, we can esti-
mate core size. A complete treatment of magnetics can be found in
this author’s Switching Power Supplies A-Z book.
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For calculating ampere-turns at any given moment, we need to
(algebraically) sum up the product of the current in every winding
placed across a core and the number of turns of that winding (XNI).
The sign of the current is determined with respect to the polarity dots
of the winding, as shown in Fig. 1.12. In center-tapping, in an ideal
case, current splits up exactly equally in the two halves, and these
current components have opposite polarities (away from the dot,
toward the dot). So they cancel out completely in terms of the flux in
the core. For all practical purposes, the core does not “see” the PoE
current, unless there is an imbalance, and then it would just see the
“difference current” (difference of the magnitudes of the currents in
the two halves). We also realize, the transformer core would need to
be a little larger to handle real-world imbalances as discussed in more
detail in Chap. 9. However the copper windings do see the full PoE
current, and there is no “cancellation” at work here, because heating
depends on I’R, and the squaring of current masks its sign anyway.
So the copper windings will need to be somewhat thicker for a
“PoE-capable” drive transformer. To accommodate these thicker
windings, on rare occasions, the core size may need to be increased
just a little, to provide a larger “window.” But in general, center-tapping
for the purpose of introducing phantom power causes almost no
increase in the size of the magnetics. This is what was so explicitly
pointed out, apparently for the first time, in U.S. patent number
5,148,144. To quote from that patent (italics inserted by this author):

....prior art systems are not without their disadvantages. One major dis-
advantage of this type of prior art system lies in the fact that the trans-
former must be sized to handle the DC current without saturating. In general,
a transformer which can accommodate DC currents without saturating
has much poorer AC characteristics than one in which does not have to handle
any DC current. These degraded AC characteristics are manifested by
poor communications signal quality and by a limited bandwidth... . To
overcome the difficulties associated with providing power and commu-
nications along the same cable, some practitioners have chosen to pro-
vide separate conductors for power and message delivery... . A further
problem of conventional power distribution approaches is that they tend
to make inefficient use of cable... .Therefore, what is needed is a means
of providing power and communications over the same cable network... .
the present invention provides a wire-based communications network in
which power and message information is delivered over the same cable
network with improved AC characteristics. The enhanced communica-
tion capabilities of the present invention permit greater communication
speeds and transmission over greater distances.

Do we need to always center-tap the drive transformers for inject-
ing PoE? No, we can also use center-tapped inductors instead. These
are also called “autotransformers.” See the lower portion of Fig. 1.12
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for a breakdown of their pros and cons. The first patent that seems to
have talked about this alternative method for phantom powering via
center-taps is called “Power transfer apparatus for concurrently
transmitting data and power over data lines,” filed on May 29, 1997.
It bears the U.S. patent number 5,994,998, naming David Fisher et al.,
from 3Com. There were several continuation patents of this initial
patent, extending to U.S. patent number 6,710,704 filed in 2002 and
more recently U.S. patent number 6,989,735 filed in 2004.

The first mention of the possibility of using phantom power for
PoE at the IEEE 802.3af meetings seems to have been on March 10,
1999, by Nick Stapleton of 3Com. On July 6 of the same year, Amir
Lehr from PowerDsine (now part of Microsemi) mentioned the pos-
sibility. In fact 3Com and PowerDsine were the key companies at the
time, urging IEEE to standardize PoE. Later, Yair Darshan of Power
Dsine (Microsemi) became one of the key technical persons involved
in the development of the PoE standards, along with Fred Schindler
of Cisco.

In this manner, PoE got built from the ground up—the “ground”
in this case being J. J. Carty’s idea from 1886. That idea had worked
spectacularly for telephony, later for power over data in Ethernet,
and finally data over data in phantom DSL too. It is the old “network-
ing-trick” in its various incarnations, but the same basic principle.

NOTE The key concern in phantom circuits is that they truly remain
“phantom” to each other. In other words, in our case, data should be
completely unaffected by power, and vice versa. Unfortunately, the latter
is almost a fait accompli, the former is typically not: Power can easily
affect data. We saw in this chapter when we learned that an increase in
temperature of the cable caused by to PoE self-heating will cause an
increase in the Insertion Loss, which can affect the reach/quality of data
transmissions. We also made initial assumptions about how well-
matched/equal the resistances of the Wheatsone Bridge were. Because if
they are not, we will get current through the cross-branches, and so, in
effect, the two cross-branches will interfere with each other. That means
the two subcircuits are no longer very good “phantoms” to each other. We
can thus understand that any asymmetry in, say, the center-taps, or even
in the wire resistances of the twisted pairs of the cable, can lead to PoE
severely affecting data transmissions. These nonidealities will be
discussed later in more detail.

PoE Chip Vendors: The Emerging Landscape of PoE

This happens to be the first book on the subject. We can ask how did
the general technical community, more specifically, PoE engineers,
survive and learn so far? The answer is with the help of some very
useful technical information on PoE and the related IEEE standards

%
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available on several major chip vendors” Web sites. We end this chap-
ter by listing such vendors. Most of them have been a huge part of the
technical community at large and the growth of PoE as a field. This
book, too, has relied heavily on their technical information in an
effort to disseminate and “put it all in one place.” The acronyms PSE
and PD (see Table 1.1) are further explained in the next chapter.

1.

Microsemi (PowerDsine): The pioneers of PoE currently have
PSE chips with both internal and external pass-FETs. They
also have PD chips, both with only the front-end pass-FET,
and also with integrated PWM (DC-DC converter) controller
stages.

Texas Instruments (T1, along with recently acquired National
Semiconductor): They currently have PSE chips with both
internal and external pass-FETs. They also have PD chips,
both with only the front-end pass-FET, and also with inte-
grated PWM (DC-DC converter) controller stages.

Linear Technology: They currently have PSE chips with both
internal and external pass-FETs. They also have PD chips,
both with only the front-end pass-FET, and also with inte-
grated PWM (DC-DC converter) controller stages.

Silicon Labs: They currently have PSE chips with both internal
and external pass-FETs. They also have a highly integrated PD
chip with on-board bridge rectifiers, front-end section (with
pass FET), and a complete DC-DC switcher (including the
switching FET).

ST Microelectronics: They currently only have PD chips, both
with only the front-end pass-FET, and also with integrated
PWM (DC-DC converter) controller stages.

Broadcom Corp.: Integrated-FET PSE-chip vendor. No fur-
ther details. Extremely secretive. “Protects” datasheets and
App Notes in an electronic documents safe ("docsafe”) under
heavy surveillance. Known to have unsuccessfully tried to
convict departing employees for “espionage”’—those who
“suspiciously” downloaded files from docsafe (see Tien Shiah
case on Google).

Akros Silicon: The most highly integrated PD chips with on-
board bridge rectifiers, front-end and integrated PWM (DC-DC
converter) controller stages. Also includes on-board isolation
barrier and secondary-side buck switchers.

And that completes our discussion on the evolution of PoE. In the
next chapter, we move on to more specific implementation details.



CHAPTER 2

Overview of PoE
Implementations

Power Sourcing Equipment and Powered Devices

As explained in Chap. 1, Ethernet has evolved into a star topology,
in which a number of end-point devices are connected to a switch
or hub. Looking at things from the perspective of data (just Ether-
net), on one side of a given cable we have the switch/hub, and on
the other side we have the data terminal equipment (DTE). Look-
ing at this arrangement from the perspective of power (Power
over Ethernet), we have Power Sourcing Equipment (PSE) on one
side of the cable, and on the other side a Powered Device (PD). See
Fig. 2.1.

In general, the DTE could be a workstation/computer for exam-
ple, or perhaps a printer. It could also be a more modern device like
an Internet Protocol (IP) phone or camera. The key question to ask is:
Is it a powered DTE or not? This is equivalent to asking: Does the DTE
contain a PD or not? If affirmative, we can go into finer subdivisions
such as: Is it a Type 1 PD or Type 2 PD? And so on. Or: What is its
“class” (power category)? We will explain all these subdivisions
shortly.

In PoE, all the power that flows down the cable comes from a DC
source. In this book, we may refer to this DC source as “48V” (inside
quotation marks) for historical reasons. The terminology is actually
symbolic. In reality, the actual voltage range may not even include
48 volts, as we will soon learn.

Note that a typical workstation (computer) is not a powered DTE.
In other words, it will not “ask” for any power from the cable. In
general, that could be because the available power from the cable
is inadequate to meet the power requirements of the device to start
with, so the device was just not designed to be operated off PoE.
But it is also possible that the device is “pre-PoE,” which means that
when it was designed, PoE wasn’t even around (at least not as we know
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it today). In either case, the possibility is high that the device input
circuitry (from its Ethernet jack) may get damaged if we were to place
a high voltage (for example “48V”) straight on the cable (“line”). That
is one reason why the IEEE standard so carefully documents how
the PSE is supposed to energize, and later quickly de-energize, the
Ethernet cable as required. Other related concerns, not necessarily
subsidiary or of lesser importance, include for example, not sending
too much current down the line, even under single-fault conditions,
to avoid overheating and potential fire hazard. Other concerns, like
long-term life and reliability, isolation, user safety, and so on, will be
covered later.

In general, to provide the necessary control function in a PSE,
the DC voltage source (“48V”) is always in series with a pass-FET.
The Gate of this pass-FET is then carefully controlled by a “smart-
block,” which complies with the IEEE PoE standard—its state
machine diagram specifically. This is discussed further in Chap. 8.

From a higher level, we can look upon the PSE as very simply: a
“48V” DC source in series with a smart-FET—in essence, a “switched
battery.”

A couple of clarifications on terminology and some nit picking too:

1. Does the PSE include the “48V” DC source? A battery/
source is a part of any power-sourcing block, but the term
“PSE” usually refers to all the rest (i.e., without the power
supply).

2. On the other side of the cable, the PD typically contains a
DC-DC converter. But the IEEE standard does not really dis-
cuss the converter’s specific construction or its specifications,
other than some caveat concerning its input capacitor value,
or its start-up delay, as explored later. So PD or PD interface,
most often refers to everything except the DC-DC converter
(“switcher”). The PD interface (with the pass-FET inside, but
not the switcher) is often called the PD “front-end” too, or the
“hot-swap controller.”

NOTE Keep in mind that, in effect, the PSE is just a “door” that opens
and closes. Its pass-FET conducts to let the incoming voltage/current
through onto the cable, or stops conducting to de-energize the cable.
The PSE cannot, and does not actively condition or regulate the
“48V” rail, that being the function of the DC voltage source itself
(“48V"), not the PSE. So, for example, if there is too much noise and
ripple on the Ethernet line coming from the PoE sections, we should
first check the switching power-supply design, not the PSE, as some
engineers mistakenly do.
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PoE supports modern powered DTEs. Examples of such devices
are IP phones, IP cameras, and wireless access points (WAPs). In such
situations, we could also colloquially say that the DTE is PoE-capable,
or PoE-enabled. It will certainly contain a PD, as defined by the IEEE
PoE standard, to intelligently extract power from the cable.

Why did we say “intelligently”? When the IEEE committee
sought to standardize PoE in the form of an open standard, there
were already several devices out in the field based on nonstandard
implementations of PoE (primarily from Cisco). There were also
many “pre-PoE” devices, some of which could get damaged by
high DC voltage on the line. We will discuss these legacy devices
later, but the important thing to note here is that any proposed PoE
open standard would need to recognize and identify such devices,
and respond appropriately to them. To help in the mutual identifi-
cation (discovery) of PoE-capable devices on both ends of the
cable, the remote PoE-enabled device, called a Powered Device
(PD), also needs to have a pass-FET—controlled by another “smart
block” as indicated in Fig. 2.1. From a higher level, a PD can be
considered a switched load (just as a PSE is a switched battery). The
logic within the smart blocks, residing at the PSE and PD ends, is
the essence of modern PoE, as embodied in the IEEE 802.3af and
802.3at standards.

A note on terminology: As per the general IEEE Ethernet stan-
dard 802.3, the Ethernet registered jack/socket (R]J-45, as it is also
called, as discussed later) is, in effect, the medium dependent inter-
face (MDI). The term medium or MDI is intentionally broad, to cover
the various manifestations of “ether” that Robert Metcalfe visualized in
1973 (see Chap. 1). In our particular case, the “medium” is just the
twisted-pair (copper) cable. Further, an MDI with PoE present on it is
called a power interface (PI). Of course, this has to be copper; we can’t
send power down a fiber-optic cable.

It is interesting that the IEEE 802.3af/at standard does not
mention or use the words “PoE” or “Power over Ethernet” in any
of its sections (except for an unlinked keyword in the AF stan-
dard). The title of the PoE standard is also just “DTE Power via
MDIL.” One related question is would this book sell better had it
been titled DTE Power via MDI Interoperability Guide? Perhaps not.
We will therefore try to avoid some of the complicated names and
acronyms that the IEEE standard uses and assume that most read-
ers will understand what is being referred to by common sense.
Our ultimate purpose is to try and simplify the standard, thus mak-
ing it easier for laypersons to understand. Obfuscation is being
shunned.

Lastly, keep in mind that in Fig. 2.1 we have a special case in
which both the PSE and PD inject and accept power, respectively,
from the center-taps of the data transformers. That is not the only way to
implement phantom power as discussed shortly. Also, besides phantom



Overview of PoE Implementations 61

power, there are other ways of sending power over the cable as we
will soon see.

The Input Voltage Source and Corresponding Power Levels

In PoE, the first requirement is a power source at one end of the Eth-
ernet cable to inject power into it. Historically, this DC source used to
be a battery of nominal value “48V,” but now it is almost invariably
the output of a (“silver-box”) AC-DC switching power supply. To
supplement the AC-DC power supply, there may be an uninterrupt-
ible power supply (UPS) present somewhere. Its purpose is to main-
tain the DC source in the event of a power outage.

Why do we say “48V"? Because safety agencies have decided that
60 V is the maximum voltage safe for a user to inadvertently touch
without fear of electrocution. So to keep a little headroom (a safety
margin of 5%), the IEEE 802.3af/at standard fixed the maximum
acceptable voltage at 57 V for all PoE applications.

Typical lead-acid batteries are “12 V” nominal, but they can vary
between 10.5 V (dead) and 12.7 V (fully charged). Five batteries in
series is out of the question since at the upper end that could exceed
60V (check:5x12.7 V=63.5V). But four serially connected 12-V batteries
can be used. That corresponds to a nominal of 12 V x4 V =48 V. And
that is where the “48V” originated. What about its minimum value?
When fully discharged the voltage of four series batteries is 10.5V x4 =
42 V. To keep a little safety margin, to avoid dead batteries, the IEEE
802.3af standard fixed the minimum PoE range at 44 V. So the full DC
voltage range fixed by IEEE 802.3af is 44 to 57 V.

We learned in Chap. 1 that 350 mA was the maximum continu-
ous current deemed safe for CAT3 cabling. That is the cabling
assumed for low-power applications (as per 802.3af). Since the volt-
age could fall to 44 V, the minimum guaranteed power into the cable
is clearly 44 V x 0.35 A =15.4 W. This is a “low-power” application.
From Chap. 1, we also know that the IEEE standard fixed the total
PoE loop resistance at 20 Q for 100 m of CAT3 cable. So cable losses
are 0.35% x 20 = 2.45 W. In other words, the minimum guaranteed
power at the other end of the cable that is available to a device is
15.4 - 2.45=12.95 W. This was rounded up by the IEEE 802.3at stan-
dard to 13 W and was called a Type 1 application. We can calculate
that the minimum voltage at the remote (PD) end of a 100 m cable
will be 12.95 W/0.35 A =37 V. At zero (or very light) load, the volt-
age at the PD end can rise to the 57 V IEEE limit of the “48V"” source
(negligible drop across the cable). So the voltage range at the PD
end for low-power (Type 1) applications is 37 to 57 V.

Summarizing, in a Type 1 application, the minimum guaranteed
power of the CAT3 cable is 15.4 W at the PSE end and 13 W at the PD
end. The DC voltage range is 44 to 57 V (PSE) and 37 to 57 V (PD). The
current is fixed at a maximum continuous of 0.35 A.
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a) The AF standard used "Vie” for the port voltage at either end of the cable. The AT standard changed that to Ve e and Vios ro. We are
just calling these Vese and Veo respectively, for simplicity.

b) These voltages do not include the FET drops on either side: they are measured at the "PI” (power interface).

] The max power is calculated on the basis of the lowest PSE voltage. The power is kept fixed as Vesz is raised. In other words, the max
continuous current is derated with voltage. For example, for Type 1, the max continuous current at 44V is 0,354, but at 57V, the max current
is reduced to (44/57) = 0.35 = 0.27A. Check that this gives the same PSE-side wattage: 57V x 0.27A = 15.4W. Similarly, for Type 2, at 57V,
the max current is 50/57 = 0.6 = 0.526A. Check: 57V = 0.526A = 30W,

R=200(100m CAT3)
(AWG 26; d = 16 mils, 0.4 mm)

1=0.35A (@ Vese = 44V)

Riooe =

Voltage drop across entire cable (loop):
Vese -Ven = AV=0.35Ax 2002 =7V

Vpse can range from 44V to 57V

Min PD-side voltage = 44V -7V =37V it
Vep can range from 37V to 57V

44V x 0.35A =154W 50V x 0.6A =30W
PBower into PD Eower into PD
37Vx 0.35A = 12.95W fff 42.5Vx 0.6 = 25.5W
Pcable =15.4 - 12.95 = 245W Pcable = 30 - 25.5 = 4.5W
Loss in ) ’ Loss in
Check: cable Check: cable

Pcable = 0.35% %20 = 2.45W

R=12.5 0 (100m CATSe)
(AWG 24; d = 20 mils, 0.5 mm)

I=0.6A (@ Vese: = 50V)

Zx(20/2)=200 t Ruoop = 2x(12.5/2) = 1250

Voltage drop across entire cable (loop):
Vese -Vep = AV= 0.6A x 12.50 = 7.5V

Vpse can range from 50V to 57V

Min PD-side voltage = 50V -7.5V = 42.5V
Vep can range from 42.5V to 57V

s
o

e 3]
~ )
= 2
= E
% =
i ]
-1 -
— ]

Pcable = 0.62 X12.5= 4.5W

'.” Total loop resistance is two resistors of resistance R in parallel with each other, in series with two resistors of
resistance R in parallel (R/2 +R/2 = R)
‘f'f' In the AF standard this was erroneously given as 36V, It was corrected in the AT standard to 37V (for Type 1).

‘f'f'f' 12.95W is correct as per the AF standard, but it was rounded up to 13W in the AT standard

Ficure 2.2 Voltage drop and power calculations in Type 1 and Type 2 applications.

See a full breakup and analysis for Type 1 in Fig. 2.2.

Later, when the IEEE 802.3at standard was being written, it
was clear that lead-acid batteries were almost obsolete in most
applications. So there was an opportunity to increase the minimum
voltage. The current was fixed at 600 mA so as to keep the tempera-
ture rise of the cable to less than 10°C as discussed in Chap. 1. So, the
minimum voltage was set a little higher than 44 V—at 50 V. Now the
minimum guaranteed power was a round figure of 50 V x 0.6 A=30 W.
The minimum loop resistance of CAT5e cabling was fixed at 12.5 Q in
the 802.3at standard. So cable losses were 0.6? x 12.5 = 4.5 W. In other
words, the minimum guaranteed power at the other end of the cable,
available to a device, is 30 — 4.5 = 25.5 W. This was called a Type 2
application by the IEEE 802.3at standard.

Summarizing, in a Type 2 application, the minimum guaranteed
power of the CATb5e cable is 30 W at the PSE end, and 25.5 W at the
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PD end. The DC voltage range is 50 to 57 V (PSE) and 42.5 to 57 V
(PD). The current is fixed at a maximum continuous of 0.6 A.

See a full breakup and analysis for Type 2 in Fig. 2.2.

As mentioned, for historical reasons, in several places in this
book, the input voltage source may be stated as “48V.” But that is
purely symbolic. It should now be understood that the actual range
of the “48V” rail is 44 to 57 V or 50 to 57 V (at the PSE end), depending
on whether we are talking about low-power (Type 1) or medium-
power (Type 2). At the PD end the corresponding range is 37 to 57 V
or 42.5 to 57 V, for Type 1 or Type 2 respectively.

Clarification

We have realized we need a pass-FET in series with the DC source
to carefully control the current in the cable (to turn the port “on” or
“off,” colloquially stated). That FET has a certain nonzero forward
voltage drop when it is conducting, which could be typically 1 V
(when passing ~ 0.6 A). The FET resistance (R, or Drain-to-Source
resistance) and its corresponding forward drop can also increase by
typically 40 to 50 percent when the FET gets hot (after conducting
for a short while). In addition, the FET is often combined with a
sense resistor (typically 0.5 Q), because the IEEE standard requires
very accurate current monitoring (high resolution). In all, there may
be a drop of 1 to 2.5 V between the DC source and the actual entry
point of voltage on the cable (at the PI). It is impossible for any open
standard to account for all these variations, which would also vary
greatly from vendor to vendor. So the IEEE standard does not specify
the voltage of the DC source. In other words, the specified range of
44 to 57 V is the voltage for Type 1 applications measured after the
PSE pass-FET and any sense resistor. In fact even after the Ethernet jack,
to eliminate variations in contact resistances and so on. It is just the
“port voltage” to keep things simple. The same holds for the 50 to
57 V specified for Type 2 applications. This is all for the PSE end. At
the PD end, the voltage range is once again where the copper ends,
just before the Ethernet jack. This should all become much clearer
looking at Fig. 2.2.

Corollary

If we are trying to support a Type 2 application, for example, we
should not pick an AC-DC power supply with a set nominal output
of “50V.” We have to account for all the variations in the forward
drops up front (including PCB drops), and also power supply toler-
ances, so as to guarantee that the voltage at the PI (port) is always
above 50 V, otherwise IEEE compliance (and interoperability) may be
jeopardized for Type 2 applications. For this reason, most vendors
choose AC-DC power supplies with declared nominal outputs set
somewhere between 52.5 and 54 V.
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Features

Major switch vendors today want to estimate the losses in the PSE
pass-FET and sense resistor (if present) up front. This helps allocate
system power better. This topic falls under the larger topic of power
management. The underlying motivation for it is that a typical built-in
AC-DC power supply cannot support all its ports with full power
simultaneously. So a switch vendor may request a new feature, one
that is not mandated by the IEEE PoE standard: They may request the
PSE controller monitor not only the port voltage (as required for IEEE
compliance) but also the input (“48V”) voltage rail. Then, using the
difference between the two, it can compute the actual real-time volt-
age drop across the pass-FET and sense resistor. This helps power
more accurately allocate and maximizes the number of ports that can
be powered by a given AC-DC power supply.

Current Derating (Constant Power)

From Fig. 2.2 we also learn that the IEEE standard fixes the PSE output
wattage at lowest voltage, then it keeps the wattage fixed as the voltage is
raised. The reason for that is inside the PD is a DC-DC converter pro-
viding a regulated rail to whatever circuitry is being powered in the
DTE. The input of any DC-DC converter is very close to a constant
power input. If its input voltage rises, its input current falls, so as to
keep its output power constant. Yes, we are neglecting the fact that the
series cable losses do not behave in this manner (cable losses depend on IR,
and that does not change with voltage). The IEEE standard assumes a
constant wattage at the PSE-end, and calls for a proportional decrease in
the max continuous current of the PSE. For example, in Type 1 applica-
tions, the max continuous current varies between 0.35 A and 0.27 A.
Check: 57 V x 0.27 A = 15.4 W. Similarly, for Type 2 applications, the
current varies from 0.6 to 0.53 A. The maximum port current is clearly
not fixed as sometimes mistakenly assumed.

NOTE Some PSE-PD schemes try to take advantage of the fact that at high
voltages it is possible to send more power down the cable if we do not
derate the current as per the IEEE standard. But they remain proprietary,
and may not be fully IEEE-compliant.

Center-Tapping (Alternative-A) Possibilities

As mentioned, in Fig. 2.1 we had a special case in which both the PSE
and PD inject and accept power, respectively, from the center-taps of the
data transformers. At the end of Chap. 1, we learned that center-
tapping does not lead to bigger magnetics on account of adding PoE,
as we may have intuitively imagined at first. The most popular method
of adding PoE capability is via the center-taps of the drive transform-
ers, as per Fig. 2.1. This is “phantom power” or “phantom feeding”
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(see Chap. 1) and is also referred to as Alternative-A (or Alt-A) in the
IEEE PoE standards (i.e., power multiplexed with data).

Coming back to center-tapping, the IEEE standard does not
preclude the possibility of using a tapped inductor (autotrans-
former) instead of an isolated transformer. Yes, we could also use
discrete inductors instead of transformers or autotransformers,
but the inductors will need to be very big to handle PoE in that
case, since flux cancellation is not a possibility in any inductor
(it has a single winding). All this is captured in the overall sum-
mary of center-tapping in Fig. 2.3. Also, when using the autotrans-
former method, we should, in principle, use blocking capacitors to
prevent any small DC-current imbalance from flowing back into
the drive transformers and changing their characteristics. However,
many magnetics vendors are removing the blocking caps, espe-
cially for high-speed (gigabit) applications. They argue that only
a small current flows in the drive transformer on account of imbal-
ances, so if the drive transformer can handle that small DC bias, it
is acceptable. However, the user needs to check the data perfor-
mance of such an arrangement thoroughly.

PoE on Data or Spare Pairs?

PoE was originally intended for 10Base-T and 100Base-TX (10/100 Mbps)
Ethernet applications, in which, as we learned in Chap. 1, (only) two
pairs of the cable are used for data. These are called the data pairs;
one pair is for transmitting, one for receiving. So two pairs of the
Ethernet cable were unused, these are called its “unused pairs” or
“spare pairs.” That is strictly from the viewpoint of data. When the
tirst IEEE PoE standard (the AF standard) was under debate, the only
thing clear from the very start was that the scope of the PoE standard
was restricted to power over only two pairs—one pair for forward-
current flow (PSE to PD), one for return. But the question was: Which
two pairs of the four should be used for PoE? The most obvious solu-
tion was actually nof phantom feeding but simply using the spare
pairs for PoE. That seemed easy, since it wouldn’t need a transformer
either; the entire question of saturating drive transformers and flux
cancellation techniques, as in Fig. 2.2, would be moot. However, it
was perhaps felt that by using up all available resources (in this case,
all four pairs of the Ethernet cable for some purpose), the arrange-
ment was not future-proof. There would be little room to grow later; it
was almost a dead end.

Oddly, there may be a need someday to send power over a cable
with only one twisted pair present. So, it seems a good idea that we
should learn to couple power and data (on the same pair/s); other-
wise, we will likely run into some limitations and problems down
the road.
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As discussed in Chap. 1, without perhaps being aware of it, the
“100-year-old networking trick” (phantom circuits using transformers)
got reincarnated by the PoE committee/task force. This was the phan-
tom power principle, of course. As indicated in IEEE 802.3af/at,
power over the data pairs is designated Alt-A as mentioned previously.
The standard does allow the other (obvious) method for injecting PoE
too, if so desired. Power over the spare pairs is called Alternative-B, or
just Alt-B. See Fig. 2.4.

Note that when 1000Base-T came along, there were no spare pairs
left, since data is now sent over all four pairs of the cable (for higher
speeds), and so all four pairs of the cable have data transformers on
either end of the cable. Does that mean there is no such thing as
Alt-B in 1000Base-T applications? As per the IEEE 802.3at standard,
there still is. The PoE terminology of 10/100 Mbps is maintained in
1000 Mbps applications, just to avoid confusion (but almost at the
expense of causing more confusion!). So the PoE “AT” standard says
that in 1000 Mbps applications, injecting PoE on what would have
been unused pairs, had we been in a 10/100 Mbps application, is still
called Alt-B. No direct PoE connection to the pairs is possible now,
it must be via center-taps (phantom power on all pairs), even though
it is called Alt-B. As a corollary, Alt-A is no longer exclusively power
over data. In this case, Alt-B is also power over data.

IMPLEMENTATION

ALT-B ALT-B MDI-X

IMPLEMENTATION

)
P5SE
()
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Ficure 2.4 Alternative-A and Alternative-B.
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Returning to 10/100 Mbps applications, there is additional gran-
ularity within Alt-A to note. In Alt-A, there are two possibilities,
depending on the polarity of the PoE voltage as applied to the two
data pairs. The overall Ethernet standard (802.3) has fixed which data
pair of the cable is for transmitting and which one is for receiving
(“transmit” and “receive” are both from the viewpoint of the switch/
hub). But for PoE it is not fixed: We could place the positive polarity
DC on the transmit pair, or on the receive pair. The choice is ours.
This creates two PoE possibilities: Alt-A MDI and Alt-A MDI-X, as
shown in Fig. 2.4. However, for Alt-B, the IEEE standard only speci-
fies that positive polarity be connected to the pair 4 and 5, with nega-
tive polarity on pair 7 and 8. The opposite polarity case on the spare
pairs is basically not an IEEE-compliant configuration. It may how-
ever work in most cases, because the input of a typical PD has bridge
rectifiers on both the data and the spare pairs, so it will extract power
from whichever pair and with any polarity. But strictly speaking, an
IEEE-compliant PD need not have a bridge rectifier on the spare
pairs—a simple diode will do. And in that case, if we reverse the
polarity of Alt-B at the PSE end, the PD will not receive power.

Pin Numbering, Colors, and Registered Jacks

Previously, we had already started referring to the pin numbers and
also their functions for data transfer and for PoE. Let us complete that
discussion.

The familiar socket (or “jack”) in Ethernet is called the RJ-45,
and it is actually an evolved form of a previous family of registered
(modular) jacks (or R]s), all slightly smaller on the sides than the
Ethernet jack. In Fig. 2.5, we see one of the earliest/simplest of all
was the RJ-11, or more accurately a 6p2c connector, which stands for
six positions, two contacts (two copper wires). Typically, these two
contacts only had red and green wires and could serve one analog
telephone because there was just one twisted pair. The pin number-
ing was equally simple: Pins 1 and 2 were, as shown, in the middle
of the connector. After that, we could also have the 6p4c or RJ-14.
There is also the 6p6c or the R]-25. Note how the twisted pairs were
created in each case: They were all axial, or symmetrical (mirror-
reflected) around the geometric center axis. The innermost was one
twisted pair; then the two wires added to the sides formed another
twisted pair. Another two wires added on the outside of that formed
another twisted pair. But later, two more contacts were needed to
support one more twisted pair for Ethernet in particular. For that
reason, the existing R]s were expanded on the sides, making way for
one contact on each side. Then came the question of how to pair
(twist) the wires. The simplest way was to make a new twisted pair
out of the two new wires, but for high-speed data purposes, the two
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Fieure 2.5 Pin numbering and color-coding conventions from telephony to Ethernet.

new wires would be too far apart physically (at the roots), and there
would be a fair amount of distance before they could be brought
together and twisted. That could not be very good for signal integ-
rity. So the axial method gave way to the special winding technique
shown on the left side of Fig. 2.5. Now for the RJ-45 (8p8c) we have
the two outermost wires on each side forming separate twisted pairs
(1-2 and 7-8). After that, the remaining wires follow the old axial/
symmetrical method. Once again, we have the innermost wires
being twisted together (4 and 5). That leaves 3 and 6 for the last
twisted pair.

Note that the first Ethernet cabling standard was TIA-568A,
which was, in effect, superseded by TIA-568B in 2001. The latter was
largely unchanged, and though it became TIA-568C, for all practical
purposes we can consider TIA-568B as the prevalent cabling stan-
dard. A key change in going from 568A to the new 568B standard was
that the colors orange and green were swapped.
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Ethernet registered jack number 45 ("RJ-45")

Twisted Pairs are made out of
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In 568A and 5688, P s P 5 ped (the only difference).

“Tip” and "Ring” in Telephony.
Often written as T and R.
Does not mean Transmit and Receive!

“Ground")

Ficure 2.6 Summary of pin functions with PoE added on.

In an RJ-45 (for Ethernet), the data pairs are always 1 and 2 and 3
and 6. The spare pairs are always 4 and 5 and 7 and 8. So, the manner
in which Alt-A and Alt-B were added on to these is tabulated in Fig. 2.6
for easy reference. Note that we have also shown prior art (telephony)
for comparison. Note that the words “tip” and “ring,” often abbrevi-
ated to T and R, are sometimes confused with transmit and receive.

Telephone Cable to Ethernet Cable

We will summarize some of the key points to keep in mind about
cabling and jacks before we move on. In Fig. 2.5, on the right side, we
have the registered jacks (R]s) used in telephony since the 1970s. The
simplest version could involve just one twisted pair per cable/R],
and that is RJ-11, or a 6p2c telephone jack: referring to its 6 positions
(available slots) and its 2 contacts (number of wires present). Another
twisted pair could be added to the cable, and that would make the
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same jack into a 6p4c jack, called an RJ-14. One more twisted pair
would make this a 6p6c jack, or an RJ-25. At this point, the physical
place in this particular R] would have run out, since it has a maxi-
mum of six positions available and we have used up all of them in the
form of six wires/contacts. We can add another twisted pair by
simply “widening” the same jack, not changing anything else. And
that actually takes us to the standard RJ-45 (8p8c) used in Ethernet.
That is also the reason we may discover, while accidentally trying to
in a telephone into the back of our computer, that a male RJ-11 plugs
right into the standard Ethernet jack (RJ-45). This property can actually
be used to implement/test proprietary “single-pair” data communi-
cations on standard telephone-cabling infrastructure.

To specify how the pairs are created for Ethernet applications (in
an RJ-45), we have to refer to the relevant Ethernet cabling standards.
The first standard that described Ethernet cabling was TIA-568A in
1991, updated in 1995. As mentioned earlier, this was eventually
superseded by TIA-568B in 2001. A key change in both these stan-
dards, compared to the historical practice of axial pairing, is shown in
the pairing diagrams on the left side of Fig. 2.5. Two of the innermost
pairs follow the old method of axial pairing, but after that, the two
extreme wires on each side are paired together. The current standard is
actually TIA-568C, with slight changes from the 568B standard (568C
introduced CAT6A, and discusses fiber optics).

Note that the formal pin-numbering and pair-numbering scheme
changes completely as we go from one jack/configuration to another.
The pair-numbering scheme changes even within the RJ-45, just by
going from 568A to 568B; the pair (not pin) numbers 2 and 3 are
swapped, for example. The color coding is also different in going from
568A to 568B; the orange and green pairs are swapped. What remains
common to both is that the orange pair in 568A is still called pair 2 in
568B, and the orange pair of 568A is also pair 2 in 568B. The pin num-
bers are different. Similarly, green remains pair 3 in either standard.
This may be all somewhat confusing at first. But it is useful to know
this while in the lab.

Here are some of the key bullets:

¢ Orange is called pair 2, green is always pair 3. Their pin num-
bers, however, differ in 568A and 568B.

¢ Blue is pair 3; brown is pair 4. Their pin numbers are the same
in both 568A and 568B.

e In Ethernet, any pair of color X consists of one solid wire of
color X, combined with one white wire with stripes of color X
on it. Sometimes, the supposedly solid-colored wire may
have a white stripe on it too.

® Odd-numbered pins, that is, 1, 3, 5, and 7 are white (with
appropriately colored stripes).

4!
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e Even-numbered pins, that is 2, 4, 6, and 8 are solid colors
(may have a white stripe).

e In10/100 Mbps, pins 1 and 2 are for transmit, pins 3 and 6 are
for receive (from the viewpoint of the switch/hub). These are
designated data pairs of the cable. These are the pins used for
phantom-powering in PoE as explained previously.

¢ The twisted pair on pins 4 and 5 is not used for data in 10,/100.
Similarly, the twisted pair on pins 7 and 8 is also not used for
data. Therefore, these are often called spare pairs.

e Ethernet cables can be used for telephony too. In that case,
the pins are traditionally designated as T and R. These do not
refer to transmit or receive anymore: they stand for tip and
ring. These refer to the sections of the standard TRS (tip, ring
and sleeve) plug used in manual switchboards: (see inset in
Fig. 2.6). The idea was that while plugging, the first metal
piece to make contact should not be “live” but “ground
(earth)” for safety reasons. And the ground was traditionally
the upper rail (higher potential) those days, unlike nowadays,
where we commonly use the lower rail as our circuit ground.

NOTE There has been a flip-flop on what should be the Earth-ground

convention in telecom systems (also automotive). Most don’t realize it,
but in the earliest telegraph and pipeline systems, the ground was the
lower potential rail (just as it is today: negative-ground convention). But,
it was seen over time that any long metal object (for example, a copper
wire, a pipeline with stray currents, or an electrified tram/train rail much
later), with a higher potential on it with respect to earth (ground),
degraded because of electrolysis. So, the polarity was changed, and the
long metal object (pipeline or single conductor) was made negative with
respect to earth (lower potential). In other words, the convention changed
to positive-ground for years thereafter (the positive/upper rail of the
battery was then connected by a water pipe deep into earth).

In modern times, almost all circuits (on printed circuit boards and
chip substrates) are negative-ground once again. So that is the preferred
convention again. Most switches and hubs too have a metal enclosure
(chassis) that is connected to earth-ground, which is also connected to
the lower supply rail on the printed circuit board on the PHY (host)
side. In other words, we now typically use a negative-ground convention
on the PHY side. But in reality, the grounding convention on the PHY
side does not matter at all, since it is isolated from the lines by the
drive transformers, unlike older telegraph/telephone systems. There is
simply no possibility of electrolysis here. But, does it matter to the PoE
sections? No, and for the same reason actually. The entire PoE circuitry,
including the lines, is isolated from the earth-ground anyway (there is
an isolation boundary in the data transformer). It is floating, so it does
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not matter whether we call the upper or the lower PoE rail “ground.” It
is the PHY (host) side that gets connected to the enclosure/chassis,
which is decisively earthed through the main wiring or other means.
The bottom line is that in Ethernet we can stick to the normal negative-
ground convention of today. It really does not matter anymore as it did
historically with no transformer coupling.

NOTE The standard TRS switchboard plug, used in the early 20th century,
was later used for analog; our standard Yi-inch headphone plug is
exactly the same as the early TRS switchboard plug. Its mono version
(without the sleeve) was also commonly used in telephony. Typical
3.5- and 2.5-mm small audio plugs, such as those used in mp3 players,
are just miniaturized versions of the early switchboard plug.

NoTE A 6pXc male (corresponding to RJ-11, RJ-14, or RJ-25) can be
plugged into a standard female R]-45 jack.

Finally, to avoid confusion in Ethernet and PoE, the word “jack”
is commonly used to refer to the female, whereas “plug” is used for
the male.

Midspan or Endspan?

Once PoE is incorporated into a switch /hub, the switch/hub becomes
PoE-capable, and as per IEEE terminology, it is then an endpoint PSE
(or colloquially, an Endspan), because of its location at one end of
the cable.

One question that arose during the creation of the IEEE PoE stan-
dard was would the standard force people to throw out all their old
switches, hubs, and so on, and buy brand-new Endspans? That could
prove very expensive. Wasn't there some way to simply upgrade exist-
ing installations if desired? The answer to that was the PoE Midspan
(or injector). As its name indicates, it is a unit inserted somewhere
between the switch/hub and DTE (PD). It contains a PSE by which it
can inject PoE onto the cable. We therefore have two PSE possibilities
in general: the Endspan and the Midspan, depending on their physical
location and function.

This terminology was based purely on physical location. How about
inside? How does a typical Endspan actually work? With a little
thought we will realize that it usually makes more sense to use Alt-A
inside an Endspan, though we could opt for Alt-B instead. How does
a typical Midspan work? Here, Alt-A seems to be illogical in most
cases, and so Alt-B seems a better choice. See Fig. 2.7. In other words,
in a Midspan, there seems to be no reason to break up the path of data
or introduce new transformers/autotransformers (for center-tapping)

3
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to inject PoE. It seems to make more sense to allow the data to pass
through the unit uninterrupted and use the spare pairs to add power
with a direct connection as shown in the figure.

So, from Fig. 2.7 we see that Alt-A (power on data pairs) is the
natural choice for Endspans in most cases. Similarly, Alt-B (power on
spare pairs) is the natural choice for Midspans in most cases. But these
natural choices can be changed on occasion.

In Fig. 2.8 we have shown more complete schematics of
Endspans. Here are some points to note.

1. Terminations have been shown in this figure for the first time,
consisting of several resistors and capacitors connected to the
transformers. These are for EMI suppression purposes and
matching of impedances, as discussed later in this chapter.

Earthing and isolation boundaries are also shown clearly.

There are areas marked “safe to touch” because they are con-
nected to earth-ground. Everything with a direct galvanic
connection to the line (Ethernet cable) is relatively unsafe to
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Ficure 2.8 Complete Endspan schematics (Alt-A and Alt-B) showing terminations and

Isolation boundaries.
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touch (including the PoE circuitry). This will also be dis-

cussed in more detail later.

3. Note that a new symbol for a PSE has been introduced for con-
venience. As we have learned, a PSE is basically a switched
battery, with a certain polarity. So the polarity of the newly-
introduced PSE symbol mimics the way polarity of electrolytic
capacitors is usually indicated (but with a pointy edge).

With the advent of 1000Base-T applications, all four pairs of the
cable are used for data, so there are no spare pairs in reality. But as
mentioned, names linger on, and IEEE 802.3at continues to refer to
Alt-B. In this case, a Midspan unit will need to contain transformers/
autotransformers to be able to inject power via center-taps.

In Fig. 2.9 we have shown more complete schematics of Midspans.

Here are some points to note.

1. There is a lot of discussion on whether regular (isolated) drive
transformers should be used in a Midspan, and if so, what is
the best way to add terminations on either side. This aspect is
best left to the signal-integrity and EMI engineers to decide.
But in Fig. 2.9, we have shown a very simple implementation
that most engineers seem to agree requires no terminations—by
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Ficure 2.9 Complete Midspan schematics (10/100 and 1000 Mbps).
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just using capacitor coupling with the center-tapped auto-
transformer method of injecting PoE, as explained previously.

2. For 1000Base-T, bidirectional transceivers are used on each
pair. To keep the send and receive blocks separate, a “hybrid”
circuit is required. Incidentally, this is the electronic equiva-
lent of the hybrid transformer used in analog telephony, as
discussed previously in Chap. 1.

3. In terms of terminology, keep in mind that usually we tend to
consider the terms MDI and PI equivalent when PoE is pres-
ent (an MDI with PoE is a PI). But in a Midspan, the outgoing
interface between the cable and the Midspan unit (the RJ-45
with PoE available on it) is considered a PI, not an MDI, since
the latter also implies a PHY alongside. But there is no PHY
in a typical Midspan.

Transmission Lines

Some basics should be briefly covered. Any two, long parallel con-
ductors have an associated distributed inductance and capacitance,
which imparts to them a characteristic impedance of V(L/C). That is
why it is often said that the impedance of a typical coaxial cable used
for radio-frequency purposes (RG-6) is 75 Q. The unshielded twisted
pair inside the Ethernet cable has an impedance typically 100 £ 15 Q
above 1 MHz.

This leads to the theory of transmission lines. When an AC signal is
sent down this transmission line, it can travel great distances. If the
transmission line is ideal, that is, if it has zero AC and DC resistances,
there are absolutely no losses in the cable, because pure reactive ele-
ments (L and C) can store energy but cannot dissipate any. So in an
ideal case, the AC signal can travel infinite distances without any atten-
uation. In reality, it decays progressively with distance, because of
resistance. Historically, transmission-line effects were discovered and
used to tremendous advantage in the 19th century, by Lord Kelvin,
Pupin, and others (see Chap. 1). Modern transmission-line equations
were also originally called “telegrapher’s equations.”

One basic question is: Why are we restricted to 100-m cable length
in Ethernet? The main reason is: DC resistance and consequent signal
attenuation. And that is the reason why TIA-568B specifies a maximum
DC resistance of 9.38 Q per 100 m (for CAT5e). In other words, the low-
voltage differential signal applied on one side off the cable steadily
decreases in amplitude as it propagates, and eventually it will fall to a
level where it will be masked (overwhelmed) by noise. Basically it all
becomes a question of signal-to-noise ratio (SNR). We can extend the
reach of the signal further by just lowering the noise/EMI pickup.
As explained in Chap. 1, that is a natural quality of a twisted pair. Note
that besides DC resistance, AC resistance of the cable also comes into
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play, and AC resistance is a function of frequency. Higher frequencies
will generally suffer more attenuation. So the square digital signal
(with high-frequency harmonic content) will gradually distort as it
propagates. In general, for a given cable length, we can send higher
and higher data rates depending on how “good” the twisted-pair cable
is. That is the difference between CAT3 and CAT5e for example.

No transmission line is infinite. So, it is important to terminate
the transmission line correctly, with a matching impedance/resis-
tance. Otherwise we will get reflections and standing waves in the
cable, which will compromise signal integrity. We had shown typical
RJ-45 (Ethernet) terminations in Figs. 2.8 and 2.9, but without any
explanation as to how they worked. Yes, terminations are not PoE-
dependent directly, but the presence of PoE can affect their perfor-
mance and reliability. As PoE engineers, we should understand how
terminations are designed/created and what their basic function is.

Terminations

We mentioned that the impedance of the twisted-pair transmission line
is 100 Q. In the topmost part of Fig. 2.10, on the left (PHY) side of the
transformer, we have two 50 Q in series between the two wires of
the twisted pair. So we get a total of 100 Q. We know that any imped-
ance reflects across a transformer boundary according to the square of
the turns ratio. The drive transformer in a typical case has a turns ratio
of 1:1, so the 100 Q on the PHY side appears on the line side as 100 €2,
and that is the appropriate termination for a 100 Q line (it matches the
impedance of the line as desired). Note that if there is a common-mode
disturbance, the center node of the two 50-Q resistors will not remain
at a fixed potential, but will move up or down with respect to ground.
That will produce a current flow through the capacitor in the middle of
the two resistors. The current clearly depends on the common-mode
noise/EMI component, and so by shunting that component to ground,
in effect we have produced common-mode rejection. We saw in Chap.
1 that noise pickup on a (properly) twisted pair is common-mode, so
by rejecting any common-mode component, we are in effect improving
the SNR, and thereby improving the quality of the signal received at
the end of the cable.

But, in an Ethernet cable, there are four twisted pairs, and that
means several conductors in parallel, not just two. So, in fact, there
are several possible transmission lines we can visualize. There is
much discussion (and occasional disagreement) about how to ana-
lyze all this, but signal integrity issues are not part of our scope any-
way. So, to put it very simply, just for understanding any possible
impact from adding PoE, we say that two adjacent twisted pairs have a
“pair-wise” characteristic impedance of around 150 Q. That is why
we have two 75-Q resistors in series between any two pairs in Fig. 2.10.
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Ficure 2.10 How inserting PoE function can affect the function of the terminations,
and how to prevent that (on both sides of the cable).

Once again, if there is common-mode noise between pairs, the high-
voltage cap in the middle (2 nF/2 kV typically) will conduct. The
high-voltage cap thereby rejects pair-wise common-mode noise pickup.
It is a high-voltage type for isolation reasons, not for EMI, and this
aspect is discussed in Chap. 10.

In general, any capacitor connected from a part of any circuit to
chassis/earth-ground for EMI suppression purposes is called a Y-cap.
Pure differential-mode components on the line will not cause any of
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the Y-caps in Fig. 2.10 to conduct, but of course will pass small cur-
rents through the two 50-Q or two 75-Q resistors, thus offering the
required transmission-line termination impedance to the “true” sig-
nals (which we know are differential-mode).

“PoE-Friendly” Terminations

Previously, we had mentioned “pre-PoE” devices could get damaged
easily by high voltage on the line. The reason was those are what
we now consider PoE-unfriendly terminations. These are shown in
Fig. 2.10, and now more clearly in Fig. 2.11. The 75-Q resistors are tiny
low-wattage resistors that would get immediately damaged if high
voltage was present at the center-taps. Today, almost all devices,
whether they are themselves PoE-capable or not, are at least PoE-
friendly, so their terminations will not get damaged even if the port
gets inadvertently energized (by a malfunctioning PSE, for example).
The difference between PoE-friendly and -unfriendly terminations is
the 10- to 22-nF blocking capacitors as shown in Fig. 2.11. Almost all
modern devices seem to have these now, whether the devices actu-
ally support PoE or not. The same is true on the PD side.

Adding PoE without Affecting Functionality of Terminations

In Fig. 2.10, we reveal more hidden details of a typical PSE. A key
component on its output is the decoupling 0.1-uF (typical) ceramic
capacitor. Any PSE needs to monitor port voltage and current for
IEEE compliance. Since the lines can pick up substantial noise, this
0.1-uF cap is necessary for the analog-to-digital converter (ADC)
inside the PSE to function properly. Unfortunately, as shown in the
middle schematic of Fig. 2.10, this creates a high-frequency short at
the center-taps. This short basically bypasses the 75-Q resistors and
reduces their expected functionality as explained previously. That is
why a differential-mode (not common-mode) filter is needed here as
shown in the lowermost schematic of the same figure. This can take
the form of two appropriately sized ferrite beads on each output of
the PSE. Many engineers seem to use a common-mode choke instead,
almost by sheer habit, based perhaps on traditional signal-integrity
practices. But in this position, a common-mode choke actually pres-
ents no impedance to what is really a differential-mode signal between
the center-taps. Why? Because a common-mode choke presents an
impedance to common-mode signals/noise only, not to differential-
mode. Yes, a common-mode choke in this location may have some
beneficial effect—it can prevent any common-mode noise from com-
ing in from the reverse direction, that is from the “48V” power supply
onto the lines. But that functionality should really be present inside
the silver-box AC-DC power supply itself. A good telecom power
supply is usually tested for EMI compliance (as per CISPR 22 or
EN-550022) not only at its main-input side, but on its outputs too.
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82 Chapter Two

As mentioned, the PSE control section and FET don’t add any noise to
what is already coming in. They act as a “door” that opens or closes
for the “48V.” The PSE section does not actively regulate or condition
the “48V” rail in any way. So common-mode filtering should reside in
the AC-DC power supply, not in the PSE circuitry.

Types of Powered Devices

In Fig. 2.1, we had shown a very simplified PD. We now expand on
that. At the top of Fig. 2.12, we have the most common implementa-
tion of a PD interface. We learned that to support Alt-A MDI and
Alt-A MDI-X, a bridge rectifier is needed on the data pairs. However,
to support Alt-B we actually only need a single diode on the spare
pairs, since pins 4 and 5 are always of positive polarity with respect

25k 0.1pF _ _ IL
e Vo
s ']ET st ‘ T apgfgﬁou\-
: T
| Gnd

PD

Only one bridge rectifier conducts
(depending on Alt-A or Alt-B)

) . Typical IEEE-Compliant Configuration for Medium Power (max 25.5W at PD’s RJ)
10Base-T and 100Base-T =
25k 0.1pF »
< . -
< e ™
[Gnd]

4 PDa E I |

i load share § | )oes

i coordination H nmcz,r\
25k 0.1pF: : 3.8 APPLICATION )

e el vo | |

S A l P -
s JYT | e

Gnd

Both bridge rectifiers conducting

Non-lEEE-Compliant Configuration for High Power (51W at PD's R])

1000Hase-T

Ficure 2.12 Typical PD-interface implementations.



Overview of PoE Implementations

to 7 and 8, as per IEEE requirements. Nevertheless, to keep diode
drops and reverse leakages the same on both the data and spare pairs,
and to thereby avoid strange incompatibility /interoperability issues,
most commercial PDs have identical diode bridges on both sets of
pairs, as shown in Fig. 2.12.

For low-power and medium-power applications, the diode
bridges are OR-ed as shown in the upper schematic of the figure.
That means the positive and negative terminals of the two bridge rec-
tifiers are connected before the pass-FET. Depending on whether the
PSE is sending power in Alt-A or Alt-B, only one bridge rectifier ends
up conducting, and then on only two of its four diodes.

In high-power applications (industry-driven, not IEEE), the cus-
tom-PSE will send power down all four twisted pairs. In this case, both
the diode bridges are intended to conduct at the same time. However,
if one bridge conducts more readily, it can end up reverse-biasing the
other bridge rectifier, cutting off the current through it entirely (or
reducing it significantly, producing imbalance). This situation can
easily happen because, though typical cabling standards specify 5 per-
cent or less difference in the DC resistance of a given pair, between
different pairs of a cable, the DCR difference can be almost twice that
(closer to 8 percent). So for example, if the data pairs have lower DC
resistance compared to the spare pairs, the diode bridge connected to
these pairs will conduct more readily, reverse-biasing the bridge on the
spare pairs. That would not make it a high-power application by defi-
nition. And even if somehow we do extract more power, it would be
the result of excessive current through only two pairs of the cable
instead of four. The acceptable temperature rise data that the IEEE
committee depended upon while framing the AT standard is no longer
valid in a case of such imbalance. So to properly share current between
the data and spare pairs, the two diode bridges are not OR-ed in high-
power applications, but go to separate pass-FETs (distinct though
coordinated PD interfaces). From there they go to separate DC-DC
converters. These converters are, in turn, often designed with active
current-sharing circuitry, using load-share ICs, like the industry-
standard UC3907 from Texas Instruments (TI). Also refer to the U.S.
patent number 7,492,059 from Peker et al.

Note that, in general, outputs of multiple DC-DC converters
(regulators) should never be tied directly together, since regulators
are high-gain systems (for tight regulation), and therefore any slight
differences in their output levels can easily cause severe output insta-
bility and oscillations.

The last thing we should notice in Fig. 2.12 are the 25-k resistors.
These are signature resistors that serve to identify the PD to the PSE,
as conforming to the IEEE 802.3af/at standard. The actual identifica-
tion range and detection (discovery) process is discussed in the next
chapter.
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CHAPTER 3
Detection

Overview

IEEE 802.3af came into a world in which many devices were already
out in the field working off power delivered via an Ethernet cable.
Businesses had not been sitting around waiting for an open-standard
to emerge and be gradually ratified. The idea of sending power over
the same cables as data/voice was as appealing now as it had been
over a hundred years ago. Why wait?

Initially, IP phones were meant to be supported, but later pow-
ered wireless-access points (based on 802.11) joined in too. And that
was the only thing that was clear! A big problem was that all these
“legacy” or “pre-standard” PDs, as they are called today, were based
on proprietary implementations of PoE, such as Power over LAN
(or PoL, from PowerDsine, now part of Microsemi) and Inline Power
(ILP, from Cisco). To complicate matters, many devices also appeared
that declared themselves to be draft-compliant—that is, compliant
to some intermediate IEEE 802.3af version prior to its full ratification.
It was quite reminiscent of the situation surrounding the rise of
Ethernet at the expense of Token Ring and so on, just a few decades
ago. Just a lot more confusing.

A major source of confusion was that even the proprietary PoE-
type standards (like PoL and ILP) came into a world in which there
were already many devices that could not accept any form of PoE—
they could get damaged if high voltage was applied to the lines.
For example, the vulnerability of “PoE-unfriendly” terminations was
discussed in Chap. 2. To avoid such situations, and to apply power
judiciously, each proprietary implementation had its own way of dis-
covering or detecting whether there was a compatible PD on the other
end of the cable or not.

Detection is the process by which the PSE asks: “Who are you?”
(In effect; are you “my type” or not?)

There are many obvious questions in such a matchmaking situa-
tion. For example, how should a pre-standard PSE, based on say some
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general PoE implementation which we call Type A here, respond to a
PD based on another general PoE implementation, called Type B? It
seems the best option is for a Type A PSE to not power up (or detect)
a Type B (incompatible) PD, because that would at least avoid dam-
aging the unknown/incompatible PD. And that did happen in fact.
In this way, some higher form of coexistence had been achieved, but
interoperability (the ability to play well together) was not. A Type A
PSE could not operate a Type B PD, and so on. Therefore, at some
point, PowerDsine (now Microsemi), in particular, started driving
toward an open PoE standard, which evolved slowly into IEEE 802.3af.

It is possible that some major vendors did not favor interoperability,
at least initially, so as to be able to promote their own brand/family of
products at both ends of the cable. It became a veritable PoE battlefield,
in the rather pointed phraseology extracted from an interesting “com-
petitive positioning paper” that can be found on the web today (at ftp:/ /
ftp.ocs.ru/pub/gvozd-ftp/BS/BayStack%20Switches/BayStack%20
460/ poecisco_pss5.pdf). Dated February 18, 2003, from Nortel (now
part of Avaya), titled “Cisco Catalyst Inline Power.” Note that Nortel was
already working closely with PowerDsine at the time on the issue of
pushing through an open standard. Its claim in this paper was that Cisco
Inline Power was proprietary and very different from the evolving open
PoE standard. That perception probably led to the following statements
(quoted straight from the above-mentioned Nortel paper):

Customers who may believe that their Catalyst LAN environment is
"IP Telephony-ready" soon find out that they are only ready for Cisco-
based IP telephony (see Page 2 of above-mentioned positioning paper).

... Enterprises must be aware of Cisco's attempts to portray infrastruc-
ture upgrades as open and a preparation for IP Telephony when many
of these upgrades only support "Cisco Telephony... (see Page 2 of
above-mentioned positioning paper).

Blindly following Cisco in these cases will cause enterprises to lose com-
petitive advantage—to say nothing about the increased costs of the
entire infrastructure when alternatives are rarely if ever considered...
(see Page 4 of above-mentioned positioning paper).

In a cruel twist of fate, even Cisco's 802.11 Access Point is not compatible
with their own pre-standard PoE implementation (see Page 2 of above-
mentioned positioning paper).

These only serve to highlight the confusion, and some bitterness
too, with the existing situation at the time. But there was another “twist
of fate” awaiting at the end of all this open-standard effort. Because the
IEEE PoE standard came up with an entirely new way of “detection” to
discover IEEE-compliant PDs (only) and power them up as per its own
recommendations. From a higher level, looking down at this vast play-
ground generically called “PoE,” the IEEE standard was just another


ftp://ftp.ocs.ru/pub/gvozd-ftp/BS/BayStack%20Switches/BayStack%20
ftp://ftp.ocs.ru/pub/gvozd-ftp/BS/BayStack%20Switches/BayStack%20
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PoE implementation, “Type C.” One more had just gotten added to the
existing confusion, and the confusion would continue until the other
implementations died naturally, as is expected eventually whenever
the high-adoption rate of an open standard takes over.

Note that IEEE 802.3af/at is not and was never intended to be a
legal requirement. It is purely voluntary. The thinking was that its adop-
tion is best left to market-forces, just the way Ethernet, well before PoE,
had originally proliferated. Open standards would win eventually,
based on the overall market desire for interoperability and lower costs.
And that is, in fact what seems to have happened eventually. Today we
see no switches/hubs based on PoE Implementations Type A or Type B.
The winner is clearly Type C (the IEEE PoE standard).

After the AF standard was ratified, for almost a decade, IEEE-
compliant PSEs were being asked by market forces to continue to
support existing pre-standard devices out there in the field (like older
IP phones). Granted it wasn’'t mandatory to do so, but it was still
unavoidable. Fast-forward to a decade later (today), most of these
pre-standard (legacy) PDs have reached the end of their useful lives
and have almost all been replaced by IEEE-compliant versions. But
prior to that, IEEE-compliant PSEs were being asked to offer a “legacy
detection” option in addition to IEEE detection. Many such PSEs ICs
are still around us today, though the most recently released PSE ICs
are no longer supporting this feature of legacy detection.

Next, we will discuss how some of the pre-standard detection
schemes worked.

Pre-Standard/Legacy Detection Schemes

These come in several types:

1. In Fig. 3.1 we have shown the key non-IEEE detection schemes.
The top half shows the principle behind the well-known Cisco
Inline Power (“ILP”) detection. A low-frequency “ring signal”
is injected on one pair and this gets looped back by a valid
(ILP-based) PD. The ring signal returns to the PSE on the other
pair, which then declares it to be a valid (ILP-based) PD and
powers it on. This may need additional hardware, not usually
part of most PSEs and PDs. For example, a ring generator is
needed on the PSE side, and a low-pass filter, or normally
closed relay contacts, on the PD side. When power is sent
down the cable, it will be used to actively disconnect circuitry/
relays on the PD side that are meant only for detection, so as to
allow normal Ethernet traffic to commence.

2. In (non-ILP) “legacy” detection schemes used in most mod-
ern PSE ICs, a small probing current source called Idet, typi-
cally between 100 pA to 2 mA (max 5 mA), is used as shown
in Fig. 3.2. This is not only current-limited but also typically
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voltage-limited to less than 30 V (it is in effect a voltage-
clamped current source). This arrangement is considered safe
for older (PoE-unfriendly) terminations, if these ever happen
to appear on the other side of the cable. The worst-case
dissipation would then be (2 mA) x (30 V) = 60 mW—not
enough to cause the small 125-mW termination resistors to
burn out.

The legacy PD can be thought of as a parallel combination of
some resistance in parallel with a bulk-decoupling capacitor. Note
that any PSE always monitors the port (PI) voltage, and since the
drop across the cables is negligible at these current levels, we can
consider the PSE-side PI voltage reading as being almost the same as
the PD-side cap-charging voltage. So, the PSE can monitor the capaci-
tor-charging curve. First, based on the final settling voltage value V =
Idet x R, as read by the PSE, the PSE can evaluate R on the PD side.
Second, by taking a few samples of the voltage during the charging/
discharging process, the time constant T = R x C can be evaluated,
from which we can plug in R (known) and thus calculate C. Finally,
both the effective R and C that the PD presented to the PSE can be
evaluated. These values are then compared to a predetermined range
of acceptable values of R and C (and their combinations) for known
legacy PDs, and the PD is powered up or rejected accordingly.

Cisco phones based on ILP could also be detected and powered
up, not by using ringtones, but by probing their R-C signature (legacy
detection) and “opening the door” for a valid combination of R
and C.

Keep in mind that IEEE-compliance must not be jeopardized in
the process. At least that is the key goal while creating a “good”
legacy detection scheme. And it is usually borne out. But there are
cases in which legacy detection has led to test failures on typical test
equipment, such as from Sifos, which is almost a de facto require-
ment by now.

For example, suppose IEEE 802.3af/at says that a resistance of a
certain value must be rejected (perhaps in conjunction with a certain
capacitance). Then we should never allow that value, even under legacy
detection. Because, if we accept that resistance value and power up the
PD, the PSE will be considered IEEE-noncompliant. As a corollary, if
there are any such legacy PDs, which even inadvertently encroach
into the IEEE detection region, they must no longer be supported,
even with legacy-detection mode enabled at the PSE side.

While testing a PSE for IEEE compliance, we are usually allowed
to disable its legacy-detection option completely during the testing.
That may be acceptable, but the best option is to not need to do
that: that is, keep IEEE detection and legacy detection enabled
simultaneously, yet achieve full IEEE compliance (via Sifos testing,
for example).
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However, there are PSE-controller ICs in the market today that
extend their legacy detection into impedance areas which IEEE
detection asks us to definitely reject (not even a “maybe”). For
example, the IEEE standard asks us to definitely reject any port
capacitance greater than 10 uF during detection. And it asks us to do
this irrespective of the parallel resistance. So a PSE that allows the
user to enable such a wide, almost indiscriminate “legacy detec-
tion” window runs the risk of failing IEEE compliance testing,
unless the legacy detection option is disabled during IEEE testing.
Though that is considered somewhat “acceptable,” it is actually
risky (for unsuspecting DTEs) to put such PSEs out in the open mar-
ket with legacy detection enabled. A better option is to not only
measure C but also R (appearing in parallel to C), and then con-
sciously allowing only very explicit (and unique) combinations of R
and C to be detected as legacy devices. This can only happen after
thoroughly researching known legacy PDs in the market that need
to be supported. It also needs firmware control to implement.

The IEEE committee, on its part, consciously formulated the IEEE-
detection range so as to distinguish it consciously from known PDs
and other common networking conditions. In other words, they tried
to create a unique “signature” (like a thumbprint, see Fig. 3.3) for the
IEEE-compliant PD, one that would distinguish it from virtually all
other port conditions. This would allow most legacy devices to be
supported by optional legacy detection if required, but also ensure
that an IEEE-compliant PSE did not inadvertently apply power under
any conditions, except to an IEEE-compliant PD. This detection pro-
cess is discussed next.

IEEE Detection

In Fig. 3.3 we first provide a quick look ahead at the overall hand-
shaking process between a PSE and PD prior to power-up, as defined
in IEEE 802.3af. We note that the PSE is initially just looking to con-
firm whether the device on the other side is an IEEE-compliant PD
or not. Then it examines it further to estimate its power class. We
recall that

Detection is the process by which the PSE asks: “Who are you?”
(and the PD then presents its detection signature; akin to provid-
ing a thumbprint).

To this we now tentatively add the next part of the handshaking
process, which will be discussed in more detail in the next chapter.

Classification is the process by which the PSE asks: “What are
you?” [and the PD then declares its power-rating category (class);
akin to stating its size as shown in Fig. 3.3].

9



92 Chapter Three

Power-on

PSE

INITIALIZATION:

The PSE may check whether
the port is discharged, that it
is not an open-circuit, and so
on. Vpart is below 2.8V,

IMPLIFIED
PREPARING FOR DETECTION:
The PSE raises the voltage up to = :
10V. A protective current limit fime

is sot [max of 5SmA).

PD

SIGNATURE PRESENTED:
The PD presents a 25kil
resistor across the port, to
indicate to the PSE that itis a

valid PD,
PSE
PREPARING FOR
CLASSIFICATION:
The PSE then raises the port
voltage between 155V to 20,5V,
A protective current Hmit is set,
between 51mA to 100mA.
CLASSIFICATION:

The PD responds to the increased
voltage (10.1V to 14.5V) by
placing a current sink across the
jport to indicate its Class [max
power level) to the PSE.

PSE

POWERUP:

The FSE raises the port voltage to its
full value ["48V"). Protective inrush
limiting: upto 50-75 ms, between
400-450 mA, to allow the PD to start
up fully. Thereafter, limit is based on
power level {class) or max of 0.6844
[indefinite), whichever is less.

- 7D

LIFIED DESCRIPTION OF TYPICAL PSE-PD HANDSHAKING LLING DURING POWERUP

Fieure 3.3 Simplified detection and classification sequence before port power-up.

In general, from the viewpoint of any PSE/switch, it may get to
see several different impedances across its RJ-45. The question is
what impedance can we define that will be unique enough to unam-
biguously identify a standards-compliant PD from all (or at least
most) other common conditions? That unique impedance could serve
as a signature (or thumbprint) of a standards-compliant PD. So we
need to first quantify “all other impedances,” also include the effects
of tolerances, drifts, leakages, and so on, then ensure there is enough
margin, and finally come up with a unique impedance to ascribe to
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the PD as its signature. This is how the process played out at IEEE.
For example, if the cable coming from the switch is connected to an
older network-interface card (NIC) inside a computer, with older
PoE-unfriendly terminations as discussed in the previous chapter,
then because of the absence of blocking caps, the PSE in the switch
would “see” two 75-Q resistors in series at the other ends, which is an
impedance of 150 Q. As explained, we do not want to power up fully
with this NIC at the other end of the cable as we could easily damage
it. But we could, in principle, “probe” it, with tiny current-limited
voltage sources, or voltage-clamped current sources. A unifying
moment was Robert Leonowich’s presentation in July 2000 on signa-
ture margins. His graph is shown in Fig. 3.4. We see that it also
included recognizing (and avoiding) impedance conditions in which
a switch/hub/router gets connected by an Ethernet cable to another
switch/hub/router, which in turn could be either “powered” (that
means with a 48-V incoming supply on it) or “unpowered” (with no
connection to the mains supply). In the former case, the polarities
could also be reversed. Generically, this case is often called a PSE-
to-PSE (detection) case. (See some of these in Fig. 3.4.) We will discuss
this issue specifically in greater detail later as it is more a systems-
related aspect. But for now, this sums up the general approach in
which Leonowich created a hazard matrix, on whose basis the value
“25k” was identified as the nominal IEEE PD-signature resistor value
(though the standard E96 series-resistor value, using 1 percent toler-
ance resistors, is actually 24.9 k, which is the value more commonly
used on an actual board).

Observe from Fig. 3.4, the reverse polarity diode across a port. We
now know this diode serves many purposes actually and helps system
reliability. Some PSE vendors even suggest replacing this with a
transient-voltage suppressor (TVS) diode, which also brings in zener-
clamping behavior at port voltages typically above 60 to 63 V. We will
discuss that in Chap. 11, but for now we keep in mind that the initial
rationale for this diode was just to make the PSE look like a “short”
under a reverse polarity applied on its output (such as the PSE-to-PSE
“aided” case in the same figure). Thus each PSE would now see another
PSE that it got connected to as a short (forward drop of the diode) and
reject it as a prospective PD. Thus it would not inadvertently try to
power it up.

How is PSE-side detection implemented? In general, the PSE puts
out either tiny current or voltage sources on the line. Then based on
the resulting voltage or current it reads, respectively, it can compute
V/Ito get the resistance at the other end (ignoring the relatively neg-
ligible cable resistance). If that calculated resistance turns out to be
~ 25 k (within a certain defined range), the pass-FET in the PSE will
turn on fully, injecting power into the cable. Of course, prior to that,
the PSE will significantly limit the applied voltages and maximum
currents, so as to keep conditions extremely safe on the line during
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A 200 samples per configuration
A: Open, or PSE to PSE (Opposed)
20V ! ! | ! B: Unpowered PSE (effectively a
leakage of ~ 75kf} to ground)
& C: Valid 1EEE PD (25k2)
I 15V - { : -
;n B D: Bob Smith terminations, short,
P or PSE-to-PSE (Aided)
s 1o0v 1 t C
5V | | | Reference: IEEE 802 3af DTE
D rvia MDI
g 0.1mA 0.2mA 0.4mA |
Port Current by
75k0 75k
V.
i |V PSE to PSE (Opposed).
21v-28V T [ 21V-28V  Appears like an open
puT
75k0
Ve
—— L 21v-28V  PSE to PSE (Aided).
21¥-20¥ I T v Appears like a short
oc
75k0
bpuT

Ficure 3.4 Hazard diagram and PSE-to-PSE equivalent circuits.

the discovery process, (because at this stage, it still does not know
what lies at the other end).

On the other side of the cable, there is a PD which typically has
two OR-ed input bridge rectifiers, only one of which actually con-
ducts for 10/100 Mbps applications. The 25-k signature is usually placed
after the bridges, so that a single resistor is all that is required for both
power-over-data pairs (Alt-A) and power-over-spare pairs (Alt-B).
See Fig. 3.5. Note that the IEEE standard does allow the signature
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resistors to be placed before the bridges too, but it is rarely ever done
that way.

The DC-DC converter that needs to be powered up eventually by
the incoming power will typically have fairly large capacitances at its
input for effective decoupling and proper operation. But since we only
want to present a 25-k signature resistor to the PSE during the detec-
tion process, the signature resistor is deliberately “shielded” (or iso-
lated) from the DC-DC converter section by means of a nonconducting
pass-FET in the PD. This is sometimes called the hot-swap FET for
vague reasons. However, this FET does seem very similar to the one
inside the PSE, but in reality, it is present for altogether different rea-
sons. Note that this PD-side pass-FET section (without the DC-DC
converter stage included) is usually just called a PD interface or PD
front-end. It basically just contains the PD’s pass-FET along with
detection/classification circuitry. This FET is asked to conduct only
when detection/classification is completed (successfully). And when
it finally does conduct, the input cap of the PD’s DC-DC converter
suddenly gets “exposed” to the PSE. In other words, the PSE now sees
a very large port capacitance in parallel to the signature resistor (the
latter can now even be disconnected by the PD to save energy, because
it serves no purpose anymore—but more on that important issue in
Chap. 4). Note that at this power-up mode transition, a large-surge
current flows into C,. . to charge it up, and as we will soon learn, the
IEEE standard specifies this in-rush current rather carefully too.

Besides asking for a signature resistor, the IEEE standard allows
(and in fact asks for) small decoupling caps to be placed next to the PI
(jack) on both ends of the cable. These are collectively often called
“signature capacitors,” because from the PSE’s perspective, all these
caps get lumped together and appear in parallel to the 25-k signature
resistor of the PD during detection. These caps are usually ceramic/film
caps and are considered completely necessary for proper functioning
of either PI-side circuitry (on both PSE and PD sides) to avoid any
noise from the lines affecting overall operation. The values of these
signature capacitors are also carefully defined in the standard and
summarized in Fig. 3.5.

In Fig. 3.5 we have introduced a key design and measurement
concept, one that forms the reason for the differences in the PSE and
PD ranges shown in the figure. We will explain this here.

For example, we design a PD in the following manner. We start
off by ensuring the PD presents a signature resistance well within
the allowed 25 k £ 5 percent (presented at its PI), and that includes
tolerances of the signature resistor, leakages, temperature-related
drifts, and so on. Typically, we just select a standard value of
24.9 k =1 percent resistor, but we also try to ensure acceptably low leak-
ages in critical spots, especially across the pass-FETs of the PSE and PD.
We also need to ensure that during detection, the PD appears as
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25 k £ 5 percent at its PI over a certain specified low-voltage range
of 2.7 to 10.1 V (conditions).

This is the basic manner in which we design a PD. But ultimately,
itis the PSE that needs to confirm the PD’s acceptability or not. How do
we design the PSE? On the PSE side, the readings will be affected by
the PSE’s own measurement capabilities/tolerances (for example, the
resolution of its analog-to-digital converter), plus other drifts, cable
leakages, and so on. We therefore need to set the measured-pass range
to be wider than the design range. In particular the IEEE standard
allows the PSE to accept as a valid PD, any resistance within 25 k +
6 percent, —24 percent (i.e., 19 to 26.5 k). Note that this range is not cen-
tered around 25 k. In fact the measured reading is allowed to be sig-
nificantly lower than 25 k (up to —24 percent). This low-side headroom
actually represents an additional allowance for cable insulation dete-
rioration over time. We can visualize that any cable leakage will appear
as a parallel resistance across the 25-k signature, lowering its measured
value at the PSE-side significantly. In general, the range of any measure-
ment is set wider than the design range.

What about the conditions under which measurements are done
(by the PSE)? The PD’s 25 k + 5 percent resistance needs to be guaran-
teed over the range 2.7 to 10.1 V. In other words, the PSE should not
make the mistake of checking the resistance at an applied voltage of
say, 10.2 V for example. That is not correct because the signature
value of the PD is not guaranteed at 10.2 V. Yes, some PD ICs may
guarantee R as high as 11 V (or beyond), and that would certainly
be good design practice, but the IEEE standard does not mandate it,
so the PSE should not count on it either. On the other hand, a PSE
measurement of R, at 10 V is OK (guaranteed). Keep in mind that
the IEEE standard thus sets the PSE detection range as 2.8 to 10 V,
whereas the PD signature resistance (minimum) design range is
slightly wider: 2.7 to 10.1 V. Summing up, conditions for measure-
ments need to be set tighter (narrower) than conditions for design,
and the measurement range should be set a bit wider than the design
range. That is the basic philosophy behind Fig. 3.5.

Why 2.8 V? This is basically the lowest-measurable voltage level
as per the standard. Falling below this value amounts to a complete
reset (in effect, 0 V). Therefore, this particular value shows up at dif-
ferent points in the IEEE standard.

In Fig. 3.6, we present the key information of Fig. 3.5 concerning
detection in an easy-reference wall chart for greater convenience and
better visualization. Note there are areas with a “question” mark (?).
Colloquially, these are considered gray or “don’t care” areas. Circuit-
comparator thresholds are typically set in these areas to guarantee
the required ranges as marked with ticks or cross signs. The latter
are colloquially referred to as “must accept” and “must reject” areas,
respectively.
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In Fig. 3.5, we should also pay close heed to the fact that the
grounds on either side of the PD pass-FET in particular must be sepa-
rated. We want to completely isolate the PD’s circuitry, especially its
DC-DC converter, from the front-end section. That is how we expect to
see a simple 25 k signature resistor during detection. That is why the
capacitors on each side of the PD’s pass-FET must not be accidentally
connected to the same ground symbol in a schematic, or the signature
resistor will not be detected properly and the PD will not turn on.
This casual schematic mistake has, in fact, often been falsely consid-
ered an interoperability issue by some PD-device manufacturers. But
while PSE vendors struggled to make their devices more tolerant, often
risking IEEE-compliance, all the PD vendor really needed to do was
recheck the grounds on their schematics and fix the problem.

Most IC-fabrication processes prefer to use N-channel (low-side)
pass-FETs for the PSE or PD, and then connect the source of the pass-
FET directly to IC ground, or through a current-sense resistor as
shown in Fig. 3.5. This Source-side IC ground forms the substrate of
almost all known PoE chips.

We must also remember that any bridge rectifier produces two
forward drops in series with the current. On the PSE side, this DC
offset or signature-offset voltage tolerance, is called Vos, and is set to
2 V. On the PD side however, the maximum-allowed offsetis 1.9 V, in
keeping with the philosophy outlined previously.

To eliminate the error caused by the diode offset, and also to reject
noise, the standard requires the PSE take at least two measurements,
which are spaced at least 1 V apart (and also at least 2 ms apart), and
to use the following equation to calculate the resistance:

R=AV_[",-Vy
AT [L-L|

So we look for the incremental resistance (slope of the V-I curve).

NOTE The standard also limits the maximum slew rate during detection
steps to less than 100 mV/us. This is easy to meet with current sources
at least. From [ = CxdV/dt, we can see that even with the maximum
upper-current-limited source of 5 mA, we can meet the slew-rate limit
with just 50 nF of port capacitance. In all practical implementations,
there is at least 0.1 uF port capacitance from the PSE side and another
0.1 uF (minimum 50 nF as per the standard) at the PD side. A total of
0.2 uF in all known practical implementations. So the dV/dt aspect is
not of concern in most detection schemes.

NOTE As mentioned, the standard includes a possible offset current too
(10 uA or 12 uA at the PD or PSE ends, respectively). We understand
that the DC-offset voltage is theoretically the voltage with no current
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flowing at all. Theoretically, we could also have some leakage current
flowing with zero voltage applied. But there was some debate and
disagreement about the entire concept of “los”at the IEEE discussions
leading up to the AT standard. Some even asked to delete los altogether
as they felt it was not real or relevant. Their viewpoint was that with
no PSE voltage applied, the only way a current could flow was if the
PD was somehow a source itself. But it couldn’t be as it has no 48 V
connected to it. But there could be situations, however, where a PSE
was connected via a Midspan on the spare pairs and had acted as a
source of leakage current. In any case, the los spec is still there in the
AT standard, and there are test setups which apply this offset current
in a compliance-test suite too. But normally this offset current poses
no problem in any common detection scheme.

NOTE In creating the hazard matrix, Leonowich had originally just used a
standard-DC voltage source with a limiting resistor of 75 k (the “probing
resistance”). But at some stage, for obscure reasons, this number seems
to have gotten changed in the standard to 45 k. However, the basic
purpose remained unchanged: The high value was meant to avoid false
PSE-to-PSE detection and resulting (spurious) power-up. This means
that the IEEE PoE standard asks that if we connect PSE A to PSE B,
PSE B must look like a resistor greater than 45 k to avoid being detected
as a valid PD by PSE A. Similarly from the viewpoint of PSE B, PSE A
must not appear less than 45 k either.

But there is also the issue of what happens if legacy detection is
enabled in PSE A and/or PSE B. The IEEE standard does not talk
about legacy detection anyway, so what can happen in such a case is
also undefined. Different interpretations of that can, however, cause
false detections and interoperability issues between switches/hubs
of different vendors in PSE-to-PSE configurations. If legacy detection
is disabled or not supported (increasingly so today), this is of little
concern.

Technically speaking, to avoid PSE-to-PSE false detection as a PD,
a PSE can not only present itself as a high resistance (> 45 k) during
its detection sequence (to avoid being mistaken for a PD), but it can
also present itself as a lower resistance (< 12 k), and other PSEs should
reject that value too. Unfortunately, there are PSE chips out there that
apply a rather strong internal bleeder of around 10 k temporarily
between successive failed detection attempts to initialize the port
voltage, and there are also some PSEs out there from other vendors
that do not reject 10 k with legacy detection-mode enabled. This has
led to some well-known interoperability issues in the past.

There is perhaps no right answer here unfortunately—no clear cul-
prit in sight. It is part of the confusion surrounding the introduction of
any “standard” right in the middle of an already-ongoing PoE-era.
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In general, it is fair to say that PSE-to-PSE detection issue remains
one of the most complex and often barely resolved or even unresolved
systems issues. It will be discussed in more detail in Chap. 11.

Practical Voltage and Current Limits during Detection

Besides ensuring detection, there are safety concerns too. What are
the worst-case PSE-side voltages and currents allowed by IEEE on
the line during the detection process? These are the key limits during
detection.

1. Maximum (open-circuit) voltage V__ =30 V.

2. Short-circuit current I_=5mA

Open circuit is defined by the standard as any measured port
resistance over 500 k.

Note that there is an odd/contradictory situation here. Can we
use the maximum safe-current source of 5 mA to probe a valid PD?
Avalid PD would by definition present 25 k on the port. However,
5 mA through it gives a voltage drop of 5 m x 25 k =125 V! But obvi-
ously that is not only unsafe (above 30 V), but outside the valid PD
upper-detection limit of 10 V. So 5-mA current limiting is not a prac-
tical target. Working backward, if we are to keep a max voltage of
10 V across 25 k, the max current is 10/25 k = 400 pA. So typically,
to account for tolerances and so on, no PSE will be designed with
detection-probing sources of more than about 350 HA (nominal).
That is the practical upper limit.

Some Practical Detection Techniques

In the inset in Fig. 3.3, we have shown the port voltage during the ini-
tial sequence. Region B is detection. The port voltage starts from zero
(cable not energized) toward fully applied “48 V.” In this simplest case
of detection, just two steps of voltage or current are being applied, and
they are applied on the “charging” curve (ascending staircase). As per
the IEEE standard, two steps (or samples) are a minimum, since we
need them to eliminate diode offset from the bridge, as discussed pre-
viously. The standard also asks we ensure that the voltage levels we use
for our calculations are more than 1 V apart. Using (V,-V,)/(1,-1)), we
thus get R. This may sound very basic, and it is, but it is a viable detec-
tion method used by many PoE-controller ICs.

Note the emphasis on the voltage levels (for sampling) being more
than 1 V apart, not necessarily the voltage steps above. For example,
nothing stops us from applying, say four voltage steps only 0.75 V
apart, as long as we calculate R based on alternately numbered steps:
(V,-V)/(,~1)and (V,-V,)/(I,~L,). The difference between V,and V',
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and between V, and V,, is 1.5 V, and that is OK as per the IEEE stan-
dard. This was the basis of U.S. patent number 7,711,967 from Woo et al.

There are also PSE chips, like the LTC4266, that use an alternative
four-point detection scheme, consisting of two descending steps
based on current sources, followed by two descending steps based on
voltage sources.

We need not even have visible steps really. We can, in principle,
use a weak linearly increasing current source, and record the corre-
sponding (and proportional) linearly increasing PI voltage live as
we go along (1 V samples apart though). If the rise time of this
ascending-PI voltage is large enough, port capacitances will play
almost no part, and so we will get a proportional increase in voltage
for a proportional increase in current. We can then calculate the detec-
tion resistor using R = AV /AL

If we collect multiple R readings, we can ultimately average them
out to get the final R and thus decide whether it is a valid PD or not.
But in the process we can also ensure that several readings for R are
within, say 1 to 2 percent of each other. We can implement some form
of arbitration too. All these methods are a good way to further reject
the effects of noise on the detection process.

There are some historical intellectual-property issues here too
that we are ignoring, but in general, today, current sources are usually
preferred over voltage sources. The reason is the signature resistor
and PD-signature capacitance both usually lie after the bridge recti-
fier. The voltage across the signature section is not necessarily the
voltage being monitored by the PSE. The PSE is measuring the port
voltage on the other (anode) side of the bridge. So there is a possibility
that the bridge can get reverse-biased with a higher voltage across the
PD-signature section and a lower voltage across the port. However,
by using current sources to probe the PD instead of voltage sources,
we manage to force the probing current through the bridge, this being
a basic property of a current source, and so the bridge does not get
reverse-biased. With this method, the voltage read by the PSE will be
very close to the actual voltage across the signature section of the PD
(though with some diode offset, which is rejected by calculating the
incremental resistance as explained previously).

We need not apply steadily-increasing-current sources in steps
(a staircase going up). We could even apply them in descending order
starting with the maximum value first (staircase going down). Because,
provided we are using current sources, the diode bridge will not get
reverse-biased, and this would also work.

Note the slightly rounded edges of the applied voltage steps in
Fig. 3.3, caused by the small signature (port) capacitance. We realize
that if the port capacitance is too big, as in the case of legacy devices,
then the associated time constant will be very large and stable read-
ings at each step will perhaps never be obtained quickly enough.
Keep in mind that as per the IEEE standard we must complete
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the entire detection process (whether successful or not) within
0.5 seconds (T, timer). This upper boundary serves to limit the
time constant, the number of voltage/current steps, and the maxi-
mum-port capacitance. For example, the time constant RC for R =
25 k, and with a not-unacceptable (gray-area) port capacitance of a
little less than 10 uF (more than 10 uF is deemed unacceptable and
must be rejected, irrespective of the value of R, as per the standard)
is about 0.25 s. We also know that three time constants (in this case, a
total of 0.75 s) are needed to get to within 5 percent of the settling
value in any RC charging/discharging curve. But clearly, 0.75 s is
already in excess of the maximum detection time of 0.5 s. In other
words, we cannot get any meaningful results with large capacitances,
even if they are in the gray area (i.e., not definitely disallowed). On
the other hand, with a maximum “must accept” theoretical port
capacitance of 670 nF (as explained in Fig. 3.5), the time constant
25k x 670 n =17 ms. And this works well: each current source must
be applied for at least 51 ms (three time constants). With four charg-
ing steps followed by a discharge interval, we will be at about 250 to
300 ms for a complete detection cycle, which is less than 500 ms and
therefore acceptable.

The next improvement is possible by trying to be doubly sure
there is a valid (IEEE-compliant) PD on the other side before power-
ing up. Because the standard allows for erring on the side of cau-
tion. The answer to that extra robustness is double-detection. In
particular, this is very useful in avoiding false detection and port
power-up in the very difficult PSE-to-PSE case discussed earlier.
Double-detection be implemented in an IEEE-compliant manner in
two ways actually.

1. In one method, provided an existing detection sequence took
less than 250 ms, we just repeat that twice (within 500 ms).
We should thus get two (or four) very close values of R, unless
noise is clouding matters (literally). Mentally we can consider
the two successive detection sequences (occurring within
500 ms) as just one detection sequence: The reason is we do in
fact have enough latitude within the IEEE standard to come
up with many unique detection schemes, as long as we comply
with the general rules as already discussed.

As mentioned, we need not repeat the same method in fact.
Some PoE-controller ICs (example from Linear Technology)
complete the first detection phase using current sources (they
call it “forced current detection”) and then within the remain-
der of the 500 ms, they apply voltage sources (they call it
“forced current detection”).

2. Thereis aloophole in the IEEE standard we can use. The stan-
dard allows that we do not power up even after a successful
detection. This will be clearer when we discuss the IEEE state
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machine in Chap. 8. For example, we could even wait end-
lessly after a successful detection, suggesting that we just do
not have the necessary power budget for powering up an
additional PoE port. That is allowed. Alternatively, we can do
the following: complete one full detection sequence within
500 ms, not power up (on grounds of insufficient available
power), and then repeat the same detection sequence in the
next 500 ms. After that, we could ensure the two results (for R)
are very close to each other and both are also within the IEEE
PSE range (19 to 26.5 k). In effect we are taking 1 s to do detec-
tion. But there is a loophole in the standard that allows that!
Finally, if all these filter conditions are met, we can decide
whether to power up the port or not.

NOTE The AT standard does mention: “if the PSE returns to the IDLE
state (that is for PI voltages below 2.8 V), it shall maintain the PI
voltage at V... (below 2.8 V) for a period of at least T, ...,

(15 ms) before starting a new detection cycle.” Though this is stated in

the context of Type 2 devices between classification and power-up, it is

a good idea to adopt this rule in all cases between successive detections

too, and for Type 1 and Type 2, to avoid strange interoperability/test

issues.

We thus realize we can come up with many innovative detection
techniques within the bounds of acceptability as laid out by the IEEE
standard. The biggest source of trouble could be in passing compli-
ance tests on automated-test systems, such as those from Sifos Inc.
The reason for that is that any automatic tester is designed to cater to
several vendors’ designs, but can rarely be intelligent enough to
anticipate and account for all possible variations up front. So a con-
structive discussion with the test-equipment manufacturer is encour-
aged at such junctures. They will normally be able to “tweak” their
firmware to allow for a new detection scheme, provided we can con-
vince them we are complying with the IEEE standard.

In Fig. 3.7, we finally clarify the charging/discharging time-
constant constraint issue when using current sources during
detection. The math behind charging and discharging of a parallel
RC combination, using current sources, was already indicated in
Fig. 3.2. That math is valid here too. Knowledge of the time con-
stant is essential in setting aside enough time for each applied
step, to allow the voltage to settle and be read correctly by the PSE.
In Fig. 3.7 we summarize the simple math behind a simple PD detec-
tion scheme, including a diode-bridge voltage offset and detection
timer. More complex detection schemes are all based on this underly-
ing reasoning.
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2V
offset

R detect —
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Current (PA) ] Time (ms)

Detection time (by definition)
(should be < 0.5 s)

Example: Selected current sources are 200 pA and 300 pA
Passing through 25 k resistor,

Vyis 200 ux25k=5V
V,is300 ux25k=75V

Add to this 2 V max offset. Then applied Pl voltages are 7V & 9.5 V (less than 10 V as required).

If offset is zero, applied Pl voltages are 5V & 7.5 V (above 2.8 V as required).

Voltage difference between steps is 2.5 V (greater than 1V as required).

Worst case RC time constant is 17 ms based on R = 25 k and C = 670 nF. Need 3 time constants

to get to within 5 % of final value. So each step should be at least 17 x 3 =51 ms.

Fieure 3.7 An example of a basic IEEE-compliant detection scheme.

Predetection/Open-Circuit Detection/Initialization

In Fig. 3.3, Region A is something we have avoided discussing so far.
We now explain this a bit more.

For added safety, we want to make sure that there is something
like a signature resistor on the other side of the cable, before even
attempting to measure it accurately. In particular, we want to guard
against short circuits or open circuits. The former could be anything
less than 200 Q (representing the two 75-Q series-termination resis-
tors of a NIC). The latter would be by IEEE definition anything
above 500 k. The simplest way to check for the former is to put an
exploratory current source out on the cable and make sure the
voltage exceeds a certain low threshold after a certain settling time.
This is the inspiration behind U.S. patent number 8,097,982 from
Louis Joseph Maggiolino. Many vendors, such as Silicon Labs, have
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working nonproprietary variations of that in their chips already.
To check for an open circuit, we apply a weak current source once
again; in this case if the voltage exceeds say 15 or 20 V, we know that
we have an open circuit.

During Initialization, we can also check if the port is for any rea-
son already powered. For example, another PSE may be present on
the other end of the cable instead of a valid PD, and we could likely
discern its presence and avoid powering up ourselves by simply
checking for preexisting voltage on the cable. Any such voltage
could be the result of the other PSE constantly attempting detection
on the cable, or a PSE which may even have applied full power over
the cable. Or there could just be some residual charge remaining after
quickly unplugging and plugging back a cable. Or there could be
some other unknown fault. The PSE chip could try to initialize the port
by applying a bleeder resistor of large value (> 45 k) across the port,
waiting a while, then checking that the port voltage is indeed almost
zero (< 2.8 V).

None of this is actually demanded by the PSE state-machine dia-
gram in either the AF or AT standards, but it makes logical sense and
is good from a systems perspective. Further, it helps test-equipment
vendors initialize their equipment. So they know when exactly to
start checking for formal IEEE detection (to verify T, < 0.5 s for
example). Test equipment will often first look to see a threshold of 15
to 20 V being crossed, indicating a successful open-circuit detection.
Then the next time the voltage exceeds 2.8 V, that would be the start
of IEEE detection.

Detection Back Off

One question remains: After an “unsuccessful” detection attempt
(resistor was not 25 k, i.e., an invalid signature), how quickly can
another detection attempt be carried out? The answer to that depends
on whether the PSE is delivering power over the data pairs (Alt-A) or
over the spare pairs (Alt-B). For Alt-A, there is no back off require-
ment. But since most PSE chips will carry out port initialization/
pre-detection/open-circuit detection all over again, the next detec-
tion will naturally take some time. But a typical PSE design will try to
complete a second detection within about a second after the end of the
preceding failed detection. Section 33.2.4.1 of the AT standard has this
suggestion:

If a PSE performing detection using Alternative A detects an invalid
signature, it should complete a second detection in less than T,

after the beginning of the first detection attempt. This allows an Alternative A
PSE to complete a successful detection cycle prior to an Alternative B
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PSE present on the same link section that may have caused the invalid
signature.

What is the concern here? The worry is that the cable from an
Endspan PSE may have been connected to a Midspan PSE en route
to the PD. So now two PSEs are on the same link, trying to provide
power to the same PD. The standard wants to give priority to the
Endspan, and therefore, concluding that the failed detection could
be the result of the voltages/currents injected by the other PSE
across the same 25 k signature resistor, it asks that the Alt-B PSE
“back off” to allow the other PSE to go first. So it sets a “back off
time” of minimum 2's (T, ,,~ = 2 s) for an Alt-B PSE. Note that
the T, timer starts at the very moment the detection fails, not from
the start of the failed detection attempt as somewhat implied by the
extract from Section 33.2.4.1.

Since the Alt-A PSE on the same link has been given the go-ahead
for at least 2 s after its failed detection attempt, it needs to use that
period to complete a successful detection and power up the port before
the interference from the Alt-B PSE resumes. When the Alt-A PSE suc-
cessfully powers up the port, it will automatically reverse-bias the
bridge connected to the spare pairs, and so the Alt-B PSE will never see
a valid detection signature (until the Alt-A PSE is powering the port).

But will that prevent the Alt-B PSE from trying again and again to
detect? Not really, because the standard says that an Alt-B may (that
means optionally) omit the minimum back off time of 2 s provided it
sees an open circuit (> 500 k). Chances are high that if its bridge on the
PD side gets revere-biased, it will very likely see an open circuit and
so it will try and try again to detect. Therefore, it is probably a good
idea to keep the > 2 s back off timer for an Alt-B PSE always, whether
it sees an open circuit or not. This will prevent unnecessarily quick
repeated detection attempts.

Detection Signature Resistor Disengagement

At this point, it is a good idea to take a step back at a very basic
issue: the presence of the 25-k detection resistor. In almost all cases dis-
cussed so far, and also in related literature, this resistor is shown as
a stand-alone component just past the bridge on the PD-chip-side. It
is always present. So when the voltage ramps up into the classifica-
tion range (~18 V), it continues to draw current, of about 18/25 k =
0.7 mA. Not a big deal, and though it adds some current to the con-
stant class-current-sink, its effect is less than 1 mA. When the port is
fully powered up, it continues to draw about 50 V/25 k =2 mA. In
terms of wattage this is 50 V x 2 mA = 100 mW. Not entirely negli-
gible. Keep in mind that we need to draw about 0.5 W to keep the
PD-PSE connection “alive” in the first place. Nevertheless, it did
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lead to some people wanting to shut off this “wastage of power,”
and they proposed the 25-k resistor be actively disconnected
after detection. One question remained: When exactly to turn it off
(disconnect it)?

In fact the way the AT standard’s PD state-machine diagram
is written, it actually does not even permit keeping the detection
resistor across the port beyond the exact moment of completion of
detection phase (for both Type 1 and Type 2). This can cause back-
ward compatibility issues because the AF standard was quite
ambiguous on the PD state machine, and was widely interpreted
as allowing this “always present” 25-k resistor. So there are many
PDs out there even today, both Type 1 and Type 2 (such as On-Semi’s
NCP1083) that continue to retain this 25-k resistor across the port
always connected. Faced with that market reality, it is not a good idea
to design a PSE that doesn’t accept this wide PD behavior, whatever
the AT standard may or may not say.

It seems the main reason for immediately disconnecting the 25-k
signature resistor right after detection was motivated not by a con-
cern for saving power initially, but because of a 2007 presentation at
an IEEE Ad Hoc meeting from an engineer from Linear Technology
who voiced concern of something that “may” happen during classifi-
cation (see Chap. 4). This fear seems to have then prompted a PD-
state machine within the AT standard that demands immediate
removal (disengagement) of the detection resistor right after detec-
tion. The consequence is most PD-chip designers nowadays struggle
to create a very narrow range above 10 V, say 10.5 to 12 V in which
they consciously disconnect the detection resistor, and then slightly
above that range, turn on the classification-current-sink. However,
combined with the basic problem of variances in diode forward drops
and the “guesstimation” of all that beforehand while setting hard
thresholds in the PD, this has likely led to many reported PSE to PD
interoperability issues.

NoTtE Why do we need any “guesstimation”? The problem is as follows:
Whenever we talk of the PSE-side voltages, we are quite right, because
the PSE IC can actually read the port voltage accurately on its side of
the cable and do the "right thing” at the "right voltage threshold.”
How about the PD? Can it really read the PD-side PI voltage? We are
forgetting that in most PD ICs, the PD has no way of actually reading
the PI voltage per se. Because it is on the right-hand side of a bridge
rectifier, and that introduces two forward-diode drops between the PI
voltage and the voltage the PD "sees.” So a PD IC has to literally
Quesstimate the diode bridge offsets up front, before setting its
thresholds. That can lead to significant errors and reported
interoperability issues, since the bridge rectifier forward drops can
vary a lot and are also a function of diode current and temperature.
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This disengagement of resistor seems to have been not worth
it, because the detection resistor actually serves a useful purpose
during both detection and classification as explained in Chap. 4.
It is therefore considered OK to leave it in the PD across the port
always connected. Typical test suites (such as from University of
New Hampshire’s Interoperability Laboratory) do not check PDs for
this “removal of the detection resistor above 10 V” requirement. If
they did, a lot of earlier and modern PDs will fail the test. If we really
want to save 100 mW of dissipation from the signature resistor dur-
ing normal operation, the best option from a systems viewpoint is
removing the detection resistor from across the port only after power-
on of the PD is completed, not before.

Lower Detection Threshold: Practical Concerns
in PSEs and PDs

Here is another problem: The lower threshold of the detection resis-
tor is 2.8 V as per the standard. Many have pointed out that this is an
oversight on the part of the engineers behind it. The reason is that if
the signature resistor is being disengaged, it needs a high-voltage
FET inside the PD IC to accomplish that. But the diode-bridge offset
is supposed to be about 2 V. In other words, when the PD-side PI volt-
ageis 2.8V, the PD IC only “sees” 2.8 —2 =0.8 V. Therefore, the small,
high-voltage detection-resistor FET inside the PD chip has to turn on
at 0.8 V. But that is hardly possible, since we need to apply a couple
of volts across its Gate and Source typically. Therefore, most commer-
cial PD IC’s guarantee the signature is available only above 1.5 V at
the PD-chip side. From the PSE’s perspective, it should therefore
not sample for the signature below 1.5 + 2 = 3.5 V at least. This is to
avoid interoperability issues, whatever the standard may say.
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CHAPTER 4
Classification

What Is Classification?

We start by reacquainting ourselves with the basic handshaking over-
view presented in Fig. 3.3. After completing a successful detection,
the PSE is now “sure” that there is an IEEE-compliant PD on the other
end of the cable. It can then proceed to the next stage of the process:
querying the PD as to its power requirement.

The process by which the PSE queries the PD as to its input
power range is called classification. The PD in turn, declares its
“class.” Alternatively put:

Classification is the process by which the PSE asks the PD:
“How big are you (in terms of wattage)?” and the PD answers
that question, akin to stating its size as indicated in Fig. 3.3.

Types of Classification Methods and Backward

Compatibility
Keep in mind that the handshaking process presented in Fig. 3.3 is
just exemplary. And it is just one possibility within the broad category
of classification. The category is characterized by the use of small cur-
rents and voltages for signaling across the copper wire (quite similar
to the detection process). Copper is the “physical layer” (or medium)
here, and is also called layer 1 or just L1. So this method is generically
referred to as physical-layer classification or layer-1 classification or
L1 classification. It was the original classification method used in the
AF standard.

There is also a very different category of classification based on
querying the PD’s power rating over the data link (if and when that
gets established). This is called layer-2 classification or L2 classification
or LLDP-based classification or data link layer (DLL) classification. It
was introduced by the AT standard because the AT standard had itself
created a new need—the need for mutual identification between a (high-
power) Type 2 PSE and a Type 2 PD. Classification in the AF standard

m
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was traditionally just a one-way street: The PSE would ask the ques-
tion, and the PD would answer. But the PD never asked anything of the
PSE and didn’t need to either. The new scenario came about because
the new high-power (Type 2) applications that the AT standard intro-
duced were not a subset of existing applications, so (a) a high-power
(Type 2) PD could get connected to a Type 1 (AF) PSE, and (b) a high-
power PSE could get connected to a Type 1 PD, and so on. The matrix
of permutations was so wide that mutual identification became the only
way to ensure appropriate behavior would result under all permuta-
tions. For example, a Type 2 PD could activate its higher-power mode/
features, while the Type 2 PSE it was connected to could correspond-
ingly and safely increase its current limits to allow for the higher
currents—provided each realized that the other was Type 2.

NoOTE LLDP stands for Link Layer Data Protocol. Layers 1 and 2 mentioned
previously are a subset of the general 7-layer OSI (Open Systems
Interconnection) model. But we need not go into more detail of that here.

How can mutual identification be implemented? In fact, the most
obvious method would seem to be LLDP-based. Which means the
Type 2 PSE and Type 2 PD could “talk” to each other over the data
link. As simple as that. Except for the fact that both the PSE and PD
must at a bare minimum be capable of communicating via data. But
Midspans are not capable of that. They typically use the spare pairs
for PoE, and there are no data transformers inside. So how could
mutual identification occur in such a situation? Without going into
more details in this section, we just state that the AT standard defined
a second type of physical-layer classification, pattern in addition to the
new LLDP-based classification. The older L1 method is now called a
1-event or 1-finger classification. It corresponds to the voltage being
raised by the PSE once (a “finger” on an oscilloscope), and is essen-
tially what was described in Fig. 3.3. The AT standard introduced
2-event or 2-finger classification, which, true to its name, raised the
voltage twice (with a PD-observable dip in the middle). The idea was
simple: If a Type 2 PSE performed a unique classification pattern, the
Type 2 PD could be designed to “recognize” that pattern, say by
means of a very basic flip-flop/ counter, and thereby conclude it was
connected to a Type 2 PSE.

Summarizing, as per the standard, mutual identification of Type -2
devices is now possible by either (a) doing a traditional (1-event L1)
classification, followed by “further discussion” over the data link
(L2), or (b) by just doing a 2-event L1 classification (no need for L2
classification). The latter would be conducive to Midspan PSEs but
could be used by Endspans too. In that case, the Type 2 Endspan
could opt to continue to talk with the Type 2 PD over the data link,
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and ask further/finer questions about the power requirement of the
PD. This “extension” of 2-event classification is not ruled out by the
standard.

While framing the AT standard, it was recognized early on that it
would be very difficult, if not impossible, for a typical PD to know
whether it was connected to an Endspan or a Midspan PSE. That would
require an entirely new physical-layer classification pattern. A new one
was already in place to distinguish Type 1 from Type 2. Now we would
need to distinguish a Type 2 Endspan from a Type 2 Midspan too.
Therefore, to avoid needless confusion and complexity, the IEEE stan-
dard rightly laid down the same classification requirements for both
Midspans and Endspans. But in doing so, it also remained conscious of
their differing capabilities and limitations as indicated above. That is
why the standard does not require any Type 2 PSE (Endspan or
Midspan), to support both methods of classification. As indicated pre-
viously, a Type 2 PSE can support either 2-event L1 classification (no
data link required—good for Midspans and Endspans) or 1-event L1,
followed by L2 classification (good only for Endspans).

At this point please consult Fig. 4.1, which reproduces the vari-
ous PSE-PD possibilities enumerated in Table 33-8 of the AT stan-
dard, and also contains an alternative and easy visualization of
what is allowed or disallowed by the standard.

This table ensures backward compatibility and “proper behav-
ior” and can be considered the result of the PSE and PD state-machine
diagrams contained in the standards (which will be discussed in
greater detail in Chap. 8).

At the other end of the cable, Type 2 PDs are required by the
AT standard to support both methods of above-mentioned classifica-
tion. Why is that? Because a Type 2 PD may find itself connected to a
Type -2 PSE that only supports 2-event L1 classification, or it may get
connected to a PSE that only supports 1-event L1 + L2 classification.
But they do need to communicate (in the same “language”) for suc-
cessful mutual identification. So since a Type 2 PSE is allowed to
speak only one of two languages (1-event + LLDP or 2-event), a
Type 2 PD basically has to learn both languages to be able to speak to
either type of PSE. In other words, a Type 2 PD must support both
2-event classification and LLDP.

At least that is what the standard says, and it is logical. Unfortu-
nately, there are some early and/or ultra-low-cost Type 2 PDs out
there, which are technically noncompliant because they do not sup-
port L2 classification (LLDP), as indicated on the lower-right side of
Fig. 4.1. We cannot however ostracize them. Market reality demands
they be supported too. Therefore, most PSE vendors have recognized
and accepted very early on, that these low-cost PDs have passed on
their burden to the PSE. Since L1 (1- or 2-event) classification is all
such a PD recognizes and responds to, to establish communication

13
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with it, we need to ensure that the (Type 2) PSE (30 W) supports
2-event L1 classification too, even though the standard does not
require it to (as long as it supports L2 classification at least). So in
reality, the Type 2 PSE has to speak both languages: 2-event and
LLDP—that’s based on market reality, not on the standard.

There is another practical reason for insisting that a Type 2 PSE-
controller IC support 2-event physical layer (L1) classification. The rea-
son is the IC may be used in PSE Midspans. And so, if the IC doesn’t
support physical-layer classification, it can only be used/sold in End-
span markets. In other words, though it may not violate the standard, it
may just not sell very well.

If a high-power PSE and a compliant or otherwise high-power
PD cannot for some reason communicate during classification or
after (different “languages” spoken), for all practical purposes, clas-
sification gets bypassed altogether. In fact, that is allowed too, but only
under the “safe” assumption that the application on hand will be
treated as a low-power (Type 1) application going forward, not a
Type 2 application.

Type 1 PDs, as defined in the AT standard, are largely backward
compatible if not identical with PDs defined in the AF standard
(though there are some differences in terms of disengagement of the
signature for example resistor, as discussed later). So, they need not
actively support any method of classification. In that case, the PSE
will consider them as having no class, or Class 0, and will assign a
default power rating to them and proceed to power them up if power
is available. But this is really not a good idea from an overall systems-
management perspective as discussed in the next sections.

Practical Limits of AC-DC Power Supplies

The underlying reason for desiring classification in the first place is
that AC power is neither free nor unlimited. The incoming “48V” rail
from the AC-DC power supply has practical limits as to its maxi-
mum-output power. For example, if a standard-household AC outlet
is used as the input to the AC-DC power supply, we must keep in
mind that the outlet has a maximum RMS rating of 15-A. Engineers
usually derate that by applying a multiplicative factor of 80 percent
to get the safe, continuous rating of the AC outlet as 12 A. Then they
multiply that (safe) number with the incoming AC (RMS) voltage
(say 110 V), and further multiply that by the “power factor” of the
power supply (say 0.9), and also the efficiency of the power supply
(say 85 percent). The result of all that is the maximum useful power
(output wattage) that a single AC-DC power supply unit running off
a standard 110 V AC outlet can provide is typically around 1 kW.
Now, 1 kW may be OK for about 24 PoE ports, each drawing
30 W simultaneously, though we also have to consider the overall
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switch/PHY power requirements (if any), which will also be derived
from the same AC-DC power supply and will come in from the same AC
outlet. If we need to get to the next power level to support more ports,
multiple AC-DC power supplies can be paralleled using active load-
share circuitry. Paralleling of power supplies is considered expensive
unless unavoidable, but it is really not such a bad idea, even for lower
powers, because it can add a certain amount of redundancy, since at least
some power is still available after a single power- supply failure.

But to ensure any logic, we need to first start monitoring the multi-
ple power supplies. So the state of the output rail of each power supply
(good/no-good) is usually checked by the PSE chip, with the help of
three or four “power-bank” or “power-good” pins. For example, if one
of the paralleled power supplies fails, the available power is obviously
no longer enough. The PSE can then “drop” (previously programmed)
“low-priority” ports, preferring to not interrupt some of the other
“high-priority” ports. An example of the latter could be the port going
to the IP phone in the CEO'’s office. The former could be an IP camera
in some noncritical location on the premises. Ethernet and PoE are not
democratic processes; they are hierarchical by nature.

However, with the power-supply-monitoring data available, to
make use of it, we now need power-management software—usually
found residing somewhere on the PSE end of the cable. On further
thought, we realize that the key input to any power-management soft-
ware is the result of classification, because once the available power is
known, it has to be distributed across several devices (“rationed”)
based on their power-requirements. And that comes from classifica-
tion. So, eventually, classification enables a whole set of useful fea-
tures and systems-level opportunities for optimization of the entire
power system.

Classification Is Optional for Type 1 Applications
But Recommended

For Type 1 devices, classification is optional. In other words, knowl-
edge of the actual power rating of a given PD is not completely essen-
tial. But we have just realized it helps a great deal, and should be
implemented even for Type 1 devices (it is not optional for Type 2
devices, unless they want to pretend they are Type 1 devices and can
be configured to do so by the user).

If the PSE knows power requirements via classification, it can
then try to reserve the right amount of power for each classified PD,
ensuring its uninterrupted operation, and also ensuring that as many
other PDs/ports as possible can be powered up later if desired, with
any remaining (surplus) power.

If after a given classification sequence, the PSE learns it has
insufficient power to provide to the PD, it will not power up that PD
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but will return to its “idle” state once again. The handshaking pro-
cess will commence all over again, starting with detection. To pre-
vent the chances of this happening more frequently than necessary,
we should try to carefully budget out (“ration”) the power to differ-
ent PDs after making accurate estimates of their requirements via
classification.

Default Class (Class 0)

The reason we can skip classification altogether in some cases is that
the IEEE standard specifies a default value of power—one that we can
assign to any unknown PD and would be at least “safe,” because it is
based on the worst-case assumption of a CAT3 cable. That default
value is 12.95 W (on the PD side), which translates to 15.4 W on the
PSE-side; see Fig. 4.2. It is the equivalent of “no class,” or equivalently
Class 0.

But this is also the maximum power as per the AF standard. Do we
really want to allocate full power to every port unless we are really
sure the devices being connected indeed require that much power? It
is tempting in a way: The default power value would suffice for all
Type 1 PDs (up to 12.95 W), and will therefore at least not cause unan-
ticipated shutdowns, of already powered ports (because the set
default is already the maximum). Unfortunately, the resulting situa-
tion is not optimal. The power-management software will not realize
there is power to spare, so it might prevent new PDs from being pow-
ered up, despite power being available.

The task of performing (accurate) classification, thereby estimat-
ing beforehand any leftover power to give to additional ports, leads
to a situation where, statistically speaking at least, a greater number of
ports can be supported by smaller (and cheaper) AC-DC power sup-
plies. We see that even the basic objective of lowered costs can be
better realized by performing classification. A default-power rating,
as with no classification, is basically the equivalent of “playing safe”
in most applications—and we should know all too well by now that
playing safe (high-design margins/headroom), is the easiest route to
over-design, accompanied with all its well-known penalties includ-
ing escalating costs and diminishing returns.

What if we have a Type 2 PD and the PSE assigns it a default
class? In that case, using 12.95 W as its default rating at power-up
means the PD will need to run with some of its “power-hungry” fea-
tures disabled—at least initially. Otherwise it risks being treated as an-
overload/short by the Type 1 PSE and being turned OFF. For example, if
the PD is a pan-tilt-zoom (PTZ) camera, in the absence of appropriate
classification the pan function may need to be disabled. Or maybe the
zoom function, and so on. Not permanently though. Because later, if
the data link is available and LLDP is enabled, the PD and PSE
could “discuss” the actual power requirement and mutually identify
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each other as required. However, examine the lower half of Fig. 4.1
carefully. A Type 2 PSE is not allowed by the standard to bypass clas-
sification altogether (assigning Class 0 to the PD) and expect to do the
entire classification over the data link. For safety sake, a Type 2 PSE
must perform 1l-event classification at least, and also see Class 4
reported by the PD during that phase. The LLDP part of the classifica-
tion process can only be confirmatory in nature (how’s that for faith
in the software guys).

LLDP or Physical-Layer Classification for Type 2 PSEs?

We have learned that a Type 2 PSE can support either 2-event L1 classifi-
cation (no data link required—good for Midspans and Endspans) or 1-event
L1, followed by L2 classification (good only for Endspans). See also Fig. 4.1.
Colloquially, we just say a Type 2 PSE can do either physical layer
classification or LLDP-based classification. What we actually mean
should, however, be clear by now. It is actually 2-event, or 1-event +
LLDP.

So now we ask: Which is better (obviously from the viewpoint of
Endspans)? We will discuss this once more at the end of this chapter too.

For the purpose of mutual identification between Type 2 devices,
the first method (Type 2 classification completed at layer-2), is much
slower than the second method (Type 2 classification completed at
layer-1). The former can take a minute or more after connecting the
PD—the normal time for the data link to be up and available to carry
out LLDP-based classification. It therefore leads to significant instal-
lation delays and possible inconvenience at times. But despite that,
layer-2 classification is often preferred over layer-1 (physical-layer)
classification, because the power negotiation and subsequent power
allocation can eventually be carried out with much higher granularity—
up to 100-mW resolution, as compared the several watts of difference
between adjacent classes, as offered by traditional physical-layer
(layer-1) classification. Layer-2 classification can also be done contin-
uously while the equipment is in operation (live), and so power allo-
cations can be adjusted “dynamically.” So in high-power/high-port
installations where power is at a premium and allocation needs to be
done with the utmost care, LLDP is the preferred choice (with 1-event
L1 classification preceding it, of course). But for most commonly seen
PoE systems, layer-1 (2-event) classification is usually acceptable
despite its lack of finer granularity—being preferred for its inherent
simplicity, speed, and convenience.

Class Levels in Layer-1 Classification
Now we come to the actual classes in physical-layer classification.
When the AF standard was being created, there were only a handful
of power classes under consideration, based on existing types of
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devices in the market. These power levels were called Class 0, Class 1,
Class 2, and Class 3. Class 4 was kept as a placeholder for the future
but was largely undefined at the time.

1. Class 0 is in effect a “classless default,” and it means that the
PD (max) power rating is anywhere between 12.95 W (corre-
sponding to 15.4 W measured at the PSE end as per Fig. 4.2),
down to almost zero. Almost zero, in this case, is just enough
power drawn by the PD so as to prevent the PSE from discon-
necting it thinking there was nothing connected at the other
end of the cable.

Keep in mind that the maximum PD power of 12.95 W is
based on 44-V minimum-operating input and 0.35 A maxi-
mum current: 44 V x 0.35 A = 15.4 W. From this we take off
cable losses as per Fig. 4.2.

Class 0 was later rounded up to 13 W at the PD end by the
AT standard and is now called “low power.”

2. Class 11is set for 4 W at the PSE end. From Fig. 4.2 we see that
this gives us 3.83 W at the PD end. So a Class 1 PD-maximum
power rating is anywhere from 3.83 W down to almost zero.

3. Class 2 is set for 7 W at the PSE end. From Fig. 4.2 we see that
this gives us 6.49 W at the PD-end. So a Class 2 PD can
demand maximum power anywhere from 6.49 W down to
3.83 W (not down to almost zero).

4. Class 3 is called “low power” too, but unlike Class 0, Class 3 cor-
responds to a PD-max rating between 12.95 W down to 6.49 W
(not down to “almost zero” as for Class 0).

As mentioned, the AF standard was made somewhat
future-proof by reserving Class 4 (undefined at the time). The
AT standard came along a few years later and used this very
placeholder to cover applications up to 25.5 W (correspond-
ing to 30 W at the PSE-end, see Fig. 4.2). So we now add this
class to the above list.

5. Class 4 is called “medium power,” and corresponds to a PD
max rating between 12.95 to 25.5 W.

Keep in mind that Classes 0, 1, 2, 3 are, in the worst case, intended
for CAT3 cabling, whereas Class 4 is definitely meant for (better)
CATS5/CAT 5e cabling only. The loop resistances are different in each
case, so the cable losses are also different as per Fig. 4.2.

The class of a PD is based on its power rating. We have to be
clear this is the power flowing into its input terminals from the PI.
Some of this power is lost in the PD pass-FET, and the remaining
enters the input of the DC-DC converter. There will be additional
energy lost in the switching-conversion stage, and so finally, perhaps
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only 60 to 80 percent of the supposed “power rating” of the PD may
actually amount to “useful power.” It is important to minimize all
losses (improve efficiency) in the PD so as to maximize its overall
usefulness. One modern technique called “active diode bridge” will
be discussed later, and though it improves efficiency, it can cause
interoperability concerns because of, typical PD-design architecture.
In general, however, efficient PDs are good from the overall infra-
structure point of view too, since they usually ask for lesser input
power (for a given useful power), thus allowing more ports to be
powered up simultaneously.

NOTE The continuous power levels mentioned above are actually an
average value calculated using a sliding window of 1 s. In other words,
the standard does leave some "head-room” for small bursts of power
above the average levels as discussed later. It also sets overload thresholds
depending on reported class and can terminate power if excessive power
is attempted to be drawn.

NOTE In reality, the AT standard does not tabulate the minimum thresholds
of the power ratings of the Classes. For example, it tabulates both Class 0
and Class 3 with a max power of 12.95 W at the PD-side, with no
minimum values stated in the relevant table. So what's the difference?
Class 0 and Class 3 seem identical on IEEE-AT-compliant paper! However,
to avoid confusion, in all the preceding class descriptions, we made the
most reasonable and popularly accepted assumption regarding the
minimum thresholds of the power ratings (consistent with the AF
standard in which they were stated more clearly actually).

NOTE The “almost-zero” power level mentioned previously (for Class 0
and Class 1) is popularly assumed to be 0.44 W, based on a minimum
current of 10 mA at 44 V input. It is almost the same number at the PSE
end as on the PD end. As per the standard, average PD currents lower
than 10 mA can cause the PSE to shut off power to the port for safety
reasons, because the PSE can then assume there is no PD present on the
other end of the cable. This issue is discussed in Chap. 7. For Class 4, this
would be 10 mA x50 V =0.5 W.

NortE In general, a PSE must draw a minimum 10 mA to avoid being DC-
disconnected. This was earlier reported as a minimum power of 44 V x 10 mA
=0.44 W for Class 0 and Class 3 in particular, in IEEE 802.3af. However this
number is not present in IEEE 802.3at. The reason is a PD actually needs to
draw 10 mA for just 60 ms after drawing zero current for 300 ms to avoid
disconnection. So the input “duty cycle” is 60/360 = 0.167. Therefore, the
average input current is 10 mAx0.167 =1.67 mA. So the average “keep alive”
minimum power draw is therefore 1.67 mA x 50 V = 83 mW, not 500 mW .
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1-Event Classification

In Fig. 4.3 we present a basic example of a 1-event (or 1-finger) clas-
sification sequence, which is the most basic type of physical-layer
classification. The initial part of that process is detection of course.
The detection portion just happens to be a two-step ascending stair-
case in the figure. It could well be a descending staircase, and maybe
consist of two, three, four or even more steps. It could also be, say,
two steps ascending followed by two steps descending, and so on. As
mentioned earlier, detection can also be done either with current
sources or voltage sources. We see that many possibilities for detec-
tion exist within the framework of the IEEE standard.

Key questions through all the initial handshaking sequence is:
When does a given phase start and where exactly does it end? And
what are its corresponding timings? Unfortunately, this is a source of
ambiguity, and there are sometimes contradictory statements and

Typical “AF” or “AT/Type 1” or “AT/Type 2-with-LLDP”example
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Ficure 4.3 An example of power-up sequence using 1-event classification.
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figures in the AF and AT standards. Therefore, to answer this in the
most acceptable manner and to thereby present it in the accompany-
ing figures, we have adopted what appear to be the the most com-
monly evolving interpretations appearing in PoE IC datasheets and
related literature. The guiding perspective is IC design and testability.
For example, both the PSE and PD chips have certain internal-voltage
thresholds that are being monitored by them. “Certain things”
happen inside these chips at the crossing of these thresholds. So we
can conclude that different phases of operation also start and end at
the crossing of certain logically defined thresholds, and that eventually
leads to the associated time intervals.

Based on this approach, as in Chap. 3, we have defined the end
of detection as the point where the PI voltage (measured on the PSE
side) leaves the detection window—that is, it goes outside the detec-
tion range of 2.8 to 10 V. It can leave that window either by falling
below 2.8 V (idle/reset threshold) (after which it rises into the clas-
sification range as shown in Fig. 4.3), or it could go straight into the
classification range without a dip. The latter would be accomplished
by the PSE immediately raising the voltage above 10 V on detecting
a 25-k signature resistor. This is shown in the slightly modified ver-
sion of Fig. 4.3 presented in Fig. 4.4. Both methods are acceptable
and IEEE-compliant 1-event classification patterns. After detection,
classification starts. In Fig 4.5, we have a slight variation of Fig 4.4
in this regard, as will become clear soon.

But where exactly does classification start? We define that as the
moment the PSE applies a voltage source across the port and causes the
the PI voltage (at the PSE end) to rise above 15.5 V(> 14.5 V at the PD
end)—up to a maximum of 20.5 V (at either the PSE or PD end). This
range, 15.5 to 20.5 V at the PSE end, corresponding to 14.5 to 20.5 V at
the PD-end, is called the class event or classification-event range.

PSE-chip designers often prefer to say the classification interval
starts when the classification voltage source is applied, and ends
when that source is disconnected, but from the testability point of
view the interval is best defined based on crossing measurable volt-
age thresholds.

NOTE We can see that during classification, as per the standard, the PSE
is supposed to apply only voltage sources across the cable. Early
versions of the evolving AF standard had allowed current sources too. In
that case, the PD class would be indicated by the measured PI voltage.
But this option was removed from the standard long ago.

The classification-voltage source inside the PSE that brings the
PI voltage into the class event range is called V. .. It is invariably a lin-
ear (series-pass) regulator, sometimes called an LDO for low-dropout
regulator, but it does not need to have a low dropout in this application

123
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Typical “AF” or “AT/Type 1” or “AT/Type 2-with-LLDP” example
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Ficure 4.4 Another example of power-up sequence using 1-event classification (straight
from detection to classification).

actually (the input to output difference is very large). Its key require-
ments are that it should be fairly accurately regulated to somewhere in
the middle of 15.5 to 20.5 V, and also be able to hold that voltage steady
(regulated), with no ringing and so on (be stable), up to at least 50 mA of
classification current. For protection, the voltage source should also be
current-limited under faults (cable shorts, for example), so that the
current from V,,, .. never exceeds 100 mA. These are not trivial design
requirements. During PSE-chip design, the stability of the internal LDO
(low drop out regulator) providing V, .., must be assured across several
possible variations of distributed L and C on the cable, which could be any-
where from 0 to 100 m in length, and of CAT3 or CAT5e construction.

This PSE-side classification-voltage regulator can be designed
such that it is capable only of sourcing current, not sinking it. It is
therefore a one-quadrant regulator. Regulators that can source and
sink current are called two-quadrant regulators.
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Typical “AF” or “AT/Type 1” or “AT/Type 2-with-LLDP” example
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Ficure 4.5 Another example of power-up sequence using 1-event classification (straight
from detection to classification and classification to power-up).

Looking at Fig. 3.3 too, we realize that the very act of raising the
PI voltage between 15.5 to 20.5 V amounts to a query from the PSE to
the PD. On its part, a properly designed modern PD proactively
responds to the classification query by applying a current sink across
the port, for the PSE to then read. That current reading tells the PSE the
class (input power rating) of the PD.

When exactly does the PD need to apply this current sink? It has
to be somewhere between the upper-detection limit and the lower
threshold of the class-event range obviously. This was rather implic-
itly stated in the AF standard, but the AT standard formalized it by
defining a mark threshold called V,,, . ,,, between 10.1 to 14.5 V (as
measured on the PD side). The PD turns on its class-current sink
above V. v and turns it off (with some undefined internal-chip
hysteresis) as soon as the PD-side PI voltage falls below the V,,
threshold.

ARK_TH
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Finally, if all goes right, based on the current measurement,
the PSE identifies the class of the PD. The PD’s designed-in class-
current-sink limits, guaranteed over 14.5 to 20.5 V (PD side), are
Class 0: 0 to 4 mA
. Class 1: 9 to 12 mA
. Class 2:17 to 20 mA
Class 3: 26 to 30 mA
Class 4: 36 to 44 mA

S A

As explained in Chap. 3, the PD (design) limits are always tighter
(narrower) than the PSE (measurement) limits—to account for imper-
fect measurement accuracies in the PSE, and other secondary effects
like leakage and so on. Based on that reasoning, the PSE-classification
measurement limits as specified by the standard, and valid over the
extended PSE-side PI voltage range of 15.5 to 20.5 V, are
. Class 0: 0 to 5 mA
Class 1: 8 to 13 mA
Class 2: 16 to 21 mA
Class 3: 25 to 31 mA

. Class 4: 35 to 45 mA

I R

Basically, we have just added 1 mA to either side of the PD-design
limits (except for the 0 mA lower limit of Class 0), and come up with
the PSE-measurement limits.

In Figure 4.6 we have presented a quick look-up chart to con-
nect the classification/power boundaries mentioned above for easy
reference, from the viewpoint of the PSE and the PD.

Classification “Gray Areas”

The unspecified regions between the above-mentioned class ranges
are “gray areas,” and the PSE is technically allowed to read either of
the adjacent classes. It seems more advisable, however, that the PSE
should read the class corresponding to higher power, simply to avoid
“strange” shutdowns of ports. For example if the PSE reads 23 mA,
then as per the standard it is free to interpret the PD as either Class 2
or Class 3. But to avoid an inconvenient port shutdown, a more practi-
cal choice seems to be to make the PSE err on the side of higher power.

Prevention is always better than cure. So to avoid this ambiguous
situation altogether, the best option is that the PD should itself be
well-designed—in particular, its current sink should have a tight toler-
ance (with respect to both applied voltage and temperature), and fur-
ther, its nominal value should be centered fairly accurately between
the desired and appropriate class-current limits.
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If the PSE measures between 45 to 51 mA, it is free to interpret
the PD as either Class 4 or Class 0 as per the standard. Between 51
to 100 mA, the PD definitely needs to be considered Class 0. But
power-up is, as always, optional. The usual rule/loophole is the
allowance contained in the standard which says that a port be pow-
ered up only if “enough power is available.” The ground reality is
no compliance test equipment can ever know for sure, leave aside
test, when power is really available (to power up a port) or not. So
that creates a loophole of sorts to do, say, double-detection beyond
the maximum-allowable detection time of 0.5 s, as discussed in
Chap. 3.

Where does the 100 mA number mentioned above come from? That
is the worst-case (max value) of the current limit of the classification-
voltage source inside the PSE. In other words, the standard asks that
somewhere between 51 to 100 mA, the PSE should place a fairly accu-
rate current limit on the classification-voltage source, so as to offer
protection against circuit faults/shorts. Its worst case should not exceed
100 mA under any situation.

NOTE It is not explicitly stated in the standard for the classification -current
overload, but is implied in general across the standard that whenever
overloads are to be measured, a 1 ms settling time is permissible before
measurement. In other words, we can assume that if we apply a short
during classification, the current must be less than 100 mA measured
after 1 ms. Temporarily it may even exceed that. This allowance is good,
because no current limit acts instantaneously as we all know.

Reported “Interoperability” Issues

Poorly designed PDs have historically posed a lot of so-called interop-
erability issues. One key reason is, however, they have sometimes
wrongly reported their class. Now, if they report a higher-power rat-
ing than their actual rating, the PSE could provision for that, and the
only problem would be that the power supply was not being used
optimally. That’s not too serious. However, if the PD reports a lower-
wattage rating than its actual-wattage requirement, the PSE may even
cut off power to the PD, thinking there is a malfunction, or that enough
power is not available/allocated. As we will see in a later chapter, the
PSE sets its maximum-current thresholds based on the reported PD
class. So it can terminate power to a PD if the class-based current-
limit thresholds are crossed.

Keep in mind that adding any front-end circuitry, say even a
splitter/dongle with a bridge rectifier at the input of any PD, can
inadvertently change its assumed class. Power class is based on input
power to the PD, not its output or useful power.
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Timings during 1-Event Classification

It seems intuitive at first thought that the time for which the PD turns
on its class-current-sink, is, or should be, somehow controlled or
defined by the IEEE standard. But in fact, we cannot assume any tim-
ers are present inside the PD during classification—for the simple
reason the PD has minimal power available at this point and is not
expected to support potentially power-hungry circuitry (that was
at least the reasoning at the time of the AF standard). The PD is there-
fore designed mainly to just respond to the applied voltage levels,
both during detection and classification.

On that basis, it is the time for which the voltage source is applied
by the PSE which is actually governed by the standard, and that indi-
rectly sets the duration for which the class-current-sink is turned on
by the PD (it tracks the same timing).

In the AF standard, the time spent in the classification range (15.5 to
20.5 V) was stated as T}, =10 to 75 ms. The AT standard changed that to
6 to 75 ms for reasons explained later. The minimum-time constraint
(6 or 10 ms) gives enough time for the PD to turn on its class-current-sink,
and for the PSE to measure that current. The upper limit on T, (75 ms)
was meant to prevent excessive dissipation both in the PD and in the
PSE stages during this rather dissipative classification phase.

Dissipation during Classification

How dissipative is the classification phase really? In fact the dissipa-
tion during classification can even be more than when the port is pow-
ered up and the pass-FET is fully conducting and delivering full AF/
AT load current to the PD. For example, if the incoming supply is 48 V,
the voltage across the pass-FET of the PSE during classification (class-
event range ~18 V) is roughly 48 V — 18 V =30V. The rest, 18 V, falls
across the PD. With a Class 3 current of 30 mA, the dissipation is
30 Vx30mA =900 mW (~ 1W) in the PSE pass-FET, and 18 V x 30 mA =
540 mW (~1/2 W) in the PD pass-FET. This is all really significant
dissipation. So the maximum classification time during 1-event
classification is constrained by the standard.

Butin fact, limiting the maximum time for dissipation only affords
partial protection. It is not necessarily sufficient under all situations.
It may not be enough especially when the ambient temperatures are
high to start with. Therefore, many PD and PSE ICs incorporate ther-
mal sensors on the chip itself to ensure proper reliability. As engineers,
however, we must carefully consider where the heat is being gener-
ated/dissipated. For PSE ICs with external (discrete) pass-FETs, it is
not practical to provide thermal protection for the external FETs. That
is the reason why PSE solutions with internal FETs are usually consid-
ered more reliable. They do, however, have a problem in terms of not
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being able to spread the heat well across the board, leading to hot
spots (thermal constriction effects).

2-Event Classification

As mentioned previously, 1-event classification is a one-way street:
The PD is simply telling the PSE (on being queried) what class it
belongs to and therefore what power it demands. It does not turn
around and seek to identify the power delivery capabilities of the
PSE. When the AT standard came about, with an entirely new class,
one that was not a subset of existing classes, that situation needed to
change. For one, there were already switches/hubs out there that did
not support medium-power (30 W). So a new medium-power PD
may find itself connected to an older switch /hub—one that does not
support its power requirement. In that case, the PD would need to
“know” what type of PSE it was connected to, so it could, for example,
disable some of its higher-power features if required. Thus came about
the need for mutual identification during classification—no longer
could it be a one-way street as in the AF standard.

The PSE had to proactively signal to the Type 2 PD in some way
that it was a Type 2 PSE. And from that came about the two-way
street that was appropriately called 2-event (or 2-finger) classifica-
tion. See Fig. 4.7. Another way to do that is via LLDP, provided that
route is available to start with (not so in a Midspan), and provided the
PD declares itself as Class 4 during the (1-event) physical-layer (L1)
classification. See Fig. 4.1.

Very briefly, if a PD indicates to the PSE that it is Class 4 (medium-
power/Type 2), then a Type 2 PSE can proceed to identify itself to a
Type 2 PD, by distinguishing itself from an older Type 1 PSE by the
simple stratagem of repeating the classification sequence. On its part, the
PSE is just expecting to read Class 4 once again (and it really needs to
read the same message twice unless there is an unknown error, at
which point the PSE would go back to its idle state and start all over
again at detection). From the Type 2 PD’s perspective, it sees (and
records) a 2-event classification (2 fingers), perhaps keeping count of
the fingers with a very basic flip-flop/timer. It thus discovers it is
dealing with a Type 2 PSE. If it does not see that special pattern, it
simply presumes a Type 1 PSE—at least until the data link is up,
when it can talk further to the PSE, and that would be 1-event L1 + L2
mutual identification of Type 2 devices as discussed previously.

There is a key subtlety involved now that we should realize: a
Type 2 PD seeing a 2-event classification sequence has the additional
burden now of “remembering” that it saw a single-classification
event (finger) followed by another classification event, and power-
ing up with the preceding mutual identification information intact.
This demands some additional circuitry inside the PD like flip-flops /
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timers, and so on. However, to ensure the PD does not get inadver-
tently reset (“forgets” the past-class event), the AT standard defines
a “mark event range” from 7 to 10 V, and also asks that the PI voltage
(at the PSE-end) be kept higher than 7 V during the entire classifica-
tion process. Because it is assumed that the Type 2 PD’s classification
memory can get reset if the PD ever sees a voltage less than 6.9 V
(atits end).

The introduction of this lowered “mark-event” range also serves
to clearly delineate (separate) the two class events (fingers) from each
other, so the PD would know for sure it saw two class events, not just
one big classification pulse.

Finally, to implement all this, the AT standard defines the key
classification intervals T .., T, Ty and Ty, as shown in Fig. 4.6.

o L CLEV (;LEZ, ME;1 MEZ
The limits on timings are provided within the figure.

Timings during 2-Event Classification

As shown in Fig. 4.7, the PSE is required to hold the PI voltage within
the class-event range for a specified period called T, (first class-
event duration). T, can be 6 to 30 ms. This duration is considered
enough to allow the PD to turn on its class current sink, and for the
PSE to measure it (the class current) accurately. T, can be anywhere
from 6 to 12 ms. So the maximum duration for 2-event classification,
not including T, is 30 + 12+ 30 =72 ms. T,, ., must be at least 6 ms,
but is left open-ended for reasons explained further below.

In practice, since a Type 2 PSE needs to handle Type 1 cases too
with the same chip architecture, T, ., usually becomes synonymous
with T, - whenever the PSE either has to, or opts to, perform 1-event
classification (instead of 2-event classification). That is why a Type 2
PSE datasheet will typically specify its T, . range to be the same as its
T,y range (6 to 30 ms). The 75 ms upper limit of T, is in effect
redundant in modern times.

We now realize why the lower limit of T, . was reduced from
10 ms to 6 ms by the AT standard. It was to make it the same as the
lower limit of T, ... The upper limit of 75 ms for T, . was retained
(allowed) for backward compatibility with existing AF PDs. Note
that the maximum duration for the entire 2-event classification
sequence still targets around 75 ms—except for T, ., whose upper-
time limit has not been specified in the standard.

We note from Fig. 4.7 that though the max of T, is not specified,
it is indirectly limited by the constraint on the max value of T, (see
further below). But there is lots of time to spare. Based on max values,
a typical 2-event classification cycle can be completed in much less
than 100 ms (typically 45 ms), and in fact as quickly as 6 + 6+ 6 + 6 =
24 ms. So why is there an additional time allowance of up to 400 ms?

We discuss the key reason for that next.
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Typical “AT/Type 2” Application Power-up example (2-event L1 option)
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Predetection/Initialization not shown Ti me
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Detection ‘* Classification -*"MDI Power" (Power-up to Power-on)

toer < 0.5s tpon < 0.4s

Ficure 4.7 More detailed example of power-up sequence using 2-event classification.

Overall Timing Constraints

The first timing constraint we need to keep in mind is that we always
need to limit the detection time ¢, to less than 0.5 s. To confirm com-
pliance, ¢ should be measured starting from the moment the PI volt-
age first climbs above 2.8 V to initiate detection, till the voltage either
falls below 2.8 V (again) or goes above 10 V, whichever occurs first. See
Figs. 4.3,4.4,4.5,and 4.7.

Some terms to keep in mind here first: as per the standard, after
a successful classification, the PD enters the MDI power states, in
which it finds power being released to it and accordingly intro-
duces certain delays before activating the DC-DC converter (as
explained in the next chapter). From the PSE’s perspective, there
are two states/phases involved here. First there is the power-up
phase, which in terms of testability is best defined as the moment
the PI voltage on the PSE-side is raised above 20.5 V (beyond the
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class-event range). After that, when the PI voltage gets to within
90 percent of its final settling value (very close to the incoming sup-
ply rail), power-on is said to have occurred (and power-up corre-
spondingly over).

We also need to ensure that the power-on time T}, is less than
0.4 s. Note that despite its name, T, is not the time until power-on,
but is actually the time measured from the end of a successful detec-
tion to the start of power-up (that is the moment the PI voltage goes
above the upper-class event threshold of 20.5 V). For example, see the
datasheet of LTC4274 (PSE IC). Usually this time constraint is easy to
meet and poses no challenge for a single-port system, given the max
limits on three of the four classification intervals. But the extra avail-
able time and also the “open-ended interval” T, , come in handy for
several other reasons as explained below.

Note that there is still some disagreement about the end of T,
as discussed a little more in the next chapter.

Multiple-Port Compliance and Systems Issues

From the perspective of PSE-chip designers, they do not want to pro-
vide the ability to classify several ports simultaneously for the fol-
lowing reasons:

1. The voltage sources used during classification are “expen-
sive” in terms of design complexity and silicon area. They
should be multiplexed if possible. So from the cost viewpoint,
one classification at a time is the best choice.

2. Further, the dissipation during classification can be very high
as we have already seen. Several ports being classified simul-
taneously can lead to a lot of heat generation, which can take
the chip into thermal protection and shutdown, depending
on its specific architecture, and where exactly the dissipation
is occurring. Also in play are where the thermal sensors (if
any) are located, and so on. In any case, one classification at a
time is preferred for this reason too.

The problem becomes obvious when several PSE ports are con-
nected to several PDs simultaneously. Assume for now that all ports
undergo successful detection simultaneously (though that too is usu-
ally staggered to save silicon area and cost). So now, after successful
detection, within each port’s PSE chip, a T, port-timer is activated
that demands power-on occur in less than 0.4 s. We can now proceed
to multiplex the classification hardware (voltage/current sources) for
several ports and still keep to within 0.4 s on all ports, provided of course
the classification of each port is completed quickly enough. Most
PSE ICs complete classification of a single port in about 45 ms. So in
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a multiport situation, there is ample time to multiplex several ports.
For multiplexing classification, the best place to keep a port “wait-
ing” for the classification hardware, to get to it, is between detection
and classification.

There is another issue too. To avoid input rail instabilities and
noise, it is also advisable to stagger the actual power-up of several
ports. Because for each port there is a potentially high in-rush current
as it powers up. We do not want the input rail sagging by trying to
power up several ports simultaneously. So, in this case, the time
between classification and power-up is a good “waiting zone.” And it
can obviously happen only during T,,.. That explains why T, ., was
left open-ended in the standard.

Keep in mind that it is implied thatin all cases, T, ., T, .,y T}y and
T, the PSE-side PI voltage should be ensured to stay above 7 V. This
is with the help of the V, , . voltage source as explained later.

Also keep in mind that, as per the AT standard, if during the
first class event, the PD reports itself to the (Type 2) PSE as either
Class 0/1/2/3, the PSE should not carry out 2-event classification, but
proceed directly to power-up the port. The overall timer constraints
remain the same, however. Remember that only if the PD reports
itself as Class 4 is 2-event classification allowed.

Discharging Port Capacitances and Actual Voltage
“Seen” by the PD

As shown in Fig. 4.5, many Type 1 PSEs will complete classification
and go straight to power-up without even trying to discharge the
port in between the two phases. In Fig. 4.3, we see there are some
cases where the port may discharge somewhat after classification.
But none of this is specified because there is no “mark-event range”
defined for Type 1 PSEs. The mark-event range was introduced in the
AT standard only to handle 2-event classifications.

The need to actively discharge the port to some value between the
two class events arose simply to distinguish the class events from
each other—from the PD’s perspective. So it is important to know not
just the PI voltage at the PSE-end, but the PI voltage as seen by the PD.
The latter is unfortunately not the same as the voltage at the PI on the
PD-end. The culprit is the diode bridge.

This has huge ramifications actually, that affect the PD chip design
and PSE design too. Summing those up in two major categories:

1. Forward-biased bridge. ~As mentioned in the preceding chap-
ters, whenever we talk of the PSE-side voltages, we are quite
right, because the PSE IC can actually read the port voltage
accurately on its side of the cable and do the “right thing” at
the “right voltage threshold.” How about the PD? Can it really
read the PD-side PI voltage? We are forgetting that in most PD
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ICs, the PD has no way of actually reading the PI voltage per
se. This is because it is on the right-hand side of a bridge recti-
fier, and that introduces two forward-diode drops between the
PI voltage and the voltage the PD “sees”—that is, when the
diode bridge is forward-biased (conducting). The situation can
get really ugly if for any reason the diode bridge gets reverse-
biased as discussed next. For the case of a forward-biased
bridge, we realize a good PD chip design will need to guessti-
mate the diode drops of the proposed front-end bridge rectifier
beforehand, and plan its internal thresholds accordingly. Because
the IEEE standard only talks about the PD-side PI voltage (on
the left-hand side of the bridge), not the voltage that the PD chip
will actually see (on the right-hand side of the bridge). It is for
this reason that, for example, the PD IC LTC 4257 from Linear
Technology designates its classification range from 12.5 to 21 V.
These are the guaranteed voltages with respect to the IC
ground (on the right-hand side of the bridge), not the PI (left-
hand side). Basically, the chip designer is assuming that when
the IC sees 12.5 V, the PD-side PI voltage is higher by two
diode-drops (2 V max), so 125V +2V =14.5V as required by
the standard. This assumption may not be true since forward
drop across a diode is a steep function of the forward current
and temperature. Besides it varies from one diode vendor to
another. There is, unfortunately, no easy solution to this, but
that’s the way almost all PD chips are designed today. The LM
5072 PD chip from TI defines the chip-side classification range
even more aggressively—from 12 to 23.5 V. Based on the same
reasoning, it defines the chip-side detection range from 1.5 to
10 V. The On-Semi PD chip NCP 1083 defines its detection
range from 1.4 to 9.5 V. If we add 2 V to both the limits, we get
a valid detection range between 3.4 to 11.5 V, though the stan-
dard requires detection to be guaranteed across 2.7 to 10.1 V. So
at low voltages, the NCP 1083 might have a problem. To avoid
such “interoperability” issues, we must design the PSE more
robustly, to be able to accept all these variations. For example,
the “first sample” the PSE collects for finding R, must not
be lower than 3.5 V.

A problem could arise if someone tried to improve effi-
ciency and lower the dissipation by using any of the above-
mentioned PD chips with a low-drop bridge rectifier, say one
made of Schottky diodes, or an “active bridge” (made from
FETs). Now the entire PD probably has noncompliant thresh-
olds, and that could cause severe interoperability issues
between any PSE and the PD, unless the PSE was made even
more “tolerant” or “robust.” We will discuss this in more detail
shortly in the subsection Detection Signature Resistor Disen-
gagement Concerns.
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2. Reverse-biased bridge. To create a “dip” between the two
fingers of a 2-event classification pattern, we can depend
somewhat on the classification-current-sink associated with
Class 4, which has a minimum value of 35 mA. Note that
with Class 0, we cannot depend on any classification-current-
sink to discharge the port, since its minimum value is 0 mA.
But here we are only interested in creating a mark-event for
Class 4 in any case. So when V.. is disconnected by the PSE
on completion of the classification event, this > 35 mA sink
remains active at the PD end right until the PD side PI voltage

falls below V,, .. ;- That’s when the current sink gets turned

OFFE. The problem is what is the discharge path after this point?

It is actually quite unpredictable, which is why we have repre-

sented it with dashed lines in Figs. 4.3, 4.4, and 4.7. In the best

case, V,, o« 1y May be at 10.1V, and we would then already be
almost into the mark-event range of 7 to 10 V. But in the
worst-case, the classification-current-sink would turn off
slightly below 14.5 V and it is unclear how to get the port down
to10 V.

To make this task easier, the AT standard says that to get the PI
voltage to fall, there should be a mark-event current that can sink 0.25
to 4 mA. First question is: How can this be implemented? One option
is to create a weak-regulated voltage source in the PSE, which actively
pulls down the port voltage into the mark-event range (7 to 10 V).
This regulator has both current sourcing and sinking capabilities and
is therefore a two-quadrant regulator. In contrast, we remember that
the voltage source applied during classification is typically only
capable of sourcing current (it is a one-quadrant regulator). But does
this PSE-side discharge path really help? Does it in fact hurt? In real-
ity, it is of little practical use since the capacitors on the PD-side are
usually placed after the diode bridge (on its right-hand side), and so
the bridge will likely just get reverse-biased in this situation. And if
that happens, the voltage seen by the PD-controller IC can be very dif-
ferent (several volts higher) from what the PSE would be seeing on the
opposite side of the reverse-biased diode bridge. Any assumed and
expected correlation in PSE-PD behaviors will be put at risk, and
assumptions the PSE may make can prove very wrong. In fact, the PD
may not even realize there were two class events (no dip will be seen
by the PD chip). With a reverse-biased bridge, the situation is actually
much worse. So what is the solution?

If we think about it we will realize that any discharge path on the
right-hand side of the bridge is far more effective since it can pull charge
out of capacitances on both sides of the bridge (for example, the 0.1 uF
PSE port capacitance and the 0.1 uF PD input capacitance). On the
other hand, a discharge path in the PSE only pulls out charge from
the port capacitances on the left-hand side of the bridge (for example,
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the 0.1 uF PSE port capacitance). With a little thought we will realize
that with all permissible distribution of port capacitances considered,
if we ensure that the PD-side discharge path is stronger than the PSE-side
discharge path, the diode bridge will never get reverse-biased. That’s
what we have to ensure.

So, that is why the discharge current of 0.25 to 4 mA that the
AT standard specifies is specified to be located not on the PSE-side
but inside the PD chip. Summarizing;:

e AType 2 PD must be able to sink 0.25 to 4 mAbelow V.. 1
That is called I,,, . in the standard. The classification-current-
sink is similarly called I .

¢ OnthePSEside, weshould actually avoid actively discharging
the port after the classification event, to avoid reverse-biasing
the diode bridge. It is, however, a good idea to place a large-
value resistor (> 45 k for reasons explained in Chap. 3) across
the port after V. is disconnected by the PSE. This “bleeder

resistor” is discussed further below.

NOTE One potential problem with the assumption of a discharge path after
the bridge is that the minimum-classification current for, Class 0 is
stated to be 0 mA. That means there will be no discharge path even down

to Vyure i Section 33.2.6.2 of the AT standard downplays this by

saying: “In a properly operating system, the port may or may not
discharge to the V.. range due to the combination of channel and PD
capacitance and PD current loading. This is normal and acceptable
system operation. For compliance testing, it is necessary to discharge the
portin order to observethe V,,, . voltage. Discharge can be accomplished
with a 2 mA load for 3 ms, after which V,,, .. can be observed with
minimum and maximum load current.” Note that the standard refers to

Vi 10t as some voltage source, but simply the port voltage in the

mark-event phase of classification.

Detection Signature Resistor Disengagement Concerns

At this point it is a good idea to recall/repeat the discussion in the pre-
vious chapter on a very basic issue: the presence of the 25-k detection
resistor. In almost all cases discussed so far, and also in related litera-
ture, this resistor is shown as a stand-alone component just past the
bridge on the PD-chip-side. It is “always present.” So when the voltage
ramps up into the classification range (~18 V), it continues to draw cur-
rent, of about 18/25 k = 0.7 mA. Not a big deal, and though it adds
some current to the constant class-current-sink, its effect is less than
1 mA. When the port is fully powered up, it continues to draw about
50 V/25 k =2 mA. In terms of wattage this is 50 V x 2 mA = 100 mW.
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Not entirely negligible. Keep in mind that we need to draw about
0.5 W to keep the PD-PSE connection “alive” in the first place. Never-
theless, it did lead to some people wanting to shut off this “wastage of
power,” and they proposed the 25-k resistor be actively disconnected
after detection. One question remains: When exactly to turn it OFF
(disconnect it)?

In fact, the way the AT standard’s PD-state-machine diagram is
written, it actually does not even permit keeping the detection resis-
tor across the port beyond the exact moment of completion of the
detection phase (for both Type 1 and Type 2). This can cause backward
compatibility issues because the AF standard was quite ambiguous
on the PD state machine and was widely interpreted as allowing
this “always present” 25-k resistor. So there are many PDs out there
even today, both Type 1 and Type 2 (such as On-Semi’s NCP1083) that
continue to retain this 25-k resistor across the port always connected.
Faced with that market reality, it is not a good idea to design a PSE
that doesn’t accept this wide PD behavior, whatever the AT standard
may or may not say.

It seems the main reason for immediately disconnecting the 25-k
signature resistor right after detection, was motivated not by a con-
cern for saving power initially, but because of a 2007 presentation at
an IEEE Ad Hoc meeting from an engineer from Linear Technology
who voiced the following concern. Consider a Type 1 PSE in the
middle of an open circuit detection (before starting detection). The
open circuit voltage could be as high as 30 V as per the standard. At
that precise moment, if a Type 2 PD was plugged into the PSE’s port,
the suddenly collapsing open circuit voltage as seen by the PD may
be interpreted by the PD as the first of two fingers of a 2-event clas-
sification. The PSE would then initiate detection since there was no
open circuit anymore, and the PD would be in the mark-event range
(since that is about 7 to 10 V and overlaps the detection range 2.8 to
10V, see Fig. 4.8). So if the PD had a 25-k signature resistor still pres-
ent during the mark-event phase, the Type 1 PSE would “detect” it as
a valid PD, and would initiate a 1-event classification event. That
would be interpreted by the PD as the second finger of a 2-event clas-
sification, and so the Type 2 PD would wrongly identify the Type 1
PSE as a Type 2 PSE. The PSE would, having received class informa-
tion from the PD, would then power-up the port. There are some
comments that can be made here after deeper thought:

1. So what? If the Type 2 PD wrongly thought it was connected
to a Type 2 PSE and demanded more power than the PSE was
capable of providing, in no time an “overload” fault would
have been detected by the PSE and it would have turned off
the port and then started with detection all over again, this
time giving no cause for concern. The reverse case of a Type 2
PSE thinking it was wrongly connected to a Type 2 PD and
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allowing higher levels of current than necessary would have
been of some concern.

2. As shown in Chap. 3, even the time to take one steady sample
of port voltage during detection is at least 51 ms (three time
constants). Two steps are required for proper sampling,
which is the minimum requirement as per the standard to
eliminate diode offset. That will take over 100 ms. Whereas
T, is @ maximum of 12 ms only. That is just not enough time
for any PSE to falsely detect a 25-k resistor were it present
during the mark-event phase. There seems negligible chance
of the PSE ever thinking that the impedance seen during the
mark-event range was a valid PD, and thereby proceeding
with classification and power-up. Perhaps that is why there
were no waveforms presented by the engineer, just a “graph-
ical depiction.”

This fear seems to have then prompted a PD-state machine within
the AT standard that demands immediate removal (disengagement)
of the detection resistor right after detection.

The consequence is most PD-chip designers today struggle to cre-
ate a very narrow range above 10 V, say 10.5 to 12 V in which they
consciously disconnect the detection resistor, and then slightly above
that range turn on the classification-current-sink. However, com-
bined with the basic problem of variances in diode forward-drops
and the “guesstimation” of all that beforehand while setting hard
thresholds in the PD, this has likely led to many reported PSE to PD
interoperability issues.

It seems to have been not worth it, because the detection resistor
actually serves a useful purpose during both detection and classification
as explained further below. It is therefore considered OK to leave it in the
PD across the port always connected. Typical test suites (such as from
University of New Hampshire’s Interoperability Laboratory) do not
check PDs for this “removal of the detection resistor above 10 V" require-
ment. If they did, a lot of earlier and modern PDs will fail the test.

If we really want to save 100 mW of dissipation, the best option
from a systems viewpoint is removing the detection resistor from
across the port only after power-on of the PD is completed, not before.

Note that the AT standard also asks that the classification-
current-sink be disengaged after completion of classification. Older
PDs keep this constant-current sink engaged indefinitely even after
power-on. That does help in implementing simple PD front-end
designs based on discrete components (no PD chip). Further, this dis-
engagement of classification-current-sink is also never tested by stan-
dard PD test suites, so it can be left in if desired. But it is a waste of
power given the high class-currents, so most good PD designs will
disengage the classification-current-sink somewhere between 20.5 V
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(the maximum class-event range limit) and 30 V (the lowest “must
turn-off” threshold for PDs).

Detection Signature Resistor beyond Detection

The first use of this resistor is in ultra-low-cost PDs. Suppose there
are no classification-current-sinks present inside a PD, but there is a
25-k detection resistor across the port always. If so, in the class-event
range, the minimum current the detection resistor will draw is about
15 V/25 k = 0.6 mA. This will be naturally interpreted as Class 0 by
any PSE. Therefore, power-up will occur, whether optimal or not.

Let us do some more accurate estimates on the dashed discharge
curves in Fig. 4.7 for example. We ask how long does it take for a
maximum of 670 nF port capacitance (the “must accept” range, see
bottom of Fig. 3.5) to discharge from 14.5 V (the max value of V.. +1,)
down to 10 V (the upper limit of the mark-event range)? A simple
Mathcad file reveals it takes 6.22 ms. We note that the first mark-event
interval T, is stated to be within 6 to 12 ms as per the standard. We
thus realize that 6 ms is actually almost insufficient in this case. In other
words, the discharge down to 10 V may still not be complete after the
6 ms marker.

What if we introduce a discharge (bleeder) resistor across the port
on the PSE side as suggested above?Assuming it is > 45 k with a max
value of 80 k, this bleeder appears in parallel with the 25-k PD signa-
ture resistor. The equivalent discharge resistance for the port capaci-
tance is now 80 k x 25 k/(80 k + 25 k) = 19 k. With this lowered-effective
resistance, as per the Mathcad file, the discharge time from V,, .. 1, to
mark-event range decreases from 6.22 to 4.7 ms. And that is much bet-
ter, since T, is > 6 ms. So now we can be quite sure the port will dis-
charge into the mark-event range before the minimum 6 ms is over.

We have thus learned that in a good PSE design we should intro-
duce a PSE-side weak port-discharge (bleeder) resistor during the
classification phase (as between detections), whose min-max range is
45 to 80 k. This particular bleeder should not be present during actual
detection as it can seriously affect the detection range of the PSE. It
should be switched in only after detection is over.

We note that the AT standard asks that the PD sink 0.25 to 4 mA dur-
ing the mark-event phase (7 to 10 V). We can calculate that a 25-k resistor
on the PD side will draw 7 V /25 k = 0.28 mA at the lower threshold, and
10 V/25 k=0.4 mA at the upper threshold. So in fact the 25-k resistor does
meet the AT standard’s requirements on this aspect automatically. We
do not need a formal mark-event current sink inside the PD chip if we
have a 25-k resistor connected across the port. The standard does not
explicitly ask for a regulated “current sink” in the mark-event range, it
just defines the min to max current values, and we have seen that can be
complied with by the basic 25-k signature resistor itself.
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We realize that the 25-k resistor is very valuable during both detection
and classification. The problem described by the Linear Technology
engineer seems questionable, and the disengagement of the signature
resistor appears to be a bigger problem to implement precisely, given
the unknown bridge-rectifier diode drops, and the consequent poten-
tial impact on interoperability.

Before we close this discussion we make it clear that we do want
to ensure the PI voltage does not keep discharging and ultimately
goes below 7V, especially during the open-ended interval, T,,,,. For
this we do need a voltage regulator of some sort to hold the PI voltage
steady during the mark-event phase too.

For example, the Type 2 PSE, Si3452 from Silicon Labs has the
following characteristics as per its datasheet available on the web:

1. V_, o Regulated to within 15.5 to 20.5 V, up to 45 mA (current

CLASS®

limited to less than 100 mA).
2. V., . Regulated to within 7 to 10 V up to 5 mA (current lim-

MARK"®

ited a little higher).
Other PSE chip designs guarantee V,, . only to 4 mA (i.e., the
right value as explained below). In other words, there is a voltage
regulator present in the chip that guarantees the PI voltage is regu-
lated between 7 to 10 V after V. .. is released. But is it a one-quadrant
or two-quadrant regulator? As we have shown above, to avoid
reverse-biasing the diode bridge, it is best to depend mainly on PD-
side discharge paths, not PSE side. And on the PD side, that can be an
active current sink of 0.25 to 4 mA as per the standard, but this can
also be fulfilled by a signature resistor provided it is not disengaged
(as also required by the AT standard but often ignored). The impor-
tant thing is the PSE-side discharge path should be weaker than the
PD-side discharge path. So a bleeder resistor (45 to 80 k) on the PSE-
side is the best choice. In other words V,, .., should not be a two-
quadrant regulator. Its function is not to actively lower the PI voltage
from the class-event range to the mark-event range. Its responsibility
is only to prevent the PI voltage from falling below 7 V. In a good PSE
design it should be able to source, not sink. And since on the other end
of the cable, the PD may have activated a mark-event current sink of
up to 4 mA, this voltage regulator must be stable up to 4 mA.

Besides this, the 513452 indicates it has a class-event range voltage
regulator (apparently also one-quadrant), which is stable up to 45 mA
(though the IEEE standard actually asks for 50 mA).

Putting it all together,

1. Itis a good idea to have a 25-k resistor on the PD side in an
“always connected” mode during the entire detection and
classification phase.
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2. Itis also a good idea to have a bleeder of 45 to 80 k on the PSE
side, connected during classification phase only (at least
during the mark-event phase).

3. There needs to be a PSE-side class-event range voltage regu-
lator (15.5 to 20.5 V), stable up to 50 mA and current-limited
to less than 100 mA. This needs to only be a one-quadrant reg-
ulator (sourcing, not sinking capability).

4. There needs to be a PSE-side mark-event range voltage regu-
lator (7 to 10 V), stable up to around 4 mA and current-limited
slightly higher. But to avoid reverse-biasing the PD’s bridge
rectifier, this should be a one-quadrant regulator (sourcing, not
sinking capability).

To reiterate: to avoid a reversed-biased PD bridge we must ensure the
discharge mechanism on the right-hand (PD-chip) side of the bridge is
stronger than the discharge mechanism on the left-hand (line) side of the
bridge.

It is becoming clear that for a proper 2-event classification to take
place, itis also important to discharge the port capacitance fairly quickly
into the mark-event range, and for that reason, though a total port
capacitance of 670 nF is considered “good” (“must accept” range), and
only capacitances above 10 pF are considered truly “bad” (“must reject”),
and despite there being such a wide gray area in between, it is actually
not a good idea to design systems with total port capacitance exceed-
ing 670 nF at all, even if that is not strictly disallowed by the standard—
because as we have learned, more than that value of capacitance can
become quite detrimental to a proper 2-event classification sequence in
particular. If we have a large capacitance, we have to discharge it too.
And that is not as trivial as we may have thought.

IEEE 802.3at Classification Details Summary

The IEEE 802.3at standard makes several key statements concerning
classification. These are summarized and bulleted for easy reference
as follows, with bold letter/italics introduced to highlight certain
words or phrases

General Points

e Section 33.2.6 Page 41: With Data Link Layer classification,
the PSE and PD communicate using the Data Link Layer Pro-
tocol (see 33.6) after the data link is established. The Data
Link Layer classification has finer-power resolution and
the ability for the PSE and PD to participate in dynamic
power allocation wherein allocated power to the PD may
change one or more times during PD operation.
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Chapter Four

Section 33.3.5 Page 60: A PD may be classified by the PSE
based on the Physical Layer classification information, Data
Link Layer classification, or a combination of both provided
by the PD.

AUTHOR’s NOTE The above statement implies that a Type 2 PD
must be able to handle both Layer 1 and Layer 2 classifications—
and this is clarified further as follows:

Section 33.3.5 Page 60: Type 2 PDs implement both 2-Event
class signature (see 33.3.5.2) and Data Link Layer classifica-
tion (see 33.6).

Type 1 Specific Points

Section 33.2.6 Page 41: Subsequent to successful detection,
a Type 1 PSE may optionally classify a PD using 1-Event
Physical Layer classification. Valid classification results are
Classes 0, 1, 2, 3, and 4, as listed in Table 33-7.

Section 33.3.5.1 Page 60: Class 0 is the default for PDs. How-
ever, to improve power management at the PSE, a Type 1 PD
may opt to provide a signature for Class 1 to 3.

Section 33.3.5.1 Page 60: Type 1 PDs may choose to imple-
ment a 2-Event class signature and return Class 0, 1, 2, or 3
in accordance with the maximum power draw, PClass_PD.

Section 33.2.6 Page 41: If a Type 1 PSE does not implement
classification, then the Type 1 PSE shall assign all PDs to
Class 0. A Type 1 PSE may optionally implement Data Link
Layer classification.

Section 33.2.6.1 Page 42: If the result of the class event is
Class 4, a Type 1 PSE shall assign the PD to Class 0.

Section 33.2.6.2 Page 43: If the result of the first class event
is any of Classes 0, 1, 2, or 3, the PSE treats the PD as a
Type 1 PD and may omit the subsequent mark and class
events and classify the PD according to the result of the
first class event.

Type 2 Specific Points

Section 33.2.6 Page 42: Subsequent to successful detection, all
Type 2 PSEs perform classification using at least one of the
following: 2-Event Physical Layer classification; 2-Event Phys-
ical Layer classification and Data Link Layer classification;
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or 1-Event Physical Layer classification and Data Link Layer
classification.

e Section 33.2.6.1 Page 42: If the result of the class event is
Class 4, a Type 1 PSE shall assign the PD to Class 0; a Type 2
PSE treats the PD as a Type 2 PD but may provide Class 0
power until mutual identification is complete.

e Section 33.2.6.2 Page 43: If the result of the first class event is
Class 4, the PSE may omit the subsequent mark and class events
only if the PSE implements Data Link Layer classification. In this
case, a Type 2 PSE treats the PD as a Type 2 PD but may provide
Class 0 power until mutual identification is complete.

e Section 33.3.5.1 Page 60: PDs implementing a 2-Event class sig-
nature shall return Class 4 in accordance with the maximum
power draw, PClass_PD, as specified in Table 33-18. Since
1-Event classification is a subset of 2-Event classification, Type
2 PDs respond to 1-Event classification with a Class 4 signature.

e Section 33.3.5.2 Page 61 and 33.3.6 Page 61: Until successful
2-Event Physical Layer classification or Data Link Layer clas-
sification has completed, a Type 2 PD’s pse_power_type state
variable is set to ‘1."......... The default value of pse_power_
type is 1. After a successful 2-Event Physical Layer classifica-
tion or Data Link Layer classification has completed, the
pse_power_type is set to 2.

e Section 33.3.2 Page 54: A Type 2 PD that does not successfully
observe a 2-Event Physical Layer classification or Data Link
Layer classification shall conform to Type 1 PD power restric-
tions and shall provide the user with an active indication if
underpowered. The method of active indication is left to the
implementer.

AUTHOR’s NOTE The previous two statements imply that a Type 2
PD must be able to indicate externally that it has detected a
Type 2 PSE (or not). The latter statement may call for a visual
indicator (like an LED). This is referred to as a “power-status”
indicator in the discussion that follows. It needs to be provided
irrespective of whether the classification is layer-1 or layer-2 based.

IEEE 802.3at Table 33-8 Explained Further

Table 33-8 on Page 42 of 802.3at-2009 summarizes some of the
above-mentioned points cogently. This figure was reproduced in
Fig.4.1 with adjoining examples revealing how it should be understood
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and interpreted. The key conclusions are (for compliant PSEs
and PDs):

1. A Type 2 PSE is allowed to depend only on 2-finger classifi-
cation to seek out Type 2 PDs, with no layer-2 /LLDP classi-
fication. But it can also opt to use 1-finger classification fol-
lowed by LLDP classification. So when the data link comes
up, the PSE will use LLDP protocol to communicate with the
PD that it is a Type 2 PSE and is thus able to provide more
than 13 W to it.

2. A Type 2 PD must be able to accept both of the above Type 2
PSE classification behaviors: layer-1 with 2-finger classifica-
tion and layer-1 with 1-event classification followed by LLDP
classification.

1-Finger or 2-Finger Classification for Type 2 PSEs?

This is a commonly asked question. We have discussed it previously,
but we will highlight and summarize it here.

Assuming PDs are compliant: Despite the added software-based
complexity, the LLDP approach (after a 1-finger classification) may
be considered preferable, as compared to 2-finger classification for
a couple of reasons:

1. When the data link comes up, the PSE will use LLDP proto-
col to communicate to the PD that it is a Type 2 PSE and is
thus able to provide more than 13 W to it. But adding to this
statement: LLDP classification actually allows the PSE to tell
the PD not only that it can provide more than 13 W, but how
much more! Maybe it does not need the PSE to provide full
30 W at PSE-end. And similarly, the PD can in turn inform the
PSE (with far greater granularity than layer-1 classification
permits), what is the actual amount of power it needs. The
granularity can be in steps of 100 mW. In addition, the power
requirements can be changed dynamically as operation pro-
ceeds. On the other hand, 2-finger (layer-1) classification
alone for example, will only allow the PD and PSE to tell each
other that one of them requires (and the other supports respec-
tively), more than 13 W (though less than 25.5 W, of course). In
such a case, a PD that operates with even 14 W will technically
ask for and be allocated up to 25.5 W by the power-management
software. This could end up requiring an over-designed 48 V
power supply too, one that caters to up to 30 W on each
Type 2 port, irrespective of the actual wattage requirement on
the ports.
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2. The AT standard requires a power status indicator on Type 2
PDs. This status indication helps a user determine if a
Type 2 PD is not being fully supported in its power require-
ments. Such a PD is then considered “underpowered” and
consequently will not able to provide one or another useful
function or feature. This situation occurs when a Type 2 PD
is connected to a Type 1 (or “legacy”) PSE. An installer /user
will typically need to physically connect the PD to a port,
look at the indicator, and thereby determine if the PSE port
connected to is appropriate for the power requirement.
Because, within the “wiring closet,” the installer depends
completely on the power status indicators. Yes, it is true
that if 2-finger classification is done, a PD can more rapidly
identify a PSE with sufficient (or insufficient) power—in
approximately 1 s, as compared to a PSE which uses LLDP
classification. In the latter case, the PD power status takes
approximately 60 s because this ability is gated by the PD’s
boot-up time. However, the IP-phone is the most common
PD as of 2008. All Type 2 IP-phones can usually power up
and provide basic functions even when connected to Type 1
PSEs. Further, IP-phones also tend to use an LCD screen and
that also provides status. But that normally requires the
IP-phone to boot up fully, which process takes approxi-
mately 60 s in any case. Therefore, any visual indication,
even of being underpowered, takes roughly 60 s to appear.
Quite similarly, the second-most-popular PD as of 2008, the
Access Point or AP, typically needs to boot up first, to be able
to light up any power-status LED. Therefore, a PSE with
2-finger classification is in reality unable to provide an ear-
lier power-status report. Therefore, 2-finger classification for
Type 2 applications is still considered optional in Type 2 PSEs
(except Midspans).
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CHAPTER 5

Inrush and
Power-Up

Overview

The “Power-up” mode (or phase) starts once classification is complete.
From the testability point of view, it may be best defined as commenc-
ing the moment the port voltage on the PSE-side exceeds 20.5 V, this
being the upper limit of the classification range. Several things happen
along the way as the port voltage (PI voltage) on the PSE-side rises
toward its final settling value. It is clear that this final value is essen-
tially the incoming “48V” rail minus the forward drop across the pass-
FET in the PSE. Traditionally, when the port voltage got up very close
toits final value, Power-up phase was said to have ended and Power-on
achieved. The AT standard, however, laid down one additional
qualifying condition before declaring Power-on, as discussed later.
In general, Power-up happens to be one of the most difficult phases of
PoE operation to understand. There are many prevailing misunder-
standings that we need to try and resolve in this chapter.

Inrush Behavior

One of the key events constituting Power-up phase is inrush. As
the port powers up, the PD can draw significant amount of inrush
current as it tries to achieve steady state. The IEEE standard tries to
protect the cabling infrastructure and also the PD by regulating this
inrush. But it also wants to achieve steady state in the best possible
manner (with no ringing), and reasonably fast too.

The AF and AT specs on inrush current are just a little different.
But they do seem to be very different at first sight. On closer exami-
nation, the “differences” are actually only in the first 2 ms of opera-
tion. The AT spec is a bit more restrictive in this region. In the
discussions leading up to the standards, there were many discus-
sions on the safe-operating region (SOA) curves of typical sense
resistors inside PDs and fusing of PCB traces, and the consequent
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need to ensure that the PSE restricts the allowed currents during the
first few milliseconds, to avoid damaging the PD. For such reasons,
the AT standard asks that the inrush current be less than 5 A even
initially, and that it returns to less than 0.45 A at the end of 1 ms. The
limits of the AF and AT standards are compared (overlapped) in
Fig. 5.1. For now let us just visually compare the first 2 ms. As we
can see, the AF standard is a bit more generous in the initial couple
of milliseconds.

Standard AT compliance-test equipment will check for one key
condition: Port current to be less than 0.45 A measured after 1 ms follow-
ing the application of a test overload/short-circuit during the inrush
period.

Let’s be clear: From which instant in time is this 1 ms measured
from? Note that all time intervals during inrush (Power-up) are

— s per AF Spec
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To stay compliant with both AT and AF specs:

[ ] a) 1ms after PI voltage on PSE-side crosses 30V, the maximum inrush current
through the PSE must be limited to less than 0.45A

@®  b) Aminimum inrush current greater than 0.4A must be supported by the PSE
u ¢) The inrush should be supported by the PSE for at least 50ms
I d) The PSE must terminate port voltage before inrush can exceed 75ms

SUMMARIZING:

The PSE must always limit the inrush current to less than 0.45A (settling level)

But the PSE must be able to support at least 0.4A for 50ms: it must not meanwhile foldback or enter thermal shutdown.
Under a fault condition, the inrush/fault current should not be allowed to last more than 75ms

Ficure 5.1 Understanding the allowed inrush behavior as per AF and AT standards.
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commonly interpreted as starting not from the point the PSE-side PI
voltage exceeds 20.5 V, but when it crosses 30 V, though the differ-
ences in the two in terms of time may be very slight. The inrush
current profile in Fig. 5.1 is stated to be applicable only for PSE-side
port voltages exceeding 30 V. Later, we will also describe the inrush
requirements for lower voltages, for example 20.5 to 30 V. But for
now we are only talking about what happens above 30 V.

NotE 30 V was selected as a Power-up phase commencement threshold
because it was considered high enough for the PSE to set its inrush current
limit slightly below that threshold, and for the PD’s pass-FET to be turned
ON a little above that threshold, without affecting detection and
classification functions at lower voltages.

To pass PoE-compliance testing, in general, wherever there are
differences in the AF and AT standards philosophically speaking, it is
always best to try to comply with whichever standard is more restric-
tive. So for the initial inrush period, it is best to follow the AT stan-
dard up to the first 2 ms. After that, there is no need to decide: the
AF and AT standards concerning inrush are actually identical, though
stated differently.

While sketching out the inrush requirements graphically, the two
standards, AF and AT, ended up presenting the same requirements
(after 2 ms) in a rather different manner. In fact, Fig. 5.1 is not exactly
what the AT standard sketched out but is modified somewhat, based
on what is implied or stated elsewhere, in the tables of the AT standard
for example.

The problem is the AT standard complicated matters somewhat
by trying to create an inrush template. A template strictly just implies
“stay within this (outer)boundary” (< 0.45 A, in this case); it makes no
mention of an inner boundary (> 0.4 A), which actually does exist in the
case of inrush for both AF and AT. In other words, the standards
demand that the PSE must be able to support at least 0.4 A for 50 ms
during inrush. Yes, though both the AF and AT standards ask for that,
in the case of the AT standard, the lower threshold is stated only in its
tables; it does not appear in its inrush template. Hence the possible
confusion.

We note that the inrush range of 0.4 to 0.45 A is kept deliberately
identical to the normal operating current-limit settings for Class 0/3.
That greatly simplifies both PSE and PD chip designs. It also ensures
backward compatibility, especially because modern and older devices
can have slightly different implementation of inrush logic as described
later (legacy Power-up).

Based on the allowed inrush range, a nominal of 0.425 A is usu-
ally selected as the PSE-chip current limit during inrush.

In terms of timing, it is not very clear what the AT standard is say-
ing based on its inrush template. But once again, connecting the figure
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with the tables, we arrive at the following summary of inrush behavior,
as indicated in Fig. 5.1:

1. The PSE must always (even under a fault) limit the inrush
current to less than 0.45 A (after the settling period of 1 ms) «
Protection.

2. Under a fault condition, the inrush current (0.4 to 0.45 A),
must never last more than 75 ms « Protection.

3. The PSE must be able to support at least 0.4 A for 50 ms
(it must not during this period either fold back or enter
thermal shutdown) «—PSE Capability.

NOTE It is implied that the inrush requirements shown in Fig. 5.1 for the
AT standard are the same for AT Type 1 (all Classes 0/1/2/3) and AT
Type 2 (Class 4). In other words, even a medium-power application will
have the same Power-up characteristics (inrush profile) as a low- or
ultra-low-power application. In other words, the higher-, or lower-,
current limits, commensurate with the class of the PD (provided of
course the PSE can support the class power requirements), are set right
after inrush is over. There is also a defined “wait time” for the PD to ask
for its class-based operating current as discussed later.

Purpose of Inrush Limiting and
the PD Bulk Capacitance

What is the purpose of inrush current limiting anyway? It is to charge
the input cap of the DC-DC converter stage that follows in a controlled
manner, and also do so in a reasonable amount of time. In the stan-
dard, this cap is called C,,. But to make it clearer where exactly it is
positioned, we prefer to call it “C,. ,..” Whatever the names, it is just
the input bulk cap of the DC-DC stage that follows the PD’s front-end
(its pass-FET section).

We remember that during detection and classification, this bulk
cap is not exposed to the PSE and is kept isolated from the line by the
PD’s pass-FET. So its initial condition is fully uncharged or 0 V. This
FET-isolation feature is basically the difference between an IEEE-
compliant PD and a legacy PD as discussed in Chap. 3.

So when the PSE raises the port voltage following a successful
detection and classification, at some stage the PD suddenly turns on
its pass-FET into a fairly large bulk capacitor, one that is hitherto fully
uncharged. Theoretically, that can lead to infinite currents for very
small cable lengths, because as we know, we should never put a volt-
age source directly across an uncharged cap. That situation is analo-
gous to trying to apply an arbitrary current source in series with an
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inductor, which we know, from basic principles of switching-power
conversion, can cause huge voltages spikes.

The lesson is that current limiting must be introduced somewhere
along the way to limit the inrush current. But where should it be? In the
PSE pass-FET or in the PD pass-FET? Calling it just I, ,, for now, that is,
not yet deciding where exactly it resides, we do realize that we can now
get the cap voltage to rise in a controlled manner as per the basic equa-
tion I, ;= C, o, XdV/dt. No infinite currents result anymore.

The standard asks that C have a minimum value of 5 uF. The

reason for that was this minir?lcﬁlr)ﬁ value was seen to be able to support
(decouple) typical dI/dt transients lasting up to 30 us. These transients
are, for example, the sudden current demands from the load connected
to the DC-DC converter. C,. .. not only provides bulk decoupling and
reduction of noise and EMI, but allows the PD to continue to stay pow-
ered, because the presence of this fairly large capacitor can be easily
detected by a low-frequency AC probe-signal sent by the PSE down the
line in AC disconnect, as discussed in a subsequent chapter. The low-
ered AC impedance caused by this cap across the port draws increased
probing current, and that tells the PSE that there is a PD on the other
side, so it does not disconnect the PD (power-off the port) inadver-
tently. This, too, is discussed further in Chap. 7.

NoOTE In2007, Yair Darshan from PowerDsine (now Microsemi) identified
a corner case at IEEE where the 5 uF seemed insufficient. It was later
reported in the minutes as follows: “We determined that there is a corner
case where a PSE power transient happens simultaneously with a PD
overload event. When this happens, the PD may require a capacitor
larger than the minimum allowed (5 pF) to avoid a reboot. In the opinion
of the ad hoc, the chance of these two infrequent events happening
simultaneously is very small, and the impact on the PD with a small cap
is minor (a disconnect followed by a normal reconnect), so the ad hoc
committee chose to ignore this case.

Note that the standard specifies no maximum to this DC-DC input
capacitance, but the max value is practically limited as discussed later
in the chapter.

Finally, to decide on where the current limit should reside, the
standard ascribes the following “responsibilities”:

1. If C is less than 180 pF, the responsibility of limiting the

DC_DC
current rests with the PSE.
2. If C. . is greater than 180 uF, the responsibility of limiting
the current rests falls on the PD.

To be very precise, the standard actually mentions C,,. above, not

Che pe (Cpp)- In other words, it lumps up the entire port capacitance,

which also includes the PSE- and PD-side ceramic port caps.
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Why 180 uE? The key reason for choosing 180 uF cap as a golden
value of sorts seems to have come from early discussions leading up
the AF standard, in particular a paper titled “Proposal for Start-up
and Port Line/Load/Cross regulation/Transient Parameters for
IEEE 802.3af Standard Power over MDI” by Yair Darshan from
Microsemi and Dave Dwelley from Linear Technology. The 180 uF
value came from a line regulation concern during normal operation,
well after the inrush period was over actually. It involves the case of
a sudden “negative line transient” from 57 to 44 V (a delta of 13 V).
This is not related to a positive transient during inrush or even under
normal operation—that would lead to current limiting, not a negative
transient. But the logic spilled over somewhat it seems. The nega-
tive transient could come, say, from a sudden switchover from AC
regulated power over to a weak battery backup (in about 1 ms). This
is what could happen: Assume the PD is at the time drawing a mini-
mum of 10 mA (to avoid being disconnected as per the standard),
then under this transient, the PD’s diode bridge would get reverse-
biased, so the entire 10 mA will come not from the PSE but from the
PD’s cap C. - In that case, the PSE would “think” there is no cur-
rent being drawn, and there is a danger that it might shutdown the
port (thinking the cable has been disconnected). However, as per
the disconnect specification, if the 10 mA port current resumes within
300 ms, disconnect will not occur. For the 10 mA to come from the
PSE eventually, and not from the PD’s cap, the cap must get dis-
charged 13 V within 300 ms, with 10 mA current. If we do that calcu-
lation for 180 uF, we will get 234 ms. Since this is less than 300 ms, the
PSE will start to provide the 10 mA before the 300-ms timer runs out,
and so PD disconnect would be avoided. Hence, 180 UF got chosen.

For larger capacitors, the PD may need to be designed to actively
discharge the bulk capacitance. Alternatively, the PD should have a
much higher minimum current, say 30 mA. That would discharge the
PD’s bulk cap three times faster than 10 mA, allowing three times
larger capacitance than 180 uF.

Practical PSE Design for Inrush Currents

In Fig. 5.2 we present the AT standards’s inrush template (worst-
case, extracted from Fig. 5.1). This figure now also includes the
lower current-limit threshold (0.4 A), and also the minimum value
of the inrush timer (50 ms). So this is complete, and it is the AT
(more stringent) requirement. A practical PSE design will center its
inrush current limit between 400 and 450 mA. So its nominal value
will be about 425 mA, but there will be a spread around that, based
on various tolerances and drifts. This band of uncertainty is shown
in gray in the figure. But keep in mind that the minimum of this
tolerance band must be above 400 mA, and it maximum must be
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below 450 mA. Similarly there is another gray region representing
the inrush timer, and we realize its minimum must be above 50 ms
and its maximum below 75 ms.

We have shown several more cases in Fig. 5.3. Each of these two
figures has three subcases: top, bottom, and middle. Let is discuss
each of them in turn.

1. Figure 5.2, top: The PD’s bulk cap is charged at the limiting cur-
rent value (0.4 to 0.45A), and it is small enough to get fully
charged before the 50-ms marker. We see that as soon as the cap
is charged, the port current ceases and comes down to almost
zero immediately. It is thus obvious that the DC-DC converter
is not active at that moment. The DC-DC however starts draw-
ing current (becomes “active”) a little later. In the figure, we
have shown that its operating current is a little less than the
Type 1 max of 350 mA, so we can be sure the PD continues
without being interrupted (assuming the PD was identified as
a Class 0/3 prior to Power-up). In any case, the overall behavior
during normal operation is not based on the inrush template.
We will discuss normal operation matters in the next chapter.

2. Figure 5.2, middle: This shows a borderline case of the preced-
ing case. The inrush lasts a little more than 50 ms because of a
large bulk cap but narrowly evades the inrush timer, so port
shutdown is avoided once again. This highlights the fact that
the standard demands that the inrush current-limiting ot last
longer than 75 ms. For example, it does not say the inrush
should not last more than 50 ms. It does, however, say the port
should not get shutdown before 50 ms: In other words, the PSE
must be able to support a certain amount of inrush at least. So
this figure shows behavior that is compliant in all respects.
However, if the inrush timer region got just a little wider, the
PSE could have shut down the port since the current would be
intruding into the vertical (inrush timer) gray region.

3. Figure 5.2, bottom: This highlights the fact that the standard
does not ask that the port current fall to near-zero values before
the 75-ms marker. The standard only asks that the port current
leave the inrush current-limiting region of 400 to 450 mA, by
the time the 75-ms marker comes along. So in the case shown
in the figure, the PD’s DC-DC converter has obviously been
active much earlier, perhaps even during the time that the bulk
cap was being charged. But it is drawing Class 0/3 currents
only, consistent with the preceding classification and the
inrush template. This type of PD behavior, where the DC-DC
comes on early, may not be recommended, but is compliant.

4. Figure 5.3, top: This shows the case where the inrush lasts a
little too long and is trapped by the inrush timer. So, the PSE
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identifies the situation as a fault and steps in to decisively
turn the port OFF (and also typically place a bleeder resistor
across the port to try and actively discharge it). The fault is
clearly only the PD’s in this case.

5. Figure 5.3, middle: This shows the case of a PSE that just wasn't
capable enough to support current limiting for at least 50 ms as
required by the standard. The PSE went into thermal shut-
down. So this noncompliant, and the PSE needs redesign.

6. Figure 5.3, bottom: This shows a compliant, Type 2 Power-up
sequence, though it is somewhat marginal. The PSE does not
shut down the port because the current fell to Type 1 levels
just before the inrush timer was encountered. Note that after a
certain PD-side delay timer, as discussed in a later section,
the PD’s DC-DC converter goes to full power, and the PSE
clearly supported that by raising its set current limits from
the inrush level of 0.4 to 0.45 A, to the required operating cur-
rent limits levels consistent with Class 4.

Undervoltage Lockout Thresholds

The standard also creates undervoltage lockout (UVLO) thresholds
when it states that the PD power supply must turn ON by the time
the port voltage reaches V=42 V. And when the port voltage falls,
the PD power supply must turn OFF before the port voltage falls to
Ve = 30 V. Later, the standard makes it even more brief (and rather
succinctly confusing), by requiring that the PD turn ON at a port volt-
age less than V_ and turn OFF at a port voltage greater than V.
Question is what part of the PD? Neither is it clarified whether the
output of the DC-DC converter is expected to be up (and stable) by
that rising port voltage level. It seems questionable if these levels
have anything to do with the PD power supply (DC-DC converter
stage) at all, at least not directly per se. Therefore, the stated UVLO
thresholds are usually interpreted very simply as belonging to the PD
interface (pass-FET section). The usual interpretation is the PD’s pass-
FET must conduct before the PD-side PI voltage reaches 42 'V and must stop
conducting before the PD-side PI voltage voltage falls to 30 V.

But it is not over yet. There is no mention of any “deglitching” in
this regard either. In other words, if the port voltage falls below 30V,
how quickly should the PD’s pass-FET be turned OFF? Nothing is
instantaneous, after all.

We can also ask do we really have a hysteresis of 42V - 30 V =
12 V as is often assumed in literature? Actually the standard does not
specify any hysteresis at all. Consider a numerical example: Suppose
the PD is designed to turn ON at 37.1 V and turn OFF at 37.0 V. That’s
almost zero hysteresis. Yet 37.1 V is less than 42 V, and also 37 V is
greater than 30 V. So they both comply with the stated requirements,
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yet there is almost no hysteresis really. If the standard demanded hys-
teresis, it would (or should) have specified the min of V| and the max
of V.. It doesn’t.

Despite this confusion, we can perhaps say: the standard allows
for a Power-up hysteresis up to a maximum of 12 V. Assuming this is
true and also that we could somehow avail of all this 12 V hysteresis
band, is that even enough? And is it really as helpful as we instinctively
and intuitively assume?

People generally assume that some hysteresis may be good to
avoid ringing and oscillations occurring during start-up when the PD’s
pass-FET suddenly turns ON. Because, as mentioned, when the
PD’s pass-FET suddenly turns ON, it presents a fully uncharged
capacitor (C,. ,.) to the “48V” voltage source. So were it not for cur-
rent-limiting somewhere along the line (either at the PSE-end or the
PD-end), the current would theoretically be infinite. Therefore at
some point, inrush current limiting was introduced, and it was also
kept at a level consistent with Class-0/Class-3 normal operation for
simplicity. However, the underlying math and distribution of volt-
ages is actually very dependent on whether the current-limiting function is
on the PSE-side or the PD-side. We will study that in the next section.

There is also some prevailing confusion whether the V.. and V
thresholds refer to the PI voltage on the PD-side or PSE-side. The best
interpretation is they are on the PD-side and include cable drops, as
assumed previously. But that leads to another problem, which some
engineers point out amounts to a bug in the standard (See “Power over
Ethernet—the reality of designing a Powered Device” by Tony Morgan
of Silvertel Ltd available at www.silvertel.com). Assume the PSE-side
PI voltage climbs above 30 V. Slightly below 30 V (and above 20.5 V),
the PSE would obviously enable its 0.4 to 0.45 A current limit in expec-
tation of providing inrush current to a PD above 30 V as per Fig. 5.1.
Suppose the PD was designed to turn ON at exactly 31 V. And suppose
the connection from the PSE to the PD was 100 m of CAT3 (20 Q). Then
as soon as the inrush starts, the cable drop will be around 20 2 x0.45 A=
9V, and that would take the PD-side PI voltage down to 31 V-9V =
22 V. That level technically demands the PD turn OFF. In other words,
the standard seems to actually overlook the cable resistance, and
somehow implicitly assumes that when we have 30 V at the PSE-side,
we also have 30 V at the PD-side. We do, but not when inrush starts
and when there is a real, long cable in between. What really happens is
that the sudden drop takes the port voltage below 30 V, causing the
PD’s pass-FET to turn OFF again. That would cause the cable drop to
reduce to zero again (no current), and that would cause the PD-side
voltage to jump up again, so it would turn ON again. Eventually we
get repetitive cycling (oscillation). Not pretty! Now if we had enough
hysteresis to prevent the falling UVLO threshold from being reached at
all, and that too with either CAT3 or CATb5e cable, we would perhaps
avoid this cycling completely. But unfortunately, as discussed, there is

159


http://www.silvertel.com

160

Chapter Five

no hysteresis specified by standard. We could try to set V very close
to 42 V. But even then, in trying to avail of the maximum available
hysteresis of 12 V, we can see that with a 9 V drop on 100 m of CAT3

cable, that is cutting it way too close. There is just not enough hysteresis
implied, assumed or otherwise. The article mentioned above also sug-
gests raising V several volts above V. to avoid this. But as analyzed
previously, that is not necessarily enough. The other option is to keep
the inrush current much lower than 0.4 A, by using a PD with its own
(lower) current limiting. And also setting V. higher, at about 35 to 37 V.

We will discuss this next.

Analyzing the Inrush Phase

Going back to the inrush case, where the C,,. .. cap is fully discharged
initially, we ask: How quickly can a 180-uF cap be charged? Just the
basic calculation only at first! Here we are depending on the PSE-side
current limit of 0.4 to 0.45 A, and taking the lowest value of the range
(0.4 A) we get the worst-case time as

_CxAV 180 ux(57-0)

Af=—1— 0.4

=26 ms

Note that we have retained the starting voltage as 0 V above as a reminder
that even though the port voltage may be 30 V or so when the PD’s pass-
FET turns ON, the capacitor itself is fully uncharged.

A reasonable time is 26 ms. We know from the inrush specifica-
tion that a PSE must support at least 0.4 A for up to 50 ms, without
going into any form of protective shutdown or foldback. So this
26 ms seems well within the required PSE capability, and in principle,
the PD should start up with no problem. But does it?

Before we answer that, we need to clarify why it may get difficult
to sustain any FET in current-limiting mode for too long. The reason
is: dissipation. If a FET is fully ON (the voltage across it is almost zero)
its dissipation, V x I, is theoretically zero because V is zero. If it is fully
OFF (nonconducting), its dissipation, V x I, is again theoretically zero
because I is zero. The trouble starts when the FET enters its linear
region (triode/ohmic region) with some nonzero voltage across it
and some nonzero current through it simultaneously. This is exactly
what happens when a FET enters current-limiting state (but keep in
mind that a FET may enter this region even if it is not current-limiting
as we will soon see). Whenever a FET enters its current-limiting state,
it is neither fully ON nor fully OFFE. It starts behaving as a variable
resistor. It adjusts its resistance to whatever value is necessary, to
restrict the current into the cap as per its set current limit and at the
same time have all the circuital currents and voltages consistent with
Kirchhoff’s laws. That indirectly determines the voltage across the
pass-FET (the one performing the actual current limiting).
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Now if we introduced PD-side current limiting, and at a level
below 0.4 A (the lowest-possible value of the PSE-side current-limit
range), then since the PD’s pass-FET is in series with the PSE’s pass-
FET, it would end up dominating the current-limiting function in
most cases, and be the one operating in its linear region (mostly). And
that changes the entire distribution of voltages and currents in the

circuit as explained in Fig. 5.4.

I
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= | ~T~ “DC.DC
= e i
PSE_SW PD_SW
1 -
| 1 | P = | | | ‘ ............................
! N
Vpse_sw Vep_sw

PSE-side is doing current limiting
(0.4 - 0.45 A), no current limit present on PD-side

If PSE-5W is current limiting, as soon as PD_SW
turns ON (fully conducting), the voltage across
PD_SW, i.e. Vep sw goes to zero. So the voltage
across Cpc pc becomes equal to Viogr. Since Ve_pcoc
is intially zero, that means Veonr will be dragged
to zero. But before that happens, at some point
around 30V, Veo_sw will get turned OFF by the PD
control, so Ipopr will become zero. Then the whole
cycle will start again, provided the PSE does not
turn OFF at some point, “thinking" there is some
cable fault. At best there will be ugly behavior as
Coc_ne tries to charge up intermittently.

If there almost no hysteresis present in the PD
(and no delay/smoothing caps either on the Gate
of PD_SW!), this could actually work, because
then PD_SW will find itself bouncing very quickly
between ON and OFF states, which actually
amounts to it being quasi-linear. So now
PD_SW will take on the necessary voltage across
itself, quite similar to being in current-limiting
state, but not exactly. Now, the dominant
current limit is still 0.4 - 0.45A determined by
the PSE. Both the PSE and PD take some voltage
across themselves, and both dissipate in the
process. But the start-up behavior would be
observed to be smooth as shown in Fig. 5.3. This
would work for small or large cable resistances.

PD-side is doing current limiting

(< 0.4 A), because PSE current limit higher than 0.4A

The PSE also has current limiting but the PD has a
lower current limit, so it dominates the show at least
initially. In this case, PD_SW does NOT turn fully ON,
but turns on in current-limiting mode. So though the
voltage across Coc_pc is initially zero, the voltage on
the line side of PD_SW does not get dragged down
to zero by Coc oc. But what voltage it actually stays at,
depends on cable length as explained below.

Assume that PSE_SW is fully ON, since it is not in
current-limiting mode, and has already passed
detection and classification. So now the entire steady
“48V" appears on the line side of PD_SW, which takes
up the difference between that voltage and Veoe nc
across itself — till Cocpc is fully charged.

CASE 4: With Cable Resistance:

PSE_SW is still fully ON initially. So the entire "48V"
appears on the PSE-side of the cable. Then there is a
cable drop based on luw_ro X Rease and the voltage on
the PD-side of the cable is correspondingly lower. The
difference between that and Veoe pc appears across
PD_SW till the two are equal. After that the PD_SW is
no longer current limiting, but is fully ON. Coc_pc
continues to charge linearly, but now (in this period)
under control of the current limit of the PSE, Le. lum_pse.
There are thus two phases of operation here and the
PD current limit gives way to the PSE current limit at
an intermediate point which depend on the amount of
cable resistance and set current limit of PD_SW.

Ficure 5.4 Understanding different start-up scenarios.
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In Fig. 5.4, we have shown four possibilities actually. The one
with only the PSE doing current-limiting only, and with significant
hysteresis is actually the worst case, simply because the PD’s pass-FET
turns on fully into an initially uncharged cap and that voltage then
appears across the port, dragging it down, causing the PD to
turn OFF, then cycle back-and-forth in an ugly manner. This is very
likely the reason all known commercial PDs perform current limiting
themselves, completely disregarding the 180-uF-based current-limiting
“responsibility chart” of the AF and AT standards. Perhaps the PD-chip
designers just did some circuit simulations and noticed that only
when they put in current limiting inside the PD, did Power-up
become smooth. This is actually consistent with the analysis in the
right-hand column of Fig. 5.4.

In Fig. 5.4, on the lower-left side, is a very interesting case we call
the “insignificant hysteresis scenario.” When implemented with a
good PD design, it leads to the waveform shown in Fig. 5.5 and is a
good method for also doing bench-testing on a PSE’s inrush current limiting
capabilities, without the behavior being “masked” by the PD’s current-lim-
iting dominance, or some other strange oscillatory behavior. This is
discussed further in the next sections.

In general, it has become increasingly obvious that proper
Power-up can only occur if the PD has the current-limiting function
inside of it (with a max value of 0.4 A, must be below the PSE’s range).
So the PSE-side current limit just becomes a watchdog (protective
upper) limit, one that is encountered only if there are faults in the PD
itself, or shorts in the intervening cable, for example. Under normal
operation, in effect, the PD takes care of its own reliability, and also
ensures smooth start-up behavior.

Ensuring Proper Power-Up Behavior

There are strange interactions and complications during Power-up,
involving UVLO-based instability, cable-resistance drops, negative-
input impedance of switching converters, and so on, all of which
make the entire area of PD-PSE design during Power-up rather com-
plicated and misunderstood. The standard does seem ambiguous
itself, if not misleading, at places on this particular aspect. So we do
need to fall back on engineering judgment eventually.

As prospective PSE designers, we need to accept market reality
too: Commercial PD’s are often rightly considered low-tech, and we
should expect to find many out there with all sorts of strange behav-
ior during the critical Power-up phase. We should therefore try to
make our PSE designs robust enough to at least avoid contributing to
such questionable behavior and causing irrecoverable start-up issues.

As prospective PD designers, we realize that there is no
minimum hysteresis demanded by the standard during the critical
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Power-up phase. For capacitors less than 180 uF, the standard does
not ask for the PD to have current limiting. But to mitigate strange
behavior, most commercial PDs are designed with several volts of
hysteresis and also voluntarily include current limiting.

With all efforts, we may still not get entirely satisfactory Power-up
behavior under all conditions, despite our best efforts, simply because
as PSE designers, we can’t control all PDs out there, and as PD design-
ers, we can’t control all the PSEs. But we can usually live with this
diversity. Keep in mind that in any case, if there is ringing during
Power-up, it is hard to test and measure, and much harder to ascribe
fault at the end of it all (such as, was the real culprit the PSE or the
PD?). For good reason perhaps, this stability aspect during Power-up
is mentioned but rarely, if ever, tested.

Testing the Inrush Performance of PSEs

However, we do need to test the PSE for its overall inrush current
capability and protection. The question is how do we do that if in a prop-
erly behaving setup, the PD’s pass-FET is always in series with the PSE’s
pass-FET, and is the one dominating the current limiting? What we want
to do is to be able to test the PSE’s current limit, by somehow turning
OFF current limiting in the PD. But as indicated in the top-left of
Fig. 5.4, as soon as we do that, we usually get the familiar Power-up
cycling and oscillations.

As identified in Fig. 5.4 too, one way out is to run the PD’s pass-FET
in its linear region (insignificant hysteresis scenario). Note that in this
state, the PD’s pass-FET is not performing current-limiting: that func-
tion still resides in the PSE’s pass-FET only. But the PD’s pass-FET is
nevertheless allowed to go into its linear region, by suitable Gate con-
trol, which keeps it conducting just the right amount. Now the PD’s
pass-FET can accept whatever voltage it needs to. And since the
current-limiting is still coming from the PSE, the PSE’s capability can
now be tested independently.

To get the PD’s pass-FET into its linear (resistive) region, we need
to come up with a discrete test circuit with virtually no hysteresis,
and no delays either (no FET Gate caps for example). With such a
setup, we could for example, design the PD’s pass-FET to turn ON
fully at 38 V and turn OFF fully at 37.9 V (a very sharp “knee”). Now
when the PSE goes into current limiting and the PD’s bulk capacitor
starts charging up, the excess voltage will naturally and automati-
cally appear across the PD’s pass-FET as shown on the bottom-left of
Fig. 5.5. Note that this is a viable (smooth) method of operation, since
the port voltage does not tend to get dragged toward zero anymore.
Instead the port voltage stabilizes very close to 38 V as per the exam-
ple, while keeping the PD’s pass-FET in its linear region and still
allowing the PSE to get exerted up to its set current limit. We can thus



164 Chapter Five

50 = Vport + Vpsi_sw Vrort = Vep_sw + Vcpepe

PD_SW

Veort Vep_sw in linear

region
_/_w_ b

Eclass i:nark ; E .
time time
PSE_SW Vepcpe
il . Current
4\ Limiting

— \__BEm

time time
|

IporT

WS

E——
Class/detection circuitry not shown ] PO
Py BRTe
50V |
i L Ve

C_DC Coc_oc e

...... ILIM_PSE
PSE_SW PD_SW i = l m
2 £

I L
Vpse_sw Vep_sw

Ficure 5.5 One power-up possibility using insignificant hysteresis and Inrush current
limiting in PSE only. (See also Figs. 4.3 to 4.5.)

test the inrush performance of the PSE. For example, we could, with
this circuit, apply larger and larger PD bulk caps (C ) to study the
response of the PSE.

Let us work backward and see what capacitance thresholds we
get. We are assuming a port voltage of 50 V in normal operation.

DC_DC

1. Condition: PSE must support at least 50 ms of inrush current
aslow as 0.4 A.

Iy XAt 0.4 Ax50 m
AV T 50V

C= =400 pF (for incoming Vpgp =50 V)

In other words, if we put C <400 puF, the PSE must not

DC_DC —
turn OFF to be considered compliant.
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2. Condition: PSE must not allow more than 75 ms of inrush cur-
rent as high as 0.45 A.

I XAt 0.45 AX75 m

C=—AV =" 350V

=675 uF (for incoming Vg =50 V)

In other words, if we put C > 675 uF, the PSE must

DC_DC —
turn OFF to be considered compliant.

A Discrete PD Front-End for Testing PSEs

In Fig. 5.6 we have presented a popular circuit made of discrete
components, one that has been used in almost similar forms across
the industry for years in PoE testing and in finished products too.
Note the LM317 is used as a programmable current source (any
three-terminal regulator with a low-bias pin current can be used
here). A known problem with this discrete PD front-end circuit is it
does not have a very precise and predictable UVLO threshold, nor a
very sharp “knee” either. But it does have almost no hysteresis and
that could explain its wide popularity and usage. It corresponds to
the insignificant hysteresis scenario discussed previously (see
Fig. 5.4), and thereby, it enables the PSE current limit to act, while plac-
ing the PD’s pass-FET into its linear region, thus preventing the port from
being dragged toward zero volts by the initially uncharged bulk cap of
the PD. This circuit can be further improved with a little more cir-
cuitry perhaps (like PNP-NPN small-signal transistors to enhance
its Gate drive and its “knee”). The common feature would, how-
ever, continue to remain: no hysteresis—because that is why it works
so well. It can therefore be used for PSE-testing and PSE-evaluation
without the PD masking/dominating the current limiting. Note
that based on trying to avoid cycling during start-up, we actually
recommend not placing any “filtering” capacitors in the Gate of the
PD’s pass-FET, or elsewhere too, because the caps actually cause
delays. That, in effect, amounts to a hysteresis of sorts, which ulti-
mately contributes to visible oscillations, rather than smoothly forc-
ing the PD’s pass-FET into its linear region by a quick-acting Gate
control.

The Inrush Timer and the Real End of Inrush

Now we consider some timing issues. The end of inrush is marked by
the fact that the PD’s bulk cap is fully charged and neither the PD’s
pass-FET or the PSE’s pass-FET are in current limiting anymore. This
supposedly marks the entry into Power-on state (with some qualifi-
cations as discussed later).
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How do we know the capacitor has been fully charged? The stan-
dard says the inrush is considered complete when the port capacitor
voltage is 99 percent of the final settling value. This number may however
prove difficult to measure on a test setup with any precision: 1 percent
of 50 V is 0.5 V. The University of New Hampshire Interoperability
Lab (UNH-IOL) asks to monitor the port voltage on an oscilloscope to
judge when the port is powered up. But with a typical 10 V/div set-
ting for monitoring port voltage, 0.5 V is tiny—rather hard to see.

From the PSE-chip design perspective, the chip usually has an
ADC for monitoring port voltage and may be able to know this for its
own purposes, with enough accuracy. However, it is dependent on
knowing the incoming “48V” rail accurately and also estimating the
drop across the PSE’s pass-FET. So many PSE-chip designers just say
that inrush is complete when the port voltage reaches the normal operating
range, which on the PSE-side is anything above 44 V for Type 1 and above
50V for Type 2. Or they may just set a fixed threshold of 40 V nominal
for both Type 1 and Type 2. Some PSE chips say inrush is over when
the current has fallen by say, 10 percent, from its limiting value. By
the use of current information, they can also tell whether the PSE
or the PD was the series-pass element actually controlling the inrush,
and thereby respond accordingly. Some PSE chips may ultimately
combine both voltage and current information to ascertain end of
inrush.

Quite similarly, PD datasheets (like the TPS2378 from TI) also
interpret inrush completion based on the PD-chip’s current. They
specify “inrush period termination” as occurring when the current
falls to 90 percent of its current limiting value. This parameter has a
min-max range of 80 to 99 percent.

Why is it important to know the exact end of inrush anyway? Some
erroneously think it is because the T}, timer needs to be less than 0.4 s.
Their error is based on taking the name T, literally. But as discussed
in the previous chapter, the T, timer starts at the end of detection,
and despite its name (T, stands for Power-on time), it is more cor-
rectly interpreted as ending not when Power-on has occurred, or even
when inrush has ended, but when the full AC-DC power is first applied
to the port. Measurably, that is the point where the PI voltage on the
PSE-side just exceeds 20.5 V. This interpretation of T, makes more
sense since T, is in essence a PSE-side specification, and what hap-
pens after 20.5V depends a lot on the PD’s design too, its bulk capacitor
value and so on (which incidentally has no specified upper limit as per
the standard). So it is very hard to test a PSE’s compliance to T, if we
do not define this interval as ending the very moment 20.5 V is exceeded
(or 30 V—that’s not much different).

With the correct definition of T, behind us, the question still
remains: Why is it important to know the exact end of inrush any-
way? Because inrush must be completed before the inrush timer times out.
What is this new timer? This starts at the very moment T, ends
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(port voltage exceeds 20.5 V). By typical PSE chip design, this T . ..
timer is set to a nominal value centered somewhere between 50 and
75 ms, say 65 ms. Basically, inrush needs to be completed before this
timer runs out (max value of 75 ms as per the standard), unless there is
a fault. So at the 65-ms marker, the PSE chip is expecting to see: (a) no
PSE-side current limiting (port current must x percent less than its set
value, or below 400 mA by then), and (b) the port voltage must also
be very close to its final settling value as explained above. If both con-
ditions are true, inrush is deemed over. But if for example, after
65 ms, the PSE either finds it is still in current limit (obvious from the
substantial voltage present across it and despite the high current
passing through it), and/or the port is not yet close to the “48V” rail,
then the port will be shutdown and a fault declared. After a suitable
delay, the port will start once again, but at detection.

Types of Power-Up Behavior and Power-On

We now know how to tell when inrush is complete as per the stan-
dard, based on the monitored port voltage. We also realize that
event can actually happen well before the inrush timer runs out. For
example, if we have a very small bulk capacitor inside the PD, the
cap will charge up in say only 10 ms, whereas the inrush timer is
65-ms nominal. So the question is: Do we say Power-up is complete
at the 10-ms mark or at the 65-ms mark? There is a difference between
the AF and AT standards in this respect. The AT standard says: wait
till the inrush timer runs out, then come in and check the port voltage
and current limit conditions, as implied in the previous para. If all
is “kosher” at that moment, then consider Power-up phase com-
plete and Power-on having taken place. The AF standard, however,
interpreted Power-up phase completion a little differently. It did not
wait for the 50- to 75-ms timer to go off and then check if port volt-
age was very close to its final value. The AF PSE was in effect con-
stantly monitoring the port, and if the port voltage was almost at its
final value at any time before the inrush timer ran out Power-up
was considered done. The AT standard, however, rightly recog-
nized that PD designs in particular, were very diverse. Hence it
opined: “Using only the PI voltage information may be insufficient
to determine the true end of PD inrush current; use of a fixed T’
period is recommended.” In the PSE state-machine diagram of the
AT standard, for backward compatibility, it allowed for the older
type of Power-up (which it called “legacy Power-up”), for both
Type 1 and Type 2 devices, but strongly recommended that new PSE
equipment be designed based on the fixed 50-75 ms inrush timer.
Basically, both Power-up methods, with and without T, are
allowed in compliance testing, but it is not considered a good idea to
design any devices with legacy Power-up anymore.
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Minimum Inrush Below 30V

We now know than any typical PSE chip will set its current limit to
425 mA nominal, at about 28 V nominal (