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Preface

Multicellular organisms are composed of individual cells that form the tissues,
organs, and nervous system. In these organisms, the cells are replaced roughly every
100 days via controlled division and cell death. However, both during organism
development and even in the developed organism, there are specialized cells, such
as keratocytes, fibroblasts, neutrophils, and others, that show a high propensity
to move. The motility of these cells is associated with their specific function
within the organism. Motile eukaryotic cells responding to chemical or mechanical
stimuli play a fundamental role in tissue growth, wound healing, and immune
response. In addition, cell migration is essential for understanding several life-
threatening pathologies such as cancer. Beyond the obvious biological and medical
relevance, cell motility is also a fascinating example of a self-organized and self-
propelled system within the realm of physics. The main difficulty in formulating a
comprehensive predictive model of cell motility lies in the extreme complexity of
the underlying biological processes associated with the dynamics of moving cells.
Correspondingly, a number of conceptually different theoretical approaches were
formulated to tackle this formidable problem. This book attempts to give a snapshot
of the most recent theoretical and experimental studies in this rapidly developing
field. The distinctive feature of this book is that the modeling approaches are based
on concepts inspired by contemporary soft matter physics, such as order parameters,
phase transitions, reaction-diffusion systems, conservation laws, and force balance
conditions.

The structure of the book is as follows. It contains four chapters focused on
various approaches to cell movement. Chapter 1 presents a study of cell motility
based on the phase field method. This method is especially well suited to treat the
moving and deformable boundaries involved in both individual and collective cell
motility. It starts with a didactic introduction to a simple model for the movement of
an individual cell. Then, it describes how complexity can be added step by step,
such as deformability and adhesiveness of substrate, as well as modulations of
the substrate properties. Finally, it discusses how the model can be generalized to
describe the interactions and the collective movement of many, self-organized cells.
Chapter 2 focuses on crawling cell motility driven by spontaneous polymerization
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waves. It presents theoretical descriptions of actin dynamics and discusses in detail
possible mechanisms for wave generation. Then, the coupling of the actin network
to the cell membrane is added. The analysis shows that spontaneous polymerization
waves offer a unifying framework for explaining directional and erratic cell motion
such as amoeboid motility. Chapter 3 features a modular view of the signaling
system regulating chemotaxis. The model describes an excitable network for signal
transduction that integrates information from various internal and external cues and
signals to the actin cytoskeleton. Simulations using the level set method allow the
testing of this model by recreating changes in morphology induced by the signaling
network. Finally, Chap. 4 is focused on one-dimensional models of moving cells that
are amenable to theoretical treatment. Despite the unavoidable oversimplifications
associated with such a representation, the one-dimensional models happen to be
useful for understanding the intricate interplay between contraction and protrusion.

This book is written primarily for biophysicists, mathematical biologists, and
biomedical engineers entering the field of cell motility and biomechanics. We also
hope that experimentalists and theorists already working in the field will find it
useful for its comprehensive review of experimental studies of cell movement and
survey of the most recent physics-based modeling approaches. It can also serve
as supplementary reading material for advanced graduate courses on biological
physics and mathematical biology. This book is accompanied by a collection of
computational online videos illustrating various aspects of cell motility.

Argonne, IL, USA Igor S. Aranson
June 2015
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Chapter 1
Macroscopic Model of Substrate-Based Cell
Motility

Falko Ziebert, Jakob Löber, and Igor S. Aranson

1.1 Introduction

In higher multicellular organisms that are fully developed, the majority of cells are
not moving but form the tissues, the organs, the nervous system, etc. The cells are
replaced every 100 days or so, by controlled division and cell death (apoptosis).
However, both during development as well as in the developed organism, there
are specialized cells that show a high propensity to move, subtly connected to
their function within the organism. A good example from everyday life are open
wounds through the skin (e.g. cuts). The bleeding is stopped rather passively by
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platelets arriving via the blood flow, followed by the coagulation cascade. Then the
immune system responds and white blood cells arrive and remove debris and other
“junk”. They also chase intruders like bacteria. Then fibroblast cells crawl towards
the wound, excrete collagen and thereby recreate the extracellular matrix (ECM).
At the same time, the epithelial cells around move collectively to close the wound.
Another example is the wiring of the brain and the nervous system, including
the extension of neurons. Finally, cancer growth is also an example involving cell
motility, where in its late stage, metastasis takes place and malignant cells invade
the body.

The ability of cells to move has fascinated biologists for decades. More recently it
also captured the attention of physicists and materials scientists. In fact, it is not fully
understood how a cell polarizes in order to head in a specific direction, how it main-
tains its integrity and shape while moving, how it transfers the force to the substrate
which may have very different properties in different regions of the organism, and
how it is able to move at all. It has been understood by now that cells use their very
scaffold, the cytoskeleton, which is maintained in a persistent out-of-equilibrium
state due to the presence of energy-storing molecules (typically triphosphates), to
create the propulsion forces. The question how the motility machinery of cells works
in detail has inspired many experimental studies, with the available data rapidly
growing. Correspondingly, modeling efforts also acquired pace to rationalize the
experimental findings and to place them in a unifying framework.

The construction of models that could incorporate the plethora of mechanisms
involved in cellular motion and explain all the observed features in a concise, self-
consistent fashion remains an ambitious task. Nevertheless good progress has been
recently achieved. In the following we present a brief introduction to the basic facts
of cell motility and to the major concepts concerning its modeling. We then describe,
in a rather didactic fashion, recent progress in modeling approaches that were able
to reproduce many of the experimentally observed features of cells crawling on
two-dimensional substrates.

1.1.1 Basic Mechanisms Involved in the Motility
of Eukaryotic Cells

Different types of cells show a large variability in their morphodynamics [25, 109].
For example, keratocytes (wound healing cells living in the skin of fish, but also in
the cornea of our eye) move persistently with high speed and maintain a crescent-
like shape [79]. Fibroblast cells (again a wound-healing cell type) move much
slower, have stronger adhesion and develop strong cytoskeletal fibers. Their fan-
like shape is more irregular than that of keratocytes [1, 109]. Leukocytes (immune
cells) move in an amoeboid fashion with very large shape changes, allowing them to
squeeze through tiny gaps in epithelial layers. There is evidence that in addition to
crawling, they can also roll along the blood vessels, and even swim [116]. Growth
cones of neurons have a microtubules-strengthened stem that later becomes the
backbone for nerve signal transport, and an active region at the front. The active
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lamellipodium

contraction (motors) polymerization (actin)

V

adhesion

Fig. 1.1 Abercrombie’s three step model. Schematics of the three step model of crawling cell
motility [1] and sketches of the corresponding microscopic processes: (step 1) ratcheting of actin-
polymerization creates a propulsion force. (step 2) The force is transmitted to the substrate via
adhesion. (step 3) Motor-induced contraction of the actin network leads to a retraction of the rest
of the cell

region is propelled by actin polymerization. There, actin-related filopodia search for
other neurons to connect to [40]. Finally, epithelial cells mostly move collectively,
linked together by cadherin-based cell–cell adhesion ligands [126, 129], to generate
new or to repair old tissue.

In spite of this seeming diversity, the basic mechanism for the actin-based
motility of eukaryotic cells has been identified rather early. In the beginning of the
80s, Abercrombie [1] proposed a three step model to rationalize his observations,
mainly obtained for fibroblasts. Although different cell types express these ‘steps’
in different ways and specificity, these steps occur more or less for all cell
types mentioned above. Abercrombie’s conjecture has been refined later on by
Sheetz [147], but we will restrict ourselves here to the simplest version. Let us
consider a cell crawling on a flat, two-dimensional substrate as sketched in Fig. 1.1.
Typically, the motility is localized in a certain zone called the lamellipodium, a thin
100–200 nm layer of actin cytoskeleton surrounded by the cell membrane.

The first step involves a propulsion mechanism: due to specific regulation
(involving proteins like WASP and Arp2/3), close to the membrane actin (shown
in blue) is polymerized involving the hydrolysis of adenosine-triphosphate (ATP).
In addition, actin is branched by Arp2/3 (black triangles), leading to a loose
actin network, polymerizing together towards the membrane. Details on these
complex processes can be found in [28, 128]. It has been rationalized by Oster and
coworkers [110, 111, 124] that the ratcheting of actin—new actin monomers can
attach between the filament tip and the membrane, if the membrane or the filament
itself fluctuates—indeed produces propulsion forces of the order of several pN per
filament.
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In a second step, the propulsion force has to be transferred to the substrate,
which is realized by a complex spatio-temporal orchestration of cellular adhesion.
Most cells use specialized protein complexes [27, 142] to link the outside, typically
the collagen-based ECM, to the internal actin cytoskeleton. Adhesion can be
specific, typically integrin-based, as for most epithelial cells or rely on nonspecific
adhesion (i.e. friction, as for amoebae like dictyostelium devoid of focal adhesion).
Some cells can even switch between both adhesion types, like dendritic cells
[135]. Rapidly moving cells like keratocytes typically have only weak intermittent
(nascent) adhesion [6, 16, 92], while slower moving cells often exhibit adhesion
maturation [142]. This process includes further recruitment of actin and makes use
of the mechanosensitivity of the adhesive complex to scrutinize the substrate and to
“decide” where to go [170].

Finally, the third step involves the interplay of actin-based molecular motors
(myosin) with the actin network. In the presence of ATP, the motor proteins
can walk along the filaments in a specific direction, that is determined by the
microscopic protein structure [107]. In a crosslinked or entangled network of actin,
these local movements translate to contractile stresses, which are used for the
retraction of the cell body and the detachment of existing adhesive bonds [72, 155].
Interestingly, motors can also be involved in the onset of motion via contraction-
induced polarization of cells, as reported by the Theriot group for keratocytes [180].

All three steps are obviously orchestrated by many intertwined, and sometimes
for reasons of robustness even redundant, regulatory pathways. Especially, the
second main type of cytoskeletal filaments, the microtubules, are known to play
a role in motility as they are responsible, for instance, for the directed transport
of different regulator molecules [50]. However, only few of these pathways have
already been included (and still partially) in modeling approaches. To a large extent,
regulation is still beyond the scope of current modeling. We will therefore only focus
here on the main physical components of cell movement—actin propulsion, cellular
adhesion and motor contraction—and their dynamic interplay in creating cellular
motion and shape.

For more details on the three step model we refer to the excellent review by
Ananthakrishnan and Ehrlicher [5], which is dedicated to a thorough discussion of
their experimental evidence and their repercussions.

1.1.2 Survey of Experimental Facts for Cells Crawling
on Two-Dimensional Substrates

The most studied cell type in the context of cell motility are fish skin keratocytes.
This is due to the fact that—on homogeneous substrates—these cells preserve their
shape while moving, which facilitates both experimental analysis and modeling. In
addition, keratocytes move persistently (up to hundreds of cell lengths) and they are
not chemotactic (i.e. do not respond to chemical stimuli). The modeling approach
reviewed here was originally designed for this cell type. Nevertheless, diverse cell
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shapes (see Sect. 1.3.1) and motility modes (see Sects. 1.3.3 and 1.3.4) could be
reproduced within the model as well. Therefore, we also review some pertinent
experimental results obtained on fibroblast and epithelial cells.

First of all, why should one expect that such a complex system as a moving
cell could be amenable to simple modeling approaches? In this context, it has been
shown [51, 167] that lamellipodial fragments of cells, that lack the nucleus and
most other organelles and hence many of the biological regulation pathways, also
display the keratocyte-like motion found for entire cells. This led to the pivotal
conclusion that the “motility machinery” works in a self-organized way. In other
words, gene regulation may not be so crucial for the initialization and continuation
of motility, although obviously it is important for the stabilization and coordination
of motion in a way that the cell can draw profit from it. Another important result
obtained from the study of cell fragments is their inherent bistability: they either
exist in a symmetric non-moving state, where the actin polymerization forces are
completely balanced, or in a polarized state which moves along a specific direction.
To induce the motion, a symmetry breaking has to occur, which has to be triggered
externally—e.g. by mechanical stimulation—in case of fragments, but usually is
self-regulated (‘spontaneous’) in case of the entire cells.

Both findings strongly emphasize the importance of physical aspects in cellu-
lar motility: namely, the prevalence of self-organization processes in an out-of-
equilibrium system. Consequently, one can hope to capture the generic features
by rather simple, physical modeling approaches. On the other hand, since detailed
regulation pathways are not (yet) modeled, one should always be aware of that
physical models of “cells” actually refer rather to cellular fragments or biomimetic
“active cytoskeletal droplets” [140, 162] than to genuine biological cells.

We now briefly survey what is known about moving cells.

Typical Scales The cell types considered here have typical sizes (diameters) of
20–40�m. Typical sizes of the main constituents are fractions of a micron to
few microns for the length of the actin filaments and 30–100 nm for the other
protein complexes typically involved in motility (myosin, crosslinks, integrins, etc.).
Crawling velocities vary from up to 0:5 �m=s for keratocytes [79] down to
0.2–2�m/min for fibroblasts [171]. The time scale of actin turnover is typically
of the order of seconds and motor speeds are up to �1�m=s, corresponding to
about 100 steps of step size 5–10 nm/s [68]. The typical life time of a crosslink
ranges from seconds to hundreds of seconds [98, 178] and of an adhesive bond
from tens of minutes for a fully matured focal adhesion complex [143] down to
few seconds for nascent focal contacts in keratocytes. One can hence conclude that
cell motility indeed is a complex problem with multiple temporal and spatial scales.
Consequently, effective models typically focus on the larger constituents, i.e. the
actin filaments, and the processes involving the smaller constituents are modeled in
a coarse-grained or effective fashion.

Cell Polarization and Symmetry Breaking A prerequisite for motion is cell
polarization, i.e. the presence of a well-defined front and back of the cell. In many
practical cases the polarity is established in response to external stimuli, chemical
or mechanical ones, which are beyond the scope of simple physical models as
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discussed here (see however the recent reviews [71, 112], where the latter focuses
on chemotactic cell polarization). As discussed above, however, lamellipodial
fragments display a subcritical (i.e. discontinuous or first-order) transition to motion
upon simple external perturbations. In another important work, Yam et al. [180]
demonstrated that even in the absence of external stimuli keratocytes can self-
polarize by motor-induced contraction of the actin network at the place which later
becomes the rear of the cell. Finally, when the motile state is fully established,
keratocytes form an acto-myosin bundle at the rear that further stabilizes the polarity
[167]. Hence current knowledge for keratocytes and their fragments suggests that
their polarity is induced by motors.

Cell Shape and Motion It has been demonstrated by Keren et al. [79] that the
shape of a moving cell is determined dynamically. In addition, by screening many
cells, a relation between cell speed and aspect ratio was conjectured. Although the
data was scattered, possible due to comparing cells with different volumes [185],
this finding implies an interrelation of polarization and cell speed. Several additional
studies focused in more detail on how the local actin distribution [88], the tension
of the cell membrane [97], as well as the adhesion to the substrate [16] are involved
in determining the shape. Especially, keratocytes move steadily with their well
known crescent shape only on substrates with intermediate adhesiveness, while they
move more erratically and become either rounded or fluctuating in shape for lower
or higher adhesiveness of the substrate, respectively [16]. These findings strongly
suggest that the cell shape should not be imposed, as it was done in earlier models
[36], but has to be considered self-consistently.

Diverse Motility Patterns Even rather simple cells like keratocytes can display
several modes of motion, cf. the dependence on the substrate adhesiveness already
discussed above [16]. As another example, bipedal motion has been found in
keratocytes [15], i.e. a movement where the rear part of the cell oscillates back and
forth normal to the direction of motion. It was explained on a phenomenological
level by accounting for intracellular elastic elements [15]. Finally, discontinuous
stick-slip-type motion has been found in a variety of cells, e.g. in glioma cells
[164], at the front of PtK1 cells [73] and for filopodia [30]. Obviously, there is even
more diversity for more complicated cells like fibroblasts and leukocytes, but their
understanding and modeling is still at an early stage. Nevertheless the conclusion
can be drawn that the cell is a complex dynamical system: the motility pattern is the
outcome of an intricate interplay of several components—adhesion, elasticity—that
feedback to the overall shape and the propulsion mechanism.

Adhesion and Substrate Deformability In a seminal work, Palecek et al. [119]
demonstrated that the speed of a crawling cell is a non-monotonous function of the
adhesiveness of the substrate: for too low adhesion (low number of adhesive ligands
present on the substrate’s surface), the cell speed is low since the force transfer is
weak. A maximum is reached for some intermediate adhesion, while for too strong
adhesion the cell speed decreases again, due to stalling of actin polymerization. Only
the cell’s speed was studied in that early work, while later on the concomitant change
in shape and motility mode was investigated using keratocytes [16]. A second
important parameter is the stiffness of the substrate. A number of studies were
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conducted for cells on substrates with varying elastic moduli [121, 152]. Especially,
it is now understood that early experiments, using glass slides with elastic moduli in
the GPa range, were partially misleading. Rather, a substrate stiffness closer to the
value for tissues, i.e. of the order of 10 kPa, should be used to capture the “relevant”
phenomenology of crawling cells.

Remarkably, in addition to simply reacting to the substrate stiffness, cells
also respond to gradients in stiffness, a phenomenon termed durotaxis [100].
In this way, for example, bone marrow stem cells are able to navigate towards
substrates with higher stiffness while brain cells head towards softer substrates.
The biological function is obvious: the cells aim to join the bone and the brain,
respectively. The mechanism is still rather poorly understood. It likely involves
substrate deformation/stress sensing via the complex protein cascade involved in
adhesion, and a transmission of the signal towards large scale actin orientation to
polarize the cell in the right direction.

Force Transmission to the Substrate Intimately related to both adhesion forma-
tion and substrate elasticity is the problem of force transmission in moving cells.
Efficient force transfer is a crucial prerequisite to motion, since otherwise the actin
polymerizing against the membrane would just be transported backwards (which is
indeed true to some extent, an effect termed retrograde flow) without moving the cell
forwards. With the recent advance of traction force microscopy [39, 158, 169] and
theories allowing to interpret the data [4, 144], experimental studies on traction force
patterns are now rapidly increasing. For keratocytes, the traction force is high close
to the front but peaks especially at the sides [55]. In contrast, fibroblasts have very
inhomogeneous traction patterns [113], while leukocytes have highest traction at the
rear [151]. Although cell modeling efforts incorporating traction patterns are being
developed [146, 182], a deep understanding remains elusive and no model exists
to date that could account for cell-specific traction patterns. For more information
on adherent cells (not necessary moving) and force transmission, we refer to the
excellent review by Schwarz and Safran [143].

Retrograde Flow and Force-Velocity Relation Associated with the actin poly-
merization at the front and its recycling further away from the membrane is
the so-called retrograde flow [165]. It can be directly visualized and measured,
for example by particle velocimetry or speckle microscopy. It is known that the
retrograde flow affects adhesion and traction force, and also motor contraction
[3, 57, 58, 165]. Closely related to this issue is the force-velocity relation of a moving
cell, i.e. the dependence of the cell’s velocity on an opposing force. For keratocytes,
the velocity is fairly constant at low opposing forces and then drops abruptly close
to the so-called stall force [120, 130]. In an important combined experimental and
theoretical effort, the force-velocity relation has been rationalized [186], involving
additional microscopic processes including actin filament bending and crosslinking.

Perturbing and Confining Cells A plethora of chemical agents is known to
interfere with the motility modules (protrusion, adhesion, retraction) of cells. For
instance, blebbistatin inhibits myosin motors (via binding to them) and cytocha-



8 F. Ziebert et al.

lasin D is inhibiting actin polymerization (via blocking its tips, a process called
“capping”). Membrane tension can be reduced by adding deoxycholate [132] (note
that recently tension was altered more directly via fusing a crawling cell with a
vesicle [97]). In principle, such strategies allow for targeted manipulation [16, 57],
but one has to be aware of the fact that in the cell “everything is coupled”. For
example, when interfering with actin polymerization, one certainly predominantly
affects propulsion, but also adhesion (which needs actin for maturation) and acto-
myosin retraction. Biochemical perturbations, acting inside the cell, obviously
remain important tools today. Nevertheless, a more recent trend uses microfabri-
cation techniques to perturb cells “from the outside”: for example, cells can be
confined on adhesive spots [43, 69, 136], that can be stamped on the substrate’s
surface (and the remainder of the surface made inert) via microcontact printing.
A more detailed study focused on spreading cells in contact with differently shaped
adhesive micro-environments [160]. Csucs et al. [35] showed that keratocytes can
be perturbed—while still be able to move—via a substrate containing stripe patterns
of adhesive ligands. The cells centered with respect to the stripes and moved
predominantly along them. Cells can also be perturbed by patterning the stiffness of
the substrate, as studied in [163]. There, composite synthetic substrates decorated
by micropillar arrays with different dimensions (and hence different elastic moduli)
were prepared. This allowed studying the behavior of spreading and moving cells at
the boundaries between differently stiff regions. Finally, also the surface topology
and the surface chemistry of the substrate can be varied.

1.1.3 Main Modeling Approaches

After cell motility had been identified as an important problem and the mechanism
described, mostly in words, by Abercrombie, early modeling efforts focused on
distinct processes of the motility apparatus. Since we are mostly interested in macro-
scopic (whole cell) models, we review only the major aspects of these efforts,
followed by a discussion of the state-of-the-art of macroscopic cell modeling.

Propulsion was first rationalized as the ratcheting of actin polymerization
[110, 111, 124], including more detailed effects like multiple filaments and bending
fluctuations. The main argument in these models is that a sufficiently large
fluctuation of the membrane (or a bending fluctuation of the filament, or both) allows
the attachment of a new monomer at the growing tip of the actin filament. After the
attachment the membrane cannot retract back, hence this process results in directed
motion. More recent approaches account for additional relevant processes, such as
capping (involving proteins temporarily attaching to the actin tips, hence temporar-
ily excluding them from the pool of growing filaments) and severing (involving
proteins cutting actin filaments) [61]. Other recent computational works focused
on the two-dimensional structure of the growing actin network, where Arp2/3
complexes induce branching of actin filaments at well-defined angles [141, 172],
cf. Fig. 1.1. Also note that alternative motility mechanisms have been proposed
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and modeled, like actin polymerization waves [42, 173] (see also Chap. 2 by K.
Kruse), as well as motor-generated stresses [29, 133] in absence of polymerization.
Although many open questions remain, the actin propulsion is probably the best
studied of the three Abercrombie “steps”, and a pool of more detailed models is
available.

Interestingly, the experimentally found non-monotonous dependence of the cell
speed on adhesion [119] was actually a prediction from a model that accounted
for viscoelasticty and adhesion, but completely neglected polymerization [41].
A similar velocity-adhesion dependence has been later also found in a model
including actin polymerization [62]. The modeling of the adhesion process itself
is not yet fully developed (see [143] for a recent review). Microscopic theory started
with the work of Bell [17], trying to rationalize cell–cell adhesion. Nowadays,
the physical understanding of specific adhesion is advanced mostly on the model
system of a vesicle with membrane-bound receptors adhering to a ligand-covered
substrate [26, 150], and neglecting most complications arising in cellular adhesion.
As far as the coupling between adhesion formation and the cytoskeletal dynamics is
concerned, this important issue has just started to be investigated, on the microscopic
level in some simple situations [48, 96, 137]. On the macroscopic scale, an analogy
between cellular adhesion and wetting has been put forward [139], but typically
reaction-diffusion type models are employed [16, 182]. Finally, adhesion maturation
is almost exclusively neglected in modeling approaches, though a whole cell model
that incorporates this effect has been recently proposed [153].

Specific models of cell retraction are practically absent, as this process is
mostly an effect in the bulk of the cytoskeleton. A theoretical description of acto-
myosin and its self-organized contractility is still a topic of ongoing research
[49, 95], with the models spanning from microscopic theories for contractile bundles
[83, 114, 125] and dilute filament-motor mixtures [184] to macroscopic approaches.
The general macroscopic theory has been termed “active gel theory” [76, 84, 85],
and has been formulated also for multi-component systems [74], e.g. for actin and
cytosol. In brief, the active gel approach is a generalization of the linear irreversible
hydrodynamics of polar liquid crystals [24, 127], accounting in addition for the
ATP-consuming processes of actin polymerization and contraction. Note that for
polar liquid crystals, the relations between microscopic and macroscopic theories
have been investigated in some detail [174], while this is less obvious in the case of
the active gel [99].

On the level of the whole cell, the first models were purely descriptive: the
“graded radial extension model” [94] related the shape and the local advancing
velocity of the cell to the balance of the propulsive force and the retrograde flow.
Refined versions of this model, including a graded actin density and/or adhesion,
are still employed today [16, 79] to rationalize experimental data. More physically
oriented models typically employ some version of active gel theory. Several one-
dimensional approaches for cell motion have been proposed [29, 86, 134] (see
also Chap. 4), on either polymerization-related flow or acto-myosin contraction.
In the framework of a simplified active gel theory, the onset of motion for a two-
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dimensional thin layer of active gel can be calculated analytically [21]. In addition,
the difference in motility whether actomyosin creates either a pushing or a pulling
force has been thoroughly investigated [133].

Two-dimensional models were first based on some simple rules [64], then on
fixed cell shapes [82]. In fact, until the end of the 2000s, progress was hampered
by a mostly technical problem in the modeling, which however is at the very heart
of cell motility: namely, the occurrence of moving boundaries. It should be noted
that the cytoskeletal dynamics and its coupling to the membrane and the substrate
is in general nonlinear, and non-local, and in addition heterogeneous (though the
latter is mostly neglected in modeling approaches so far). Hence after a model for
a motile cell had been formulated, the solution was prohibitively difficult due to
the necessity to treat an already very complex nonlinear problem in a moving and
deformable domain.

Several modern concepts that circumvent this problem—which are all similar
in spirit—have been recently adapted from simpler systems to the cell motility
problem. The phase field method [18, 52, 91] had been originally introduced
to model solidification processes, but later on has been applied to a variety of
systems including the Saffman–Taylor fingering instability [53, 54], elastic surface
instabilities [78] and fracture mechanics [12, 77], the fluidization transition in
granular media [9], the crystallization of polymers [179], and finally vesicles (where
it also goes under the name “advected field approach”) [2, 18, 45] and growing actin
gels [75]. This list clearly demonstrates the versatility of this method, which mean-
while has developed into a standard tool in the vast field of multiphase/composite
materials [149]. In the phase field method, extensively reviewed in its application
to cell motility in the following sections, the interface is not treated explicitly.
Rather, an auxiliary field (the phase field) is introduced that follows a relaxational
dynamics in an associated double well potential. This potential has minima for the
two “phases”, for example solid vs. melt in solidification, intact material vs. crack in
fracture, or for vesicles or cells simply “the inside” vs. “the outside”. The interface
is then given by the smooth transition region between the two phases. Forces acting
on the interface can be easily accounted for and will result via the dynamics in the
phase field potential to a local advance/retraction of the interface.

A related but different approach is the so-called level set method, originally
developed in the context of incompressible two-phase flow [154]. This method also
introduces a continuous field to treat the interface. However, instead of having a
potential associated to the interface, a distance function is used. This method has
the advantage of describing “featureless” interfaces, i.e. surfaces without interfacial
tension or other physical properties, while the phase field method inherently
attributes an energy to the interface. A small inconvenience is, however, that often
the distance function may be numerically ill-behaved and accumulate errors and
therefore typically has to be reinitialized every couple of time steps (see also
Chap. 3 in this book on implementation of the level set method).

The phase field method has been successfully applied to model motile cells:
from simple models capturing basic features [145, 185] to models focusing on
adhesion [146, 182], substrate deformation [102], and amoeboid motility based
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on actin waves [44]. Also the effect of a simple signaling pathway on motility
has been investigated [106]. A similar approach (albeit not clearly named so)
was also used in a series of works on active gel droplets [60, 161], recently also
in three dimensions [162]. The level set method is nowadays especially used in
image analysis, i.e. for cell tracking [138], but has also been used in modeling
[87, 93, 104, 115, 148, 176, 181]. Employing this method, the important point
has been made that cell motility mechanisms have a certain redundancy [177]: in
that work, different motility mechanisms were studied within the same modeling
framework and it was shown that both motility and shapes can be quite similar for
different underlying mechanisms.

Both the phase field and the level set method have been recently reviewed, see
[46] and the book [118], respectively. In addition, [105] presents an instructive
comparison of both methods applied to vesicle dynamics.

In the following we focus on the macroscopic modeling of whole cells using
the phase field method. We will not discuss other approaches, like finite element
models (see [66] for a state-of-the-art version in three dimensions), models based on
a dynamics of the local distance between the cell’s center and the membrane [153],
or applications of the immersed boundary method [22] to moving cells. In addition,
apart from these alternative solution strategies to “physical” models, a plethora
of—more heuristic—modeling strategies exists, based e.g. on cellular automata or
other discrete rules, like the cellular Potts model [43]. Most of the approaches not
discussed here have been recently surveyed in [67]. Readers interested in modeling
additional processes involved in determining morphodynamics which we could not
discuss here can refer to [47]. Finally, [108] is a review from the biomathematics
point of view, while [36] gives a more general overview.

1.2 Phase Field Model for a Single Cell

In this section we overview the computational model for an individual cell crawling
on a substrate as developed in [102, 182, 185]. The basic ingredients are illustrated
in Fig. 1.2. The model takes into account the main processes involved in substrate-
based cell motility, as discussed in the previous section: the protrusion via
actin filament polymerization at the cell’s leading edge, the intermittent formation
of adhesion sites to transfer momentum to the substrate, and the detachment
of adhesion complexes and myosin motor-driven contraction at the cell’s rear.
In addition, the deformable substrate is accounted for, since it interferes with the
adhesion turnover. These mechanisms are formulated in terms of (up to) four
continuous two-dimensional (2D) fields: the phase field, �, the actin polarization
field, p, the concentration of the formed adhesive bonds, A, and the substrate’s in-
plane displacement field, u.

Most importantly, the deformable and moving interface—identified with the
cell’s membrane—is described self-consistently by an auxiliary field, the phase field
�.x; yI t/. Its dynamics is governed by an overdamped motion in a double-well model
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Fig. 1.2 Schematics of the model. The cell moves on a soft deformable substrate, here in
positive x-direction with speed V. The propulsion force is due to actin polymerization against
the membrane at the front, polarity is maintained by motor-contraction at the rear. Concomitantly,
via the formed adhesive bonds, the cell exerts a traction force on the substrate. This force deforms
the substrate (that can be modeled either as a single cell-averaged spring, as sketched, or as a 2D
elastic displacement field). In turn, the substrate deformation provides a feedback on the adhesion
dynamics

free energy that has minima for the two “phases”: the inside of the cell (where
� D 1) and the outside of the cell (� D 0). The phase field concept is introduced in
detail in Sect. 1.2.1.

The propulsion mechanism for the cells considered here (e.g. keratocytes or
fibroblasts) is associated with the polymerization of actin filaments against the
membrane and the motor-induced contraction of the actin network, both ATP-
consuming processes out of thermodynamic equilibrium. The propulsion machinery
is therefore modeled by a phenomenological equation for the vector field p.x; yI t/
that describes the local mean orientation of the actin filaments and is explained in
Sect. 1.2.2. A more detailed discussion of the propulsion force balance is given in
Sect. 1.2.3.

Explicit adhesion, characterized by the local density of adhesive sites A.x; yI t/,
can be accounted for by making the rate of propulsion dependent on the number of
the formed adhesive bonds. The adhesion dynamics itself is governed by a reaction-
diffusion equation, where bonds form with a certain rate (that depends e.g. on the
actin field p) and detach when the substrate deformation exceeds a threshold. The
substrate can be modeled either by a single cell-averaged elastic spring as shown
in Fig. 1.2; its effect is then described by a time-dependent spring extension U.t/.
Alternatively, one can treat the substrate as a 2D, i.e. height-averaged, viscoelastic
medium, governed by an equation for the displacement field u.x; yI t/. The coupling
between the cell and the substrate is enabled via the traction force the cell exerts
on the substrate; in turn, substrate deformations induce rupturing of adhesive bonds.
Details on the implementation of the explicit adhesion and the deformable substrate
are described in Sect. 1.2.4.

Before starting the discussion of the model essentials, we would like to point
out the main advantages of the approach discussed here: first, in the framework of
this model the motion of the cell is indeed self-organized: symmetric cells will be
stationary, but they can be set into motion by external perturbations, for example a
non-symmetric initial condition. This should be compared with the behavior found
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experimentally in keratocyte fragments [167], discussed in Sect. 1.1.2. Second, the
model can be refined in a step-by-step, modular fashion. This will be exemplified
in this section by proceeding from implicit adhesion, to explicit adhesion with
a description of the substrate as an elastic-spring, to a full 2D elastic substrate.
This makes the modeling and, more importantly, the study of the repercussions of
the added processes rather transparent. Last but not least, the phase field method
allows for a rather effortless and elegant treatment of the moving cell boundary.
In addition it is computationally very efficient: as the phase field is defined
everywhere, the problem of a moving cell can be solved on a double-periodic
domain, cf. Appendix “Numerical Methods”.

A detailed description of the results for the dynamics of single cells is presented
in Sect. 1.3.

1.2.1 Phase Field Description of the Interface

The simplest phase field implementation of an interface is given by the equation

@t� D D��� � .1� �/.ı � �/� ; (1.1)

for the phase field �.r; t/. The first term on the r.h.s. determines the width of the
diffuse interface. The second term is the variational derivative, ıF

ı�
, of a model “free

energy”

F.�/ D
Z �

0

.1 � �0/.ı � �0/�0d�0 : (1.2)

This free energy or “phase field potential” has been chosen such that it has a double
well structure with minima at � D 0 and 1, cf. Fig. 1.3. These minima correspond
to the two “phases”: the inside, defined as � D 1, and the outside, defined as � D 0.

From the dynamic equation (1.1) and the functional form of the free energy,
Eq. (1.2), it is easy to see that in the homogeneous case, both � D 0 and � D 1 are
stable fixed points (while � D ı, with ı typically chosen close to 1

2
, is unstable).

In an inhomogeneous system, there will be hence a competition between these two
solutions with smooth transition region(s) which define(s) the interface(s). In fact,
in one spatial dimension and for ı D 1

2
the stationary solution of Eq. (1.1) is the

typical tanh-function

�0.x/ D 1

2
tanh

 
x � x0
2
p
2D�

!
C 1

2
(1.3)
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Fig. 1.3 Phase field potential. The free energy F.�/ associated to the phase field �. For ı D 1
2

(black curve) both “phases” 0 and 1 (with 1 corresponding to the cell’s interior) have the same
energy. Otherwise one of the phases is preferred, resulting in a receding (the outside � D 0 is
preferred, green curve) or advancing motion of the cell (the inside � D 1 is preferred, red curve)

known from Ginzburg–Landau theory (where we imposed as boundary conditions
�.�1/ D 0 and �.1/ D 1). The not yet specified x0 is the position of the interface1

connecting the phases 0 and 1. Clearly, the width of the interface scales with
p

D�.
By construction, the value of the parameter ı determines which of the two

“phases” is preferred. For ı D 1
2

both phases have the same free energy and hence
a planar interface is stationary, cf. the black curve in Fig. 1.3. If ı > 1

2
phase 0 is

preferred—it has lower free energy, cf. the green curve in Fig. 1.3—and hence phase
0 will grow at the expense of phase 1: the cell (phase 1) shrinks. The opposite is the
case for ı < 1

2
: now phase 1 will grow. In other words, the cell advances or spreads.

In higher dimensions, the situation is affected by the curvature of the interface.
An evolution equation for a circular two-dimensional “droplet” of radius R, large
compared to the interface width, i.e. R � p

D�, can be obtained asymptotically by
using the front solution given by Eq. (1.3) in polar coordinates .r; �/. Substituting
this solution in the form �0.x; y; t/ D �0.r � R.t// into Eq. (1.1), applying the
solvability condition with respect to @r�0 and using that in polar coordinates the
Laplace operator for this front solution @2r C r�1@r � @2r C R�1@r, one obtains that
the radius of the droplet R evolves according to (cf. the so-called Maxwell rule):

1Here, the interface position x0 corresponds to � D 1
2
. Alternatively, the interface is also often

defined as the maximum of jr�j.
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dR

dt
D �D�

R
�p

2D�.ı � 1=2/ : (1.4)

Thus, if the (small) first term were not present, the droplet shrinks for ı > 1=2 and
spreads for ı < 1=2. In fact, the first term is due to the inherent presence of a surface
tension ˙ , stemming from the free energy associated to the interface2 (wall energy
in Ginzburg–Landau theory). In turn, also the surface tension of the interface is to
some extent tunable by the parameter D�.

The presence of forces (e.g. the polymerization force exerted by the actin
cytoskeleton) will effectively tilt the associated phase field free energy and hence
interfere with the balance of the two phases. As a simple example of additional
forces/constraints, we can implement the fact that keratocytes and many other cells
do not change their two-dimensional volume (the cross-section in contact with the
substrate) in the course of movement. Such a volume conservation can be easily
implemented into the parameter ı as a global constraint:

ıŒ�� D 1

2
C �

�Z
� dx dy � V0

�
: (1.5)

Here � is the stiffness of the constraint and the term in brackets is the difference
between the current volume of the cell

V.t/ D
Z
�.x; yI t/ dx dy (1.6)

and the prescribed volume V0. If, for instance, the cell is too small, the resulting ı <
1
2

will lead to a growth of phase � D 1 [cf. the red curve in Fig. 1.3 and Eq. (1.4)],
i.e. the cell will extend or locally advance to restore the prescribed value V0.

The following principal advantages of the phase field approach can be identified:
First, any moving boundaries are treated self-consistently, so no re-meshing is
needed as in most other methods. Second, as the phase field is defined everywhere
in the integration domain, the equation(s) can be considered on a two-dimensional
double periodic domain, allowing for very effective solutions in the Fourier space,
see Appendix “Numerical Methods”. Finally, and most importantly for modular
modeling approaches, all couplings between the interface and other relevant fields
(e.g. actin, motors, adhesion bonds, regulatory agents, etc.) can be implemented in
a simple and elegant way via the phase field and its derivatives: a confinement of
constituents to the interior of the cell can be achieved by multiplying the respective
densities/terms by � (or powers thereof). As � D 0 outside, these terms then
automatically vanish outside. Similarly, a localization of constituents to a region
close to the interface can be achieved by using r� (or powers thereof), which
naturally is peaked around the interface position and vanishes both in the inside
and outside homogeneous phases.

2 Defining the surface tension as the excess energy due to the interface, one obtains ˙ / p
D�.
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1.2.2 Actin Dynamics

The effect of actin cytoskeleton is described by a vector field, p.x; yI t/. Its direction
is the averaged orientation of actin and its absolute value contains both the degree
of ordering and the overall actin density (for more information about macroscopic
descriptions of polar liquid crystals, cf. [24, 85]). The directionality (“polarity”) of
the actin filaments is due to the different polymerization rates at the barbed and
pointed ends, as well as due to the directionality of the associated molecular motors
such as myosin [68, 128].

From the biological perspective—cf. Sect. 1.1.1—one can identify two major
factors that determine the most important coupling mechanisms of the actin polar-
ization field p to the cell’s membrane: First, the polymerization of actin filaments
is governed by proteins that are located close to the membrane, namely nucleators
and regulators like WASP and Arp2/3 [28, 128]. Hence the dynamic equation for
the actin orientation p should have a source term located close to the membrane.
Second, the existing actin filaments that are polymerizing at the cell’s boundary
push against the membrane due to the ratcheting of added monomers [124]. This
process can be included via a term describing advection along the direction of
already existing p in the equation for the phase field �.

We can hence write

@t� D D��� � .1 � �/.ıŒ�� � �/� � ˛.A/p � r� ; (1.7)

@tp D Dp�p � ˇr� � ��1
1 p � ��1

2 .1� �2/p : (1.8)

The last term in the �-equation describes the advection of the membrane along
polymerizing actin p, with a rate ˛.A/ that may depend on the distribution of
adhesive bonds A, see Sect. 1.2.4. In the p-equation, we included a diffusion
(or elastic) term. The second term describes the creation of actin located at the
membrane, with a rate ˇ (note that r� is negative when starting from the cell’s
interior � D 1, so this is indeed a source term). The third term describes the
degradation of actin, e.g. via depolymerization, with rate ��1

1 where �1 is the typical
time scale of the actin turnover. As the phase field is zero outside the cell, a non-
zero value of p outside the cell does not affect the dynamics. The last term explicitly
suppresses p outside the cell (note that the rate depends on .1 � �2/, which is zero
inside the cell and one outside). Alternatively, one could multiply the whole equation
by � or advect the polarization field p with the local speed of the cell (cf. Sect. 1.2.3),
both being computationally somewhat more expensive.

The model so far describes a cell where actin is nucleated normal to the mem-
brane (due to the direction of r� in the source term / ˇ) and continuously pushes
[with rate ˛.A/] while being held back by the volume conservation implemented
in ıŒ��, cf. Eq. (1.5). Being completely symmetric, the cell is not able to move,
cf. Fig. 1.4a. The symmetry must be broken and the non-symmetric polarized state
must be able to sustain itself dynamically. As discussed in Sect. 1.1.2, at least for
keratocytes it has been shown [180] that myosin motors are responsible for the
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Fig. 1.4 Stationary vs. moving cell. Panel (a) shows a stationary and stable solution of a sym-
metric immobile cell, while (b) shows a polarized cell moving with a constant speed V. Both are
results of Eqs. (1.10), (1.11) for the same parameters. The phase field is color coded (with blue the
outside, � D 0, and yellow the inside, � D 1), the black arrows show the actin orientation field p.
See also ch1_video1.mpg http://www.physik.tu-berlin.de/~jakob/movies_small//ch1_video1.mpg
and ch1_video2.mpg http://www.physik.tu-berlin.de/~jakob/movies_small//ch1_video2.mpg

symmetry breaking, due to two effects: (1) motors induce a local contraction of the
actin network; (2) both for keratocytes and their cellular fragments, motors induce
the formation of an acto-myosin bundle at the rear.

The first effect, contraction, can be modeled by adding a term �	 jpj2 to ıŒ��.
This term can be motivated by active gel theory [76, 84, 85], which postulates a
stress due to myosin motor activity in the form

	ij /
�

pipj � 1

2
jpj2ıij

�
: (1.9)

As we do not intend to include another dynamic equation for the stress at this
point, �	 jpj2 corresponds to the principal value of this tensor and describes actin
contraction by motors with rate 	 . In principle, it is possible to refine this description
by accounting for the stress field explicitly.

The second effect, motor-induced bundling at the rear, can be modeled by adding
a term �
 Œ.r�/ � p�p to the equation for p, Eq. (1.8). This term can be motivated
by a simple motor dynamics [185]. It describes an increased motor activity at the
rear that suppresses the polarization p by formation of an antiparallel bundle: note
that, unlike nematic filament order, the polar order described by the vector p is
reduced in an anti-parallel, contractile bundle. Macroscopically, the suggested term
�
 Œ.r�/ � p� p breaks the ˙p reflection symmetry. While the bundling effect seems
to be keratocyte-specific (and is most probably needed for their crescent-like shape),
the contractile term should apply quite generally.

We hence arrive at the following “minimal model”, constituted by the two
coupled equations
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@t� D D��� � .1 � �/.ıŒ�� � 	 jpj2 � �/� � ˛.A/p � r� ; (1.10)

@tp D Dp�p � ˇr� � ��1
1 p � ��1

2 .1 � �2/p � 
 Œ.r�/ � p�p (1.11)

together with Eq. (1.5) defining ıŒ��. Either one of the two motor-related terms,
contraction / 	 and bundling / 
 , can induce stable moving solutions: a
representative moving cell (with both motor-related terms present) is shown in
Fig. 1.4b. Note that the parameters in Fig. 1.4a, b are the same, only for (b) the initial
condition was more strongly polarized in the Cx-direction. Hence the developed
model is bistable, in accordance with the experiments on cell fragments [51, 167]
discussed in Sect. 1.1.2.

In addition, the model self-consistently reproduces the phenomenology of the
graded radial extension model, proposed as a (purely descriptive) model for
keratocytes [94] and discussed briefly in Sect. 1.1.3: there the authors noted that,
since the shape does not change, the velocity should be graded with a maximum
at the middle of the moving front and decreasing towards the sides of the cell.
Examining the distribution of p in the steady moving state, Fig. 1.4b, and noting
that the local velocity is roughly proportional to p and in the direction of p,
cf. the advective term, shows that this is automatically the case in our model.
Table 1.1 summarizes estimates for the main parameters used in the minimal model
Eqs. (1.10), (1.11).

Table 1.1 Parameters of the model and estimates

Parameter Value Description

Dp 0.2 Diffusion/elastic coeff. for p
! sets typical length scale to ' 1�m

��1
1 0.1 Degradation of p inside cell

(actin depolymerization rate of 10 s�1)

! sets typical time scale to 1� 10 s

˛ 0.5–4 Advection of � by p
ˇ 0.5–4 Creation of p at interface

$ actin polymerization velocity 0:1�m s�1


 0–1 Symmetry breaking due to motors,

corresponding motor velocity 0:1�m s�1

	 0–1 Contractility due to motors

D� 1 Determines width of diffuse interface

V0 �r20 Overall area of cell [r0 D 5–18�m]

Summary of the typical (rescaled) values used in the numerical
solution of Eqs. (1.10), (1.11) and their correspondence to typical
values for the “real” system. Other parameters: stiffness of volume
conservation: � D 0:1; decay of p outside cell: ��1

2 D 0:4
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1.2.3 On Force Balance Versus Explicit Flow

Equation (1.10) relates the normal speed of the interface, V, with the distribution
of the actin polarization. Indeed, upon substituting the front solution, Eq. (1.3), in
the form �.r; t/ D �. r � Vt/ into Eq. (1.10), we obtain after using the solvability
condition (cf. Sect. 1.2.1) the following kinematic condition at the interface:

V D ˛.A/p � D�� ; (1.12)

where � is the local interface curvature.
In order to obtain the force balance condition in the bulk, we can represent

Eq. (1.10) as a pure advection equation,

@t� D v � r� ; (1.13)

where v is the local advection velocity of the cell. The equation governing the
advection velocity then reads (neglecting for simplicity the contractile term / 	)

�v D ˛.A/p � rP : (1.14)

In general, on the l.h.s. of Eq. (1.14) a viscous friction coefficient � should appear,
but it can be absorbed in the parameters on the r.h.s., so we can set3 � D 1. P
is an effective pressure related to the volume constraint and counter acting the
propulsion force / p. In turn, in models that incorporate an explicit actin flow,
the pressure has to be obtained self-consistently. For example, it can be obtained
either from a simple incompressibility condition, r � v D 0, or from a global mass
conservation condition for the actin monomers as in [146]. Approaches including
flow explicitly are therefore more computationally expensive (and in addition can
face problems related to the ill-definedness of two-dimensional hydrodynamics
and strong dependencies on the boundary conditions) than just solving the simple
Eq. (1.10).

On the level of our model, one can cast the effective pressure gradient P in the
form

rP D �.1 � �/
�
�

�Z
� dx dy � V0

�
� �

� r�
jr�j2 ; (1.15)

where we used that the terms D���� .1��/. 1
2

��/� on the r.h.s. of Eq. (1.10) just
define the interface and are passively advected. We note that there is no guarantee
that the r.h.s. of Eq. (1.15) is indeed the gradient of some scalar potential. Moreover,
the incompressibility condition for the flow velocity r �v D 0 is only approximately

3Actually, already in Eq. (1.1), a time scale for the change in � should be included, which was set
to one.
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fulfilled, which is the price to pay for the simplicity of Eq. (1.10). The argument
of force balance given here can in principle be extended to account for the other
relevant forces, like contractile stresses inside the cell, or the membrane tension
(see e.g. [19]).

1.2.4 Adhesion and Coupling to Substrate Deformation

As discussed in Sect. 1.1, cell adhesion is a multi-stage process involving interac-
tions of several proteins forming complexes that link the internal actin cytoskeleton
to the outside, typically the ECM. Moreover, the system is mechanosensitive,
i.e. the formation of adhesion sites depends on forces, both external ones and those
generated by the cell. Finally, depending on the time scales of motion, nascent
adhesion sites may also undergo maturation.

In view of this, we restrict ourselves here to the most basic phenomenology
of motility-related adhesion: first, we account for the fact that the rectified actin
polymerization, creating a pushing force close to the membrane, can propel the
cell forwards only if the actin filaments locally adhere. In other words, (part of)
the propulsion force has to be transferred to the substrate, as can be observed
experimentally by traction force measurements [39, 55]. This fact had already been
accounted for in Sect. 1.2.2 by writing the propulsion rate as ˛.A/ with A.r; t/
the local number of formed adhesive bonds. For simplicity we assume a linear
dependence ˛.A/ D ˛A, i.e. an increase in the amount of adhesive bonds directly
increases the propulsion force. Note, however, that for too strong adhesion, the cell
speed decreases again (see [119] and the discussion in Sect. 1.1.2), since breaking
the adhesive bonds then takes too much energy. This dependence could be captured
by using a nonlinear (non-monotonic) function ˛.A/ instead. Second, we account
for a nonlinear attachment of the adhesive bonds and a detachment mechanism that
involves the substrate deformation, as detailed below.

A simple continuous equation for the density of adhesive bonds [182] (cf. also
[146] for a discrete implementation of adhesion) is given by

@tA D DA�A C �
�
a0p

2 C anlA
2
�� �

d.u/C sA2
�

A : (1.16)

The first term describes the diffusion of the proteins forming the adhesive complexes
within the membrane. The second term describes two attachment mechanisms, both
restricted to the inside of the cell by the common factor �: first, a linear attachment
rate that is proportional to p2, implementing the necessary presence of actin to build
an adhesive bridge. Second, an attachment term that is nonlinear in A and models the
fact that several mechanisms facilitate the attachment of additional bonds if a bond
has been already formed (for instance, locally reduced membrane fluctuations).
The last term contains the two dominant contributions limiting the number of
adhesive bonds: the first is linear detachment, with a rate d that depends on the
substrate deformation u, see below. The second is cubic in A and therefore limits the

http://www.allitebooks.org
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total number of adhesive bonds at a given place, i.e. implements excluded volume of
the adhesive complexes (alternatively one could, in addition to the engaged bonds,
add an equation for the non-engaged bonds; but again this modification will be
computationally more expensive).

The detachment rate d.u/ of the adhesive bonds depends on the substrate
displacement, in general u.x; yI t/ (alternatively, one could also use the stress/force).
For simplicity one can assume a step function d.u/ D d�.u � Uc/, where �.x/ D 1

for x > 0 and 0 otherwise. For numerical reasons it is better to approximate the
step-function via a smooth, e.g. tanh-like dependence

d.u/ D d

2

�
1C tanh.b.juj2 � U2

c //
�
: (1.17)

In both cases Uc determines the critical displacement for rupturing and d the
maximum rate of detachment. b is a rather irrelevant parameter introduced for
the purpose of smoothing of the step function (the larger b is, the steeper is the
transition).

The substrate can be described at different levels. The most detailed approach for
now is to derive an equation governing the local substrate displacement u.x; yI t/ by
applying a thin layer approximation to a linear viscoelastic model of the substrate.
Details on the derivation can be found in [102] and in Appendix “Derivation of the
Equation for the Elastic Displacements”. One obtains

@tu D �
�

Gu � 1

�

�
T C h

�
5�T C 19r.r � T/

	� �
; (1.18)

where G is the elastic (shear) modulus of the substrate,  describes dissipation in
the adhesive process (e.g. due to bond rupturing) and h is related to the thickness
of the deformable layer (see Appendix “Derivation of the Equation for the Elastic
Displacements”).

The sources for the substrate deformations are the local traction forces exerted
by the cell, which can be written as

T D ��A�

�
p � hAp�i

hA�i
�
; (1.19)

where we introduced

h � i D
Z

� dx dy (1.20)

as a shortcut for integrals over the whole domain. The traction is proportional to
both � (restriction to the interior) and more importantly A, since formed adhesive
bonds are a precondition for the force transfer. The first contribution is opposite
to the local propulsion direction p, including � that describes the efficiency of
force transmission [102]. The second contribution is due to frictional dissipation.
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Table 1.2 Parameters of adhesion and substrate dynamics

Parameter Value Description

a0 0.01–0.1 Linear attachment rate of adhesive bonds

anl 1–1.5 Nonlinear attachment rate of adhesive bonds

d 1 Detachment rate of adhesive bonds

Uc

p
0:2 Critical substrate stretch for bond rupture

s 1 Excluded volume of adhesive bonds

DA 1 Diffusion of adhesive bonds

G 0–0.3 Elastic modulus of the substrate

 10/3 Substrate relaxation (dissipation) rate

h 0–0.1 Thickness of deformable substrate

Summary of the parameters and the typical (rescaled) values used in
Eq. (1.16), and in Eq. (1.18) or (1.21), respectively

Note that the total traction hTi is zero, as it should be for a force-free self-propelled
object like a cell crawling on a substrate.

It is possible to simplify the model, for instance in case when a spatial resolution
of the traction force is not needed. Namely, one can perform a projection of
the displacements on the force dipole in the direction of motion, leading to a
single equation for an overall (cell-averaged) substrate displacement (see [182]
for the derivation). This procedure results in the substrate being accounted for as
an effective spring underneath the cell, as sketched in Fig. 1.2. This spring has an
extension U.t/ that is governed by the simple ordinary differential equation (ODE)


dU
dt

D � .GU C V/ : (1.21)

Here V is the center of mass velocity. Clearly, a description of the effects
of the substrate deformation in terms of the simple Eq. (1.21) is computationally
more efficient. However, as we will show in Sects. 1.3.5.2, 1.3.4, the fully-resolved
2D substrate deformation field u governed by Eq. (1.18) is necessary to describe
durotaxis and bipedal motion of cells, respectively. Table 1.2 lists the additional
parameters and their values used, in case adhesion and substrate dynamics are taken
into account.

1.3 Dynamics of an Individual Cell

Having set up the model for a single cell, we will now analyze and discuss in
detail its behavior. Especially, we will demonstrate how upon increasing the level of
detail, the model becomes able to capture most of the experimental facts discussed
in Sect. 1.1.2.
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1.3.1 Steady Moving Cell

If the symmetry of the cell is broken, and the propulsion is sufficiently strong—
we will quantify both statements in the next section—the model allows for cells
moving steadily with a constant velocity, as already shown in Fig. 1.4b. Such a
solution for the more detailed model, accounting for the adhesion dynamics and
substrate displacement, is shown in Fig. 1.5: (a) displays the cell’s shape, with the
phase field � shown color coded and its contour at � D 0:25 in black, as well
as the actin orientation field p as arrows. Panel (b) shows the traction field T
as described by Eq. (1.19) and panel (c) displays the field of the local substrate
displacements u. In both panels (b) and (c) the absolute values of the force and
displacement, respectively, are color coded. One can see that for the selected model
parameters, the traction points inwards and is highest at the leading edge. This
is a direct consequence of our implementation of the actin dynamics, Eq. (1.11),
that generates a pushing force (proportional to ˛) at the front and accounts for
contraction along p (proportional to 	). The displacement field is maximum in the
bulk of the cell and its local orientation is similar to that of the traction pattern.
The fact that the displacement is lagging behind is due to the interplay between the
movement of the cell over the substrate and the viscoelastic relaxation of the latter.

Fig. 1.5 Distributions of various fields for a steady moving cell (motion is to the right). (a) The
cell shape (color coded; the black solid line shows the contour at � D 0:25) and the internal
actin orientation field p (arrows). (b) The traction force T. Red (blue) corresponds to large (small)
values of jTj. (c) The displacement field u. Red (blue) corresponds to large (small) values of juj.
Parameters: ˛ D 4; ˇ D 2; 
 D 0:5; 	 D 1:3; a0 D 0:001; anl D 1:5; G D 0:25; h D 0:1,
others as given in Tables 1.1 and 1.2; initial cell radius r0 D 15
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Fig. 1.6 Diversity of shapes and traction patterns. Steady moving cells are shown, direction of
motion is to the left. The phase field is color coded and the traction force exerted on the substrate is
shown by the arrows. Parameters: (a) 
 D 0:7; 	 D 0:6. (b) 
 D 0:5; 	 D 1:3. Other parameters
are the same for both: ˛ D 4:5; ˇ D 2; a0 D 0:01; anl D 1:5; G D 0:05; h D 0:1, cf. also
Tables 1.1 and 1.2; initial cell radius r0 D 15

Figure 1.6 shows two steady-moving cells obtained for different model parameters.
Note that they are not only differently shaped, but also have different traction
patterns, and consequently different force transfers to the substrate: the cell in (a)
has high traction at the rear, while the one in (b) has overall small traction of almost
homogeneous absolute value.

Let us compare these findings to the experimental facts discussed in Sect. 1.1.2.
The forces exerted by cells on the substrate can be obtained experimentally by
traction force microscopy. In this method, fluorescent beads are immersed into a
soft substrate. The traction forces can be reconstructed from the displacements of the
beads during the action of cellular forces by solving an inverse problem [39, 144].
Alternatively, cells can be placed on microfabricated arrays of micro-pillars [158],
their deflections directly giving the traction distribution. Since its inception about
15 years ago, traction force microscopy has become a standard tool and has recently
been automatized [37], as well as extended to 3D displacement fields [56]. It has
been applied to various cell types, e.g. to fibroblasts [39, 113], keratocytes [55],
epithelial cells [58], neutrophils [151] and glioma cells [164]. The primary interest
of the model, however, rather lies in the generic features of cell motility and cellular
force transmission. Hence the obtained traction (and consequently the displacement)
distributions are not necessarily applicable to any specific cell type (yet). In fact,
from the experiments mentioned above it is known—but not well understood—
that different cell types exhibit completely different traction patterns: fibroblast
cells have highest traction at the front [39], similar to the case shown in Fig. 1.5b.
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Keratocytes have highest traction at the sides, which is most probably a consequence
of the self-organized acto-myosin bundles spanning to their sides [55], not yet
included into the modeling. Finally, neutrophils have highest traction at the rear
[151], similar as shown in Fig. 1.6.

To summarize, modeling of a specific cell type most probably needs to introduce
cell-specific processes, e.g. in the actin and adhesion dynamics. Nevertheless,
Figs. 1.5 and 1.6 clearly demonstrate that the model is able to capture various shapes
of cells, and also various traction patterns.

1.3.2 Subcritical Onset of Motion

The model Eqs. (1.10), (1.11) exhibit a bistability, as already shown in Fig. 1.4:
the cell either is symmetric and spreading on the substrate, or it is polarized and
moving. Starting from the spreading state, an abrupt onset of motion occurs upon a
perturbation for a wide range of the parameters. In most of the simulations shown,
the initially round cell was stimulated to move by adding a certain distribution of
the polarization to the initial condition. Depending on the model parameters and the
initial condition, either the circular symmetric shape was restored, cf. Fig. 1.4a, or
the system evolved into a stable moving, polarized, crescent-shape cell as shown
in Fig. 1.4b.

To characterize the onset of motion and the propagation velocity, we performed
simulations for various parameter ranges. Results are shown in Fig. 1.7a as a
function of the parameter 
 , describing the asymmetry induced by the molecular
motor distribution. We started with a stationary moving cell for a large value of 

and then slowly ramped down 
 . As one can see from the figure, the cell’s motion
stops abruptly at a critical value of 
c � 0:42, at a minimal velocity of Vmin � 0:62,
which of course both depend on the other model parameters.

To quantify also the shape, from the phase field � we calculate the aspect ratio h
(note that h D 1 for a circle) and the two measures for the asymmetry (skewness),
� and , as defined in Appendix “Characterizing the Cell’s Velocity and Shape”.
As shown in Fig. 1.7a the velocity, V , the aspect ratio’s deviation from the circular
shape, h � 1, and the asymmetry measures all drop to zero for 
 < 
c. Remarkably,
one of the asymmetry measures, �, increases approaching the transition point, while
the second, , decreases monotonically.

Figure 1.7a illustrates how a moving cell stops abruptly when the parameter 
 is
reduced. On the other hand, when a stationary circular fragment is perturbed by a
small-amplitude noise, it remains stationary for the parameter range shown in that
figure. One needs a finite amplitude perturbation to trigger the onset of motion,
e.g. by choosing a region inside the cell and adding a constant p. In fact, the onset
of cellular motion is a subcritical transition, in agreement with the experiments
on fragments [167] discussed in Sect. 1.1.2. In these experiments, the keratocyte
fragments had to be strongly perturbed to initiate motion, while unperturbed or
slightly perturbed fragments stayed immobile. This subcriticality is caused by the
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Fig. 1.7 Subcritical transition of stationary vs. moving cells. (a) The cell’s velocity, V, the
aspect ratio’s deviation from the circular shape, h � 1, and the asymmetry measures �; 

(cf. Appendix “Characterizing the Cell’s Velocity and Shape”) are shown as a function of 
 ,
the parameter governing the motor-induced asymmetry. The plot was obtained by decreasing 

for a moving solution; for 
 < 
c � 0:42 all the quantities vanish and a round, stationary
solution ensues (indicated by � signs). Other parameters: ˛ D 3; ˇ D 1:6; 	 D 0:3, cf. also
Table 1.1; initial cell radius r0 D 10. (b) The normalized velocity � vs. the normalized driving
force �. The main plot shows the solutions of Eq. (1.27), the solid line corresponding to the stable
moving branch and the dashed line to the unstable branch. The inset shows results obtained by
numerically solving the full model for different values of 
 and 	 as indicated. Other parameters:
˛ D 4; ˇ D 2, constant adhesion A D 1, cf. also Table 1.1; initial cell radius r0 D 15

motor-related symmetry-breaking term (proportional to 
 ), and reflects the fact
that a perturbation has to be large enough for the motors to establish a significant
asymmetry in their distribution across the cell.

1.3.2.1 Analytical Study of Cell Movement in Circular Approximation

In this and the following section, a reduced analytic description for a steadily
moving cell is developed. The main simplification is to assume a fixed round shape
of the cell. In spite of this approximation, one should be aware that the cell must be
polarized and non-circular to move, implying that the distribution of polarization p
is not axi-symmetric. We will also neglect the substrate displacement and consider
homogeneous adhesion A D A0 D const.

The center of mass (c.o.m.) of the cell will be described by R D .X;Y/ and
the fixed circular shape is taken, for the sake of simplicity, as a Gaussian �.r/ D
exp.�r2=R20/, with R0 measuring the size of the cell. This choice makes analytic
calculations possible.

Focusing on the polymerization dynamics (putting 
 D 0;Dp D 0) the
polarization p for a stationary cell is given to leading order by p � �ˇ�1r�,
cf. Eq. (1.11). Similarly, for V ¤ 0, Eq. (1.11) yields in the moving frame the
condition �V � rp D ���1

1 p � ˇr�. Hence, for small V we obtain
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p � ��1ˇr Œ�C �1Vr�� � ��1ˇr�.r C �1V/ : (1.22)

Therefore, to leading order, the polarization field in a moving cell is just given by
the gradient field of �, shifted in space by the amount �1V. Correspondingly, the net
polarization Np D R

p dxdy=�R20 ¤ 0 for any V ¤ 0. Consequently, in spite of the
circular approximation for the cell shape, one may obtain non-trivial results due to
the non-symmetric distribution of polarization.

1.3.2.2 Velocity Branches in Circular Approximation

Here we show how the velocity of a stationary moving cell can be estimated by
means of the circular approximation discussed above. Assuming a solution of the
form � D �.r � Vt/ and multiplying Eq. (1.10) by @x�; @y�, after integration over
the entire domain we obtain Vx D ˛ax and Vy D ˛ay for the components of the
center of mass velocity, with (for a round cell)

ax D 2

�

Z
A.px@x�C py@y�/@x� dxdy ; (1.23)

ay D 2

�

Z
A.px@x�C py@y�/@y� dxdy : (1.24)

Let us consider a cell moving along the x-direction. Then Vy D 0 and Vx D
˛ax, where ax can be explicitly integrated using the expression (1.22) for p. The
integration yields the following expression

ax D 8ˇA0�21
81R40

Vxe
� 2�21V2x

3R02
�
4�21V2

x � 3R20
�
: (1.25)

As Vx D ˛ax this immediately shows that one of the roots is Vx D 0, corresponding
to the stationary cell. Additional possible roots are given implicitly by

8˛ˇA0�21
81R40

e� 2�21V2x
3R02

�
4�21V2

x � 3R20
� D 1 : (1.26)

This equation has non-trivial solutions only for velocities above a certain critical
value. To see that, we introduce the dimensionless velocity � D �1Vx=R0 and the
dimensionless parameter � D 8˛ˇ�21A0=.81R20/, which is proportional to the driving
by actin polymerization ˛; ˇ. Then Eq. (1.26) assumes a simple dimensionless form

�e� 2�2

3

�
4�2 � 3

� D 1 : (1.27)

The minimal finite velocity of Eq. (1.27) is � D 3=2. For � > �c D e3=2=6 �
0:746, two roots exist: Fig. 1.7b shows the two respective branches. The upper
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branch (solid curve) is stable and the lower one (dashed) unstable. The result is
in qualitative agreement with the numerical solution of the full model: it captures
the inherent bistability and the finite velocity gap. However, the numerical values
for the dimensionless critical driving parameter �c are off by approximately a factor
of two due to our approximations, especially due to the assumption of the fixed
round shape. For comparison, the inset in Fig. 1.7b presents the cell velocity vs. the
propulsion force (both dimensionless again) obtained by direct numerical solution
of Eqs. (1.10) and (1.11). The black curve is for keratocyte-like parameters (with

 ¤ 0 mimicking actomyosin bundle formation at the cell’s rear). The red curve
is without this term, but with a much higher value of 	 , describing the overall
contraction by myosin [cf. the discussion after Eq. (1.11)]. This demonstrates that
also the contractility of motors, proportional to 	 , is able to polarize the cell and to
create moving states.

1.3.3 Steady Motion vs. Stick-Slip

Cellular motion often is not continuous but rather unsteady. For instance, it has
been found that lamellipodia can show periodic contractions that depend on the
adhesiveness of the substrate [59]. These contractions later on were interpreted by
a stick-slip model [175], i.e. using a mechanical analogy with a system of two
rigid objects that are sliding over each other and exhibiting spontaneous jerking
motion. Stick-slip-like motion has been found in parts of the lamellipodium, e.g. in
osteosarcoma cells [13], as well as in filopodia [30]. Finally, transitions from
steady motion to stick-slip and to arrest of motion have been observed in human
glioma cells cultured on ECM [164], as well as for other cell types. The transition
from steady to stick-slip motion is typically modeled in a simple one-dimensional
situation, see e.g. [89]. Stick-slip behavior can also be found in the model at
hand: we will now investigate in more detail the consequences of the (still simple)
adhesion dynamics and of the substrate deformability, and analyze in detail the
occurring motility modes.

First we verify whether the addition of the adhesion dynamics, Eq. (1.16),
and the substrate deformation via Eq. (1.21) [or Eq. (1.18)] to the minimal model
[Eqs. (1.10) and (1.11) for the interface and the actin orientation], still comprises
the phenomenology of the model described previously. This can be easily tested
by choosing a relatively high value of the substrate stiffness, since then the spring
extension will not play a significant role. Indeed, after a transient the system exhibits
a steadily moving state, in agreement with the simple model [185]. The number
of the adhesive bonds A and the substrate spring extension U both reach time-
independent values. Keeping the substrate stiffness G high and decreasing the value
of propulsion ˛, the motion ceases, again in accordance with the previous results.
In that case, the polymerization force is not high enough to sustain the polarized
moving state and the cell stops and acquires a radially symmetric shape.
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Having this established, one can study the model in a broader range of parame-
ters. One anticipates the occurrence of a stick-slip regime by the following generic
mechanism: When the adhesion sites are forming, the cell’s velocity increases. By
propelling itself forwards, the cell exerts dipolar forces on the substrate4 and the
substrate deformation increases in absolute value. For low enough substrate stiffness
G, the substrate is deformed to an extent that the critical value Uc for bond rupture
is reached and the adhesive contacts rapidly break. However, the cell still has to
slow down and adjust its shape to the new conditions. As the substrate deformation
relaxes, new adhesion sites form again and the cycle restarts. Note that due to the
coupling to the shape dynamics, stick-slip oscillations are not necessarily strictly
periodic. The average period of the stick-slip cycle increases with a decrease of the
attachment rate a0, roughly linearly, and the effective stiffness G.

The shape deformations and the local dynamics of the adhesive contacts are
shown in Fig. 1.8. This figure illustrates the shape of the cell, the actin orientation

Fig. 1.8 Spatially resolved dynamics during a stick-slip cycle. The cell’s boundary is shown as
the green curves. The arrows display the local averaged actin filament orientation. The density
of adhesion sites is color coded (with white color corresponding to A D 0, blue to 0:5 and red
to 1). The direction of motion is to the right. Between t D 294 and the next attachment event, the
cell will relax to an almost round state, similar to the one displayed for t D 260, i.e. the cycle
restarts. Parameters: ˛ D ˇ D 2:5; 
 D 0:5; 	 D 0:3; a0 D 0:0025; anl D 1:5; Uc D p

5;

G D 0:15;  D 10, cf. also Tables 1.1 and 1.2; initial cell radius r0 D 15

4Since the cell is self-propelled, the net force exerted by the cell on the substrate, however, is zero.



30 F. Ziebert et al.

and the local distribution of adhesive contacts during the stick-slip cycle. At first,
there are practically no adhesive contacts and the cell is almost round. In the next
panel, adhesion contacts form close to what becomes the leading edge of the cell
(the cell is moving to the right), due to the fact that jpj is still slightly higher there,
a remnant from the last cycle. Then adhesive bond formation spreads, either, as for
the given parameters, over the entire cell or only partly, close to the front. With the
present, rather simple implementation of the adhesion dynamics, this distribution is
determined mainly by the time scales of adhesion and substrate dynamics and the
value of the diffusion coefficient DA. Since the distribution of adhesive contacts is
not symmetric—they formed earlier close to the leading edge—the cell is able to
polarize and begins to move again, until the substrate displacement generated by the
cell reaches the critical value and adhesion breaks down. As the propulsion force
decreases, the cell slows down and rounds up, i.e. depolarizes, cf. the last panel.

By performing large scale parameter studies, it is possible to obtain dynamic
“phase” diagrams for the different modes of cell motion, see Fig. 1.9. In part (a) both
the substrate stiffness G and the propulsion parameter ˛ were varied. In agreement
with the above discussion, for high enough substrate stiffness and propulsion
strength, the cell displays steady-state motion with fixed shape. Decreasing the
stiffness, at intermediate values of G a region of persistent stick-slip motion appears,
while for still smaller stiffness the cell is unable to move and stops. On the other
hand, upon a decrease of the propulsion parameter ˛, the size of the stick-slip region
shrinks until the cell is completely unable to move below a certain critical value ˛c.

a b

Fig. 1.9 Diagrams of motility modes. (a) The different modes of motility as a function of the
propulsion parameter ˛ vs. the substrate stiffness G for a0 D 0:01 and ˇ D ˛=2. (b) The different
modes of motility as a function of the rate of adhesion formation a0 vs. the substrate stiffness G
for ˛ D 4, ˇ D 2. The other parameters are the same as in Fig. 1.8. In both panels, parameter
combinations for which the cell stops after an initial perturbation are marked by blue circles,
persistent stick-slip motion is marked by red diamonds and steady moving states (gliding) are
depicted by green squares
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Figure 1.9b displays a similar plot, where the rate of adhesion formation a0 and
the substrate stiffness are varied. Similar as for the propulsion parameter ˛, there is
a threshold value for the adhesion rate below which the cell is not able to move—
adhesion is just to weak to transfer the momentum. Increasing a0, one obtains a
steady motion for high substrate stiffness and stick-slip motion for intermediate
values of G. Finally, motion ceases for small stiffness G. The width of the stick-
slip region is fairly independent of a0, until it abruptly ceases to exist for a second
threshold value, above which the adhesive bond formation dominates over the
detachment, resulting in steady gliding motion.

This study demonstrates that the motility mode—as well as the cell’s shape—
are governed by the interplay of: (1) the motility machinery of the cell (here
the propulsion strength ˛ was chosen as a representative, but the behavior is
qualitatively similar for the parameters ˇ, 	 and 
 ), (2) the adhesion dynamics
(here a0), and (3) the elastic properties of the substrate (stiffness G), as well as its
relaxation time.

Finally we would like to note that the stick-slip motion of cells on a substrate
is somewhat different from the classical view of stick-slip motion [122, 168],
exemplified by a brick pulled by a soft spring on an adhesive layer: there no
motion occurs while the brick is stuck, while the brick moves upon a slippage event
after bond breaking. In contrast, for cells crawling on a substrate, the motion is
mostly generated upon adhesive contact, where the cell polarizes and momentum
from actin polymerization can be effectively transferred to the substrate, while the
shape accommodation after the bond breakage has only a minor contribution to
motion. Hence instead of stick-slip cycle, a better name for this process occurring
in crawling cells would be propulsion-relaxation cycle, cf. also Fig. 1.8.

1.3.3.1 Reduced Description of the Stick-Slip Cycle

To obtain a more detailed understanding of the stick-slip motion, one can reduce the
full model to two effective ODEs: one for the area-integrated density of adhesive
contacts, A.t/ D hA.x; y; t/i, and the second for the extension U.t/ of the spring
modeling the cell-averaged substrate deformation [we use Eq. (1.21) in this section].

For this purpose we disregard the dynamics of the orientation field p and assume
that the cell is already polarized and able to move. We also neglect all diffusion
terms and consider a one-dimensional motion. In this approximation the phase field
equation yields a relation between the cell’s velocity Vx.t/ and the mean adhesion,
Vx � h˛A.x; y; t/pi ' N̨A, where N̨ is a numerical factor (for a more elaborate
description one can go along the lines of Sect. 1.3.2.1). Similarly we obtain Na0 �
a0h�p2i and arrive at

PA.t/ D Na0 � dŒU.t/�A.t/C anlA.t/
2 � sA.t/3 ;

� PU.t/ D G U.t/C N̨A.t/ ; (1.28)

where the deformation-dependent detachment rate is still given by Eq. (1.17).
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Fig. 1.10 Stick-slip cycle in the reduced ODE model. The main plot shows the nullclines @tA D 0

(dashed line) and @tU D 0 (solid line) and the limit cycle (with each quarter period marked in a
different color) obtained by numerical integration of Eq. (1.28). Starting at the upper part of the
blue trajectory, the cell increasingly adheres and U becomes more negative as the cell exerts more
and more force on the substrate. When jUj > Uc, adhesive contacts break and A rapidly decreases
(lower part of the blue trajectory) until the dynamics reaches the A-nullcline (red branch). There U
relaxes while A almost stays zero, but in fact slowly grows since at small values of A the cell slows
down and adhesion can restart (green trajectory). This is followed again by a rapid attachment
(blue trajectory). Parameters: N̨ D 0:2; a0 D 0:0025; anl D 1:5; Uc D p

5; G D 0:01;  D 10

as well as d D 1 D s; b D 5. The two panels on the right show A.t/ and U.t/ for one period of the
stick-slip cycle

Equation (1.28) can be easily integrated numerically. Moreover, within this
framework the stick-slip motion can be understood qualitatively from the analysis
of the nullclines PA.t/ D 0 and PU.t/ D 0. Both nullclines [the solid black line for
PU.t/ D 0 and the dashed black curve for PA.t/ D 0] and a typical trajectory are
shown in Fig. 1.10. The stick-slip motion corresponds to a limit cycle encircling the
unstable fixed point at the intersection of both nullclines.

We can also discuss the dependence on parameters: Increasing the substrate
stiffness G (or decreasing the propulsion N̨ ) results in a decrease of the slope
of the nullcline U.A/ D � N̨

G A (the solid line). At some critical value of G this
nullcline will have additional intersections with the second nullcline, resulting in
the disappearance of the limit cycle and the creation of a new stable fixed point—
corresponding to steady motion of the cell. When starting from the stick-slip regime,
the same happens upon decreasing N̨ , cf. the transition from stick-slip to steady
motion upon lowering ˛ in Fig. 1.9a. Finally, upon an increase in a0, the maximum
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in the dashed nullcline for PA.t/ D 0 decreases and is shifted towards higher A
values. As soon as the fixed point, i.e. the intersection of the nullclines, is no longer
on the descending branch of the dashed curve, steady motion occurs again, cf. the
transition from stick-slip to steady motion upon increasing a0 in Fig. 1.9b.

In addition, Fig. 1.10 displays A.t/ and U.t/ for a typical trajectory, obtained
numerically from Eq. (1.28). The color code splits the period in four. One can
see that the attachment-detachment event [cf. the blue peak in A.t/] is very rapid.
Similar curves can be obtained for the full PDE model, see [182]. However, due to
the complete omission of the shape and polarization dynamics—as well as of the
subcritical onset of motion—the cycles are perfectly periodic in the simple model
given by Eq. (1.28), while not necessarily in the full model.

1.3.4 More Complex Motility Modes

Apart from stick-slip motion of parts of a cell [30] or whole cells [164], more
complex motility modes have been reported. An interesting example is the bipedal
motion [15, 103] found for keratocytes: due to the coupling of the force-generation
to the elasticity (of the substrate and/or of the cell), keratocytes can display lateral
out-of-phase oscillations while moving.

The results for the stick-slip motion shown in the last section have been
obtained using Eq. (1.21) for the substrate, i.e. using a single effective spring [182].
Obviously this results in a simultaneous rupture of the adhesive bonds in the entire
cell, and bipedal motion is not possible. Experimentally, however, it is known that
some parts of cells can still adhere while others lose contact [15, 30, 164]. In
other words, inhomogeneously distributed forces lead to inhomogeneous adhesion
and can provide a feedback on the overall shape and motion, making more
complex motility modes possible. To tackle this problem, spatially-resolved local
substrate displacements and local traction distribution have to be accounted for, see
Eqs. (1.18), (1.19). Indeed, this model generalization leads to the emergence of new
dynamic states at the boundaries of the stick-slip region, see Fig. 1.11 (cf. also [102]
for more details): (1) breathing motion, where the cell extends periodically in the
lateral direction. (2) bipedal motion, where the cell exhibits periodic lateral out-
of-phase oscillations but keeps the initial propagation direction and (3) wandering
bipedal motion, where the cell veers off the straight path and follows a slightly
curved trajectory accompanied by asymmetric shape oscillations. Figure 1.12 shows
a representative bipedal motion.

The instability leading to the bipedal and more complex modes of movement
is likely related to the coupling between various shape deformation modes and
the translational mode. Similar behavior was recently observed in simpler models
for self-propelled “soft” deformable particles [80, 117, 159], where based on
general symmetry arguments, couplings between various intrinsic modes of shape
deformation were considered.
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Fig. 1.11 Complex motility modes. Diagram of the motility modes for shear modulus G
vs. propulsion strength ˛. In contrast to Fig. 1.9, the substrate displacement and traction distribution
are resolved locally, as described by Eqs. (1.18), (1.19). Parameters are ˇ D ˛=2; 
 D 0:5; 	 D
1:3; a0 D 0:01; anl D 1:5; h D 0:1; �1 D 0:3, cf. also Tables 1.1 and 1.2; initial cell radius
r0 D 15

In experiments, curved trajectories have also been reported, cf. [15]. Such
trajectories, also found in a certain parameter range of our model, are interesting
and deserve further investigations. It should be noted, however, that even the very
persistently moving keratocyte cells rarely take straight paths for more than several
tens of their own length. On a larger scale, they rather explore their environment in
a fashion resembling a random walk. Thus, to speculate, the apparent random walk-
like changes in direction of keratocytes could in fact be due to the onset of some sort
of intrinsic shape instabilities, similar to the wandering bipedal motion (cf. stars in
Fig. 1.11).

1.3.5 Movement on Inhomogeneous Substrates

Here we consider the effects of modulated substrate properties, such as adhesiveness
and stiffness, on the movement of cells. First of all, this is of high biological
relevance since cells typically move in heterogeneous environments—given by other
cells, tissue, ECM—that naturally have different elastic and surface properties,
adhesiveness etc. Second, as already discussed in Sect. 1.1.2, it is nowadays
relatively easy to engineer substrate properties and to study the corresponding cell
response, compared to changing the internal biochemistry.
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a b

c d

Fig. 1.12 Illustration of bipedal motion. Bipedal motion is an overall straight motion concomi-
tant with out-of-phase oscillations of the lower and upper halves of the cell. Panels (a)–(d)
show the shape of the cell and the substrate displacement field. See also ch1_video3.avi
http://www.physik.tu-berlin.de/~jakob/movies_small//ch1_video3.avi. The upper left panel shows
in red dashed (green dotted) the y-component of the center of mass (c.o.m.) of the upper (lower)
halves of the cell, which oscillate in-phase, and in black the y-coordinate of the c.o.m. of the
entire cell. The lower left panel shows the out-of-phase oscillations of the corresponding x-
components of the cell’s halves. The substrate displacement and traction distribution are described
by Eqs. (1.18), (1.19). Parameters are ˛ D 4:25; ˇ D ˛=2; 
 D 0:5; 	 D 1:3; a0 D 0:01; anl D
1:5; G D 0:2; h D 0:1, cf. also Tables 1.1 and 1.2; initial cell radius r0 D 15

Experimentally, the adhesiveness can be varied by grafting a high density of
integrin ligands (fibronectin or arginylglycylaspartic acid (RGD)5) on the substrate
while other regions can be made passive, i.e. induce only weak nonspecific adhesion,
or repellent. Nowadays, almost any adhesive pattern on the micron scale can be engi-
neered [35, 136] by microcontact printing techniques. Varying the density of ligands
in a quantitative way, however, is much more difficult. The substrate stiffness, on the
other hand, can be varied in a step-like fashion using soft lithography-fabricated
microposts [163], or in a smoother fashion [100], by controlling the crosslink
density of the substrate’s polymer network.

We will focus on four generic scenarios: (1) a step and (2) a periodic modulation
of the substrate adhesiveness, see below. And finally (3) a step and (4) a gradient in
the substrate stiffness, as discussed in Sect. 1.3.5.2 on durotaxis.

5Fibronectin is the protein of the ECM responsible for the binding to the integrin adhesion
receptors. RGD is a peptide sequence of fibronectin, implicated in the attachment.
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a b c

Fig. 1.13 Motility on substrates with modulated adhesiveness. (a) The motion of a cell on a
substrate where the adhesive strength is modulated by a step in the rate of adhesion formation
a0, corresponding to a varying density of adhesive ligands (a0 D 0:2 in the blue region, a0 D 0:01

in the black one; G D 0:15 everywhere). The cell prefers to stay on the highly adhesive
region and is reflected from the low-adhesion region. See ch1_video4.avi http://www.physik.tu-
berlin.de/~jakob/movies_small//ch1_video4.avi. (b) The motion of cells on striped adhesive pat-
terns. Top panel: alternating stripes of a0 D 0:15 (blue) and no adhesiveness, a0 D 0 (black); G D
0:2. The cell positions itself symmetrically and moves parallel to the stripes in a steady fashion.
See ch1_video5.avi http://www.physik.tu-berlin.de/~jakob/movies_small//ch1_video5.avi. Lower
panel: overall low adhesiveness [a0 D 0:0015 (blue) and a0 D 0 (black)]; G D 0:1. In
contrast to the previous case, after moving initially along the stripes, the cell turns and moves
perpendicular to the stripes in a stick-slip fashion. See ch1_video6.avi http://www.physik.tu-
berlin.de/~jakob/movies_small//ch1_video6.avi. (c) Select trajectories of the c.o.m. of cells
moving on stripe-patterned substrates with different values of a0 (gray corresponds to high
adhesiveness, white to a0 D 0), and for different overall substrate stiffness G. For high G and a0,
the cell displays persistent steady motion along the stripes (black curve). For intermediate values
of a0, the predominant motion is along the stripes with excursions into the perpendicular directions
(blue curve). Finally, for low adhesiveness the motion is perpendicular to the stripes with reversals.
In (a)-(c), all other parameters are as in Fig. 1.8, except for ˛ D 4; ˇ D 2:45

1.3.5.1 Modulation of Substrate Adhesiveness

The snapshots in Fig. 1.13a illustrate the motion of a cell encountering a step in the
adhesion strength, modeled by a step-like spatial variation of the rate of adhesion
formation, a0. The blue area corresponds to high adhesiveness, the dark one to
low adhesiveness. The cell is capable of navigating on the patterned substrate: it
bounces off the low-adhesive region, back to the region with higher adhesiveness.
This behavior is in qualitative agreement with experiments confining cells in regions
of high adhesiveness, cf. e.g. [136].
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As a second example we investigated the motion of cells on striped substrates
with alternating high/low adhesiveness. This situation was studied experimentally
for keratocytes in [35], using microcontact printing of fibronectin corresponding
to regions of high adhesiveness and of poly-L-lysine-PEG blockcopolymers corre-
sponding to practically non-adhesive regions. As before, the selective adhesiveness
of the substrate can be modeled by a spatial modulation of the rate of adhesive bond
formation, a0. The upper panel of Fig. 1.13b shows the case of stripes with large
values of a0. One observes that (1) the cell moves along the stripes and (2) the cell
positions itself symmetrically with respect to the stripes (i.e. in the case shown, the
center of mass of the cell drifts to the center of a stripe with high adhesiveness). This
behavior agrees well with the one experimentally observed [35]. Also in agreement
with the experiment, the leading edge of the cells exhibits “protrusion bumps”
on the stripes with high adhesiveness and “lagging bumps” on the stripes of low
adhesiveness.

Interestingly, a fundamentally different behavior was obtained for cells moving
on striped substrates with lower values of the adhesion parameter a0, i.e. in
the regime where the homogeneous system rather displays stick-slip motion
(cf. Sect. 1.3.3). The cell shown in the lower panel of Fig. 1.13b was stimulated
by the initial conditions to move along the stripes, exactly as in the case just
discussed. However, after some time the cell slowed down, abruptly changed its
direction, spread along the stripe in order to maximize contact with the region of
high adhesiveness, and started to move perpendicularly to the stripes. This motion
is associated with stick-slips, where the cell intermittently almost stops along the
adhesive stripe, building up new adhesion strength, and then moves again. In this
regime, the cell also randomly reversed its direction. It would be interesting to study
whether this behavior can be found in experiments of cells performing stick-slip
motion on patterned substrates. Finally, for intermediate values of a0 we observed
a combination of these two modes of motions: for some time the cell moves along
the stripes, then it moves perpendicular, then parallel again, etc. Representative
trajectories of the cells for all three cases are summarized in Fig. 1.13c.

Experimentally, it is rather difficult to modulate the strength of adhesion in
a quantitative matter. It is much simpler to vary the relative width of the adhe-
sive vs. the non-adhesive stripes, while keeping the period of the pattern fixed.
We also investigated this situation and observed three different types of motility
[182]: (1) for a large width of the adhesive stripe, the cell moves along the stripes
in agreement with the previously discussed behavior. (2) Gradually decreasing the
width of the adhesive stripes, we observed an instability: the cell exhibits a kind
of “rocking motion”, and eventually turns perpendicular to the stripes. The motion
is associated with random reversals of direction, similar as on the substrates with
low adhesiveness discussed above. (3) For very small widths, however, the reverse
trend is observed: the cell stretches in the direction of motion in order to fit between
two stripes, and moves again along the stripes. This study suggests that the type
of motion is also affected by the commensurability between the size of the cell
and the period of the modulation, another prediction that deserves experimental
investigations.
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1.3.5.2 Modulation of Substrate Stiffness and Durotaxis

Although the substrate’s adhesiveness can be modulated rather easily, such a
treatment of surface properties often is not very robust. In order to improve the
mechanical stability and the resistance to degradation, a possibly better design strat-
egy is the development of synthetic substrates with engineered elasticity. Different
strategies have been proposed: microfabricated arrays of microposts (or pillars)
allow to modulate the local stiffness via variations of the pillars’ dimensions (height,
thickness) [163]. However, pillars are not a very natural environment for cells, and
alternative methods are currently under development. Examples allowing to tune
the elastic properties of a flat substrate are gradient materials [32] and composite
materials with alternating stiffness [31].

In view of these developments, we modeled the encounter of a cell with a step
in the effective spring constant G of the substrate [182]. A rich variety of different
dynamic regimes was observed. To be more close to reality, we show here the results
accounting for the local displacement field [102], see Eqs. (1.18), (1.19). Depending
on the parameters (we studied mostly the propulsion strength ˛, and varied the initial
conditions), a variety of different scenarios was observed, cf. Fig. 1.14. For cells
moving at a certain angle towards a step from a soft substrate to a stiffer one, we
observe that the cell passes the step, cf. (a), (c), including a possible deflection of
the direction of motion, cf. (a). Moving from stiffer to softer substrates, depending
on the initial angle the cell becomes either trapped and moves along the step,
cf. panel (b), or is reflected from the step, cf. (d). This behavior is consistent with

a

ea

c

b

d

Fig. 1.14 Motility on substrates with modulated stiffness. (a)–(d) Several examples are shown
for the behavior of cells colliding with a step in the substrate stiffness (blue: G D 0:4, black:
G D 0:05). The trajectories of the c.o.m. of the cell are shown in white. Top row: ˛ D 4; ˇ D
2, bottom row: ˛ D 4; ˇ D 1:5. Other parameters as in Fig. 1.5. (e) Demonstration of
durotaxis: a linear gradient in the substrate’s modulus G was implemented in the y-direction,
from G D 0 (black) at the bottom to G D 0:4 (blue) at the top. The colored curves show
c.o.m. trajectories for cells with different initial positions. They all converge at an optimal value of
G. See also ch1_video7.avi http://www.physik.tu-berlin.de/~jakob/movies_small//ch1_video7.avi
and ch1_video8.avi http://www.physik.tu-berlin.de/~jakob/movies_small//ch1_video8.avi for two
cells starting at different initial values of y. Parameters: ˛ D 3:8; ˇ D ˛=2, others as in Fig. 1.5
except h D 0
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experimental observations of fibroblast cells on microposts assays [163]: there, the
cells preferably stayed in the area of high stiffness, while cells coming from the
softer side often rotated to migrate perpendicularly to the stiff substrate.

Finally, in order to obtain insights into the cell’s mechanosensitivity and duro-
taxis, we investigated the effect of a gradient in the shear modulus G. For simplicity
we considered the thin layer limit h ! 0, where the form of the equation for
the substrate displacements, Eq. (1.18), is unchanged (otherwise the gradient in
G creates new terms, cf. Appendix “Derivation of the Equation for the Elastic
Displacements”). We have found that cells prefer to stay (and to move) on a substrate
with optimal stiffness: on very soft substrates, the cells migrate towards stiffer
regions, while on very stiff substrates the cells move towards softer areas. This is
exemplified in Fig. 1.14e, where a linear gradient of stiffness has been implemented
in the y-direction. The differently colored curves are the center of mass trajectories
of cells polarized initially in x-direction and starting at different positions. One can
nicely see that all trajectories converge, i.e. for the given parameters, the cell prefers
a certain value of substrate stiffness.

In conclusion, the model developed here illustrates that the outcome of a cell’s
“collision” with a step in the substrate parameters—and even more so the outcome
of more complex perturbations—depends sensitively on the cell’s shape and speed,
as well as on the relative differences in adhesiveness and/or substrate stiffness.

1.4 Collective Migration

While in the last decade a significant effort was dedicated to understanding the
mechanics, dynamics and motility of individual cells, the processes determining
collective cell migration still remain elusive to a large extent. There has been a
body of experimental work on the motility of cells in monolayers, typically in the
context of wound healing [126, 129]. Collective motion of a few individual cells in a
small adhesive spot, i.e. not in the context of tissue, was initiated in [69]. Stimulated
by the progress in designing patterned synthetic surfaces with controlled adhesive
properties, it attracted considerable interest and was followed by detailed studies
of collective cell motion in confined adhesive domains [38, 43, 136]. Studies on
unbounded substrates, as well as on domains with geometrical constraints, have
been undertaken using various cell types like keratocytes and canine kidney cells
[7, 8, 156, 166].

In this section we illustrate how the phase-field model for individual cells can
be generalized to collective cell migration [101]. With present computer power, one
can study the collective motility of up to a hundred cells. The study overviewed in
the following reproduces several salient features of cell–cell interactions and makes
testable predictions on the role of cell density, cell–cell adhesion and confinement
on collective migration.
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1.4.1 Multiple Phase Fields

The simplest method to model multiple cells is to assign to every cell i its own
phase field �i, with i 2 f1; : : : ;Ng and N the total number of cells. Two major types
of interactions are dominant between cells: First, steric repulsion that prevents cells
from overlapping. And second, cell–cell adhesion that is often responsible for the
formation of multi-cellular aggregates. In this section we show that one can write
the corresponding phase-field equations as

@t�i D D�4�i � @

@�i
F .�i/� @

@�i
Wr .�1; : : : ; �N/

��
0
@ NX

j¤i

r�j

1
A � r�i � ˛p � r�i : (1.29)

Here F is the usual double well-structured phase field potential, including volume
conservation and contraction. Wr is the repulsive steric interaction potential and the
advection-type term / � models cell–cell adhesion, as discussed below.

1.4.1.1 Steric Interaction

Steric interaction between two different cells i; j can be modeled by an interaction
energy Wr .�1; : : : ; �N/. To avoid interpenetration it must be repulsive, i.e. the two-
cell pair potential W2 .�1; �2/ should be large and positive if the cells overlap, and
zero if not. Candidates for the pair potential are

W2 .�1; �2/ D �
2
�m
1 �

n
2; (1.30)

with � > 0 a parameter determining the interaction strength and m; n arbitrary
positive exponents. In the sharp interface limit, the interaction is independent of
the values of exponents m and n. However, numerically (small) negative values of
the phase field may always arise and to avoid an attracting potential in such a case,
the exponents should be even. We chose the simplest case, m D n D 2, and typically
used a value of � D 30.

The total interaction potential is the sum over the interactions between all cell
pairs, avoiding self-interaction, and can be written as

Wr .�1; : : : ; �N/ D PN
j;k<j W2

�
�j; �k

� D �
2

PN
j;k<j �

2
j �
2
k : (1.31)

Considering the fact that Eq. (1.29) includes only the derivative of the interaction
potential (1.31) with respect to �i, we can rearrange
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In such a way the sum,
PN

jD1 �2j , has to be computed only once per time step, and
can be used for all cells.

1.4.1.2 Cell–Cell Adhesion

In contrast to steric repulsion, cell–cell adhesion is not strictly necessary to model
several cells. However, it is known to be present in most cell types and is especially
important for epithelial cells. Though a complex subject of its own, for our purpose
cell–cell adhesion shares many similarities with cell-substrate adhesion: instead of
integrins [70], linking the ECM via the membrane to the actin cytoskeleton, in cell–
cell adhesion cadherins [157] link the cytoskeleton of one cell via both membranes
to the cytoskeleton of the other cell.

Let us assume that cell–cell adhesion molecules (cadherins) are present on all
cell membranes. The concentration of the formed cell–cell bonds of cell i is denoted
by Ci.x; y; t/ and governed by a reaction-diffusion equation

@tCi D DC4LBCi C jr�ij



Q�Pj¤i

ˇ̌r�j

ˇ̌ � ��1
C Ci

�
: (1.33)

Here �C is a relaxation time and 4LB is (the phase-field equivalent of) the Laplace–
Beltrami operator for the diffusion of Ci within the cell membrane,6 with DC the
respective diffusion constant. The factor jr�ij ensures that any creation or decay of
Ci is restricted to the cell membrane. Adhesion molecules are created with rate Q� if
the membrane of cell j overlaps with the membrane of cell i. For a sufficiently rapid
adhesion dynamics we can neglect the diffusion term and the time derivative and
approximate Eq. (1.33) by

Ci D �
X
j¤i

ˇ̌r�j

ˇ̌
; (1.34)

with � D �C Q�.
How should the formed cell–cell bonds Ci feedback to the phase field �i? The

simplest implementation is the following: as a consequence of cell–cell attractive
interaction, cell i is advected normal to cell j. The normal vector of cell j (pointing
to the inside) is

6The Laplace–Beltrami operator should be used instead of the simple Laplace operator, because
the cell membrane is a curved surface.
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nj D r�jˇ̌r�j

ˇ̌ : (1.35)

Thus, we can introduce an additional advection term, with its strength regulated by
the formed adhesive bonds Ci, like

@t�i / Ci

X
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jr�kj
X
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r�jˇ̌r�j

ˇ̌ � r�i: (1.36)

The double sum contains many terms jr�kj r�j

jr�jj � r�i; i ¤ j ¤ k which are only

important at space points where three cell membranes meet simultaneously.
Neglecting such terms we arrive at the following simpler equation for the phase

field of cell i [which has the same general structure as already given in Eq. (1.29)]:
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(1.37)
where
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Note that for purpose of numerical stability we rather use a regularized term for
the cell–cell adhesion, ��r�i �Pj¤i f

�r�j
�

with
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1.4.1.3 Generalization of Actin, Adhesion, and Substrate Dynamics

The equations for the actin polarization p and the density of adhesive bonds (to the
substrate) A remain structurally the same as Eqs. (1.11), (1.16). The only difference
is that instead of � one has to use
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where we again used the function f for regularization and d.juj/ is still given by
Eq. (1.17).

While the fields p and A are shared by all cells just for reasons of computational
efficiency (there should not be too many artefacts, since both fields rapidly tend to
zero outside of all cells) the substrate is naturally shared by all cells. Its dynamics is
given by Eq. (1.18),

@tu D � 1
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where T is now the sum of all traction forces Ti,
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hA�ii
�
: (1.43)

Note that the traction of each cell vanishes individually, hTii D 0.

1.4.2 Binary Interactions of Cells

When studying collective behavior, the first step is to investigate the binary
interactions between moving cells. Within the model presented in the previous
section, a rich phenomenology and dynamics of binary cell interaction has been
found. Two distinct cases are shown in Fig. 1.15.

Figure 1.15a shows the interaction (“collision”) of two cells with parameters
leading to a “keratocyte-like” behavior (motor asymmetry parameter 
 D 0:5

and contractility parameters 	 D 1:3). Individual cells have a canoe-like shape
with a high aspect ratio, they display low intermittent adhesion and move with
constant high speed. The interaction between such cells leads to an effective mutual
alignment, which is reminiscent of a fully inelastic collision [11]. The center of
mass trajectories for different incidence angles reveal that the alignment is more
efficient at small incidence angles, Fig. 1.15c: the smaller the incidence angle, the
stronger the cells align upon interaction. This nonlinear angle dependence is due to
the active cell response in the course of the collision, i.e. due to the self-organized
reorganization of the cell’s shape, polarization and adhesion, as well as the substrate
deformation. One can anticipate that multiple inelastic collisions will lead to a
mutual alignment of the individual cell’s velocity vectors and will promote the
onset of collective motion (cf. the next section). Note that a similar mechanism
for the onset of collective motion is found in granular-like systems of self-propelled
inelastic particles, e.g. for self-propelled discs [65].

Figure 1.15b shows the collision of two cells with parameters leading to a
“fibroblast-like” behavior (
 D 0:7 and 	 D 0:6). For these parameters, well-
separated cells are fan-shaped, have strong adhesion (green color) at the rear and a
thick region of high actin alignment (blue color) at the front. The cells’ velocity has
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Fig. 1.15 Binary interactions (collisions) of motile cells. (a) A strongly inelastic col-
lision of two canoe-shaped cells (
 D 0:5, 	 D 1:3), leading to an effec-
tive alignment of the directions of motion. See ch1_video9.avi http://www.physik.tu-
berlin.de/~jakob/movies_small//ch1_video9.avi. (b) An almost elastic collision of two fan-
shaped cells (
 D 0:7, 	 D 0:6). See ch1_video10.avi http://www.physik.tu-
berlin.de/~jakob/movies_small//ch1_video10.avi. In (a) and (b), contours of the cells are given
in white, the absolute value of the actin orientation in blue and regions with high adhesion in
green. The velocities are indicated as yellow arrows. (c) Effect of the incidence angle on the cells’
center of mass trajectories. The red curve corresponds to the snapshots shown in (a). (d) Effect
of cell–cell adhesion strength � on the cells’ center of mass trajectories: increasing the adhesion
reduces the effective alignment of the cells. In (c) and (d) the direction of motion is indicated by
the arrows. Parameters: additional parameters are as in Fig. 1.6, initial cell radius r0 D 15, domain
size is 200 (with periodic boundary conditions). For the traction forces exerted by both cell types
shown in (a) and (b) see Fig. 1.6b, a, respectively

a small oscillatory component due to stick-slip dynamics of adhesion, cf. Sect. 1.3.3.
As seen in Fig. 1.15b, in the course of interaction the “fibroblast-like” cells become
severely deformed and exhibit intermittent elongated shapes. Strikingly, the cells’
collision is almost perfectly elastic: the absolute values of the post-collision angles
are very close to the respective incidence angles. Consequently, assemblages of
such cells are less prone to collective motion than the inelastically colliding cells
just discussed: upon repeated collisions the directions of motion of the cells will
stay randomized. On the other hand, a cluster of such cells should disperse more
efficiently, which may be advantageous for searching strategies or to colonize a
given surface.

As our model describes the motility machinery in some detail, it not only
captures a variety of different cell types but in addition allows to relate the observed
interaction dynamics to intracellular processes. For example, the behavior shown
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in Fig. 1.15 indicates that decreasing the contractility 	 , i.e. either the activity or the
concentration of myosin motors or both, decreases the inelasticity of collisions and,
consequently, the propensity of cells to move collectively.

Finally, let us discuss the effect of cell–cell adhesion introduced in Sect. 1.4.1.2.
It is believed that cell–cell adhesion promotes collective movement of cells, since
the sense of the direction of motion may be transferred more efficiently from one
cell to another. Figure 1.15d shows, however, the opposite trend: increasing the
cell–cell adhesion parameter � reduces the effective alignment. This behavior is in
accordance to the one found for simpler self-propelled particle models of collective
motion that include effects of cohesion [63]: there, the decrease in global orientation
upon an increase of cohesion is due to the formation of small, short-lived clusters
that continuously merge and break up [123], instead of leading to collective motion
on larger scale. We find a very similar dynamics when simulating the collective
motion of adhering cells, cf. Sect. 1.4.3.2 and Fig. 1.17.

The only experimental study of the effect of cell–cell adhesion on collective
motion we are aware of has been carried out in [43] on canine kidney cells. There,
decreasing the cell–cell adhesion was reported to suppress collective motion in
cells. However, the cancerous cell lines used there could have, in addition to a
reduced adhesion, many other cellular parameters affected as well (e.g. elasticity,
propulsion strength). On the other hand, it is also possible that one needs to take
internal (visco-)elasticity of the cells into account within the modeling, to capture
the transfer of the direction of motion from one cell to the other (which seems to
be plausible in principle).

1.4.3 Many Cells: Collective Migration

Having established the basic phenomenology of binary interactions of cells within
the proposed modeling framework, we can now move forward and study the
dynamics of multiple cells. First, we investigated the consequences of the inherent
bistability of the cells—related to their subcritical onset of motion, cf. Sect. 1.3.2—
on the collective dynamics. Then we studied how the interactions between multiple
cells—steric interaction and cell–cell adhesion—may give rise to the emergence of
collective modes of motion, such as collective translational movement in case of an
open domain, and collective rotational movement in a confined geometry.

1.4.3.1 Transitions Between Spreading and Collective Motion

As it was discussed in Sect. 1.1.2 and recovered within the model in Sect. 1.3.2, cells
are dynamically bistable: for the same conditions, a cell can either be in a symmetric
stationary state—corresponding to a rounded cell spreading on the substrate—or in
a polarized moving state [167, 185]. Namely, experiments on cellular fragments
[167] have shown that, depending on the conditions like incidence angle and speed,
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Fig. 1.16 Onset vs. cessation of motion triggered by cell density and environmental conditions.
(a)–(d) shows how a few motile cells excite the motion of all cells. See ch1_video11.avi
http://www.physik.tu-berlin.de/~jakob/movies_small//ch1_video11.avi. Panel (a) shows the aver-
age velocity hV.t/i and (b)–(d) a sequence of snapshots. In contrast, (e)–(h) illustrate how initially
moving cells come to rest and spread on the substrate. See ch1_video12.avi http://www.physik.tu-
berlin.de/~jakob/movies_small//ch1_video12.avi. The values of the parameters are the same in
both scenarios, except that in the second case there were fewer cells and the parameter anl

(nonlinear adhesion) was slightly decreased from 1:1 to 1:0

motile cells either can set stationary cells into motion or become stopped by them.
How does this intrinsic bistability affect the onset (or cessation) of motion of multi-
cell assemblages?

To answer this question, we investigated the effects of collisions in small cell
populations; select results are shown in Fig. 1.16. Panels (a)–(d) illustrate a scenario,
where a few motile cells manage to set into motion all other cells. In contrast,
(e)–(h) illustrates the opposite trend: there, the initially moving cells come to rest
due to collisions with other cells and finally all motion ceases and clusters of
stationary cells spread on the substrate. Interestingly, the parameters are the same
in both scenarios, except that in the second scenario there were fewer cells and
the parameter anl (nonlinear adhesion rate) was slightly decreased from 1:1 to 1:0.
The two opposite trends can be quantified by calculating the averaged velocity
hV.t/i D PN

iD1 vi.t/, as shown in Fig. 1.16a, e, respectively.
The observed behavior highlights that transitions between the two states—

stationary vs. moving—can be triggered by the environmental conditions (adhe-
siveness of the substrate), the interactions, as well as by effective parameters like
overall cell density and collision probability.

1.4.3.2 Collective Migration at Moderate Densities

We investigated the motility of multi-cell assemblages for varying cell densities.
For low cell densities, the emerging behavior should be dominated by binary
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interactions. One would hence expect that—for not too high density—fully inelastic
collisions, as found in Fig. 1.15a and leading to an alignment of the migration
directions of the cells, will induce collective unidirectional motion. We studied two
generic situations: First, a system with periodic boundary conditions, corresponding
to a cell population that is far from all boundaries, a situation studied experimentally
in [156]. Second, we considered a circular confined domain where the cells can
adhere (a round adhesive patch), surrounded by a region where adhesion to the
substrate is suppressed. This geometry was studied experimentally in [38, 43], where
circular domains were prepared by micro-contact printing of adhesive ligands.

Figure 1.17a–c illustrates the emergence of translational collective migration in
the periodic domain. To quantify this behavior, one can define an order parameter
for the translational collective motion via

�T .t/ D 1
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ˇ̌
ˇ

NX
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ˇ̌
ˇ̌
ˇ ; (1.44)

where bvi is the normalized velocity vector of the ith cell. For large cell numbers,
the order parameter will vanish if the velocities are random, and it will tend to one
if all the cell velocities are aligned. The red curve in Fig. 1.17d clearly illustrates
the emergence of a collective unidirectional motion from an ensemble of cells with
initially random directions: after a transient (of about t D 3000) the order parameter
�T approaches a value close to one.

Figure 1.17f–h shows the emergence of collective motion in the confined circular
domain. After a transient of about 4000 dimensionless time units (in both cases, this
corresponds to the time needed for the cells to migrate a distance of the order of 50–
100 times their own size), all cells perform a counter-clockwise rotation. Again, this
behavior can be quantified by an order parameter for rotational collective motion:

�R .t/ D 1

N

NX
iD1

Oe�i .t/ � Ovi .t/ ; (1.45)

where Oe�i is the unit vector of cell i in the angular direction. The red curve in
Fig. 1.17e shows its evolution for the scenario displayed in (f)–(h), the final value
close to one corresponding to counter-clockwise rotation. In the circular domain,
the interactions of cells with the boundary (depending on parameters and incidence
angle, they can be reflected or trapped by the boundary, cf. Fig. 1.13) force a
transition from translational to rotational collective motion, similar to that observed
in [43].

As a counter example, we also studied cells with almost elastic collisions (as in
Fig. 1.15b), which did not exhibit any collective migration on the considered time
scales (up to 8000 time units). One can hence conclude that the simple picture of
inelastic collisions inducing the transition—deduced from the binary interactions—
is qualitatively correct. Moreover, it prevails up to moderate cell densities as the
number density considered here was about 0.4–0.5.
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Fig. 1.17 Collective migration of cells. (a)–(c) Emergence of translational collective migra-
tion of 20 cells in a periodic domain without cell–cell adhesion, due to the alignment via
inelastic collisions as shown in Fig. 1.15. See ch1_video13.avi http://www.physik.tu-berlin.de/~
jakob/movies_small//ch1_video13.avi. (d) The order parameter �T .t/ for cells without (red,
� D 0) and with (blue, � D 6) cell–cell adhesion. Cell–cell adhesion suppresses col-
lective motion. (f)-(h) Emergence of a rotational collective motion in a circular confined
domain (in the red region the adhesive bond formation, a0, is reduced by a factor of
9). See ch1_video14.avi http://www.physik.tu-berlin.de/~jakob/movies_small//ch1_video14.avi.
Stronger adhesion (� D 6) suppresses the collective rotational motion, as shown in j)-l),
see ch1_video15.avi http://www.physik.tu-berlin.de/~jakob/movies_small//ch1_video15.avi. This
effect can be quantified by the order parameter �R.t/ shown in (e) for cells without (red, � D 0) and
with (blue, � D 6) cell–cell adhesion. Large fluctuations of the order parameter occur when cell–
cell adhesion is present, indicating transient collective behavior. (i) Average velocity normalized by
the total number of the cells moving in a periodic domain, for different cell–cell adhesion strength
�. In all panels, the initial radius of the cells was r0 D 10 and the domain size L D 100

So far, cell–cell adhesion was absent, i.e. � D 0. Increasing the cell–cell adhesion
parameter to moderate values (� D 6) leads to a break-down of the collectively
rotating state, see Fig. 1.17(j)–(l). This is in accordance with the reduction of the
collision inelasticity, see the discussion in Sect. 1.4.2. The order parameters confirm
this conclusion for both geometries studied, see the blue curves in Fig. 1.17d, e.
Nevertheless, in case of the confined domain, the system displays large fluctuations
in the rotational order parameter �R. This indicates the formation of moving multi-
cell clusters, see also Fig. 1.18b, while the whole assemblage displays random
reversals of the rotation direction and no trend towards overall collective rotation.
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Fig. 1.18 Motion in the regime of strong cell–cell adhesion and/or high cell density. (a)
Clustering of cells due to strong cell–cell adhesion forces (� D 12). A few cells are motile,
leave and join the cluster and the cluster changes its shape in time. See ch1_video16.avi
http://www.physik.tu-berlin.de/~jakob/movies_small//ch1_video16.avi. (b) A traveling band of
8 cells for high adhesion, � D 12. Note that the band propagates faster than a
single cell (cf. the green curve in Fig. 1.17i). See ch1_video17.avi http://www.physik.tu-
berlin.de/~jakob/movies_small//ch1_video17.avi. (c) Stationary hexagonal arrangement (tissue) of
cells for � D 6. (d) Confined high-density state with 61 cells and no cell–cell adhesion (� D 0).
The cells compete for voids, thereby moving slowly through the “crowded environment” in a
random walk fashion. The colored curves show the center of mass trajectories for select cells.
See ch1_video18.avi http://www.physik.tu-berlin.de/~jakob/movies_small//ch1_video18.avi

1.4.3.3 Collective Migration for Strong Cell–Cell Adhesion
and/or High Density

Further consequences of cell interactions are shown in Fig. 1.18. For strong cell–cell
adhesion and increased number density of cells, long-living stationary clusters with
a tissue-like arrangement of the cells form. The clusters are surrounded by motile
cells which leave/join the clusters in a random fashion, see Fig. 1.18a. At smaller
number densities but still high cell–cell adhesion (� D 12), cells gather in traveling
bands (phalanges) as shown in Fig. 1.18b. In a periodic domain this effect leads to
collective motion, while the bands break up and reverse their directions in the case of
a circular domain, leading to the high fluctuations in the rotational order parameter.

For very high number densities and adhesion present, all cells stop and form
a stationary hexagonal array (a tissue), see Fig. 1.18c. Nevertheless, also in high
density states collective motion may still be possible. For larger cell densities,
cell contacts become protracted and the behavior becomes increasingly dominated
by multiple simultaneous cell collisions. We have found that the average velocity
decreases with increasing cell density until a kind of “jamming” transition occurs.
This can be inferred from Fig. 1.17i, where the average velocity as a function
of the number of cells in the confined domain is shown. The critical density at
jamming slightly depends on the parameters, especially it slightly increases with
adhesion strength. Close to jamming, cells compete for voids within the “crowded
environment”: individual cells exhibit a wiggling motion in “cages” formed by the
other cells, followed by escapes and random walk-like motion as shown by the
trajectories of select cells in Fig. 1.18d. Every “escape” movement of a cell triggers
rearrangements of the surrounding cells.

To conclude, the study of collective cell motion presented here has reproduced
many experimentally observed regimes, from the activation of non-motile cells by
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moving cells due to steric/adhesive interactions [167], the emergence of coherently
moving [156] or rotating clusters [43], to the formation of tissue-like stationary
clusters. The model suggests also a number of testable predictions. For example,
for low cell–cell adhesion, cells move collectively if their interactions are close
to inelastic collisions. When increasing the adhesion to moderate values, our
study indicates that collective motion is inhibited due to the formation of short-
living clusters of a few cells. Until, finally, strong adhesion leads to the formation
of densely-packed collectively moving bands. These findings provide additional
insight into comparative studies of adhering and weakly adhering cells, as carried
out recently by comparing healthy and cancerous cells in [43].

1.5 Conclusions

In this chapter we have discussed a computationally efficient yet very intuitive
macroscopic approach to model cell motility. As we have demonstrated, the phase
field description for the cell’s moving boundary circumvents one of the major
(numerical, but also conceptional) bottlenecks associated with the tracking of the
moving domain constituted by the cell. The phase field approach can be easily
extended in a modular way [183] to increase the level of detail, e.g. to account for
modulations in the substrate properties [182], internal actin (retrograde) flow [146],
different propulsion mechanisms like polymerization waves [44], or the effects of
chemical signaling [148] and regulation [106]. In the future, the model may be
potentially fine-tuned to a specific cell type. For example, it is known that different
cell types have different traction signatures—fibroblasts have highest traction at
the front, keratocytes at the sides, and neutrophils at the rear—see Sects. 1.1.2
and 1.3.1. We anticipate that one can potentially reproduce realistic, cell type-
specific traction distributions by a targeted modification of the model. For example,
one has to incorporate a description of the balance of actin fibers between focal
adhesion and an effective surface/line tension [20, 109], and possibly also adhesion
maturation, to model the overall fan-shape and the arc-like sections at the leading
edge of fibroblasts. For keratocytes, the self-organized actomyosin bundle spanning
the sides of the cell should be incorporated [55], which most probably causes the
high traction forces at the sides.

The phase field model is especially powerful in predicting the modes of cell
migration on substrates with modulated properties, such as stiffness or adhesiveness,
see Sect. 1.3.5. The model reproduces a broad range of non-trivial cell behaviors,
from directed motion along adhesive stripes [182] to the interaction with steps
in adhesiveness or stiffness [102] (cells being either able to pass, guided along,
or reflected), and the drift towards substrates of optimal stiffness (durotaxis, see
Sect. 1.3.5.2). Moreover, the model provides testable predictions, such as a transition
to a movement perpendicular to the adhesive stripes if the overall adhesiveness
or the width of the stripes is reduced [182]. Thus, the phase-field model of cell
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movement could become a valuable tool for the design of various bio-medical assays
for cell sorting, identification and manipulation, or for the analysis of cell movement
through narrow channels in microscopic diagnostic kits.

The generalization of the phase field approach to multiple cells [101] reproduced
many experimentally observed regimes as well. The phenomenology includes the
activation of non-motile cells by moving cells due to steric/adhesive interactions, the
emergence of coherently moving or rotating clusters, and the formation of tissue-
like stationary clusters, see Sect. 1.4. In addition, the model hints to an intricate
effect of cell–cell adhesion. Namely, cells move collectively if their interactions
are close to inelastic collisions and cell–cell adhesion is relatively low. As our
study indicated, collective motion is hampered by an increase of adhesion due to
the formation of short-living clusters of few cells. Finally, strong adhesion leads to
the formation of densely-packed collectively moving bands. These findings provide
additional insight into comparative studies of adhesive (healthy) cells and weakly
adhering (cancerous) cells [43].

On the other hand, a closer analysis of the binary interactions between cells
could provide valuable insights both for the onset of collective migration and for the
properties and responses of individual cells. Binary cell interactions, cf. Sect. 1.4.2,
may be quantified in terms of an inelastic restitution coefficient, similar to the
collisions of macroscopic grains in granular systems [10]. To accumulate sufficient
statistics on pertinent cell collision events in experiments, a “cellular collider”
could be developed: namely, instead of sampling random (and rather rare) cell
collisions on an unconstrained substrate, cells may be guided to collide at desired
angles by microcontact printing of adhesive ligands patterns, cf. Sect. 1.3.5. An
interesting possible scenario would be a transition from fully inelastic to almost
elastic collisions: since cells colliding inelastically have the propensity to move
in groups or to form tissues, whereas elastically colliding cells are efficient in
dispersing on (and hence exploring) a given area, such a transition would be an
interesting manifestation of a cell’s phenotype change.

Another important aspect of the phase-field approach is the inherent bistability of
the cells and the related subcritical onset of motion, see Sect. 1.3.2. The bistability
affects both individual cells and the collective interactions on many levels. For
example, the outcome of a “collision” (that is determining the collective behavior)
is the result of the complex interplay between the cells’ shapes and their internal
organization (actin polarization, adhesion to the deformed substrate, etc.). Instead
of just affecting the directions of motion, however, since collisions can constitute
large perturbations they may also stop cells or set stationary cells into motion, see
Sect. 1.4.3.1. The bistability, naturally arising in our phase field model is typically
not present in other simple models. For example, cellular Potts-like models (as
employed e.g. to describe the collective rotational motion in [43]), typically model
moving cells using a constant propulsion force and a certain persistence time of
motion. It is fair to say that the phase field approach is more realistic for non-
confluent cells, when the dynamics of individual cells needs to be accurately
resolved. In contrast, for confluent cell layers, the phase field approach might be
too detailed as the individual effects average out. There, cellular Potts models or
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coarse-grained continuum approaches such as [81, 93] may be more suited for the
description of the basic features. The phase-field approach for multiple cells could
hence also build an important bridge from single cell behavior to confluent layer
dynamics and continuum approaches for tissues.

The vast majority of models of cellular motility are so far two-dimensional
(i.e. cell height-averaged), and for cells moving on flat substrates. A full three-
dimensional description of cell movement is highly desirable, e.g. for cells on
substrates presenting topographic features (such as bumps, pillars etc.), and espe-
cially in the context of cancer cell proliferation through a tissue. However, even
with the existing computing power and employing the efficient phase field model, a
comprehensive study of a three-dimensional model seems to be a difficult endeavor.
Very recently, a minimal three-dimensional model for an active gel droplet inter-
acting with a flat adhesive substrate was able to capture diverse shapes of crawling
cells [162]. Nevertheless significant modeling efforts are still needed to describe the
migration of a cell accounting for its internal organization in some detail, and even
more so for the movement through a three-dimensional heterogeneous environment,
similar to that experienced by cancer cells or leukocytes squeezing through tissues.
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Appendix

Numerical Methods

To solve the phase field model numerically, especially in the multiple cell case,
we developed a highly parallel algorithm implemented on GPUs using CUDA.
To avoid (slow) copying between GPU and CPU memory, the algorithm exclusively
runs on the GPU (except for the output of data). The code can handle an arbitrary
number of cells in single or double precision. Since the phase field keeps track of
the cells’ boundaries, the problem can be solved on a square domain with periodic
boundary conditions. In this case, a pseudo-spectral approach based on the fast
Fourier transform (FFT) is the most efficient [131].

Pseudo-Spectral Code To simplify the notations, we illustrate the pseudo-spectral
algorithm for an example reaction-diffusion system in one spatial dimension.
An extension of the algorithm to higher spatial dimensions is straightforward.
We assume a finite domain 0 � x < L and a system of two coupled equations
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@ta .t; x/ D Da@
2
xa .t; x/C f .a .t; x/ ; b .t; x// ; (1.46)

@tb .t; x/ D Db@
2
xb .t; x/C g .a .t; x/ ; b .t; x// ; (1.47)

with periodic boundary conditions

a .t; 0/ D a .t;L/ ; b .t; 0/ D b .t;L/ : (1.48)

The time domain is discretized with time step �t and the spatial domain is
discretized with step size �x D L=N, where N is the number of grid points. The
discretized fields aj;k and bj;k are then defined as

aj;k D a .t0 C j�t; k�x/ ; bj;k D b .t0 C j�t; k�x/ ; (1.49)

where j enumerates time steps (with t0 the initial time) and k enumerates the spatial
grid points.

In Fourier space (k-space), the wave vectors are then given by kn D n�k with
�k D 2�

L , and the complex exponential in the Fourier transform becomes

exp .i kn k�x/ D exp

�
2�i

nk

N

�
: (1.50)

The FFT of aj;k with respect to the spatial grid points k is defined as

Oaj;n D F
�
aj;k
	 D

N�1X
kD0

exp

�
2�i

nk

N

�
aj;k; (1.51)

and the inverse FFT is given by

aj;k D F�1 �Oaj;n
	 D 1

N

N�1X
nD0

exp

�
�2�i

nk

N

�
Oaj;n: (1.52)

In spectral methods, it is especially easy to solve the linear part of the equations.
In the given example, the discrete equivalent of the second order space derivative
@2xa .t; x/ is easily computed: first, aj;k is transformed to k-space by the forward FFT,
then multiplied by �k2n, and finally transformed back to coordinate space [23]

@2xa .t; x/ , F�1 ��k2n Oaj;n
	 D � 1

N

N�1X
nD0

4�2n2

L2
exp

�
�2�i

nk

N

�
Oaj;n: (1.53)
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For the time stepping of the reaction-diffusion system Eqs. (1.46) and (1.47), we
employ the operator-split method [34]:

ajC1;k D F�1 ˚exp
���tDak2n

� �
F
�
aj;n C�tf

�
aj;n; bj;n

��	�
; (1.54)

bjC1;k D F�1 ˚exp
���tDbk2n

� �
F
�
bj;n C�tg

�
aj;k; bj;n

��	�
; (1.55)

where we used the reversed version of exp .�t˛/ D 1C�t˛CO
�
�t2

�
to improve

numerical stability [33]. Technically, one calculates an Euler step in real space,
transforms to k-space, multiplies by the time evolution operator, and transforms
back. The method just described is called pseudo-spectral, since the nonlinear part of
the equations (contained in f ; g) is evaluated in coordinate space, i.e. not in Fourier
space where it would give rise to computationally expensive convolutions.

Combining Scalar to Complex Fields In case of dealing with many equations,
the performance of the algorithm can be further improved by exploiting the fact
that the FFT of two real fields can be computed more efficiently as a single FFT
of a complex field [131]. We hence combine the real fields aj;n and bj;n in a single
complex field z via

zj;n D aj;n C ibj;n: (1.56)

Note that the properties of the FFT imply Ozj;nCN D Ozj;n, and especially

Oz�
j;n D

N�1X
kD0

exp

�
�2�i

nk

N

� �
aj;k � ibj;k

�
; (1.57)

where z� denotes the complex conjugate of z. In turn, Eq. (1.57) implies

Oz�
j;N�n D

N�1X
kD0

exp

�
2�i

nk

N

� �
aj;k � ibj;k

�
: (1.58)

Consequently, using Eqs. (1.57) and (1.58), we can obtain the FFT of aj;n as

1

2

�Ozj;n C Oz�
j;N�n

� D
N�1X
kD0

exp

�
2�i

nk

N

�
aj;k D Oaj;k; (1.59)

and analogously, the FFT of bj;n as

1

2

�Ozj;n � Oz�
j;N�n

� D i
N�1X
kD0

exp

�
2�i

nk

N

�
bj;k D iObj;k: (1.60)
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We combine the equations for ajC1;k and bjC1;k, Eqs. (1.54) and (1.55), respectively,
into a single equation for zjC1;k D ajC1;k C ibjC1;k. Using the properties (1.59)
and (1.60), this equation can be entirely expressed in terms of z:

zjC1;k D F�1 �cn Owj;n C dn Ow�
j;N�n

	
; (1.61)

where we introduced the abbreviations

Owj;k D F
�
zj;n C�tf

�
Re
�
zj;n
�
; Im

�
zj;n
��C i�tg

�
Re
�
zj;n
�
; Im

�
zj;n
��	
; (1.62)

and

cn D 1

2

�
exp

���tDak2n
�C exp

���tDbk2n
��
; (1.63)

dn D 1

2

�
exp

���tDak2n
� � exp

���tDbk2n
��
: (1.64)

Compared to Eqs. (1.54)–(1.55), which require four real FFTs (two forwards and
two backwards), having expressed the algorithm in terms of a single complex field,
Eq. (1.61), requires only two complex FFTs (one forwards and one backwards).

Additional Details on the Implementation of the Algorithm In case of the single
cell model, the phase field � and the concentration of the adhesive bonds A, as
well as the two components of the actin polarization, px and py, are combined
in two complex fields, respectively. For simulations of multiple cells, additional
phase fields are combined as complex fields in pairs. For maximum performance,
all arrays except the substrate displacement field u were merged in a single array.
Using the CUDA library FFT (CUFFT), this allows to compute all FFTs with a
single customized batch FFT. The substrate displacement field u is treated by a
separate CUDA kernel, which calculates the spatial derivatives of the traction field
in finite difference approximation.

As already discussed in Sect. 1.4.1.1, sums over phase fields, as e.g.
PN

jD1 �2j andPN
jD1 r�j, have to be calculated for the cells’ interactions. These, as well as the

cells’ volumes and centers of mass are computed with customized CUDA kernels.
The center of mass of each cell is determined as described in [14] to track the
position of each cell over time, from which its velocity is readily determined in
finite difference approximation. Mean velocities as well as order parameters over
time are obtained by summing over all cells. The time-averaged mean velocity
was determined by a subsequent averaging over all time steps for sufficiently long
time intervals to diminish the contribution of initial transients. We typically use a
resolution of 512 � 512 up to 2048 � 2048 Fourier modes for a square periodic
domain size of L D 100–200. For comparison, the initial cell radii typically used
were r0 D 10–15.
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Derivation of the Equation for the Elastic Displacements

The stress tensor for an isotropic homogeneous incompressible visco-elastic solid
(often called Kelvin–Voigt material) is given by [90]

	ik D QG .ui;k C uk;i/C Q .Pui;k C Puk;i/� pıik ; (1.65)

where ui D ui .x; y; zI t/ ; i 2 fx; y; zg are the components of the displacement field.
p D p .x; y; zI t/ is the pressure field ensuring the incompressibility. QG, Q are the
shear modulus and viscosity, respectively. Assuming overdamped motion (Rui D 0)
the force balance r � 	 , i.e. 	ik;k D 0, yields

QGr2u C Qr2 Pu D rp ;

r � u D 0 : (1.66)

We assume the deformable elastic body to be periodic in the x- and y-direction
(with period L). At the lower boundary (z D 0), we assume vanishing displacements,
corresponding to the elastic body sticking on a non-deformable surface,

u .x; y; z D 0; t/ D 0 : (1.67)

At the upper boundary (z D H), the cell exerts a two-dimensional traction force
T D .Tx;Ty; 0/, but zero normal force on the elastic body

	xz .x; y; z D H; t/ D Tx .x; y; t/ ;

	yz .x; y; z D H; t/ D Ty .x; y; t/ ;

	zz .x; y; z D H; t/ D 0 : (1.68)

Nonlinearities arising from the free boundary at z D H are neglected. Eqs. (1.66)
are equivalent to a biharmonic equation for w D QGuC Q Pu and Laplace’s equation for
p. After Fourier transforming in x- and y-direction and introducing the wavenumber
k2 D k2x C k2y , these equations become

@4z w � 2k2@2z w C k4w D 0 ; (1.69)

@2z p � k2p D 0 : (1.70)

Six out of the necessary 14 boundary conditions for Eq. (1.69) are given as before
by w .x; y; z D 0; t/ D 0 and Eq. (1.68). The remaining eight boundary conditions
are obtained by evaluating Eq. (1.66) at the boundaries.

The assumption of a vertical substrate layer height H much smaller than its
horizontal extension L, H 	 L, allows a long wavelength expansion (kx; ky 	 1=H)
of the solution to Eq. (1.69). We will keep terms up to second order in kx; ky,
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corresponding to retaining spatial derivatives up to second order of the traction force
T. Finally, integrating the result over z from z D 0 to z D H leads to Eq. (1.18) given
in Sect. 1.2.4.

In case of an inhomogeneous substrate stiffness, QG D QG .x; y; z/, one can easily
see that the force balance, 	ik;k D 0, creates a plethora of additional terms in
Eq. (1.66), involving all kinds of first order derivatives of QG. However, we can
neglect these terms if the long wavelength expansion is truncated at the lowest
order and assume no dependence on the vertical direction, QG D QG .x; y/. Hence
for simplicity, in all computations involving a space-dependent substrate stiffness G
we used Eq. (1.18) in the limit h ! 0 [note that the parameters in that equation
are related to the ones introduced here via h D H2

12
, G D 2 QG

�H and  D 2Q
�H

with � the efficiency of traction force transmission, see Eq. (1.19)] and substituted
G ! G .x; y/.

Characterizing the Cell’s Velocity and Shape

To extract the velocity, the center-of-mass position xc is determined according to

xc
i D

Z
xi �.x; y/dxdy; i D 1; 2 : (1.71)

The aspect ratio was determined via the corresponding 2�2 variance matrix Iij

Iij D
Z
.xi � xc

i /.xj � xc
j /�.x; y/dxdy : (1.72)

Its eigenvalues �1;2 were calculated and their ratio

h D p
�1=�2 (1.73)

is a measure for the aspect ratio of the cell. For a cell moving in x-direction (i D 1),
the off-diagonal elements vanish, I12 D I21 D 0, and the aspect ratio is simply given
by h D p

I22=I11. Since a circular shape has aspect ratio h D 1, in Fig. 1.7 we trace
h � 1.

The asymmetry of moving cells, namely the deviation from reflection symmetry,
can be described via the skewness tensor Gijk

Gijk D
Z
.xi � xc

i /.xj � xc
j /.xk � xc

k/�.x; y/dxdy : (1.74)

Obviously, for an ellipse Gijk D 0. For a cell with an asymmetric shape moving
in x-direction (i; j; k D 1), only 4 elements of the skewness tensor are non-zero:
G111 ¤ 0, and G122 D G212 D G221 ¤ 0. Hence one can define the following
relative asymmetry measures
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� D jG111j1=3p
I11 C I22

; (1.75)

 D jG122j1=3p
I11 C I22

: (1.76)

For an ellipse, �;  D 0; for the asymmetric moving cells obtained by our
simulations one has �;  ¤ 0, see Fig. 1.7.

Supplementary Movies

1. Bistability I (ch1_video1.mpg) http://www.physik.tu-berlin.de/� jakob/movies
_small//ch1_video1.mpg. The movie shows a round spreading cell that is
perturbed by adding a small polarization pointing to the right. The perturbation
is insufficient to set the cell into motion. Cf. also Fig. 1.4.

2. Bistability II (ch1_video2.mpg) http://www.physik.tu-berlin.de/~jakob/movies
_small//ch1_video2.mpg. The movie shows a round spreading cell that is
perturbed by adding a small polarization pointing to the right. This perturbation
leads to the onset of motion. Cf. also Fig. 1.4.

3. Bipedal motion (ch1_video3.avi) http://www.physik.tu-berlin.de/~jakob/
movies_small//ch1_video3.avi. Bipedal motion is an overall straight motion
concomitant with out-of-phase oscillations of the lower and upper halves of
the cell. Shown is the shape of the cell and the substrate displacement field
(Fig. 1.12a–d).

4. A cell bounces off a step in adhesion (ch1_video4.avi) http://www.physik.tu-
berlin.de/~jakob/movies_small//ch1_video4.avi. The motion of a cell on a
substrate where the adhesive strength is modulated by a step in the rate of
adhesion formation a0, corresponding to a varying density of the adhesive
ligands (a0 D 0:2 in the blue region, a0 D 0:01 in the black one; G D 0:15

everywhere). The cell prefers to stay on the highly adhesive region and is
reflected from the low-adhesion region (Fig. 1.13a).

5. Motion of cells on striped adhesive patterns I (ch1_video5.avi) http://www.
physik.tu-berlin.de/~jakob/movies_small//ch1_video5.avi. The alternating
stripes have a value of high (a0 D 0:15, blue) and no adhesiveness (a0 D 0,
black); G D 0:2. The cell positions itself symmetrically and moves parallel to
the stripes in a steady fashion (Fig. 1.13b top).

6. Motion of cells on striped adhesive patterns II (ch1_video6.avi) http://www.
physik.tu-berlin.de/~jakob/movies_small//ch1_video6.avi. Overall low adhe-
siveness (a0 D 0:0015, blue) and no adhesiveness (a0 D 0, black); G D 0:1.
After moving initially along the stripes, the cell turns and moves perpendicular
to the stripes in a stick-slip fashion (Fig. 1.13b bottom).

7. Durotaxis I (ch1_video7.avi) http://www.physik.tu-berlin.de/~jakob/movies
_small//ch1_video7.avi. A cell moving in a linear gradient in the substrate’s
modulus G [varying along the y-direction from G D 0 (black) at the bottom
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to G D 0:4 (blue) at the top]. Independently of the initial conditions, the cell
approaches a trajectory with an optimal value of G (Fig. 1.14e).

8. Durotaxis II (ch1_video8.avi) http://www.physik.tu-berlin.de/~jakob/movies
_small//ch1_video8.avi. A cell moving in a linear gradient in the substrate’s
modulus G [varying along the y-direction from G D 0 (black) at the bottom
to G D 0:4 (blue) at the top]. Independently of the initial conditions, the cell
approaches a trajectory with an optimal value of G (Fig. 1.14e).

9. Inelastic collision of cells (ch1_video9.avi) http://www.physik.tu-berlin.de/
~jakob/movies_small//ch1_video9.avi. A strongly inelastic collision of two
canoe-shaped cells, leading to an effective alignment of the directions of motion
(Fig. 1.15a).

10. Elastic collision of cells (ch1_video10.avi) http://www.physik.tu-berlin.de/
~jakob/movies_small//ch1_video10.avi. An almost elastic collision of two
fan-shaped cells (Fig. 1.15b).

11. Transition from stationary to moving cells (ch1_video11.avi) http://www.
physik.tu-berlin.de/~jakob/movies_small//ch1_video11.avi. Initially, only few
cells move, while cells which adhere strongly to the substrate (those with green
spots inside) are stationary. Repeated collisions between moving and stationary
cells set all cells into motion (Fig. 1.16a–d).

12. Transition from moving to stationary cells (ch1_video12.avi) http://www.
physik.tu-berlin.de/~jakob/movies_small//ch1_video12.avi. Initially moving
cells come to rest and collect in stationary clusters (Fig. 1.16e–h).

13. Translational collective migration (ch1_video13.avi) http://www.physik.tu-
berlin.de/~jakob/movies_small//ch1_video13.avi. Alignment of propagation
directions due to collisions between cells in a domain with periodic boundary
conditions. Cells do not adhere to each other (Fig. 1.17a–d).

14. Rotational collective migration (ch1_video14.avi) http://www.physik.tu-
berlin.de/~jakob/movies_small//ch1_video14.avi. Emergence of rotational
collective motion in a circular confined domain (in the red region, the rate
of nonlinear adhesive bond formation to the substrate is reduced by a factor of
9) (Fig. 1.17e–h).

15. Suppression of rotational collective migration by cell–cell adhesion
(ch1_video15.avi) http://www.physik.tu-berlin.de/~jakob/movies_small//
ch1_video15.avi. Adhesion between cells prevents the emergence of collective
rotational motion (Fig. 1.17j–l).

16. Clustering of cells (ch1_video16.avi) http://www.physik.tu-berlin.de/~jakob/
movies_small//ch1_video16.avi. Clustering of cells due to strong cell–cell
adhesion forces. A few cells are motile and the cluster changes its shape in
time. Cells leave and join the cluster (Fig. 1.18a).

17. Traveling band of cells (ch1_video17.avi) http://www.physik.tu-berlin.de/
~jakob/movies_small//ch1_video17.avi. A band of cells strongly adhering
to each other is moving in a domain with periodic boundary conditions
(Fig. 1.18b).
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18. Cells competing for voids (ch1_video18.avi) http://www.physik.tu-berlin.
de/~jakob/movies_small//ch1_video18.avi.Confined high-density state without
cell–cell adhesion. Cells compete for voids, thereby moving slowly through a
“crowded environment” in a random walk fashion (Fig. 1.18d).
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Chapter 2
Cell Crawling Driven by Spontaneous
Actin Polymerization Waves

Karsten Kruse

2.1 Introduction

Cells have at their disposal a limited arsenal of machines to perform a large variety
of tasks that allow them to proliferate and thus to sustain life. Contrary to a Swiss
army knife that is a multifunctional tool with a particular instrument for each
intended task, nature has followed a strategy that is more akin to Lego by using
a limited number of building blocks in different combinations to generate a plethora
of functions. This is true notably for cytoskeletal proteins that organize intracellular
transport and drive vital processes like cell division and crawling. To assemble
the various structures needed in these different contexts from a common pool of
molecules, cells profit from the inherent ability of protein machines to self-organize.
This mechanism for pattern formation has been promoted long ago in the context of
morphogenesis [33, 67]. More recently, protein self-organization has been observed
in reconstitution experiments, for example, for bacterial proteins involved in cell
division [37] or for cytoskeletal proteins [2, 47, 50, 59]. These studies have revealed
a number of patterns or motives that can be generated in this way. In particular, the
possibility to form traveling waves has been demonstrated, which have also been
observed in vivo [6, 24, 69, 72]. The relevance of these structures for physiological
processes, though, is still largely unexplored. The probably best studied example
in this context are the Min-protein oscillations in E. coli. Through a joined effort
of in vivo studies, in vitro reconstitution experiments, and theoretical analysis
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there is now strong reason to believe that the Min oscillations observed in vivo are
indeed due to self-organization [38]. For other systems this is much more difficult
to achieve, because they are much more complicated as they involve a large number
of different proteins.

In such a context, simplified theories can help to identify possible mechanisms
of self-organization and to design experiments that can challenge these ideas and
distinguish between different possibilities. In this chapter, we will focus on the
analysis of spontaneously generated cytoskeletal waves in connection with cell
migration. Here, we have notably in mind spontaneous migration that does not
rely on an externally prescribed gradient. Experiments on fragments of neutrophils
and fish keratocytes have shown that such motion can be generated by the actin
cytoskeleton alone without a need for maintaining cell polarization by microtubules
or genetic regulation [21, 32, 40].

However, due to the inherent complexity of actin-based cell crawling, which
requires the generation of protrusions, the pulling of the cell body into the direction
of motion, as well as momentum exchange with the substrate, which is in many
cases done through the formation and solution of adhesion sites, this process has
not yet been fully reconstituted in vitro. The sub-process that is probably best
understood is that of forming protrusions by polymerization. The possibility to
migrate by polymerization forces alone is dramatically illustrated by the motion
of the pathogen listeria monocytogenes [27]. By now a fairly complete list of
cytoskeletal proteins involved in this process is known [52], the proteins are
characterized on a molecular scale, and a minimal set has been identified that can
generate motility of inert beads in vitro [3, 10, 35]. Briefly, this mechanism relies on
the generation of mechanical stress by polymerizing an actin gel on the surface of
the bead, which at some point ruptures due to the mechanical stresses that build up
and propels the bead similarly to a cherry pit squeezed between two fingers [22].

Due to the absence of a similar system to study other aspects of or even fully
reconstitute cell crawling, for the time being, many of our ideas about it have to
be tested by theory. Several approaches have been developed, in particular, for the
dynamics at the leading edge, see, for example, the review by Ryan et al. [57]. They
range from molecular dynamics simulations that attempt to capture the dynamics of
individual proteins via continuum mean-field description to purely phenomenolog-
ical macroscopic theories similar to traditional hydrodynamics. Before we survey
in detail different physical frameworks for the study of cell motility driven by
actin waves, we will first present experimental results on spontaneous actin waves.
Finally, we will show various migration patterns that can be generated by these
waves and conclude with a discussion of possible future directions.

2.2 Spontaneous Actin Waves

In recent years, spontaneous actin waves have been reported in different systems.
Contraction–relaxation waves relying on the action of myosin motors were first
observed in fibers of striated muscle [58]. These fibers consist of a periodic
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arrangement of so-called sarcomeres that are the elementary contractile units of
striated muscle. Sarcomeres contain bipolar myosin filaments interdigitating with
actin filaments with their barbed ends pointing outwards. The structure is maintained
by elastic structural elements. Upon activation of the motors, the unit contracts
and requires an external force to stretch after contraction. Sarcomeres can oscillate
spontaneously [48] and the coupling into a linear chain of the oscillating units
then produces propagating contraction waves [29]. Similarly, contraction waves
have been found in protoplasmic droplets of true slime mold Physarum poly-
cephalum [64, 65] and in developing tissue [42, 63]. In the latter case, the elementary
oscillating units are cells with an internal structure that are less organized than for
sarcomeres. These oscillations may involve actin assembly dynamics. However, the
importance of such waves for cell motility remains to be explored.

An early report of actin polymerization waves in single cells of the soil-living
amoeba Dictyostelium discoideum, see Fig. 2.1, was published by Vicker [69].
These waves are connected to cellular shape changes, notably via the formation
of lamellipodia and pseudopodia [69]. This finding suggested a tight link between
actin waves and cell crawling [70]. This idea was later picked up in a work by
Weiner et al. reporting on spontaneous actin waves in human neutrophils [72].
More detailed studies on the molecular mechanism underlying wave formation in
D. discoideum followed [7, 8, 68]. Whereas these works emphasized the inherent
dynamics of the actin cytoskeleton, other works focused on the coupling of the
actin assembly dynamics to (spontaneous) signaling events involving Ras and
PI3-kinase [30]. These works accumulated evidence that the actin cytoskeleton is
an excitable medium in which waves are triggered by the signaling machinery.
Studies on giant D. discoideum cells further supported this notion by reporting actin
polymerization spiral waves and annihilation of colliding waves [23].

Actin polymerization waves have also been observed in other cell types, ranging
from neutrophils mentioned above [72] to various cell lines, like porcine renal
epithelial cells [45], murine melanoma and human leukemia cells [44], osteo-
carcinoma cells [12], jurkat T cells [31], or mouse embryo fibroblasts [4]. The
mechanism underlying actin assembly waves likely involves interactions with the
plasma membrane. For example, the waves in human neutrophils are best observed
with total internal reflection fluorescence (TIRF) microscopy, highlighting the
importance of the membrane adjacent to the substrate for wave generation [72]. Also
a detailed analysis of actin waves in D. discoideum showed that actin waves result
from actin polymerization initiated at the plasma membrane [8]. The connection
between actin polymerization and the plasma membrane may be also instrumental
for the recently reported ability of actin waves to respond to topographical structures
of the substrate [19].

Actin polymerization waves might also be linked to another wave-like behavior
observed for adherent cells, namely circular dorsal ruffles [4, 49]. Early indications
of these ruffles date back to the early 1980s [43], but their molecular origin
is still poorly understood. It has been suggested that they require a coupling
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Fig. 2.1 Example of an expanding wave in D. discoideum. The cell was labeled for filamentous
actin (red) and PIP3 (green). In the left panels subsequent snapshots are presented. In the
corresponding right panels, scans of fluorescence intensities (Ifl) are displayed. Positions of the
line scans are indicated in the first image. Taken from [23]

between membrane curvature and actin dynamics [28, 49, 62]. Various cell types
spreading on planar substrates show contraction and lateral waves at their leading
edge [9, 13, 26, 39], which may be due to similar mechanisms as circular dorsal
ruffles.
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In summary, spontaneous actin waves appear to be a widespread phenomenon in
(adherent) eukaryotic cells. The molecular mechanisms leading to these waves as
well as their possible functional roles remain to be understood. In the following,
we will present some theoretical efforts that have been undertaken to explore
possible mechanisms of wave formation and the effects of these waves on cellular
shape changes.

2.3 Theoretical Descriptions of Cellular Actin Dynamics

As briefly reviewed in the previous section, different kinds of actin waves have
been reported. Some involve the assembly of actin filaments, others are contraction
waves. In this section, theoretical tools for describing actin dynamics will be
presented. First, actin assembly will be discussed, then possible mechanisms
underlying spontaneous actin polymerization waves.

2.3.1 Actin Polymerization

Before describing different approaches to collective actin dynamics, some words
on the assembly of actin filaments are in order. Actin filaments are formed by non-
covalent binding of actin monomers, also called globular actin or G-actin [1]. These
monomers arrange into two protofilaments that form a double helix of about 8 nm in
diameter. Actin filaments have two structurally distinct ends, respectively, denoted
as barbed and pointed ends, that have their origin in the anisotropy of G-actin.
This structural difference is accompanied by kinetic differences as the dynamics
of G-actin exchange at the barbed end is faster than at the pointed end. This kinetics
is further influenced by the nucleotide bound to an actin monomer. In general, the
affinity of an actin monomer for binding to the filament is higher when it is bound
to adenosine-tri-phosphate (ATP) then when it is bound to adenosine-di-phosphate
(ADP) and inorganic phosphate (Pi) or to ADP alone. In this way a difference in
the chemical potentials of ATP and its hydrolysis products ADP and Pi drives the
assembly of actin filaments and keeps the system out of thermodynamic equilibrium.

The combination of kinetic polarity and coupling to ATP results in an actin
assembly dynamics that is distinct from the assembly kinetics of commonly studied
polymers. In particular, it can show treadmilling, where the filament grows at
the barbed end and shrinks at the pointed end [71]. This phenomenon occurs
when, on one hand, the attachment rate of G-actin bound to ATP is faster than
its dissociation rate and also faster than the combined rates of ATP hydrolysis,
release of Pi, and the dissociation of G-actin bound to ADP-Pi or ADP. Under
these conditions, predominantly ATP-G-actin is added to barbed ends. ATP bound
to an actin monomer in a filament hydrolyzes at a rate of 0.5 s�1. Consequently,
with increasing filament length, the probability increases to find at the pointed
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end actin monomers that are bound to ADP-Pi or ADP. The corresponding rate of
detachment from the filament is larger than the attachment rate of actin monomers to
the pointed end. In this way, the filament will on average shrink at the pointed end.
A detailed analysis of this mechanism has shown that treadmilling can in principle
even generate a finite typical filament length, implying that growth at the barbed
and disassembly at the pointed end occur, on average, at the same rate [20]. For
rates measured in vitro, however, actin filaments will rather exhibit an exponential
length distribution.

A simple way to describe the dynamics of the average filament length ` is the
following. Let vp D arp denote the filament’s growth velocity at the barbed end,
where a is the length added to the filament by attachment of an actin monomer and rp

the corresponding rate. Let furthermore denote vd D ard.`/ the shrinkage velocity at
the pointed end, where rd.`/ is the corresponding effective actin-monomer removal
rate. The latter is an average of the ATP-, ADP-Pi-, and ADP-actin-monomer
removal rates which effectively depends on the filament length, because essentially
only ATP-actin monomers are added to the barbed end. Consequently,

P̀ D vp � vd.`/: (2.1)

For known vd.`/, the average filament length can be calculated. More effort has to
be invested if the whole length distribution should be computed.

Growth of a filament requires the presence of a nucleus that consists of three
actin monomers. Only after its formation further assembly proceeds along the
lines sketched above. Such nuclei rarely form spontaneously at physiological
conditions. In cells the generation of new filaments is assisted by special cytoskeletal
proteins [51]. For example, members of the formin family can assemble nuclei of
actin filaments de novo. When activated these proteins typically reside at the plasma
membrane. Another important factor for filament nucleation is the actin related
protein (Arp) complex 2/3. It binds at the sides of existing filaments and can induce
the branching of a new filament form the mother filament. The Arp2/3 complex is
part of a larger complex, the Scar/WAVE complex, containing associated proteins
that are necessary for activating the nucleator [66].1 Contrary to formin, Arp 2/3
is associated with the filaments’ pointed ends and protects them from shrinkage.
Formins instead stay bound to the growing barbed ends and accelerate subunit
addition. There are other examples of cytoskeletal proteins that can promote or
inhibit the addition or removal of actin monomers at either filament end. Filaments
can also be severed, but we refrain from a detailed discussion of these processes,
because their role for the spontaneous emergence of actin waves is largely unknown.

1The Wiskott-Aldrich syndrome protein (WASP) family is identified as the major regulators of
the Arp2/3 complex The WASP family consists of two principal classes of protein: WASP and
SCAR/WAVE. WAVE was discovered by homology with WASP, but in mammalian cells WAVE is
now more commonly used. SCAR is mostly used for the Dictyostelium protein and its mammalian
homologues.
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2.3.2 Mechanisms for Generating Spontaneous Actin Waves

After having presented basic features of acting assembly, we will now discuss
several possible mechanisms underlying spontaneous cytoskeletal waves. One can
broadly distinguish between waves that rely on transport or stresses generated
by molecular motors and waves that emerge in the absence of motors. The
corresponding mechanisms have been studied on different levels starting from rather
molecular descriptions up to purely phenomenological theories.

2.3.2.1 Polymerization Waves in the Absence of Motors

We will start our discussion of possible mechanisms underlying spontaneous actin
polymerization waves by exploring the consequences of actin treadmilling [14, 15].
This mechanism was introduced using a mean-field approach, where filaments are
assumed to be rigid rods. The state of the system is given by the distribution c
of filament barbed ends that depends on the position r in space, the orientation of
the filaments, which is given by a unit vector Ou that points into the direction of
the filament’s barbed end, and the filament length `, c 
 c.r; Ou; `/. In view of the
discussion presented above, the length of a filament changes by net polymerization
at the barbed and by net depolymerization at the pointed end. The respective growth
and shrinkage velocities are vp and vd, where the depolymerization velocity in
general depends on the filament length, vd 
 vd.`/. Filaments nucleate only in
the presence of nucleation promoting factors (NPFs) or “nucleators” for short. As a
filament grows, the position of the barbed end will change. The dynamic equations
for the density of barbed ends then reads [14]

@tc D D�c � r � vp Ouc � @`
�
vp � vd.`/

�
c: (2.2)

The second term describes convection in real space due to filament growth, the
last term convection in length space due to filament assembly and disassembly
corresponding to Eq. (2.1). The diffusion term with the effective diffusion constant
D has been introduced to account for fluctuations and to yield smooth densities.
A corresponding term could be introduced also for the length dynamics, but it turns
out that it does not have a qualitative effect on the system’s behavior as long as it is
not too big.

For simplicity, one may want to neglect the length-dependency of the depoly-
merization velocity vd. There are two ways to generate in this case an exponential
length distribution: in the case vp > vd, an effective degradation term �kdc prevents
unlimited growth of the filaments. The degradation term resembles the effects
of catastrophes observed for microtubules as well as very fast depolymerization
that has been reported for actin under certain circumstances. Such a term is also
generated if one includes a linear term in the length dependence of vd. In the
opposite case, vp < vd, a diffusion term Df@

2
`c yields filaments of finite length.

Below, we will focus on the case vp > vd and use an effective degradation
term �kdc.



76 K. Kruse

Fig. 2.2 Illustration of nucleator dynamics. (a) Nucleators (blue) exist in an active state on
the membrane that is connected to the substrate (grey) by adhesion molecules (black). Inactive
nucleators bind cooperatively to the membrane and thus become activated. (b) Active nucleators
generate new actin filaments (red). (c) Actin filaments feed back on the nucleators and inactivate
them

The nucleation of filaments is captured by the boundary condition on the current
in length space at ` D 0,

�
vp � vd.`/

�
cj`D0 D �na, where na is the density of active

nucleators, see below, and � the corresponding nucleation rate.
It remains to fix the dynamics of the nucleators, see Fig. 2.2. Their dynamics has

been studied less than the dynamics of actin filaments. For simplicity, nucleators are
assumed to exist in two different states, an active and an inactive one. In the present
example, rather than the assembly dynamics of actin itself, it is the dynamics of
nucleator activation and inactivation, which eventually generates the actin waves.
To this end nucleators are assumed to be activated cooperatively. Although there
does not seem to exist direct experimental evidence for such a process, one can
easily imagine that the assembly of some parts of a nucleator complex promotes
the assembly of further components of this complex and others. In addition to
cooperative nucleator assembly there is a negative feedback by filaments that tend
to inactivate nucleators. The dynamic equations read [15]

@tna D Da�na C !a
�
1C !0n

2
a

�
ni � !iTna (2.3)

@tni D Di�ni � !a
�
1C !0n

2
a

�
ni C !iTna: (2.4)

Here, Da and Di are the diffusion constants of active and inactive nucleators,
where Da 	 Di. The activation and inactivation rates are !a and !i, respectively,
whereas !0 measures the cooperativity of nucleator activation. The total filament
concentration at r is given by T.r/ D R

d Ou R1
0

d`
R `
0

d�c.r � � Ou; Ou; `/ and figures
in the rate of nucleator inactivation.

Numerical integration of the dynamic equations in one or two spatial dimensions
shows that the system can spontaneously generate traveling waves. For a detailed
analysis, dynamic equations (2.2)–(2.4) are not well suited. Furthermore, they
account for some molecular details that, after all, might not be relevant for the
macroscopic dynamics. One way to deal with both of these problems is to coarse-
grain the system and to restrict attention to only the first modes in orientation
space [16, 18]. Explicitly, one might focus attention on the total filament density
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Fig. 2.3 Illustration of wave solution to Eqs. (2.3)–(2.6) propagating at constant speed. Shown are
the actin density T (blue), the polarization field p (red), and the densities na of active (black) and
ni of inactive nucleators (green) in arbitrary units. The arrow indicates the direction of motion

T and the average filament orientation p. Alternatively, purely phenomenological
equations can be written for the cytoskeletal part of the system. Restricting attention
to the dynamics fields T and p and expanding the dynamics of the two fields up to
linear order in terms of T, p, and na and keeping only derivatives up to second order
one obtains

@tT D D�T � kdT � var � p C �na (2.5)

@tp D D�p � kdp � varT: (2.6)

The phenomenological constants in front of the various terms, D, va, kd, and �, have
been given the values that result form coarse-graining equation (2.2).

This dynamic system spontaneously produces traveling waves similar to those of
Eqs. (2.2)–(2.4). In Fig. 2.3, we present the profile of such a wave in one spatial
dimension. Intuitively, the waves are maintained through the following process:
filaments inactivate nucleators. These diffuse and are preferentially re-activated in a
region around already activated nucleators. Nucleators that became activated ahead
of the actin front have a longer live time than those activated behind the front. In
this way the region of activated nucleators moves forward and consequently also
the actin front. This mechanism suggests that the wave speed vwave depends only
weakly on the filament assembly velocity va, which is indeed the case. Rather it is
set by a combination of the activation and inactivation rate, the amount of nucleators
and their diffusion constant. Scaling suggests that vwave � Di=˝a, where ˝a is an
effective activation rate that scales like !a.1C!0N2

a /. Here, the amount of activated
nucleators Na grows with the total number of nucleators.
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In two spatial dimensions the phase diagram is somewhat richer. In addition to
traveling waves also spiral waves exist. Furthermore, spiral chaos can be observed.

Note, that for large values of kd, the polarization field p relaxes quickly. Since
the diffusion constant D is expected to be small, the polarization field is essentially
given by the gradient of the actin density, p ' varT=kd. This notably shows
that maxima in the actin density should be associated with singularities of the
polarization field, which is indeed displayed by the solutions to the dynamic
equations.

It is instructive to analyze dynamic equations (2.3)–(2.6) in the homogeneous
case, where all spatial derivatives vanish. In that case p ! 0 and

Pna D !a
�
1C !0n

2
a

�
.N � na/ � !iTna (2.7)

PT D �na � kdT; (2.8)

where N denotes the total density of nucleators. These equations are very similar
to that of the FitzHugh–Nagumo model, which is the paradigmatic example of an
excitable system exhibiting traveling waves.

In [73], the authors took the similarity of the actin dynamics to an excitable
medium as starting point and proposed a phenomenological approach by extending
the FitzHugh–Nagumo model to space and by introducing an additional orienta-
tional field. In contrast to the above dynamics, the orientational field is not enslaved
by the actin dynamics but has a proper internal dynamics. Explicitly, the model
assumes the form

@tT D �T C var � pT � !T.T � T1/.T � T0/ � kdv C
p
2TT (2.9)

@tv D Dv�v C �.T � v/ (2.10)

@tp D �h0 C Tp � p2p C D�p � ˛r � r � p Cp
2Tp�: (2.11)

The term proportional to ˛ describes the effects of a finite bending energy of the
actin filaments. The term proportional to kd shows that T is not necessarily positive.
Thus, one has to interpret T as the deviation from a reference state. The new field
v describes the effects of some agent that degrades actin filaments. The quantities
 and � both depend on space and time and represent Gaussian white noise with
zero mean and unit variance. The amplitude of the noise terms is determined by the
“effective temperatures” TT and Tp that can differ.

In absence of noise, the homogeneous isotropic distribution is a stable stationary
state of these dynamic equations. However, in some regions of parameter space, the
system admits spatially localized heterogeneous solutions (“spots”). These spots can
be unstable against perturbations of the polarization field. Under these conditions,
the spots start to travel, may broaden with time, eventually leading to traveling
waves. Traveling spots perform a persistent random walk due to the additive noise
present in the dynamic equations.

Although the additive noise terms in the above equations are convenient for the
analysis, a consistent treatment of fluctuations would lead to multiplicative noise.
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For this reason stochastic simulations have been performed for spatially resolved
actin assembly dynamics [11, 72]. The system introduced by Carlsson [11] provides
a rather detailed description of the assembly dynamics of actin in three dimensions.
It shows the emergence of spots that can spontaneously start to travel and transform
into waves.

2.3.2.2 Cytoskeletal Waves in Presence of Motors

Molecular motors can generate stresses in the actin network and transport cargo
along existing filaments. In both cases, the motors can lead to the emergence of
cytoskeletal waves.

Motor-Induced Stresses

Waves resulting from the interplay of stress generating motors and a factor regulat-
ing motor-induced mechanical stresses are conveniently studied in a hydrodynamic
approach for active gels [5, 55, 56]. This phenomenological approach is essentially
built on conservation laws and the symmetries of the system [34] and has been
applied to various cell biological problems [54]. In this approach, the stresses
are coupled to motor dynamics by an “active” contribution to the stress that is
proportional to the difference �� in the chemical potentials of ATP, ADP, and Pi,
which drives the hydrolysis of ATP. On large time scales the gel behaves like a fluid
and we will neglect elastic contributions in the following. For an isotropic fluid, this
leads to an expression of the stress 	 of the form [34]

	 D 2rv C ���; (2.12)

where v is the fluid velocity,  its shear viscosity, and � a phenomenological
coupling constant between �� and the active stress. Its value is a priori unknown
and has to be obtained from measurements or derived from molecular theories.
Because the system operates at low Reynolds number, the dynamic equation for
the fluid is then given by force balance


v D r � 	: (2.13)

Here, 
 is an effective friction coefficient quantifying the dissipation as the actin
network moves with respect to the surrounding fluid.

As such, this system does not generate waves. However, if the active part of
the stress, ���, itself depends on a regulator with density c, then oscillatory states
and traveling waves can be generated [5, 55]. In a biological context, this regulator
could, for example, be formed by the second messenger Ca2C. The dynamics is of
the regulator is given by the continuity equation
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@tc D D�c � r � vc (2.14)

and various couplings of the regulator to the active stress can be considered.
Beyond the linear theory, the regulator might itself be subject to a more complicated
dynamics involving different regulator states (active/inactive) that evolve according
to non-linear reaction diffusion dynamics [56]. Let us note that the traveling
contraction waves observed for muscle fibers can be described by very similar
equations [29]. However, there, the role of the regulator is taken by an intrinsic
activation/inactivation dynamics of the molecular motors.

In such systems, traveling and standing waves have been reported [5, 55, 56].
Interestingly, the traveling waves can be reflected at system boundaries [55]. In a
two-dimensional circular domain the generated waves are reminiscent of patterns
found in protoplasmic droplets of P. polycephalum. Whether these waves can be
employed in the context of cell locomotion has not yet been studied.

Motor-Induced Transport

The effect of motor-induced transport of nucleators along filaments have been
studied in a framework similar to Eqs. (2.2)–(2.4) [14]. Only active nucleators are
considered and the corresponding continuity equation now reads

@tna D Dm�na � r � vmpna: (2.15)

Here, vm denotes the motor velocity. This equation is complemented by Eq. 2.2.
This system can generate traveling waves for which the polarization field and the
actin density resemble the profile shown in Fig. 2.3 [16].

The underlying mechanism is most easily understood in the case Dm D 0

and when all nucleators are localized at rm, which depends on time [16]. Then,
na D Nı.r � rm.t// and Prm D vmp.rm/. The nucleators act as a source of
actin filaments and this source is transported along existing actin filaments. The
newly generated filaments generate tracks for further polymerization. Contrary to
the polymerization waves in absence of motors, the wave velocity depends on
the polymerization velocity, whereas its dependence on the motor velocity is less
pronounced, see Fig. 2.4.

Summarizing this section, we have seen that the actin cytoskeleton is prone to
wave instabilities. The instabilities result from the interaction with factors regulating
the rate of filament assembly or the activity of molecular motors. At the time of
writing this chapter, there does not seem to be an in vitro experimental system
that has been characterized sufficiently to allow for an identification of the relevant
molecular mechanisms of spontaneous waves in disordered cytoskeletal networks.
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Fig. 2.4 Wave velocity vs nucleator velocity. Wave velocity v as a function of the nucleator
velocity vm and the assembly velocity va obtained for Dm D 0. The bars indicate that velocities
have been de-dimensionalized by .D=kd/

1=2. The black line delimits the region of coexistence of
the stable homogeneous state and traveling waves. Taken from [16]

2.3.3 Coupling Actin Dynamics to the Membrane

In the context of cell migration, several approaches have been suggested to study the
dynamics of the actin cytoskeleton confined by a lipid membrane. To this end, one
first has to decide which aspects of the physical properties of the membrane should
be accounted for. Notably, the plasma membrane is endowed with a surface tension.
Also its bending rigidity can be important. In addition to the membrane properties,
the interaction between the membrane and the cytoskeleton has to be specified. This
interaction can be purely mechanical, but can also include regulatory elements. For
example, the membrane can carry regulators of actin nucleation or growth.

Once these decisions are made, there are several techniques available to imple-
ment the physical properties of the membrane and the membrane–cytoskeleton
interaction into a theory. As above, we will restrict our discussion to determin-
istic continuum approaches. On one hand, the membrane can be described as a
sharp boundary. The coupling to the cytoskeleton is then captured by appropriate
boundary conditions. Alternatively, one can associate with the boundary a potential
describing the interactions between the cytoskeleton and the membrane. On the
other hand, sharp boundaries can be circumvented by using phase fields or level
set methods, for example, see Chaps. 1 and 3 of this book.

http://www.allitebooks.org
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2.3.3.1 Sharp Boundary Methods

Let � denote the boundary of the cell and˝ the cell interior, such that @˝ D � . In
general, both quantities depend on time. One can introduce an energy F associated
with this boundary. Explicitly,

F D
Z
�

dr �H2=2C �� C P˝; (2.16)

where � is the bending rigidity, H the mean curvature of � , � the surface tension,
P the difference between external and internal pressure, and˝ the volume enclosed
by � .

For the kinetic approaches discussed above, where the filament length is kept as
a dynamic quantity, it is rather cumbersome to account for the membrane–filament
interactions through boundary conditions. Instead, an interaction potential has been
introduced [17]. The corresponding contribution to the energy F is

Z
˝

dr V.r; � /cC
tot.r/: (2.17)

In this expression cC
tot.r/ D R1

0
d`
R

d Ouc.r; Ou; `/ is the total local density of the
barbed ends at r. It remains to fix the potential V . In the simplest case, V depends
only on the (signed) distance d of a filament’s barbed end to the boundary, d.r/ D
�.r/minr02� kr � r0k, where �.r/ is �1 or +1, respectively, for r inside or outside
of the cell domain˝ . The functional form of the potential is largely unimportant as
long as it is nearly constant within the cell domain and rises towards the boundary.
In the limit, where the potential is zero for d < 0 and infinite for d > 0, one recovers
a perfectly reflecting boundary. A similar approach has been used in a study of the
shape and size of stereocilia and microvilli [53].

The dynamics of the boundary is assumed to be purely dissipative, such that

@t� D �� ıF
ı�

; (2.18)

where ı=ı� denotes the functional derivative with respect to variations of the
boundary � and � is an effective mobility. The filaments are confined to the interior
of ˝ by the force density fb D �rrV.r; � /. The effects of this force density are
incorporated by adding to the dynamic equations the term rr � fbc, where  is an
effective filament mobility. For simplicity it is assumed here to be isotropic and
independent of the filament length. This way of describing the interactions between
the membrane and the cytoskeleton assures that the system is globally force free.

From a computational point of view, sharp boundaries are rather difficult to
handle. Whereas the filament density takes values on a discrete lattice, the mesh
points of the boundary are not restricted to the lattice. One thus has to constantly
track which lattice points are within the boundary and the distance between the
lattice points and the boundary needs to be calculated. Phase-field methods avoid
this difficulty.
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2.3.3.2 Phase-Field Methods

The general idea behind using phase-field methods in connection with cell motil-
ity [46, 60, 74] is to introduce an auxiliary field  that indicates the cell interior and
exterior, see also the contribution by Löber et al. to this volume, Chap. 1. It varies
continuously between 0 and 1, where  ! 1 in the interior and  ! 0 in the
exterior. Similar to the dynamics of � , Eq. (2.18), the dynamics of the phase field is
determined by an intrinsic part and by the interaction with the cytoskeleton [74],

@t D D � C f . ; ı/ � ˇp � r : (2.19)

The first two terms can be derived from an energy. The value of D determines the
width of the interface between the cell interior and exterior. Physically, it captures
the effects of the surface tension. The zeros of f determine the pure phases,  D 0

and  D 1. Often a cubic expression is used for f . Let us set

f . ; ı/ D � .1 �  /. � ı/: (2.20)

Then, the phase field relaxes into the state D 0 for an initial value 0 < ı and into
the state  D 1 in the opposite case. The parameter � determines the time scale on
which the phase field reaches these values. The value of ı determines the boundary
between the respective basins of attraction. For ı > 0:5 the phase field will spread,
whereas it will retract in the opposite case. Setting its value to (see Chap. 1)

ı D 1

2
C �

�Z
d2r .r/ � V0

�
; (2.21)

allows to maintain a constant cell area V0 [74]. The parameter � > 0 gives the
stiffness of the constraint. In principle, its value can depend on the membrane
surface tension and elasticity. However, different values of � essentially amount
to rescaling V0 and D , such that the exact value of � is not important. The above
formulation neglects effects of the membrane bending stiffness, but the phase-field
formalism can be extended to account for these effects.

The third term in the right-hand side of Eq. (2.19) couples the phase field to the
polymerization dynamics of actin filaments. In this form filaments pointing with
their barbed end towards the cell boundary push the boundary further outwards,
whereas filaments pointing with their pointed end towards the cell boundary pull it
inwards. The strength of the coupling between the filaments and the membrane is
determined by the value of ˇ.

To confine the dynamics of the cytoskeleton and the nucleators to the cell interior,
all reaction terms in the dynamic equations are multiplied by  [18]. Also the
currents should in principle be multiplied by  to prevent currents through the
interface. However, this often reduces the stability of the numerical schemes that are
used to solve the dynamic equations. It turns out that for non-conserved quantities
this often is not an issue, because the loss is small and because there is no
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dynamics outside the boundary. The fields can simply be degraded through a term
�kdeg.1� /c, where c is any non-conserved field of interest. For conserved fields,
this method is obviously inappropriate. In this case one either needs to develop
numerically stable schemes to confine the currents to the cell interior. An alternative
is to re-introduce the total amount of matter that has left the domain [18]. In this
case, one has to check, that this does not affect the system’s qualitative behavior.
This is usually the case when the amount transported across the boundary in a single
time step is small.

Force Balance

Since the phase-field formulation does not explicitly involve forces, it is helpful
to briefly discuss force balance in this context [18]. The filaments are assumed
to exchange momentum with the environment by being tightly connected to the
substrate. Close to the sharp interface limit, that is for D small. Surface tension
induces a force density ften D 
Hn, where H is the membrane curvature and n
denotes the outward normal n D �r�=jr�j [60]. Actin polymerization forces are
given by fpol D �ˇnn � p, where � is an effective friction coefficient. The movement
of the membrane at velocity v leads to dissipative forces, such that force balance at
the boundary reads

�v D ften C fpol: (2.22)

The sum over all external forces acting on the cytoskeleton must vanish. Under the
assumptions made above, we only consider the traction and membrane forces on
actin. Explicitly, we have

Ftract C
I

d` fmem D 0; (2.23)

where the integral is along the membrane and fmem D �fpol D ften � �v. Let us
emphasize that the traction forces are confined to the position of the membrane.
Indeed, the slime mold D. discoideum does not form focal adhesions and traction
forces are essentially restricted to the outer boundaries [36].

2.4 Wave-Driven Migration

In this section, we will describe the behavior of waves confined to cellular domains.
For the boundary, we will focus on the phase-field approach Eqs. (2.19)–(2.21).
When appropriate, we will compare the results to that obtained for the sharp
boundary model Eqs. (2.16)–(2.18).
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i

Fig. 2.5 Phase diagram. Phase diagram for the system defined by Eqs. (2.3)–(2.6) and (2.19)–
(2.21) as a function of the dimensionless nucleator inactivation rate !i and the dimensionless
actin polymerization velocity va. Dots: axially symmetric stationary states; squares: aperiodically
appearing and vanishing blobs with (blue) and without (red) axial symmetry; triangles: stable
(magenta) and unstable (green) spiral dynamics. Taken from [18]

2.4.1 Phase Diagram

Consider the system defined by Eqs. (2.3)–(2.6) and (2.19)–(2.21) in two dimen-
sions, such that the dynamics is confined to the plane of the substrate. The
reduction to two spatial dimensions is appropriate if the dynamics in the direction
perpendicular to the substrate is irrelevant for the motion on the substrate. This is
the case if the “cell” is flat as is the case for cell fragments [21, 32, 40].

The corresponding phase diagram as a function of the polymerization velocity
va and the inactivation rate !i is presented in Fig. 2.5 [18]. The resulting patterns
can be categorized into three broad classes: stationary patterns, spiral patterns,
and axisymmetric patterns. Stationary patterns exist below a critical value of the
inactivation rate !i that depends only weakly on the polymerization velocity va.
They are circular symmetric with a radial polarization field, see Fig. 2.6a. The actin
density decays from the center to the periphery.

The spiral patterns exist as long as !i is below a second critical value that
decreases monotonically with increasing va. In these cases, the fields of the
nucleators and the cytoskeleton self-organize either into stable or unstable spirals.
For the stable spirals, the system’s center of mass does not move, but a perturbation
propagates along the contour, see Fig. 2.6b. Such a state has also been reported in the
sharp boundary case, where the perturbation was stronger than for the phase-field
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a b

Fig. 2.6 States with no net center-of-mass motion. (a) Stationary state. (b) Stable rotating spiral.
Actin density T is color coded, arrows indicate the polarization field p. Green line indicates the
cell boundary. Scale bar: 0.19 �. See also videos ch2_video1.mpg and ch2_video2.mpg. Modified
from [18]

model [17]. These states are similar to protrusions that travel along the edge of
spreading fibroblasts [9, 13, 39]. However, these waves are probably associated with
the action of molecular motors. A mechanism for these waves involving an interplay
between filament assembly and molecular motors waves was proposed in [25].
In that work, lateral waves are a consequence of the dynamics at the membrane,
rather than a result of the bulk dynamics as in the present case. In addition, it has
been proposed that membrane curvature might be involved in the wave-generating
mechanism [49, 62].

For unstable spirals, actin forms blobs close to the cell’s center and then spiral
out to the periphery. At the periphery the spirals either dissolve and a new blob is
subsequently generated in the cell center or they can get reflected. The migration
patterns resulting from unstable spirals will be discussed below.

Beyond another critical value of !i that again decreases monotonically with
increasing va, the cytoskeletal blobs are no longer reflected at the boundary, but
always dissolve and then reform in the cell center. Again, two cases can be
distinguished: blobs with and without reflectional symmetry. We will now discuss
the associated migration patterns.

2.4.2 Persistent Migration Patterns

In the case, when the internal cytoskeletal dynamics is such that actin blobs are
nucleated in the cell center and dissolve at the boundary without being reflected,
the associated migration patterns are regular. In the simplest case, cells move along
a straight line. However, since the actin blobs periodically appear and disappear,
the cellular velocity also varies periodically, see Fig. 2.7. Migration with constant
velocity v has been obtained in the sharp boundary case [17]. In that case, all
densities are of the form c.r; t/ 
 c.r � vt/. Such a motion has been observed
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Fig. 2.7 Persistently moving (gliding) solution to Eqs. (2.3)–(2.6) and (2.19)–(2.21). (a)–(e)
Subsequent snapshots of the actin density T and the polarization field p. (f) Corresponding
trajectory of the phase field’s center of mass. Letters indicate its position at the times corresponding
to panels (a) (e). Inset: absolute value of the cell velocity as a function of time. Scale bar: 0.19 �.
See also video ch2_video3.mpg. Taken from [18]

a b c

Fig. 2.8 Persistent motion generated by a blob lacking reflection symmetry. (a)–(c) Subsequent
snapshot of the actin density T and the polarization field p. Inset: center-of-mass trajectory. See
video ch2_video4.mpg. Adapted from [18]

for fragments of fish keratocytes and of neutrophils [21, 32, 40]. Straight crawling
but with periodic variations of the speed has been observed for the slime mold
D. discoideum and in neutrophils [41, 61]. The detailed conditions for migration
with constant or varying speed remain to be explored.

For blobs lacking a reflection symmetry, the center of mass is confined to a finite
region on the substrate. The trajectory, it describes, is reminiscent of a Lissajous
figure, see Fig. 2.8. The two inherent dominant frequencies of the trajectory result
from the blob moving along the cell periphery and its roughly periodic breaking up
and reformation.
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2.4.3 Erratic Migration Patterns

Let us now turn to the migration pattern that is associated with unstable spirals.
In the case a spiral becomes reflected from the cell boundary, it propagates to the
opposite end of the cell. During reflection, it can change its handedness. In fact,
the dynamics of the spirals appears to be intermittent: for some time intervals,
the dynamics is regular with spirals being generated in the center and dissolving
at the boundary, whereas during other intervals, spirals are frequently reflected.
In the former case, the center of mass advances on arcs similar to the dynamics
observed for the persistent migration pattern discussed above. Phases during which
spirals become frequently reflected are associated with rather abrupt changes of the
migration direction. Sometimes also the handedness of the trajectory before and
after such a phase changes. In fact, a detailed analysis shows that the chiralities of
subsequent arcs are uncorrelated. In combination, these two features can leads to
apparently erratic migration patterns with the characteristic of a persistent random
walk, see Fig. 2.9.

a b

Fig. 2.9 Irregularly moving solution to Eqs. (2.3)–(2.6) and (2.19)–(2.21). (a) Trajectory of the
center of mass of  . (b) Root mean squared displacement for the trajectory shown in (a). Red lines
indicate slopes 1 and 1/2. See video ch2_video5.mpg. Taken from [18]
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2.5 Conclusions

The above discussion has shown that spontaneous actin waves are a common motif
of cytoskeletal patterns and can be exploited by cells to drive migration. Various
mechanisms underlying these waves have been studied from a theoretic point of
view and probably others will be discovered in the future. A most pressing task is
now to obtain further experimental data that allow to assess the relative importance
of the various processes that have been considered in the theoretical works. The
ultimate test for the proposed mechanisms is probably the reconstitution in vitro of
traveling actin waves—a most daunting task.

From the theoretical side, further efforts are needed to study possible roles of
contraction waves for cell migration. Also, the restriction to two spatial dimensions
should be released. First studies in this direction have been performed [46]. These
studies will be in particular important if one wants to study the importance of
self-organized waves for migration in topographically structured environments
and probably also for investigating cell ensembles. In a joined theoretical and
experimental effort further measures have to be identified that will allow us to
quantitatively compare data obtained from both approaches.

Out of the migration patterns presented above, the erratic migration patterns
are probably the most intriguing ones. These results show that amoeboid motion
can be the result of deterministic cytoskeletal processes. This motion has to be
distinguished from the cases where the (sub)diffusive migration on large time
scales results from extrinsic or molecular noise. Here, extrinsic noise refers to
perturbations, for example, from interaction with other particles or fluctuating
concentrations of chemical attractants or repellents. On the other hand, molecular
noise results from the inherently stochastic dynamics of chemical reactions. Both
sources of noise have in common that cells cannot control them. This is different
for deterministic cytoskeletal processes, which can be regulated, for example, by
changing the abundance of involved molecules or by modifying their properties
through phosphorylation or other post-translational modifications.

Why would be the advantage for a cell to control its erratic migration? Whenever
cells migrate in a gradient, be it chemical or physical, it is usually beneficial to move
as accurately as possible up or down the gradient as it indicates an environment
that promises to be richer in nutrients or threatens to be hazardous to them. In
other cases, cells search for targets without external cues that could guide their
migration. This strategy holds for some cells of the immune system that patrolling
the body for pathogenic cells, for soil amoeba in nutrient depleted environments,
or for metastatic cancer cells searching for new environments to settle. Depending
on external conditions, different search strategies may differ in their efficiency. In
constrained environments the persistence of random walks affects the mean search
time. A detailed study of the dependence of the migration properties on parameters
controlling cytoskeletal dynamics remains to be done. Also thorough experiments
on the connection between search strategies and cytoskeletal dynamics are currently
missing.
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Looking even further into the future it will be interesting to see if and possibly
how the cells use the multitude of patterns the cytoskeleton can spontaneously
generate to respond to external stimuli and thus generate appropriate cell behavior.
Any insight into such processes may be of relevance well beyond the fascinating
process of cell migration.

2.6 Supplementary Movies

1. Spiral I (ch2_video1.mpg). The movie shows one-arm spiral solution, see
Fig. 2.6.

2. Spiral II (ch2_video2.mpg). The movie shows well-developed spiral solution in
larger cell, see Fig. 2.6.

3. Gliding state (ch2_video3.mpg). The movie shows acting dynamics and position
of the center of mass in a persistently moving (gliding) cell, see Fig. 2.7.

4. Persistent blob dynamics (ch2_video4.mpg). The movie shows persistent
dynamics of non-symmetric blob, see Fig. 2.8.

5. Erratic motion (ch2_video5.mpg). The movie shows erratic (run-and-tumble)
states with spiral instability, see Fig. 2.9.
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Chapter 3
A Modular View of the Signaling System
Regulating Chemotaxis

Pablo A. Iglesias

3.1 Introduction

Directional migration is one of the nature’s most fundamental processes. Single-cell
organisms, like bacteria or amoebae, rely on sensing and interpreting chemical
cues to direct their movement in search of nutrients. This chemically guided
movement, known as chemotaxis, is crucial during the development of the nervous
system [63, 67] and is used by cells of the immune system to seek pathogens [10].
Inappropriate regulation of directed migration plays a role in excessive inflammation
and inflammation-related diseases such as asthma [106], multiple sclerosis [12], and
arthritis [46]. External cues also direct cancer cells to sites of metastasis [82].

The use of theoretical models to understand chemotaxis has a long history,
both in the study of bacteria [9, 47], amoeba [58], and neutrophils [50]. In the
case of bacterial chemotaxis, the development of detailed biochemical models has
been aided by a thorough identification of the biochemical elements directing cell
migration—E. coli chemotaxis is “arguably the best understood of all biological
behaviors” [76]. However, despite a complete identification of the molecular players
that enable this sensory system, numerous questions remain. For example, how do
cells integrate various chemotactic cues? How do cells achieve their remarkable
sensitivity? Theoretical models are at the forefront of research addressing these,
and other important questions [91].
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The mechanism regulating the chemotactic behavior of larger, but slower,
eukaryotic cells, is considerably less well understood. Part of this is the much greater
complexity of these systems. For example, in one of the better-studied chemotactic
model organisms, Dictyostelium discoideum amoeba, well over 100 genes are
known to have a role in regulating some aspect of directional migration [92].
Dozens, if not hundreds, of other genes are also likely to be involved. Though the
use of theoretical models can help, understanding a system of this complexity is
impossible with some means of abstraction. In our research, we have advocated
the development of modular models. In this context, a module is a model that
describes only a small subset of the observable behavior, but whose parts may be
interchangeable. This approach, common in engineering, has also been championed
as a means of understanding biological systems [30].

The use of modular models to study chemotaxis of eukaryotic cells is particularly
appropriate, as it is now generally accepted that the chemotactic response itself
involves the integration of three separate but interrelated processes [37, 38, 81]
(Fig. 3.1). The first, directional sensing, describes the cells’ ability to recognize and
amplify small differences in the spatial profile of an external signal so as to guide
movement. The second, polarization, is the development of well-defined anterior

Fig. 3.1 Modular form of the chemotactic regulatory system. We view the chemotactic network
of amoeboid cells as consisting of a number of interacting modules. Receptors, to which external
ligands bind, are responsible for detection and adaptation. The system is subject to various external
cues—the information from these sources is integrated and amplified by the signal transduction
network. This module then signals to the cytoskeleton network, which provides the protrusive
forces that propel the cell. It also sends a signal, through a feedback process, that is responsible for
polarizing the cell. This polarization also has the effect of providing a memory that helps the cell to
migrate persistently in the absence of external cues. These various modules can be grouped roughly
into a directional sensing module, comprising of the receptors and signal transduction networks,
and a motility module, which includes the signal transduction, cytoskeleton, and polarity modules
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and posterior regions in a cell. Finally, the third is motility, which in the case
of amoeboid cells refers to the periodic extension of cell protrusions at the front
and retractions at the rear used to translocate the cell. Importantly, each of these
processes can be observed independently. For example, cells can sense and interpret
gradients of chemoattractant without movement. Conversely, cells can move in the
absence of chemotactic gradients.

Of course, a complete treatment of any of these processes would be the subject
of an entire chapter or even book. Here, we present some of the basic biological
features of the underlying processes, then introduce models used to explain these
individual processes, and then describe their interactions.

3.2 Motility

By definition, a chemotaxing cell must be able to move in its environment.
The mechanisms used by cells to move are numerous. In our work on chemo-
taxis, we particularly focus on amoeboid cells such as Dictyostelium amoebae or
neutrophils. These cells rely on actin polymerization to generate the necessary
forces to move. The actin cytoskeleton is a highly complex system, and an
area of considerable active research. As such, any realistic model (e.g., [23]) is
going to be considerably more complicated that what is desirable or tractable for
studying chemotaxis. For a useful introduction to the area, particularly focusing on
mathematical models, we point the reader to recent reviews [64, 83]. Here, we focus
on the connection between motility and chemotaxis, emphasizing the mechanism
by which otherwise randomly migrating cells can be directed by external cues.

3.2.1 Random Motility

An important feature of virtually all chemotactic cells is that they remain motile
even in the absence of directional cues. In amoeboid cells, this movement is
achieved by the extension of pseudopods, actin-rich protrusions that are extended
from the side of the cell. Because these extensions are relatively small a single one
does not move the centroid of the cell in an appreciable way. For this to happen,
several pseudopods must be extended in the same direction. This microscopic
persistence in the location of pseudopods gives rise to a macroscopic persistence
in the direction of motion. This was noted in fibroblasts [26] and Dictyostelium
cells [80] in the 1970s. In the latter, the persistence time of motion has been
measured to be in the order of 4–10 min [53, 80, 94].

More recently, aided by powerful automatic image analysis algorithms (reviewed
in [109]), the nature of these pseudopods and the ensuing random migration has
been characterized extensively [3, 14]. Pseudopod extensions appear to come in two
forms. Most, approximately 85 % in wild-type Dictyostelium cells, split off from
existing pseudopods, initially forming a “Y”-shape, before one of the two arms
of the Y retracts leaving a single extension. Alternatively, de novo pseudopods
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are formed at sites along the cell periphery where no activity has been observed
recently. Importantly, though these two classes of pseudopodia lead to different
cell morphologies, various aspects of their formation (e.g., growth rate, length
distribution) do not seem to be significantly different [14]. Moreover, comparisons
between the pseudopods of randomly migrating cells and cells responding to
external stimuli do not differ appreciably, suggesting that there is some common
mechanism for extending these protrusions.

3.2.2 Excitable Behavior

Twenty years ago, Vicker and colleagues reported the presence of oscillatory
and traveling wave patterns in the shape of Dictyostelium cells [44]. Subse-
quent experiments demonstrated the existence of propagating waves of F-actin
assembly [100, 101]. These findings seem not to have attracted much attention
until, in 2007, Weiner et al. reported similar results in the basal membrane of
migrating, neutrophil-like HL60 cells using total internal reflection fluorescence
(TIRF) microscopy [108]. Since then, numerous cytoskeletal and signaling proteins
have been shown to propagate in waves (reviewed in [36]). The existence of
these waves has prompted a number of researchers to suggest the presence of an
excitable network (EN) that controls the signaling network that regulates actin
polymerization.

Excitable systems were first proposed by Hodgkin and Huxley to explain the all-
or-nothing characteristic of action potentials in neurons [31]. An excitable system
is a dynamical system with a single, stable equilibrium. As such, the response to
small-scale perturbations simply dies out. However, sufficiently large perturbations
elicit a large, characteristic response, before the system returns to its equilibrium.
When the excitable elements are spatially distributed, as they are along an axon,
the system is said to be an excitable medium. In this case, the triggered response
gives rise to a propagated wave of activity that travels along the medium. Moreover,
when two such waves collide, they annihilate each other, due to a refractory period
that follows the activation of the triggered response and during which subsequent
re-stimulation is impossible.

Consistent with the excitable membrane/cortex hypothesis, the observed actin
waves annihilate each other upon a collision. Moreover, as the waves reach the
cell perimeter, they appear to supply the force, through actin polymerization,
used to propel the cell forward. These events likely correspond to the observed
localization of these biosensors at the protruding edges of the cells seen in confocal
or epifluorescence microscopy [79]. As such, wave propagation and extinction are
related to extensions and retractions of pseudopods. Importantly, these waves do not
depend on the presence of chemoattractant signaling [17], which is consistent with
the notion that they have a role in directing randomly migrating cells.

It is important to note that, though the existence of traveling waves, and in
particular, annihilating waves, is a signature of excitability, it is not conclusive
proof of the presence of such a circuit [65]. However, subsequent experiments
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have demonstrated that the network displays other characteristics of excitable
systems [34, 71]. For example, the response to chemoattractant stimuli displays the
classical all-or-nothing behavior of excitable systems. In particular, once a response
is triggered, its magnitude and duration do not depend on the size of the stimulus.
Second, the probability that the threshold for triggering a response is crossed does
depend on the size of the stimulus. Thus, strong and weak stimuli lead to equally
sized patches of activity around the cell, but the fraction of the cell that is covered
by these patches is greater when the stimulus is stronger. Third, the triggering
of the response in an EN is followed by a refractory period of approximately
45–60 s in which no further firings are possible despite the application of subsequent
stimuli [34].

3.2.3 Models of Excitable Behavior

Based on the assumption that an EN is regulating actin polymerization, and hence
cell migration, a number of models have been proposed to describe the presence of
actin waves. Most of these are variations of activator-inhibitor systems [108, 109],
though some include greater biological detail [19].

The activator, whose activity is denoted by X, is autocatalytic, implying a strong
positive feedback loop. The inhibitor, whose activity is given by Y, is itself activated
by X but provides negative feedback. The precise nature of the interactions between
the two systems varies, but many of the proposed models rely on the classical
FitzHugh–Nagumo (FHN) model [24, 68], in which the nullclines for the activator
and inhibitor are cubic and linear functions, respectively. In our case [89, 110], we let

@X

@t
D kxx

X2

k2M C X2
� k�xX � kyxY C kuxU C Dxr2X (3.1)

@Y

@t
D kxyX � k�yY C Dyr2X: (3.2)

Both components in this subsystem diffuse spatially, with diffusion coefficients
Dx and Dy, respectively. The signal U is the input to the excitable system, which
incorporates several components. For describing random activity, only two are
needed:

U D Ubasal C Unoise:

The first term, Ubasal, is constant and represents a basal level of stimulation. The
second, Unoise, is a white, stochastic process with zero mean and variance �.
It models the random fluctuations in the concentrations of the underlying regulators
of the EN. The parameters used to describe this EN are given in Table 3.1, in the
appendix.
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Fig. 3.2 Activity of the excitable network simulated in a two-dimensional surface. Shown are the
levels of the inhibitor (Y). The waves can arise spontaneously, as shown in the frame at 0 s. After
growing, they can split (see arrows at t D 16 s). Eventually, after a collision (arrows at t D 32 s)
they annihilate each other. Pictures are snapshots from Supplemental Video #8 in [110]

When simulated in a two-dimensional environment, reminiscent of the basal
surface of the cell imaged using TIRF, the system produces traveling waves that,
when they collide, annihilate each other, consistent with experimental observations;
see Fig. 3.2.

In practice, relating the activity of these waves to cell motion is difficult.
Instead, most simulations that couple the activity of the EN to changes in cell
morphology and movement rely on a two-dimensional depiction of the cell in which
the activity of the EN is simulated in a periodic, one-dimensional surface that
represents the boundary of the cell; see Fig. 3.3 (left). In this case, the spatial and
temporal evolution of the EN’s network activity is easily tracked using kymographs
(kymograph, i.e. space-time diagram, is a graphical representation of spatial position
over time in which a spatial axis represents time), similar to those generated
experimentally [79]; see Fig. 3.3 (right).
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Fig. 3.3 Activity of the excitable network simulated in a periodic, one-dimensional surface. The
surface represents the perimeter of the cell (left). The network behavior can best be visualized using
a kymograph (right) that plots the activity at a given angle as a function of time. In this example,
we plotted the levels of the activator (in red) and inhibitor (in green) for an unstimulated cell.
Note how the red signal starts the firing. It is followed by a period where both signals coexist. The
activity stops when there is only inhibition (green) present. Note also the propagation of the signal
outward from its point of trigger—this is due to the diffusion-driven propagation of activation

3.2.4 Coupling EN Activity to Cellular Deformations

One of the motivations for using an EN is to represent the excitable nature of
actin polymerization. Through this connection, we may assume that regions of high
activity of the EN around the periphery of the cell coincide with regions of actin
polymerization, which provide a protrusive force to the cell. Translating this force
into cell movement requires a mechanical model of the cell, and a means for
simulating cell shape changes. In our studies, we rely on level set methods (LSM)
for simulating cell shape changes.

The LSM is a numerical technique for simulating evolving surfaces [74]. In
the LSM, the cell perimeter (the surface in question) is defined implicitly using
a potential function that evolves over time. This implicit representation of cell
shape gives the LSM advantages in model simplicity and computational expense
over other computational methods.1 In particular, the cell is described as the zero-
level set of a potential function '.z; t/, z2R2. We use a signed distance function as
the potential function. This is the positive (resp. negative) distance to the boundary
from a point outside (resp. inside) the cell. The evolution of the potential function is
dictated by the Hamilton–Jacobi equation:

@'.z; t/
@t

C v.z; t/jr'.z; t/j D 0; (3.3)

where v.z; t/ describes the local speed in normal direction of the potential function
(Fig. 3.4b).

1Discussion on similarities and differences between the LSM and the phase-field method can be
found in Chap. 1. See [86, 87, 101, 118] for implementation of the phase-field method in the context
of cell motility.



102 P.A. Iglesias

Fig. 3.4 The level set framework. (a) The implicit representation of cell boundary by connecting
the points with zero level of potential function '.z; t/. (b) The local velocity, v.z; t/ is use to evolve
the cell boundary. (c) The figure shows the potential function generated using the signed-distance
function, of a cell being aspirated by a micropipette. Figure reprinted with permission from [114].
©2008 Yang et al.

Fig. 3.5 Viscoelastic model of cell. Cell boundary/membrane displacements (xmem) are generated
by moving the potential function according to the total stress applied, 	total (3.4). The spring-
dashpot (K, D) elements represent the mostly elastic cortex, which moves a distance xcor (3.5). The
viscous component (B) represents the cytosol, which moves a distance xcyt

3.2.5 Viscoelastic Cell Mechanical Model

To obtain the speed, v.z; t/, we apply different stresses to the cell and use a
viscoelastic mechanical model (Fig. 3.5) of the cell to determine the local velocity.

The mechanical description of the cell was previously identified based on
micropipette aspiration experiments using Dictyostelium cells [114]. It incorporates
several passive stresses, including the effect of cortical tension driving Laplace-
like pressures on the cell, and volume conservation. It also includes active stresses
allowing us to test the effectiveness of the EN in driving cellular motion. In our
simulations, the activity of the EN was coupled to protrusive forces, so that higher
activity at one location gave stronger protrusive stress.

Mathematically, the viscoelastic model is described by:

Pxmem D �.K=D/xcor C .1=D C 1=B/	total (3.4)
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Pxcor D �.K=D/xcor C .1=D/	total; (3.5)

where 	total is the total stress applied on the cell, xmem and xcor are the local
displacements of the membrane and cortex, respectively, and K, D, and B are
viscoelastic components of the cell describing the elasticity (K) and viscosity (D) of
the membrane, and the viscosity (B) of the cytoplasm. The speed is given by:

v.z; t/ D dxmem.t/

dt
: (3.6)

The parameters of viscoelastic model are shown in Table 3.3.
It remains to describe all the stresses acting on the cell. These fall under two

classes: passive and active stresses. Specifically, we have:

Surface Tension (�ten) This arises from Laplace-like pressures at the interface
between two surfaces [116]. It is given by:

	ten D 
k.x/n;

where 
 is the local cortical tension, k is the local curvature, and n is a normal unit
vector.

Volume Conservation (�vol) This stress acts to ensure surface area conservation. It
is implemented as a negative feedback based on deviations from the nominal area:

	vol D karea
�
A.t/ � A0

�
n;

where A is the surface area enclosed by the cell boundary, either initially (A0), or at
time t (A.t/) (compare to Eq. (1.5) in Chap. 1).

Active Stresses (�pro) These are stresses generated by the activity of the EN. In our
simulations, we made these proportional to the inhibitor (Y); using the activator (X)
gives similar, but noisier, results. Specifically, we define:

	pro D 	0
.�/n;

representing actin polymerization. The conversion factor between the level Y and the
force is 	0 D 35 nN/�m2. Based on the typical maximum activity level for Y seen in
the simulations (approximately 0.05 A.U.), this resulted in protrusive forces in the
range of 1–3 nN/�m2, consistent with measured values of the maximum protrusive
pressure due to actin polymerization (in the range of a few nN/�m2).

Using these contributions, we compute the total stress

	total D 	pro C 	ten C 	vol

and use this to update the viscoelastic model parameters (xmem and xcor) in (3.4)
and (3.5).
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Fig. 3.6 Changes in cellular morphology due to random EN firings in an unstimulated cell. Note
how the regions of high activity (marked as red spots along the boundary) drive cellular protrusions.
The dotted line in the center marks the drifting of the cell centroid, which drifts minimally from
the starting point, marked by the red circle. Figure from [89], ©Shi et al. Used by permission under
the Creative Commons Attribution License

3.2.6 Simulations of Random Motility

Based on the models described above, we simulated the activity of an unstimulated
cell; see Fig. 3.6. As previously seen in the kymographs (Fig. 3.3), spontaneous
firings of the EN occur around the perimeter of the cell. Owing to the coupling
between activity of the EN and protrusive force, the cell extends a projection at
points along the cell where a random firing has taken place. These protrusions last
only as long as the EN remains active. Thereafter, the protrusive force disappears,
and is overwhelmed by cortical tension and rounding forces. This causes the cell to
recover its mostly round shape until a new firing repeats the process. Overall, the
cell centroid does not drift from the starting point appreciably. This lack of overall
cell displacement can be attributed to an absence of directional persistence in the
location of the EN firings. Before addressing the lack of persistence in the model,
we next consider how this motility module can be coupled to the cell’s ability to
detect chemoattractant signals.

3.3 Directional Sensing and Adaptation

Chemotactic amoebae and neutrophils both sense external chemoattractant sig-
nals using G-protein coupled receptors [92]. In contrast to the bacterial sensing
mechanism, which relies on a temporal comparison of receptor occupancy to
elucidate the nature of the gradient (klinokinesis), these larger and slower cells
are able to sense static spatial gradients. This is best illustrated in cells that are
unable to move because of the addition of inhibitors of actin polymerization such as
Latrunculin [75]. Owing to their inability to polymerize actin, Latrunculin-treated
cells round up. However, when exposed to a chemoattractant gradient, intracellular
markers polarize to one side of the cell, and remain there until the gradient is
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removed. Most of the known markers are found preferentially at the side of the cell
with highest receptor occupancy (e.g., PH-domains [75], PI3K, etc.) but there are
examples of proteins that find their way to the back, including the phosphatase
PTEN [40]. These localizations are also seen in randomly migrating cells and,
remarkably, in dividing cells, where the cleavage furrow and poles serve as the
“back” of “fronts” of the two daughter cells [41]. Interestingly, the degree of
polarization of these markers exceeds that of the external gradient in Latrunculin-
treated and untreated cells, though the degree of spatial localization is higher for
the latter [42]. This suggests the presence of both actin-independent and actin-
dependent mechanisms for amplifying the external signal.

When the stimulus is spatially uniform, the cellular response is initially global—
front markers translocate to membrane replacing back markers that become cytoso-
lic. However, this translocation is only transient. Within 25–30 s, the various
markers return to their prestimulus levels [22], though recent experiments have sug-
gested that at certain chemoattractant doses, this adaptation is only partial [95, 117].

3.3.1 Local Excitation, Global Inhibition

The varying nature of the response leads to an interesting question. Why is
the response to spatially graded response persistent, but only transient when the
whole cell experiences a global stimulus? The transient aspect of the response is
reminiscent of the adaptation seen in the bacterial chemotactic response.

Over the years, several models have been proposed to account for adaptive
responses. The first, due to Koshland [47], posited that complementary excitation
and inhibition processes, both mediated by receptor occupancy, control a response
regulator that signals to downstream events. The relative rates at which the
excitation and inhibition processes are regulated by receptor occupancy control the
transient signal. If the inhibitory process is slower, then an increase in receptor
occupancy causes the excitation to rise quickly, leading to a concomitant increase
in the level of the response regulator. However, as the slower inhibition catches up,
the response regulator peaks and eventually drops to prestimulus levels. The form
of this model is now commonly called an incoherent feedforward loop, particularly
in gene networks where it is a commonly found motif [88].

A second class of models, based on negative feedback regulation, was proposed
by Barkai and Leibler [8]. Their primary goal was to show that the adaptation
process could be made robust—that is, insensitive to particular parameter changes,
a property of the bacterial chemotactic network that was shown to hold experimen-
tally [1]. Subsequent analysis has suggested that these two classes of models are
the only two that can achieve signal detection and adaptation [57]. Moreover, they
both achieve robust adaptation because of the presence of integral control action—a
common design motif of engineering control systems [4, 49, 90, 115].
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Though both classes of models explain the transient response of the signaling
system, neither explains the ability to detect gradients persistently. However, with
slight modification, both can also be made to explain the latter. In particular, in
the Koshland model, if the excitation process is assumed to be spatially localized
to the site of receptor occupancy, but the inhibition is global, then the response
regulator responds only transiently to the spatially uniform changes in the level of
the stimulus, but persistently at the side facing the highest receptor occupancy when
exposed to an external gradient. This local-excitation, global-inhibition (LEGI)
model is now a hallmark of many models of gradient sensing in chemotactic
cells [7, 52, 69, 72, 95, 103, 117].

The model can be described by the following partial differential equations:

@E

@t
D keS � k�eE (3.7)

@I

@t
D kiS � k�iI C Dir2I (3.8)

@R

@t
D krE � k�rIR: (3.9)

Here, the variables S, E, I, and R represent the levels of the external signal,
excitation, inhibition, and response regulator, respectively. In this description, we
have assumed that only the inhibitor can diffuse. In practice, the other elements
could also be diffusive, provided that their dispersion (�; the square root of the ratio
between diffusion and inactivation rate) is smaller than that of the inhibitor; i.e.:

�e D
s

De

k�e
< �i D

s
Di

k�i
:

Note that other implementations of the LEGI mechanism are possible, though the
general form is the same [113]. Parameter values for the LEGI module are given in
Table 3.2. Simulations showing the response of the LEGI mechanism to spatially
uniform changes in the stimulus level are shown in Fig. 3.7. The response of the
mechanism to the introduction of a spatially graded stimulus is shown in Fig. 3.8.

3.3.2 Experimental Support for the LEGI Mechanism

The LEGI model has been questioned because of the lack of biochemical entities
behind it. In the model, the occupied receptor, or closely related species like
G-proteins, fit the requirements of the excitation process. In particular, receptor
occupancy and G-protein dissociation are local indicators of the external chemoat-
tractant concentration. Moreover, they are localized and persistent signals, thus
fitting the requirements of the excitation. Thus, this aspect of the model is not
controversial. However, the precise identity of the inhibitor remains elusive.
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Fig. 3.7 Response of LEGI mechanism to spatially uniform changes in stimulus. The left panel
shows the response of the excitation and inhibition processes to changes in the external stimulus,
from S D 0:1 at t D 0 s, to S D 0:375 at t D 60 s, to S D 1 at t D 210 s, and back to S D 0:1

at t D 360 s. Notice how both the excitation and inhibition processes track the stimulus, but the
response of excitation is faster than that of the inhibition. These signals lead to an adaptive response
in the response regulator. When there is an increase in the stimulus, the response regulator increases
transiently. In response to a removal of the stimulus, the response regulator dips below the basal
level

Fig. 3.8 Response of LEGI mechanism to spatially graded stimulus. The left three panels show
kymographs of the excitation and inhibition processes and the response regulator to graded stimuli,
defined by 1C ı C ı cos.�/ where the ı D f0; 0:05; 0:20g specify the gradients. This simulation
assumes that DI D 10 �m=s2, DE D DR D 0:2 �m=s2. Note how the inhibition is mostly diffuse,
but the excitation retains most of the spatial information. The response regulator maintains the
localization. Note, however, that the spatial gradient in the response is smaller than that of the
excitation (which is a close to that of the stimulus). This is best seen in the graphs in the right
panels, which show the steady-state distribution of the three signals for 5 and 20 % gradients,
normalized by their mean value. Finally, note that even though the stimulus intensity at the
back never decreases, the response at the back gets progressively more negative, indicative of a
suppression of activity at the back
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Nevertheless, there are a number of experiments that suggest that Dictyostelium
cells do employ some variant of the LEGI. For example, one prediction of the
LEGI mechanism is that the response of the cell depends on the relative steepness
of the gradient (see below). Moreover, an increase in the overall level of receptor
occupancy is expected to lead to a weaker, rather than stronger response. These
properties, which require a spatially diffuse inhibitor, have both been observed
experimentally [42].

A second requirement of the LEGI model is that the inhibitor be generated locally
by receptor occupancy, and there is experimental evidence for this [112].

A third prediction of the LEGI mechanism is that after the cell has adapted,
removal of the stimulus should result in a drop in activity. This property requires the
presence of a persistent inhibition that is slower than excitation. Recently, this was
observed experimentally—following removal of the stimulus, localized patches of
Ras activity decreased in intensity before eventually recovering [96].

Fourth, we note that the negative feedback adaptation mechanism can also be
made to detect spatial signals using a LEGI-like mechanism [39], so the presence of
an inhibitor is itself not proof of the form of (3.8)–(3.9). However, when the transient
response of the one “front” marker was compared against the two classes of markers,
Takeda et al. found that it was the IFF loop that best fit the data [95].

Finally, we stress that the precise nature of the inhibition need not be biochem-
ical. For example, there is evidence that the cortex/membrane elasticity provides
inhibitory signals that prevent the cell from polarizing effectively [33, 43].

3.4 Coupling Directional Sensing to Motility

From its earliest implementations as a means of explaining the gradient sensing
capabilities of Dictyostelium cells [51], it quickly became apparent that the LEGI
mechanism suffers from one major problem: a lack of amplification. On its own,
the spatial distribution of the response regulator [R in (3.9)] in the LEGI model is
shallower than that of S; see Fig. 3.8.

To illustrate why this is true we can solve for the steady-state distribution of R.
Assume a one-dimensional, periodic domain, and that the stimulus is given by

S.�/ D s0 C s1 cos �; � 2 Œ��; �/

with 0 < s1 < s0 and define the relative gradient as the concentration at its peak
compared to its midpoint: S.0/=S.�=2/D 1C s1=s0. At steady-state, the excitation,
inhibition processes, and the response regulator have distributions [49]:

E.�/ D ke

k�e
.s0 C s1 cos �/

I.�/ D ki

k�i
s0 C ki

k�i C Di
s1 cos �;
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and R.�/ D kr

k�r

E.�/

I.�/
D krkek�i

k�rk�eki

1C .s1=s0/ cos �

1C k
�i

k
�iCDi

.s1=s0/ cos �

and the relative gradient in the response is

R.0/

R.�=2/
D 1C .s1=s0/

1C k
�i

k
�iCDi

.s1=s0/
� 1C s1=s0:

Equality is only achieved if Di D 1. This represents a truly global inhibitor whose
concentration is uniform throughout the environment. Note that in this case the
response regulator has distribution

R.�/ D 1C .s1=s0/ cos �

showing that the spatial distribution represents the relative gradient: s1=s0.
Several modifications to the basic LEGI mechanism have been proposed to

counteract this lack of amplification, from the use of positive feedback [51], to the
presence of downstream switch-like circuits [51, 52, 103].

In this latter category, we proposed that the LEGI mechanism feed into the
EN discussed in Sect. 3.2.3, creating a LEGI-biased excitable network (LEGI-
BEN) [110]. This model is expected to combine desirable features of both modules.
First, the LEGI mechanism provides the adaptation property and the ability to detect
spatial gradients. In the latter case, the EN greatly amplifies the shallow gradient in
the response regulator to generate an amplified, downstream signal.

To couple the LEGI and BEN modules, we add a contribution to the EN input
that is proportional to the LEGI response regulator:

U D Ubasal C Unoise C ULEGI; (3.10)

where ULEGI D �R and � is a scaling parameter.

3.4.1 Response of LEGI-BEN to Spatially Uniform Stimulation

To test the LEGI-BEN architecture, we carried out several simulations. First, we
simulated the response of the system to spatially uniform stimuli. As shown in the
kymograph of this simulation in Fig. 3.9, the cell responds to the stimulus with a
global rise in the activities of the activator X, followed by that of Y. The reason
for this firing is that, as the LEGI mechanism responds to the rise in stimulus,
the response regulator changes the equilibrium of the EN. The EN finds itself far
away from the equilibrium, so it commences a trajectory around the phase plane—a
process that takes approximately 30 s. As the system returns to its prestimulus level,
portions of the cell undergo a second round of firings. These second peaks, which
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Fig. 3.9 Simulation with addition of uniform stimulus. Kymograph showing the activity of the
excitation (in red) and inhibition (in green) for cell that is initially unstimulated. After 120 s the
stimulus is applied and is then removed at 360 s

are seen experimentally [20, 79], occur because of the difference in the time scales
between the LEGI and EN modules. The EN system has a characteristic time of
approximately 30 s, which is the time that it takes for the system to reset following a
firing. The LEGI mechanism, on the other hand, takes approximately 2 min to adapt
completely. Thus, after 30 s, when the EN is back at its resting point, the LEGI is
only partially adapted. This has the effect of reducing the threshold for firing of
the EN. It is not completely eliminated, which explains why the activity is only
“patchy.” A possible third round of firings is possible, but only for small portions of
the cell.

There are several points to note regarding this response. First, wherever there
is a firing, be it a random stochastic firing of the unstimulated system, or first or
second peak responses, the intensity is the approximately the same. Thus, the nature
of the firing does not depend on its origin. This is in agreement with experimental
characterizations of the response of cells [34, 69].

Second, once there is a firing of the EN, that particular portion of the cell
experiences a refractory period during which no further firings are possible. To see
this, we simulated the response of the cell to two brief stimulus pulses of duration
2 s (Fig. 3.10a). Note how the cell is unable to respond to the second stimulation.
However, as we space the two pulses further apart, the cell is able to respond to the
second stimulus. This refractory period is a hallmark of excitable systems and has
been observed experimentally, having a recovery with half-time of approximately
8 s [34].

These simulations were repeated but allowing the LEGI mechanism to adapt fully
to the first stimulus which, in this case, was 60 s long; see Fig. 3.10b. The same
pattern is observed. If the delay between the end of the removal of the first stimulus
and the application of the second stimulus is short, then the second stimulus does
not elicit a response. However, the length of the delay required to have a response
to the second stimulus is longer—a 40 s delay, which was sufficient when the first
stimulus was short, does not elicit a secondary response. In this case, 60 s or more
are needed.
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Fig. 3.10 Simulation of refractory period. (a) Response of the LEGI-BEN to consecutive 2-s
pulses, spaced T seconds apart. When presented 10 or 20 s after the first, the second pulse does not
elicit a second response. At 25 s spacing, a patchy response starts appearing due to the second pulse.
After 30 or 40 s, the response to the second stimulus matches that of the first. These simulations
also show several randomly generated patches. (b) The experiment was repeated using a longer
(60 s) initial stimulus

3.4.2 Response of LEGI-BEN to Spatially Graded Stimulation

We can also test the capabilities of the LEGI-BEN to sense and amplify the external
gradients. To this end, we simulated the cellular response to the imposition of a
gradient (see Fig. 3.11). Note that imposition of the stimulus first causes a global
response as the cell experiences a rise in chemoattractant everywhere. However,
following that initial response, there is a subsequent nearly periodic response that is
localized to the region of the cell where the stimulus levels are above the mean—this
is roughly half the cell. This becomes more focused over time covering a smaller
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Fig. 3.11 Simulation of LEGI-BEN under spatially graded stimulus. Kymograph showing the the
activity of the excitation (in red) and inhibition (in green) for cell that is initially unstimulated.
At 120 s, a graded stimulus is applied with a difference of ˙5% between front (center of the
kymograph) and back (edges). This gradient was then removed at 360 s and the cell allowed to
return to basal level

fraction of the cell. This is a persistent response that only disappears after removal
of the stimulus, after which the cell goes quiet before eventually returning to basal
levels of activity.

Several things are worth noting from the kymograph. First, the localization of
activities is highly graded. In contrast to the LEGI response, in which the spatial
distribution of the response is smaller than (or at best, equal to) the gradient of the
external stimulus, the response of LEGI-BEN shows nearly complete abrogation
at the side with lower concentration. This threshold in the response was seen
and characterized experimentally [42]. Second, within the region demonstrating a
response, there is a large degree of randomness. Firings can occur in different places
and tend to migrate around the cell region. These “dancing crescents” have also been
detected experimentally [34, 85, 104].

3.4.3 Morphological Changes Induced by LEGI-BEN

We next used the LEGI-BEN system to simulate cell migration using the LSM.
These simulations demonstrated features consistent with experimental observations
(Fig. 3.12). First, cells elongated in response to the external gradient and moved
towards the source of the stimulus (Fig. 3.12a). Second, the precise movement
of the cell exhibits the pseudopod split observed experimentally (Fig. 3.12b). The
wave properties of the EN cause activity to propagate along the cell membrane.
This propagation leads to morphological changes in which the protrusion alternates
directions. Third, when a migrating cell is given a uniform stimulus, the initial
increase in activity causes a global outward protrusion that is then followed by
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Fig. 3.12 Cellular migration achieved using the LEGI-BEN mechanism. (a) Shapes of the cell
simulated by the LSM in which the protrusive stress, 	pro, is obtained by solving the LEGI-BEN
reaction diffusion equations. Initially, the cell started as a circle, 10�m in diameter. The snapshots
shown are 30 s apart and represent 300 s of movement. The gradient steepness is 19 %, to the
right. (b) Pseudopod splitting in a simulation of a migrating cell using the LEGI-BEN mechanism.
Note how the initial pseudopod splits in two between 20 and 40 s. Initially, the left branch is
stronger (100 s) but once it stalls, the right branch becomes stronger (160 s). (c) Initial response
to a uniform stimulus, followed by cell rounding, or “cringe.” Thereafter, the cell resumes its
movement (not shown). Panels (b) and (c) are from [89], ©Shi et al. Used by permission under the
Creative Commons Attribution License

a quiescent period in which there is no activity. Morphologically, this behavior
manifests itself in the cell’s rounding up (Fig. 3.12c). This behavior is seen
experimentally, where it is referred to as a “cringe” [25].

3.5 Polarization and Directional Persistence

When the cell is stimulated by a gradient, the LEGI mechanism biases the activity
of the EN so that all, or nearly all, of the firings occur in the region of the cell
experiencing greatest chemoattractant concentration. This causes the cell to elongate
and subsequently move in the direction of the gradient, as seen in the simulations



114 P.A. Iglesias

(Fig. 3.12a). Though in the absence of a gradient the EN is triggered frequently
leading to protrusions, the cell does not move away appreciably from its starting
point (Fig. 3.6). This can be attributed to a lack of persistence in the directionality
of the protrusions and the fact that a single protrusion is not sufficient to move the
cell centroid.

To overcome these limitations in the LEGI-BEN mechanism, we developed a
Polarity (POL) module [89]. The rationale for this system is the notion that after an
EN firing, the probability that a subsequent firing occurs at the same point along the
membrane should be higher, at least temporarily. To accomplish this, we proposed
a positive feedback loop from the protrusive stress to the EN:

@Z

@t
D �k�ZZ C kZ	pro

with Z feeding into the EN input. The effect of this equation is that, following a
protrusion, the variable Z increases initially, but then begins to disappear with a
half-life given by t1=2 D ln.2/=k�Z unless it is renewed by further firings. Thus, at
least for the duration of an elevated Z signal, the cell remembers the location of the
firing. As such, the value of k�Z is related to the persistence time of the cell’s random
migration. However, the precise correspondence is not straightforward because P
increases with each subsequent firing.

Simulations based on this mechanism (not shown) did display an increase in
persistence. An initial random firing at a given particular location led to subsequent
persistent firings at that same spot along the cell. However, additional random firings
occurred at other points along the membrane also led to persistent firings. Over time,
the cell became hyperactive.

To overcome this hyperactivity, we proposed that POL should increase the
probability of subsequent firings at locations where a firing did take place, but at
the same time lower the probability that firings occurred elsewhere. The functional
form of the resultant POL module is quite similar to LEGI. There is a local excitation
(Z, as above) and a global inhibition (W) that regulate the degree of polarity (P) in
complementary ways. Both processes take the protrusive stress as their input:

@Z

@t
D �k�ZZ C kZ	pro C DZr2Z (3.11)

@W

@t
D �k�WW C kW	pro C DWr2W (3.12)

@P

@t
D �k�PP C kP.Z � W/: (3.13)

For simplicity, we let DW be sufficiently high that W is spatially independent:

dW

dt
D �k�WW C kW

2�

Z �

��
	pro.�/ d�
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and we let kP D k�P be sufficiently fast so that P D Z�W. Note how the polarization
module is activated by signal 	pro, which represents actin polymerization and is
proportional to Y. Lastly, we modify (3.10) for the input to the EN so as to include
a contribution from P:

U D Ubasal C Unoise C ULEGI C UPol; (3.14)

where UPol D 'P. The parameter ' scales the relative contribution of the polarity
cue with respect to that of the LEGI mechanism.

3.5.1 Simulations of LEGI-BEN-POL

To test the model with the POL module, we carried out a number of simulations.
First, we considered its effect on randomly migrating cells. As seen in Fig. 3.13,
cells with POL successfully migrate for their initial position, though the direction
is random. Moreover, we see that the degree of migration can be modulated by the
strength of POL’s contribution to the EN. For example, cells without POL, or with
reduced strength (low value of ') do not venture as far from the initial position as

Fig. 3.13 Random migration of LEGI-BEN-POL system. (a) Individual trajectories of unstimu-
lated cells. (b) Mean-square displacement over time of cells with varying level of strength in the
POL module. (c) Individual trajectories of cells from panel (b). Figure from [89], ©Shi et al. Used
by permission under the Creative Commons Attribution License
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cells that have normal or increased values of '. This average dispersion of cells is
captured by plotting the mean-square displacement of cells over time (Fig. 3.13b)
or by looking at individual cells’ trajectories (Fig. 3.13c). Interestingly, the latter
shows that for the intermediate values of ', the degree to which cells move diffuse
into the environment can be quite variable. While some cells stay close to the initial
position, similar to cells with low values of ', others migrate far away from the
initial position with little turning, similar to cells with high values of '.

We next considered the effect of the polarity module on chemotaxing cells. When
exposed to chemoattractant gradients, the simulations showed preferential activity
of the EN in the direction of the gradient (Fig. 3.14a). This is seen in cells with or
without the polarity module. In both cases, the spatial localization of the response
was greater with increasing steepness of the chemoattractant gradient. Simulations
of these cells showed that they translocate further towards the chemoattractant
source as the gradient steepness increases (Fig. 3.14a right panels). In all three
gradients tested, cells with the polarity module show a greater degree of localization
of the response in the direction of the external gradient than cells without the
polarity module. This is also evident by computing the chemotactic index of these
cells (Fig. 3.14b). Interestingly, at very high gradients, the advantage of the polarity
module is minimal. However, at intermediate and low concentration levels, the
chemotactic index was much greater with the polarity module than without it.

Experimentally, polarized cells have been shown to turn gradually in response to
changes in the chemoattractant gradient. To test whether this effect was seen in our
cells, we recreated this experiment. Whereas chemotaxing cells lacking the polarity
module make an immediate change in their direction following the change in the
gradient direction, cells with the polarity module make gradual “U-turns” ; see
Fig. 3.15. Cells without or with the polarity module were introduced to a gradient
(pointing to the right) and allowed to start chemotaxing for 500 s(a) or 450 s (b).
At this point, the gradient direction was reversed so that it now pointed to the left.
The cell without the polarity module immediately stopped moving. Any subsequent
movement was in the new direction. In contrast, the cell with the polarity module
makes a considerably more gradual turn, taking approximately 3–4 min before it is
realigned to the new gradient location.

3.5.2 Modeling In Silico Mutants

One of the potential benefits of a computational model is that it allows biologists to
consider the effect of various interactions on various aspects of the chemotactic
response. For example, how does the strength of a feedback loop affect the
chemotactic index? How is morphology affected? The ensuing in silico mutants
can then be compared to genetically modified cells so as to categorize the specific
contribution that the gene’s product has on the signaling system.

As an illustration of this, we considered the effect of varying the strengths of
the two feedback loops in the polarity module; Fig. 3.16. We reduced the strength
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Fig. 3.14 Chemotaxis of LEGI-BEN-POL system. (a) The panels on the left show the spatial
distribution of the activity of the EN (Y) of simulated cells without or with the polarity module
for varying chemoattractant gradient steepness (1, 6, and 19 %). The solid line shows the mean
and the shaded region marks one standard deviation away from the mean. The plots on the right
show the response of cells to gradients of the varying steepness. All trajectories are for 900 s
of simulated time. (b) The chemotactic index of cells without or with the polarity module was
computed for varying gradient steepness. Data represent the mean and error bars of the standard
deviation. Figure adapted from [89], ©Shi et al. Used by permission under the Creative Commons
Attribution License

of the negative feedback loop. In simulations, these cells migrated with nearly
indistinguishable chemotactic index when compared to wild-type cell simulations.
However, the activity of the EN increased greatly and the cells became hyperactive.
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Fig. 3.15 Response of cells to changes in the gradient. Cells without (a) or with (b) the polarity
module chemotaxing to a gradient (pointing to the right). The gradient was then changed (marked
0 s) so that it now pointed to the left. In the figure, the outlines of the cell without the polarity
module have been moved down after the gradient change. Otherwise, these cells would completely
overlap the outlines before the gradient change. This can be seen in the dotted lines that mark the
trajectory of the cell, and in the red circles that mark the starting point. For the cell with the polarity
module, no such change is needed. Figure adapted from [89], ©Shi et al. Used by permission under
the Creative Commons Attribution License

Fig. 3.16 Chemotactic ability of in silico mutants. Simulation of cells chemotaxing to a gradient
(pointing to the right). The “Z” and “W” mutants have their contribution to polarity reduced by
50 % each. Figure adapted from [89], ©Shi et al. Used by permission under the Creative Commons
Attribution License

Importantly, rather than increasing chemotactic migration, these cells had motility
defects; they generated multiple simultaneous protrusions which, in many cases, did
not point directly towards the source. Moreover, they resultant morphology had a
broad area facing the gradient. The results of these simulations were reminiscent of
those of pten-cells [40] or cells with constitutively active RasC [18]. These cells also
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show elevated levels of PH-domain and actin polymerization along the leading edge.
However, these elevated levels result in less polarized cells, and thus directional
migration is reduced—as seen in our simulations.

We also simulated chemotaxis of cells where the strength of the positive feedback
loop was reduced by 50 %. Once again, the alignment of these cells with the external
gradient was as good as WT cells. However, the EN’s level of activity was lower and
so the cells moved only slowly in the direction of the gradient. The cells in these
simulations resemble cells lacking PI3K [32] which chemotax, but not as efficiently
as wild-type cells.

3.6 The Cytoskeletal Oscillatory Network

As seen above, simulations of an integrated system combining LEGI, EN, and POL
modules recreated most of the observed behaviors of chemotactic cells [89]. How-
ever, it combines into a single module all the excitable behavior of the signaling and
cytoskeletal molecules. Recently, experiments have revealed differences between
the behavior of these two classes of molecules [34].

TIRF microscopy revealed that elements of the cytoskeletal network, including
HSPC300 (a component of the SCAR/Wave complex), LimE�coil (a sensor of actin
polymerization [16]), dynacortin (an actin-crosslinking protein [43]), and coronin
(a regulator of actin disassembly) undergo rapid oscillations. These patterns appear
exclusively at convex regions around the perimeter of the basal surface of the cell,
and have a period of approximately 10 s [34]. While they appear to push out the
surface of the cell, consistent with actin polymerization protrusive forces, these
extensions are small and do not propel the centroid of the cell in any meaningful
way. Moreover, these oscillations are out of phase.

In contrast, signaling molecules such as the Ras-binding domain (RBD) and PH-
domain-containing proteins are considerably broader, last longer but do not appear
to oscillate. These observations led us to postulate that cytoskeletal and signaling
molecules are part of two separate but coupled systems with distinct dynamical
behaviors. The former consists of a fast, cytoskeletal oscillatory network (CON);
the latter forming a slower, signal transduction excitable network (STEN), see also
discussion on the cytoskeletal waves in Chap. 2.

In the STEN-CON coupled model, CON proteins are continuously active, but
these oscillatory perturbations are not sufficiently strong to cause cell migration. The
STEN module integrates signals from various sources (e.g., LEGI and POL modules
as well as stochastic perturbations). Being an EN, super-threshold perturbations
to the STEN elicit high activity that synchronizes and amplifies CON oscillations
allowing actin polymerization to move forward.
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3.6.1 Mathematical Description of STEN-CON

Because the STEN network exhibits the same pattern of activity previously con-
sidered by the EN network, we used the same set of equations and parameters to
describe STEN:

@XST

@t
D kxxST

X2ST

k2MxST
C X2ST

� k�xST XST � kyxST YST C kuxST UST C DxSTr2XST

@YST

@t
D kxyST XST � k�xST YST C DySTr2YST:

In contrast, because CON components exhibit oscillatory behavior, we conjec-
tured that this behavior could be due to limit-cycle oscillations of the underlying
EN. Many excitable systems, including the FHN network, display Hopf bifurcations
in response to changes in network parameters [35, 48]. These bifurcations occur as
the single stable equilibrium loses stability leading to oscillatory behavior. We had
previously shown that the network of (3.1) and (3.2) also displays similar Hopf
bifurcations [109]. Thus, we considered the following model for the CON:

@XCN

@t
D kxxCN

X2CN

k2MxCN
C X2CN

� k�xCN XCN � kyxCNYCN C kuxCN UCN C DxCNr2XCN

@YCN

@t
D kxyCNXCN � k�xCNYCN C DyCNr2YCN:

Note that it has the same format as the EN above. The only difference is in the nature
of the equilibrium as determined by the different parameter values.

Our attempts to recreate the oscillatory behavior of CON proteins with this
network with oscillatory parameters were unsuccessful. As expected, the system
oscillated, but the oscillations tended to synchronize in the cell (not shown). In
contrast, we found that we could obtain oscillatory behavior from the simulations if
we assumed a different point along the bifurcation diagram. Both the FHN and the
EN in (3.1) and (3.2) can also exhibit bistability, in which two stable equilibria
coexist; see Fig. 3.17. If these equilibria occur near the bifurcation points, both
can exhibit excitable-like behavior, in which super-threshold perturbations cause
the system to move from one equilibrium to the other (i.e., low-to-high or high-
to-low). These changes, of course, are stochastic in nature, and hence are not
guaranteed. However, in the presence of sufficiently high level of noise relative
to the size of the threshold, they occur with sufficiently high frequency as to be
nearly indistinguishable from noise [45, 102, 107]. We found that these stochastic
oscillations could recreate the behavior of the system accurately; see Fig. 3.17.
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a b

Fig. 3.17 Phase-plane description of STEN and CON modules. The STEN and CON modules are
described by activator-inhibitor systems. One the right, we show the two nullclines for the systems:
the activator, X nullclines in red; the inhibitor, Y nullclines in green. In STEN, the two nullclines
meet at only one stable equilibrium (marked by small black circle). Small deviations from this
equilibrium can lead to large excursions (see black line) before the system returns to its unique
steady-state. In the CON, the nullclines intersect at three different points: two stable (black circles)
and one unstable (white circle). The two stable equilibria correspond to points of low and high
activity. In both cases, deviations from these points will cause the system to switch to the other
equilibria. In the presence of sufficient noise, these changes will occur with high regulatory, giving
rise to stochastic oscillations. Figure adapted from Ref [34], ©Huang et al. Used by permission

3.6.2 STEN-CON Coupling

We have not yet specified the inputs to both modules. For the STEN, we assume that

UST D Ubasal-ST C Unoise C ULEGI C UPol C f .XCN/: (3.15)

Except for the last term, all other contributions to the input are as in the LEGI-
BEN-POL network described in (3.10) above. The function f .XCN/ in (3.15) is used
to trigger STEN based on the activity of CON. To this end, we first integrate nearby
CON activity:

QXCN.�0/ D
Z �0C��

�0���
XCN.�/ d�

using �� D 15ı to specify the integration width. This weighted activity is then
compared to a threshold:

h
�
XCN.�/

� D
(
0; if QXCN.�/ < QXCN-th

1; otherwise.
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Finally, the coupling term f .XCN/ is obtained by multiplying this function by a
stochastic component:

f
�
XCN.�/

� D h
�
XCN.�/

� QNCN: (3.16)

Here QUnoise-CN is a white noise process with unit variance and a mean of 0.05.
For CON, we assumed that

UCN D Ubasal-CN C Unoise-CN C g.XST/: (3.17)

The first two terms are basal and stochastic contributions. The function of g.XST/

is simply a binary function based on whether the activity of the STEN is above or
below a threshold:

g
�
XST.�/

� D
(

gB; if XST.�/ < XST-th

gS; otherwise.

Parameter values for this network are all found in Table 3.4.

3.6.3 Simulations of Coupled STEN-CON Systems

We carried out simulations of the STEN-CON system for unstimulated cells; in
these simulations, we do not incorporate a contribution from the POL module
(UPol D 0). In kymographs, STEN activity displays random patches reminiscent
of those seen in the EN; see Fig. 3.17a. In contrast, the activity of the CON
displays numerous small-scale oscillations around the perimeter. These oscillations
can be present even a times and places along the cell perimeter where the STEN is
quiescent. However, whenever and wherever the STEN fires, the level of activity of
CON also increases—the regions where the CON was oscillating become broader.

When we used the CON activity to drive cellular protrusions using the LSM,
we found that the oscillatory regions give rise to small-scale undulations of the
perimeter, as seen experimentally. However, the agglomeration of CON activity that
follows the triggering of STEN leads to a large-scale protrusions that allow the cell
to move; see Figs. 3.17b, 3.18.

I
Fig. 3.18 Simulation of STEN-CON coupling model. (a) Kymographs describing the activities of
the STEN and CON systems around the perimeter of the circle. (b) Intensity plots of the slow and
fast systems corresponding to rectangles 1 and 2 in panel (a). (c) The activity of the CON was used
to drive protrusions in the LSM framework. Shown are three snapshots of the activity (using Y as
a marker) around the perimeter for STEN (green), CON (red), and merged. Note that at 90 s, the
only activity seen is in the CON, where small-scale oscillations are present. At 120 s, the STEN
begins to fire (marked by the white arrow). Thereafter, both STEN and CON show elevated levels.
The cell also has a large protrusion there, marked by the dotted square. These simulations do not
assume constant volume, as they attempt to recreate the basal surface of the cell observed using
TIRF microscopy. Reprinted from [34], with permission
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Fig. 3.18 (continued)
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3.7 Discussion and Conclusions

Depending on the experimental conditions, chemotactic cells display a wide array
of behaviors, summarized in Table 3.1. The model presented here recreates these
behaviors. The modular nature of the module suggests a number of questions.

Do cells really use a modular network or could the elements be integrated? It
is difficult to state with certainty whether cells use a modular network. Clearly,
the behavior of cells follows the delineation that we propose here. For example,
Dictyostelium cells undergo a transformation from an unpolarized to a polarized
state, so polarity is something that is intrinsically different from migration or
gradient sensing. It is possible that the loops that we introduce as part of the
POL module could be included into the EN as additional excitation and inhibition
signals. Similarly, in our model, we set the LEGI module as something separate
from the EN, in which the LEGIs excitation and inhibition signals dictate the level

Table 3.1 Behaviors simulated; adapted from [89]

Behavior

Unstimulated cells

1. Persistent motion [11, 13, 14, 54, 94, 98]

2. Pseudopod splitting [3, 13, 111]

3. Random activity patches [61, 75, 78]

4. Excitable behavior [5, 6, 15, 28, 29, 59, 97, 100, 108, 110]

5. Oscillatory cytoskeletal activity [34]

Spatially uniform stimulus

6. Freeze, cringe, spread [25]

7. Transient signaling events [20, 78, 79, 95]

8. Long-term adaptation [21, 60, 75, 99, 105, 119]

Spatially graded stimulus

9. Directional response/migration Many

10. Biased location of patches [84, 96]

11. Amplified response [42, 73]

12. Response to simultaneous cues [42]

13. Sensitivity adjustment [21, 42, 99, 119]

14. Adjustment of polarity [93]

15. Turning to changing gradient [3, 27, 93]

References refer to published experimental observations of these behaviors
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of response regulator output outside the EN. These two complementary signals
could, in theory, enter the EN at different points or even be part of the EN itself.
One model that integrates several of these signals is that due to Meinhardt [62]
which can also recreate many of the behaviors of chemotaxing cells [55, 70].
This model has two negative feedback loops into the EN (roughly equivalent
to introducing W into EN) and a single positive feedback loop (equivalent to
incorporating Z into the autocatalytic loop in X). Moreover, it does not have perfect
adaptation; rather, the external chemoattractant signal S feeds directly into the
EN. Recent experiments, however, reveal that the form of the Meinhardt model,
whereby adaptation is achieved as a feedback process, does not recreate the double
stimulation experiments of Fig. 3.10 [96].

Does the need to introduce additional components to account for new experimen-
tal evidence not point to a weakness of the model? As we characterize the behavior
of chemotaxing cells in greater detail, it is not surprising that we will come across
behaviors that cannot be represented by the existing model. It is important to note
that the complexity of the model, even if one includes all its modules, is orders of
magnitude simpler than that of the real network. For example, it is known that at
least four independent pathways regulate chemotaxis. In the model presented here
there is a single direct pathway from the chemoattractant signal to the protrusive
forces.

Since the elements of each module are phenomenological, what use is such
a model to an experimentalist? We do not presume to speak for experimental
biologists, but it is clear that a system as complicated as that regulating chemotaxis
in amoebae requires some level of abstraction if one is to understand the underlying
network. A model at the level of detail presented here provides a framework for this
understanding. While it is true that we choose not to label the models components
with biochemical entities, we do so because we believe that the current level of
understanding of the system does not allow it. Nevertheless, a conceptual model
such as this one can still make experimentally testable predictions.
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Appendix

Below we briefly discuss the choice of parameters for the various modules.

Numerical Parameters of LEGI-BEN-POL

Because the model is an abstraction of the underlying network, the parameters do
not have physical meaning. In our simulations, they were obtained empirically by
specifying certain desirable behavior matching observed phenomena (frequency of
firings, size of firings, etc.) and fitting them using a least-squares optimization [110].
The nominal parameter values are given in Table 3.2.

Sensitivity analysis of the network shows that, in most cases, the model is quite
insensitive to parameter changes [89]. In fact, several simulations have been done
using parameters different from the nominal ones. For example, it is possible to
vary the LEGI parameters almost arbitrarily without affecting the module’s ability
to recreate perfect adaptation [51]. Where the model is most sensitive is in the
“distance” between the LEGI basal level and the EN threshold. For the system
to generate sufficient amplification, these two values must be close—but not so
close as to have the unstimulated cell constantly crossing the threshold. The relative
distance between these two points is affected by a number of parameters, including
the strengths of the two loops in the EN. Note that this is a general weakness of any
model that relies on threshold. An important area of research would be how to study
how cells can operate near these bifurcation points [66].

Table 3.2 Parameters of
LEGI, EN, and POL modules

LEGI module

ke 0.5 s�1 k
�e 0.5 s�1

ki 0.1 s�1 k
�i 0.1 s�1

kr 0.06 s�1 k
�r 0.1 s�1

DI 1�m2=s

EN module

kxx 2.5 s�1 kxy 0.019 s�1

k
�x 2.3 s�1 k

�y 0.088 s�1

kM 0.32 Ubasal �0.063

kyx 8.6 s�1 kux 0.8 s�1

DX 0.016 �m2=s DY 0.038�m2=s

� 2 ' 2

POL module

kZ 0.023 s�1 k
�Z 0.015 s�1

kW 0.035 s�1 k
�W 0.012 s�1

DZ 0.04�m2=s
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Table 3.3 Mechanical
parameters used to simulate
cell movement

Parameter Value Units

K 0.098 nN�m�3

D 0.064 nN�m�3

B 6.09 nN s�m�3


 1.00 nN�m

	0 35 nN s�m�3

karea 1 nN�m�2

Mechanical Parameters Used to Simulate Cell Movement

The viscoelastic model used here to describe cellular deformations is also a simpli-
fication of the underlying mechanical system. These parameters were obtained by
fitting experimental measurements of aspirated wild-type Dictyostelium cells using
a micropipette [77, 114]. They are given in Table 3.3. Similar measurements for a
number of genetically modified Dictyostelium strains are given by Luo et al. in [56].

Numerical Parameters of the STEN-CON Coupled Network

Finally, we present the model parameters for the STEN-CON coupled network
(Table 3.4). The STEN is meant to recreate the parameters of the EN above. The
CON altered parameters so that the system exhibits bistability. Note that in the
LSM simulations, volume conservation is not included, since these simulations were
meant to recreate the shapes and patterns of activity seen in TIRM images. Since
these capture only the basal membrane of the cell, the surface area in contact with
the slide is not conserved.

Supplementary Movies

1. Activity of the excitable network simulated in a two-dimensional surface; see
Fig. 3.2. The movie is recreated from [110].

2. Changes in cellular morphology due to random EN firings in an unstimulated
cell; see Fig. 3.6. Movie from [89], ©Shi et al. Used by permission under the
Creative Commons Attribution License.

3. Response of a cell lacking the polarity module to a spatial gradient; see
Fig. 3.12a.

4. Random migration of five cells with the LEGI-BEN-POL set of modules,
but no external gradient. Compare with the trajectories traced in Fig. 3.13a.
Movie from [89], ©Shi et al. Used by permission under the Creative Commons
Attribution License.
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Table 3.4 STEN-CON
model parameters

STEN

kxxST 0.7 s�1 kxyST 0.0051 s�1

k
�xST 0.63 s�1 k

�xST 0.024 s�1

kyxST 2.35 s�1 kuxST 1 s�1

DxST 0.0059�m2=s DyST 0.0151�m2=s

kMxST 0.32

Ubasal-ST �0:0138 Unoise 0

CON

kxxCN 0.19 s�1 kxyCN 0.0011 s�1

k
�xCN 0.18 s�1 k

�xCN 0.0067 s�1

kyxCN 0.65 s�1 kuxCN 1 s�1

DxCN 0.091�m2=s DyCN 0.0236�m2=s

kMxCN 0.32

Ubasal-CN 0:1 Unoise 0

STEN-CON coupling

XCN-th 7 A.U. XST-th 0 A.U.

gB 1.25 A.U. gsig 1.3 A.U.

5. Change in the directional movement of an unpolarized cell in changing gradients.
The initial 19 % gradient, which pointed to the top was switched to point towards
the bottom at 500 s. This simulation corresponds to Fig. 3.15a, though it was
rotated to fit the figure better. Movie from [89], ©Shi et al. Used by permission
under the Creative Commons Attribution License.

6. Change in the directional movement of an unpolarized cell in changing gradients.
An initial 6 % gradient pointing to the right was applied at 300 s. It was
subsequently switched to point towards the top at 900 s. Movie from [89], ©Shi
et al. Used by permission under the Creative Commons Attribution License.

7. Change in the directional movement of polarized cell in changing gradients. An
initial 6 % gradient pointing to the right was applied at 300 s. It was subsequently
switched to point towards the top at 900 s. Movie from [89], ©Shi et al. Used by
permission under the Creative Commons Attribution License.

8. Movement of a LEGI-BEN-POL cell in a bifurcating channel. The cell is
responding to a point source gradient located at the top “+” sign. The channel
was made to resemble experiments using neutrophils [2, Fig. 2].
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Chapter 4
Cell Locomotion in One Dimension

Pierre Recho and Lev Truskinovsky

4.1 Introduction

The ability of cells to self-propel is essential for most biological processes: in
the early life of an embryo, stem cells move to form tissues and organs, during
the immune response, leukocytes migrate through capillaries to attack infections
and collective motion of epithelial cells is necessary for wound healing. While
the molecular and biochemical basis of cell motility is basically known, the
underlying mechanical theory of active continuum media is still under development
[3, 23, 34, 39, 55, 71, 102, 118, 125, 168].

At a rather schematic level, sufficient for our purposes, a cell can be viewed
as an elastic ‘bag’ whose interior is separated from the exterior by a bi-layer lipid
membrane. The membrane is attached from inside to a cortex—an active muscle-
type layer maintaining the cell’s shape. The interior is filled with a passive medium,
the cytosol, where all essential cell organelles are immersed. The active machinery
inside the cytosol, ensuring self-propulsion, resides in the cytoskeleton: a perpet-
ually renewed network of actin filaments that is cross-linked by myosin motors
while being transiently attached to the cell exterior through adhesion proteins. The
main active processes in the cytoskeleton are: the non-equilibrium polymerization
of actin fibers, the relative sliding of actin fibers induced by myosin motors and
the active bonding of trans-membrane proteins to viscous or elastic substrate
[5, 23, 66, 102, 105].
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The elementary mechanisms responsible for the steady crawling of keratocytes,
flattened cells with fibroblastic functions that will be our main object of study,
have been identified [2, 15, 16, 44, 65, 102, 127, 146, 160]. Like most other
eukaryotic cells, they self-propel by advancing the front and retracting the rear.
The advance starts with protrusion through active polymerization in the frontal
area of the cell (the lamellipodium) with a simultaneous formation of adhesion
clusters at the advancing edge. After the adhesion of the protruding part of the
cell is secured, the cytoskeleton contracts due to activity of myosin motors. The
contraction leads to detachment at the rear and disassembly of the actin network
through de-polymerization.

It is usually assumed that active polymerization ensuring protrusion can be
described as the work of spatially distributed ‘pushers’, generating positive force
couples, while active contraction can be viewed as an outcome of the mechanical
action of distributed ‘pullers’, responsible for negative force couples. One of our
main goals will be to show that the relative roles of pushers and pullers in cellular
motility may be interchangeable and tightly linked to the task to be performed,
see also [33, 95, 124, 132, 144]. The active side of the reversible adhesion of
adhesive patches (focal adhesions) is understood insufficiently and we treat them
as passive viscous binders whose spatial distribution may be regulated actively [52].

The three main components of the motility mechanism (polymerization, contrac-
tion and adhesion) depend upon continuous supply of energy provided by the ATP
hydrolysis. They also require intricate regulation by complex signaling pathways
involving chemical and mechanical feedback loops and the implied synchronization
allows the cell to move with a relatively stable shape and velocity [13, 152].
While the general crawling mechanisms described above can support non-stationary
translocation of the cell body [6, 12, 93], in this chapter we focus exclusively on the
study of steady motility modes and will deal, outside transients, with cell fragments
advancing at a constant velocity.

A variety of multi-scale simulation approaches targeting various cell motility
mechanisms can be found in the literature, see the reviews in [14, 34, 102, 120, 152,
163]. Among them, prominent role is occupied by continuum mechanical models,
although the underlying rheological assumptions may be rather diverse. Thus, in
some models, the cytoskeleton is viewed as a highly viscous active fluid moving
through a cytoplasm by generating internal contractile stresses [7, 63, 77, 109]. In
other models, the cytoskeleton is represented as an active gel whose polar nature is
modeled in the framework of the theory of liquid crystals [28, 71, 73, 75, 82, 118].
The active gel theory approach has been quite successful in reproducing various
sub cellular structures observed in vivo [46, 47, 49, 134] and we basically follow
it in this chapter albeit without an explicit reference to local orientational order.
At sufficiently fast time scales, the cytoskeleton can be also modeled as an active
solid with highly nonlinear scale-free rheology [24, 116]. The range of rheological
models compatible with mechanical behavior of cytoskeleton reflects the incredible
adaptability of this active medium and mirrors the variety of different motility
modes in disparate types of cells.
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In addition to bulk rheology, various surface elements of the motility machinery
have been subjected to focused studies. It was shown that in some cases the plasmic
membrane with its attached cortex can be viewed as a passive elastic surface and
modeled by phase field methods allowing one to pass smoothly through topological
transitions [55, 153, 163]. In other cases, the membrane may also play an active role,
for instance, an asymmetric distribution of channels on the surface of the membrane
can be responsible for a particular mechanism of cell motility relying on variation
of osmotic pressure [147]. Another type of activity is associated with muscle-
type contractions in the cortex that play an important role in blebbing [139, 151]
and mitosis [133, 156]. An important role of active feedback between the shape
of a crawling cell and the diffusion of pushers along the plasma membrane, was
emphasized in [3]. While most models assume that the cell membrane interacts with
the exterior of the cell through passive viscous forces, active dynamics of adhesion
complexes has recently become an area of intense research driven in part by the
finding of a complex dependence of the crawling velocity on the adhesive properties
of the environment [43, 44, 52, 88, 89, 107, 129, 138, 168].

The account of these and other relevant factors, including realistic geometry,
G-actin transport, Rac/Rho-regulation, etc., has led to the development of rather
comprehensive models of cell motility that are adequate not only qualitatively
but also quantitatively and can already serve as powerful predictive tools, see
for instance [14, 48, 55, 91, 131, 141, 153, 166] and other chapters of this book.
However, a physical understanding of the separate roles played in various macro-
scopic manifestations by individual active components of the self-propulsion
machinery and the appreciation of the associated competition and cooperation
between different ‘players’ is usually obscured by geometrical and bio-chemical
complexity of such models and remain hidden behind opaque computational
schemes [48, 63, 141, 152, 163, 165, 166, 169].

To bring some transparency into the interplay between contraction, protrusion
and adhesion and to develop the associated intuition, we overview in this chapter
a set of deliberately simplified models of lamellipodial cell motility allowing one
to achieve analytical results without sacrificing the main effect which each model
is intended to illustrate. All these models involve one-dimensional projection of the
complex intra-cellular dynamics on the direction of locomotion.

More specifically, we assume that the motor part of a crawling eukaryotic cell
can be viewed as a one-dimensional continuum layer. The two free boundaries
representing the front and the rear of the moving fragment are the places where
the external fluxes can operate and the external loads can be applied. In particular,
we suppose that actin treadmilling can take place only on these boundaries and
that it can be modeled as an influx of mass at the front boundary and its
disappearance at the rear boundary. The actomyosin cytoskeleton is modeled as
an active gel and active contraction is represented by a spatially inhomogeneous
pre-stress [83]. Adhesion is treated as spatially inhomogeneous viscous friction
[48, 61, 75, 86, 131, 141].

In pursuit of analytic transparency, we decouple the momentum balance equation
from the mass transport equation by assuming infinite compressibility of the
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cross-linked actin network [75, 131]. The density of motors is either assumed to be
constant or modeled by an advection-diffusion equation where the advection is due
to the flow of actin. To ensure that the crawling cell maintains its size, we introduce
a phenomenological cortex/osmolarity mediated quasi-elastic interaction between
the front and the back of the self-propelling fragment [11, 12, 49, 93]; a comparison
of such mean field elasticity with more conventional bulk elasticity models can be
found in [122]. Similar coupling between the front and the rear of the fragment may
have an active origin as well resulting from different rates of polymerization and
de-polymerization at the extremities of the lamellipodium [50].

Different effects are emphasized in the three sections of this review and the
corresponding minimal systems of equations, capable of capturing the desired
effects, are adjusted accordingly. In all three sections our goal is to provide evidence
that individual active mechanisms can either act separately or have to be coordinated
in order to ensure the required performance.

In the first section we focus on active contraction while maximally simplifying
adhesion and fully neglecting active protrusion. We build upon the observation that
motility initiation in keratocytes may be triggered by raising the contractility of
myosin [40, 92, 114, 159, 161, 167]. It is also known that cells may self-propel by
contraction only [76]. By limiting our attention to ‘pullers’, we confront the existing
theories of polarization and motility that place the main emphasis on ‘pushers’
and link motility initiation with active treadmilling and protrusion. Mathematically,
our one-dimensional model reduces to a dynamical system of a Keller–Segel-type,
however, in contrast to its chemotaxic analog, the nonlocality in this system which
we call autotaxis is due to mechanical rather than chemical feedback. If compared
with previous studies of Keller–Segel-type problems, our setting is complicated by
the presence of free boundaries equipped with Stefan type boundary conditions. The
model provides compelling evidence that both, the initiation of motility, associated
with polarization, and its arrest, associated with re-symmetrization, may be fully
controlled by the average contractility of motor proteins.

While contraction is crucial for pulling the organelles, protrusion is known
to be the main mechanism of pushing [74]. In the second section we shift our
focus to protrusion while maximally simplifying the description of contraction.
More specifically, we assume that motor concentration is time independent and
spatially homogeneous and keep adhesion passive. Our main result is that the roles
of protrusion and contraction as the dominant mechanism of self-propulsion may
by interchangeable depending on the character of the mechanical task performed
by the cell. We identify a macroscopic signature of the dominance of each of the
two mechanisms by demonstrating that the force-velocity relation associated with
pushing is necessarily concave while pulling-dominated force-velocity relation may
be convex-concave with an interval of negative mobility.

Finally, in the third section we mainly focus on active adhesion allowing it to
optimally accommodate the dominating driving mode. We take an inverse engineer-
ing approach and use as optimality criterion the maximization of the overall velocity.
For the given strength of protrusion, we prescribe the average level of contractile
activity, and then search for the optimal internal distribution of contractile and
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adhesive units. Our analysis of the ensuing variational problem demonstrates that
radically different distributions of focal adhesions are most favorable depending
on the domineering active mechanism of self-propulsion. Thus, for contraction-
dominated motility, focal adhesions have to cooperate with pullers which end up
localizing at the trailing edge of the cell while for protrusion-dominated motility
they must conspire with pushers which concentrate at the leading edge of the cell.
Both types of crawling mechanisms have been observed experimentally.

4.2 Contraction

As we have already mentioned, the problem of finding the mechanism of motility
initiation is most commonly addressed in the framework emphasizing active poly-
merization [17, 32, 41, 64, 103, 135]. With such emphasis on ‘pushers’, spontaneous
polarization was studied by Callan-Jones et al. [30], John et al. [74], Hawkins
et al. [60], Hawkins and Voituriez [58], Doubrovinski and Kruse [48], and Blanch-
Mercader and Casademunt [20]. In [10, 169] and [168], polarization was interpreted
as a result of an inhomogeneity of adhesive interactions. Yet another group of
authors successfully argued that cell polarity may be induced by a Turing-type
instability [8, 70, 104, 157]. Such a diversity of modeling approaches is, of course,
a manifestation of the fact that very different mechanisms of motility initiation are
engaged in cells of different types.

The experimental evidence that contraction may be the leading factor behind
the polarization of keratocytes has been broadly discussed in the literature. It was
realized that active contraction creates an asymmetry-amplifying positive feedback
because it causes actin flow which in turn carries the regulators of contraction
[4, 14, 81, 124, 133]. In constrained conditions such autotaxis generates peaks in
the concentration of stress activators (myosin motors) [22, 67] and this patterning
mechanism was used, for instance, to model polarization induced by angular cortex
flow [59, 61]. Closely related heuristic models of the Keller–Segel type [112]
employing essentially the same physical mechanism of instability (autotaxis) and
also describing symmetry breaking and localization were independently proposed
in [31, 80]. In all these models, however, the effect of contraction (pullers)
was obscured by the account of other mechanisms, in particular, polymerization
induced protrusion (pushers), and the focus was on generation of internal flow
and the resulting pattern formation, rather than on the problem of ensuring steady
translocation of a cell.

More recent models of contraction-induced polarization relying on splay insta-
bility in an active gel were proposed in [55, 152, 153]. In these model, however,
‘pushers’ were not the only players, in particular, polarization was induced by a
local phase transition from non-polar to polar gel. In a closely related paper [29], the
motility initiation was attributed to a contraction-induced instability in a poro-elastic
active gel permeated by a solvent. Here again the non-contractile active mechanism
was involved as well and therefore the domineering role of contraction could not be
made explicit.
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A question intimately related to the problem of motility initiation is how the
resulting steady translocation of a cell can be halted. Several computational models
provided an indication that the two phenomena are related and that motility initiation
and motility arrest may emerge from a re-entrant behavior of the same branch of
motile regimes [55, 80, 124, 153]. However, it is still not clear whether motility
initiation and motility arrest can be both fully contraction-driven. To address this
issue we present in this section an analytically tractable one-dimensional model
which answers the question positively and shows that the increase of contractility
may cause not only polarization but also re-symmetrization.

Following previous work, we exploit the Keller–Segel (autotaxis) mechanism,
but now in a free boundary setting. In contrast to most previous studies, our
contraction driven translocation of a cell is caused exclusively by the internal flow
generated by molecular motors (pullers) and no other active agents are involved,
see also [124, 125]. While most of the elements of the proposed model have been
anticipated by the comprehensive computational approaches, e.g. [131], it was
previously not apparent that the initiation of motility, the steady translocation, the
re-symmetrization and the arrest of motility can be all captured already in such a
minimal model.

On the mathematical side, we show that the increase of contractility beyond a
well defined threshold leads to a bifurcation from a static symmetric solution of
the governing system of equations (of Keller–Segel type) describing non-motile cell
to an asymmetric traveling wave (TW) solution describing steadily moving cell.
While several TW regimes are available at the same value of parameters, we show
that stable TW solutions localize motors at the trailing edge of the cell in agreement
with observations [40, 92, 114, 159, 161, 167]. Moreover, we show that if adhesion
with the extra-cellular substrate is sufficiently low, the increase of motor-induced
contraction may induce transition from the steady state TW solution back to a static
solution. This re-symmetrization transition, leading to the motility arrest, can be
directly associated with the behavior of keratocytes prior to cell division [84, 85,
145] and our model shows that such a re-entrant behavior can be ensured exclusively
by ‘pullers’ without any engagement of either active protrusion or liquid crystal
elasticity.

4.2.1 A Toy Model

Our point of departure is a conceptual model elucidating the mechanism of
contraction-driven crawling and emphasizing the role of symmetry breaking in
achieving the state of steady self propulsion.

Recall that in crawling cells, the ‘motor part’ containing contracting cytoskeleton
(lamellipodium), is a thin active layer located close to the leading edge of the cell,
see Fig. 4.1. We assume that all mechanical action originates in lamellipodium and
that from the mechanical viewpoint the rest of the cell, including the nucleus, can
be interpreted as cargo. The main task will be to develop a model of freely moving
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Fig. 4.1 Conceptual discrete model of the motility mechanism in a crawling keratocyte cell

lamellipodium which we schematize as a segment of active gel in viscous contact
with a rigid background. The actin network inside the gel is contracted by myosin
motors which leads to an internal flow opposed by the viscous interaction with the
background. The unidirectional flow is a result of the asymmetry of contraction that
ultimately propels the cell.

The simplest model elucidating this mechanism involves three rigid blocks of
size lb placed in a frictional contact with a rigid support, characterized by the viscous
friction coefficient �. The neighboring blocks are connected by active pullers (force
dipoles) exerting contractile forces. The long range signaling ensuring the control of
cell volume is modeled by a linear spring with stiffness k connecting the first and the
last block. To regularize the problem we place in parallel with contractile elements
additional dashpots characterized by the viscosity coefficient .

In the absence of inertia, we can write the force balance equations for our system
in the form

�lb� Px1 C k x3�x1�L0
L0

C �1 �  Px1�Px2
lb

D 0

�lb� Px2 � �1 C �2 �  Px2�Px1
lb

�  Px2�Px3
lb

D 0

�lb� Px3 � k x3�x1�L0
L0

� �2 �  Px3�Px2
lb

D 0;

(4.1)

where x1.t/; x2.t/; x3.t/ are the current positions of the blocks and L0 is the reference
length of a linear spring. This spring describes the membrane-cortex ‘bag’ around
the lamellipodium allowing the inhomogeneous contraction to be transformed into a
protruding force. We assume that polarization has already taken place and therefore
the contractile force dipoles �1 � 0 and �2 � 0 acting between the two pairs
of blocks are not the same �1 ¤ �2. The polarization itself requires additional
constructs and will be addressed later.

The system (4.1) can be rewritten as three decoupled equations for the length of
our active segment L.t/ D x3.t/�x1.t/, its geometric center G.t/ D .x3.t/Cx1.t//=2
and the position of a central block x2.t/ representing the internal flow:
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�lb�.1C l20=l2b/ PL D �1 C �2 C 2k.L=L0 � 1/

2lb�.1C 3l20=l2b/ PG D �1 � �2
�lb�.1C 3l20=l2b/Px2 D �1 � �2:

(4.2)

Here l0 D p
=� is the hydrodynamic length scale which will ultimately play

the role of a regularizing parameter. The first equation shows that the length is
converging to a steady state value:

L D L0.1 � .�1 C �2/=.2k//:

Notice that in order to avoid the collapse of the layer due to contraction, it is
necessary to ensure that the spring has sufficiently large stiffness k > .�1 C �2/=2:

We also observe that independently of the value of the evolving length L.t/, the
velocity of the geometrical center of our train of blocks V is always the same

V D PG D �1 � �2

2lb�.1C 3l20=l2b/
: (4.3)

One can see that this mechanical system can move as a whole only if �1 ¤ �2.
This emphasizes the crucial role played in cell motility by the inhomogeneity of
contraction. The origin of the implied gradients and the mechanism allowing the cell
to maintain the inhomogeneity, will be addressed already in the continuum setting.

We observe that the middle block moves in the direction opposite to the motion
of the center of the system with a constant velocity Px2 D �2V . Therefore, it takes
a finite time � L=.3V/ for the central block to collide with the block at the rear
and additional assumptions are needed to extend the dynamics beyond the collision
point.

To model circulation (turnover) of the cytoskeleton in a one-dimensional set-
ting, we assume that while the flow is continuous along the contact surface,
the cytoskeleton disintegrates into small pieces (actin monomers) at the trailing
edge and reintegrates at the leading edge. This assumption allows us to close the
treadmilling cycle, even though the details of the discontinuous part of the cycle,
involving both reaction and an almost frictionless transport of monomers, will not
be resolved by the model. The reverse flow will be replaced by instantaneous jumps
maintaining the overall mass balance. We also neglect the active propulsion on the
frontal boundary due to growth of the network.

More specifically, we assume that as a result of each collision a block at the
rear is instantaneously removed from the chain and at the same time an identical
block is added at the front. In other words, each (equilibrium) de-polymerization
event at the rear is matched by an (equilibrium) polymerization event at the front.
Essentially, we suppose that at the time scale of frictional (continuous) dynamics the
reverse transport of monomers takes place instantaneously: we implicitly assume the
existence of a stationary gradient of chemical potential of actin monomers and of a
large pool of monomers ready to be added to the network at the front as soon as one
of them is released at the rear.

http://www.allitebooks.org
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Fig. 4.2 (a) Schematic representation of the motion of individual particles (blocks) forming the
motor part of a crawler in a steady state regime (three particle case). Trajectories in space time
coordinates of the particles x1 (magenta, OBCEF), x2 (green, ABDEG) and x3 (red, ACDFG);
dashed lines show the jump parts of the crawling cycle. Continuous flows have to overcome friction
while the jumps are assumed to be friction free. (b) A closed loop constituting one full stroke in
the parameter space (x2 � x1, x3 � x2). The time of one full stroke (A to G) is Ts D L=V and the
distance traveled by the crawler per stroke is VTs D L

The structure of the resulting stroke in the t; x plane and in the x2 � x1; x3 � x2
plane is shown in Fig. 4.2. One can see that each block maintains its identity through
the whole cycle and that its trajectory involves a succession of continuous segments
described by (4.1) that are interrupted by instantaneous frictionless jumps from the
rear to the front. Notice that in this interpretation the blocks can change order and
the condition x1 < x2 < x3 is not always satisfied. For instance, when the blocks x1
and x2 collide at point B, the block x1 disappears at the back (point B) and reappears
at the front (point C) ahead of the block x3. This jump mimics the frictionless part of
the treadmilling cycle. It is clear that already in 2D formulation such jumps are not
necessary because the reverse flow of actin can be modeled directly (see examples
in the other chapters of this volume).

Consider now the case of N coupled blocks. Then, the force balance for the
central blocks j 2 Œ2;N � 1� reads

�lb� Pxj � �j�1 C �j � 
Pxj � Pxj�1

lb
�  Pxj � PxjC1

lb
D 0:

This system of equations can be written in the matrix form,

TPx D b; (4.4)
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where we denoted by Px the unknown vector Px1; : : : ; PxN . The tri-diagonal matrix

T D

2
6666666664

�.2C l2b
l20
/ 1 0 0 0

1 �.2C l2b
l20
/ 1 0 0

0
: : :

: : :
: : : 0

0 0 1 �.2C l2b
l20
/ 1

0 0 0 1 �.2C l2b
l20
/

3
7777777775

describes the viscous coupling and frictional interaction with the background while
the vector

b D lb
�l20

2
6666666664

��1 C 	0 � �l20
lb

Px1
�1 � �2

:::

�N�2 � �N�1
�N�1 � 	0 � �l20

lb
PxN

3
7777777775

with 	0 D �k.xN � x1 � L0/=L0 carries the information about the active forcing, the
mean field type elasticity and the boundary layer effects. To find the solution Px, we
need to invert the matrix T and then solve a system of two coupled linear equations
Px1 D .R b/1 and PxN D .R b/N where R D T�1. The components of the matrix R
can be found explicitly [98]

Ri;j D cosh ..N C 1 � j � i/�/ � cosh ..N C 1 � jj � ij/�/
2 sinh.�/ sinh..N C 1/�/

;

where � D arccosh.1C l2b=2l20/: Knowing the ‘velocity field’, we can now compute
the steady state value of the length

L D L0

 
1 �

PN�1
jD1 cosh.�.j � N=2//�jPN�1
jD1 cosh.�.j � N=2//k

!
:

From this formula we see again that a finite stiffness is necessary to prevent the
collapse of the system under the action of contractile stresses: assuming for instance
that �i D N� we obtain the low bound for the admissible elasticity modulus k > N�.
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The steady velocity V D .PxN C Px1/=2 of the geometrical center of the system can
be also computed explicitly

V D � lb
PN�1

jD1 sinh.�.j � N=2//�j

2 sinh.�N=2/
:

For N even, by denoting M D N=2, we can rewrite this expression in the form

V D � lb
PM�1

jD1 sinh.j�/.�MCj � �M�j/

2 sinh.�M/

from where it is clear that (as in the case of three blocks) the symmetry of the vector
� with respect to the center must be broken for the system to be able to self-propel.
An interesting mathematical problem associated with the absence of commutation
between the zero viscosity limit and the continuum limit is discussed in [126].

4.2.2 Continuum Thermodynamics

Quite expectantly, our toy model of contraction-dominate crawling, has left us with
many unanswered questions. For instance, it is not clear what is the microscopic
nature of the active contraction forces �1 and �2 introduced ad hoc in the discrete
model and how does the system creates and maintains the asymmetry �1 ¤ �2.
To answer these and other related questions we need to formulate a consistent
thermo-mechanical continuum model that can be viewed as a limit of our discrete
model but which goes much beyond it in detailing the physical mechanisms of both
symmetry breaking and symmetry recovery.

To our advantage, such theory already exists [75, 82, 96] and the goal of this
section will be to adapt it to our needs. It is known as the active gel theory and
its main idea is the local orientation-induced tensorial coupling of chemistry and
mechanics. Even though in a one dimensional setting the orientational order is
trivial, this general framework will allow us to point out directly where the ‘activity’
assumption is embedded into the general continuum mechanical formulation. In
contrast to previous expositions of the active gel theory where the main emphasis
was on force balance, here we emphasize the energetic side of the chemo-
mechanical coupling, see also [125].

Denote by l�.t/ and lC.t/ the moving rear and front boundaries of a one-
dimensional segment occupied by a continuum body. We suppose that the system
is driven externally, by applied forces, and internally, by chemical reactions.
To describe the resulting motion we follow the standard approach of continuum
mechanics [42]. First we introduce mass density �.x; t/ and velocity v.x; t/ satisfy-
ing the mass balance equation

@t�C @x.�v/ D 0; (4.5)
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which was automatic in the discrete model. Since in this section the main focus is
on contraction, we assume that there is no external mass flux (no growth)

Pm D �CŒPlC.t/ � v.lC.t/; t/� D ��ŒPl�.t/ � v.l�.t/; t/� D 0;

or

Pl˙.t/ D v.l˙.t/; t/:

We modify this assumption in Sects. 4.3 and 4.4 to account for active
polymerization.

To write the momentum balance equation we introduce the stress 	.x; t/ and
assume that the body is loaded by bulk forces g.x; t/ (friction forces in the discrete
model). Then assuming that the inertial effects can be neglected we can write for
the bulk points

@x	 D g (4.6)

which the analog of (4.1) in the discrete setting. We also assume that dead tractions
	0̇ are applied at the moving boundaries l˙, so that 	.l˙/ D 	0̇ . Notice that the
‘volume preserving’ global spring which was an essential feature of the discrete
model can be also absorbed into 	0̇ as will be made clear when we discuss
physiologically meaningful boundary conditions in the next section.

Suppose that our continuum body is a mixture of active and passive components
and that the mass fraction of the active component (a factor distinguishing between
�1 and �2 in the discrete model) satisfies the balance equation

� P� D @xJ; (4.7)

where J is the flux of the active component. The ‘activity’ of the active component
has been so far fully implicit and the term itself will be justified only at the end of
this section.

Next, we assume that there is a chemical reaction, responsible for contraction
and implicit in the discrete setting, which proceeds with the rate � per unit mass, so
that

�.@t� C v@x�/ D �; (4.8)

where � is the reaction progress variable. For analytical simplicity we also postulate
that our ‘active’ material is infinitely compressible (recall that connectors between
the blocks in the discrete model did not contain regular elastic springs) and that the
dynamics is isothermal. Then the free energy density can be written as f D f .�; �/:

Four the four unknown functions �.x; t/ �.x; t/, �.x; t/ and v.x; t/ we now have
four equations (4.5)–(4.8), however, even if the functional dependence of the free
energy density on its arguments is known, they still contain unidentified entities
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	 , � and J. To introduce constitutive relations linking these entities with our main
unknown functions, we start with the expression for the global dissipation in the
system W � PF D R � 0; where F D R l

C

l
�

�fdx is the total free energy of the system.
If we introduce notation ŒQ�C� D QC � Q�, we can write the power of external
forces W in the form

W D �
Z l

C

l
�

gvdx C Œ	0Pl�C� D
Z l

C

l
�

.�gv C @x.	v//dx D
Z l

C

l
�

	@xvdx:

Using mass balance equation we can also write

PF D
Z l

C

l
�

.@t�f C �@tf /dx C Œ�f Pl�C� D
Z l

C

l
�

�.@tf C v@xf /dx C PmŒf �C� :

Since in this section we neglect active treadmilling Pm D 0 and we obtain

PF D
Z l

C

l
�

�Pf dx D
Z l

C

l
�

�.�A P� C � P�/dx;

where A.�; �/ D �@� f is the affinity of the reaction and �.�; �/ D @� f is the
chemical potential of the active component of the mixture. Assuming that there is
no external flux of the active component through the boundaries, we finally write
the expression for dissipation R in the form

R D
Z l

C

l
�

.	@xv C �A C J@x�/dx: (4.9)

The three terms under the integral in (4.9) can be interpreted as products of the
thermodynamic fluxes 	; � P�; J and the conjugate thermodynamic forces @xv;A; @x�.
In the absence of microscopic models, we make a simplifying assumption that fluxes
and forces are related linearly but since the system is at a finite distance from
equilibrium, we allow the coefficients in these relations may be state (�; �; �; v)
dependent.

To further simplify the model we assume that diffusion is decoupled from the
other two non-equilibrium mechanisms and write

J D l33@x�: (4.10)

If we now define the mass density of the active component as c D �� (we use
different types of letters, c and �, for physically similar quantities to stress their
different roles in the theory), we obtain the advection diffusion equation

@tc C @x.cv/ D @x.l33@x�/;

where l33 � 0 is a mobility per unit volume.
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We further suppose that reaction and deformation are coupled (chemo-
mechanical effect, introduced for passive systems in [51]) so that

	 D l11@xv C l12A
� D �l12@xv C l22A:

(4.11)

Here l11 D  � 0 is the standard Newtonian viscosity and l22 is a linearized reaction
rate. The simplest way to express the fact that the active component plays a role of a
catalyst for the reaction is to assume that l22 D bc where b is a constant. Similarly,
we assume that the reaction-deformation coupling is amplified in the presence of
the active component and write l12 D ac; where a is another constant.

The first consequence of (4.11) is the constitutive relation

	 D @xv C aAc; (4.12)

where the second term in the right hand side represents the ‘active’ stress emerging
from mechano-chemical coupling. We assume that a > 0 which ensures that the
reaction induced stresses are contractile whenever A > 0. Notice that (4.12) is
the continuum analog of the corresponding relation in the discrete model where
we implicitly used the notation � D aAc and assumed that the right hand side
depends on location of the corresponding bond but not on time.

The second consequence of (4.11) is the mechanical feedback to kinetics

@t� C v@x� D �.bA � a@xv/: (4.13)

In the cell motility context, Eq. (4.13) describes spatial and temporal inhomogeneity
of ATP hydrolysis supporting self-propulsion; observe that the reaction stops
completely in the absence of ‘active’ component (� D 0 ).

To close the system we need to specify the expression for the free energy f .�; �/.
First of all we assume that the mixture is dilute and write

f D f0.�/C kBT� log�;

where kB is the Boltzmann constant. Therefore � D �0 C kBT log� and @x� D
kBT .@xc=c � @x�=�/ : To recover a standard diffusion equation we need to make an
additional assumption that the variation of the total density is small compared to
the variation of the density of motors @xc=c � @x�=�: Then we can write D D
&kBT; where & D l33=c is the mobility per motor. To remain in the framework of
Onsager theory of diffusion we need to assume that c � Nc and l33 D l33.Nc/; this
approximation clearly fails near the singularities of c where the model needs to be
appropriately modified. Under these assumption we obtain that the density of the
active component c.x; t/ satisfies the standard advection diffusion equation

@tc C @x.cv/ � D@xxc D 0: (4.14)
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To view this model from a slightly broader angle, consider a simple mixture
model with two species representing attached and detached motors. The attached
motors are advected with the velocity of actin filaments and can detach. The
detached motors are freely diffusing, and can also attach. Suppose also that the
attachment-detachment process can be described by a first order kinetic equation.
Then the system of equations governing the evolution of the densities of attached c
and detached cd motors can be written as:

@tc C @x.cv/ D koncd � koffc
@tcd � QD@xxcd D koffc � koncd;

where kon and koff are the chemical rates of attachment and detachment and QD
is the diffusion coefficient of detached motors in the cytosol. Now suppose that
the attachment-detachment process is chemically equilibrated and hence c=cd D
K; where K D kon=koff is the reaction constant. Then for the attached motors
performing contraction we obtain

..K C 1/=K/@tc C @x.cv/� . QD=K/@xxc D 0:

Equation (4.14) is obtained in the limit K ! 1 (fast attachment) and QD=K ! D
(fast diffusion).

We now turn our attention to the dependence of the free energy on the reaction
progress variable �. A standard assumption for a closed system would be that f0.�/
behaves quadratically around a minimum � D �0 where A D 0. In this case �0
represents equilibrium reaction progress. Instead, to emphasize the open nature of
the system, we assume that

f0.�/ D �A0�; (4.15)

where A0 > 0 is a prescribed constant measure of non-equilibrium. The seemingly
innocent assumption (4.15) constitutes the main aspect of ‘activity’ in the model of
active gel because all other constitutive elements of the model are conventional and
passive [125].

The fact that the ‘distance’ from the equilibrium is independent of the reaction
progress implies that there exists an exterior out of equilibrium chemostat. The
‘bottomless’ decrease of the free energy reflects the capability of the chemostat to
continuously rebuild the non-equilibrium state. The energetic cost of such rebuilding
must be compensated externally and the corresponding power delivered by the
chemostat can be written as

� PF D
Z l

C

l
�

.� P�A0 C J@x�/dx (4.16)

D
Z l

C

l
�

�
gv C .@xv/

2 C bA20�C D.kBT=Nc/.@xc/2
	

dx � 0:
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This expression is quite natural: the first term in the right hand side describe the
work against the applied force, while the other three terms characterize dissipation
due to viscosity, reaction and diffusion. Equation (4.16) allows one to assess the
efficiency of the underling active mechanism, see [125] for more detail.

The transparency of this model which becomes apparent in the next sections is
due to the splitting of the main problem into several nested sub-problems. The main
sub-problem is mechanical, providing a closed system of equation for v, 	 and �.
It includes the momentum balance equation (4.6), the constitutive equation (4.12)
and the advection-diffusion equation (4.14) that are coupled through the velocity
field. The second sub-problem concerns the transport of mass and the corresponding
balance equation (4.5) can be solved once the velocity field v is known. The
solution of this sub-problem provides �. The transport problem decouples from the
mechanical problem because of the assumption of infinite compressibility indicating
that the thermodynamical stress is equal to zero and the density variations do not
affect the momentum balance. The last sub-problem concerns the reaction progress
Eq. (4.13) that requires for its solution the knowledge of the velocity field v, the
mass density � and the active component density c and which provides us with the
field �. The kinetic equation decouples from the force balance and the mass transport
problems because of the assumption that the free energy f does not depend on � and
depends on � and � only additively. Both of these assumptions are made to ensure
analytic simplicity and can be easily dropped in numerical experiments.

4.2.3 Specialization of the Model

We now accommodate our general theory for the modeling of the lamellipodium
viewed as a one dimensional continuum layer in frictional contact with a rigid
background. Assuming that in (4.6) the friction is viscous g.x; t/ D �v.x; t/ we
write the force balance in the form

@x	 D �v: (4.17)

Equation (4.17) is the continuous analog of the system (4.4) in the discrete problem
and similar to the discrete model, we denoted by � the coefficient of viscous
friction [48, 61, 75, 86, 131, 141]. A microscopic justification of the idea that the
time-averaged shear stress generated by constantly engaging and disengaging focal
adhesions is proportional to the velocity of the retrograde flow can be found in
[149]. There is evidence (both experimental [22, 53, 54, 102, 136] and theoretical
[44, 99]) that this assumption describes the behavior of focal adhesions accurately
only when the retrograde flow is sufficiently slow. The behavior of adhesion strength
in the broader range of velocities is biphasic and since we neglect this effect, we
potentially misrepresent sufficiently fast dynamics.

Following (4.12), see also [22, 67, 75, 83], we describe the constitutive behavior
of the gel in the form

	 D @xv C �c; (4.18)
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where  is the bulk viscosity and � D aA0 > 0 is a constant representing
contractile pre-stress per unit motor mass. The constitutive relation (4.18) gener-
alizes the parallel bundling of dashpots and contractile units in the discrete model.
The important new element is that now the strength of the contractile elements is
an unknown function which may vary in both space and time (in the discrete model
the dependence of c on x was fixed). We assume that the function c.x; t/ satisfies the
convection-diffusion equation (4.14). Behind this assumption is the idea that myosin
motors, actively cross-linking the actin network, are advected by the network flow
and can also diffuse due to thermal fluctuations [13, 22, 61, 131, 166].

To account for cortex/membrane elasticity and other means of volume control in
a moving cell we further assume that, as in the discrete model, the boundaries of
our moving active segment are linked through a linear spring [12, 49, 93, 124]. This
assumption affects the values of the stress on the free boundaries l�.t/ and lC.t/:

	0̇ D �k.L.t/ � L0/=L0;

where L.t/ D lC.t/ � l�.t/ is the length of the moving segment, k is the effective
elastic stiffness and L0 is the reference length of the spring.

As in the general theory we assume that our self-propelling segment is isolated
in the sense that Pm D 0 and therefore the free boundaries move with the internal
flow Pl˙ D v.l˙/: We imply here that the addition and deletion of F-actin
particles inserted at the front and taken away at the rear does not contribute to
fronts propulsion. We also impose a zero flux condition for the active component
@xc.l˙.t/; t/ D 0 ensuring that the average concentration of motors

c0 D 1

L0

Z l
C

.t/

l
�

.t/
c.x; t/dx (4.19)

is preserved. To complete the setting of the ensuing (statically determinate) mechan-
ical problem we impose the initial conditions l˙.0/ D l0˙ and c.x; 0/ D c0.x/:

If we now normalize length by L0, time by L20=D, stress by k, concentration by c0
and density by M=L0, we can rewrite the main system of equations (4.17), (4.18),
(4.14) in dimensionless form (without changing the notations)

�Z @xx	 C 	 D Pc;
@tc C K @x.c@x	/ D @xxc:

(4.20)

Here we introduced three main dimensionless constants of the problem: Z D
=.�L20/—the scale of viscous interaction; K D k=.�D/—the non-dimensional
measure of diffusion and finally P D c0�=k—the scale of contractility. In (4.20)
one immediately sees the structure of the Keller–Segel system from the theory of
chemotaxis, e.g. [112]. The role of the distributed chemical attractant is played by
the stress field 	 whose gradient is the driving force affecting the ‘colony’ of myosin
motors. Therefore in this model [124, 125] the spontaneous localization, which
is a typical feature of chemotaxis, is driven by mechanical rather than chemical
gradients.
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We refer to the mechanism of generating and sustaining mechanical inho-
mogeneities described by system (4.20) as autotaxis [123]. In physical terms
it can be characterized as follows. Suppose that the motor proteins (our active
component) with sufficient contractility induce internal stress which can overcome
the hydrodynamic resistance and induce flow. The flow produces a drift of motors
in the direction of the regions where they concentrate and such autocatalytic
amplification is the mechanism of the positive feedback in our model. The ensuing
runaway is countered by diffusion of active component which penalizes creation
of concentration gradients and thus plays the role of a negative feedback. When a
critical contractility of active component is reached, the homogeneous distribution
of motors becomes unstable. The contraction asymmetry then induces a flow of actin
filaments towards the trailing edge thus producing frictional forces which propel the
cell forward. The eventual build up of a balance between drift and diffusion leads to
the formation of a pattern. As we show below, among various admissible patterns,
whose number increases with contractility, the stable ones localize motors at the
trailing edge as observed in experiments.

The main mathematical difference between ours and the standard chemotaxis
problem is that we have free boundaries. Using dimensionless variables we can
rewrite the boundary conditions in the form

Pl˙.t/ D K @x	.l˙.t/; t/; (4.21)

	.l˙.t/; t/ D �.L.t/ � 1/; (4.22)

@xc.l˙.t/; t/ D 0 (4.23)

while the integral constraint (4.19) reduces to
R l

C

l
�

c.x; t/dx D 1:

4.2.4 Non-Local Reformulation

Since the first of the equations (4.20) is linear, it can be solved explicitly for 	

	.x; t/ D � .L � 1/ coshŒ.G � x/=
p
Z �

coshŒL=.2
p
Z /�

C Pp
Z

Z l
C

l
�

�.x; y/c.y/dy; (4.24)

where

�.x; y/ D sinhŒ.lC � x/=
p
Z � sinhŒ.y � l�/=

p
Z �

sinh.L=
p
Z /

� H.y � x/ sinhŒ.y � x/=
p
Z �:

We introduced the notations: H.x/—the Heaviside function and G.t/ D Œl�.t/ C
lC.t/�=2 is the position of the geometric center of the moving fragment. By
eliminating 	 from (4.20)2 we obtain a single non-local partial differential equation
with quadratic nonlinearity for c.x; t/
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@tc.x; t/ � K .L � 1/@xŒ�.x/c.x; t/�

CPKp
Z
@x.

Z l
C

l
�

'.x; y/c.y; t/c.x; t/dy/ D @xxc.x; t/; (4.25)

where the auxiliary velocity field

�.x/ D sinhŒ.x � G/=
p
Z �

coshŒL=.2
p
Z /�

describes advective flow induced by the elastic coupling between the rear and the
front of the active segment. The feedback behind contraction-driven motility is
contained in the kernel

'.x; y/ D �coshŒ.lC � x/=
p
Z � sinhŒ.y � l�/=

p
Z �

sinh.L=
p
Z /

CH.y�x/ coshŒ.y�x/=
p
Z �;

which is due to viscosity-induced interactions in the system and the effect of the
boundaries. Notice that this kernel has the action/reaction symmetry '.x; y/ D
�'.lCCl��x; lCCl��y/which is a fundamental constraint imposed by the balance
of momentum [79, 80, 154]. An interesting zero viscosity limit of the obtained
system of equations leading to singular solutions is discussed in [126].

Using the boundary conditions (4.21) we find from (4.24) an explicit formula for
the (time dependent) velocity of the center of our active segment

PG D K P

2Z

Z l
C

l
�

sinh



G�xp
Z

�

sinh



L
2
p
Z

�c.x; t/dx; (4.26)

from which we infer that the maximal velocity of the self propelling segment is
equal to K P=.2Z /. Similarly we obtain an equation for the evolving length of
the segment

PL D �2 Kp
Z
.L�1/ tanh

�
L

2
p
Z

�
� K P

Z

Z l
C

l
�

cosh



G�xp
Z

�

cosh



L
2
p
Z

�c.x; t/dx: (4.27)

Notice that in (4.26) only the odd component of the function c.x; t/ [with respect
to the moving center G.t/] contributes to the integral while in (4.27) only the even
component matters. In particular, if the concentration of motors is an even function
of x then PG D 0 and the segment does not move as a whole. This statement is a
direct analog of Purcell’s theorem [119] for a crawling body.

Given our interest in the steady modes of cell motility, which are typical for
keratocytes [13], we need to study the traveling wave (TW) solutions of the main
system (4.20). To find such solutions we assume that the front and the rear of the
segment travel with the same speed Pl˙.t/ 
 V , ensuring the constancy of the length
L.t/ 
 L, and that both the stress and the myosin concentration depend exclusively
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on the appropriately chosen co-moving coordinate u D .x � x0 � Vt/=L0 2
Œ�1=2; 1=2�. Using this ansatz we find that Eq. (4.20)2 can be solved explicitly

c.u/ D expŒs.u/ � VLu�

L
R 1=2

�1=2 expŒs.u/� VLu�du
: (4.28)

Here for convenience we introduced a new stress variable s.u/DK Œ	.u/C .L � 1/�
which represents the inhomogeneous contribution to internal stress field due to
active pre-stress. The system (4.20) reduces to the single nonlocal equation

� Z

L2
s00.u/C s.u/� K .L � 1/ D K P

expŒs.u/� LVu�

L
R 1=2

�1=2 expŒs.u/ � VLu�du
; (4.29)

supplemented by the boundary conditions

s.˙1=2/ D 0 and s0.˙1=2/ D LV: (4.30)

The two ‘additional’ boundary conditions in (4.30) allow one to determine parame-
ters V and L along with the function s.u/. After the problem (4.29), (4.30) is solved,
the motor concentration profile can be found explicitly by using Eq. (4.28).

4.2.5 Static Solutions

Initiation of motility is associated with a symmetry breaking instability of a
static (non-motile) solution. To identify non-motile configurations we need to find
solutions of (4.29) with V D 0. Notice that these solutions may still describe the
states with nontrivial active internal rearrangements of both actin and myosin [22].

If V D 0, Eq. (4.29) simplifies considerably

� Z

L2
s00 C s � K .L � 1/ D K P

exp.s/

L
R 1=2

�1=2 exp.s.u//du
: (4.31)

The nonlocal Eq. (4.31) was studied extensively in many domains of science from
chemotaxis [140] to turbulence [27] and gauge theory [148]. In our case, this
equation where parameter L remains unknown, has to be solved with three boundary
conditions s0.�1=2/ D s.˙1=2/ D 0 because the forth boundary condition
s0.1/ D 0 is satisfied automatically.

We begin with the study of the regular solutions of (4.31). Instead of K and P ,
it will be convenient to use another set of parameters A WD K .L � 1/ � 0 and B WD
K P=.L

R 1=2
�1=2 expŒs.u/�du/ � 0. In terms of parameters (A;B) the problem (4.31)

reads
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� Z

L2
s00 C s � A D B exp.s/ with s0.�1=2/ D s.˙1=2/ D 0: (4.32)

A trivial homogeneous solution of this problem s.u/ D 0 exists when A C B D 0

which is equivalent in the .P;K / parametrization to L D OL˙ with,

OL˙ D .1˙ p
1 � 4P/=2: (4.33)

The sub-branches with longer and shorter lengths OLC.P/ and OL�.P/, respectively,
that meet at point ˛ where OL�.P/ D OLC.P/ are illustrated in Fig. 4.3.

To obtain nontrivial static solutions we multiply (4.32) by s0, integrate and use
the boundary conditions to obtain the ‘energy integral’ s02 D W.s/; where

W.s/ D L2

Z
.s2 � 2As � 2B Œexp.s/ � 1�/:

The general solution of this equation can be expressed as a quadrature,

u D ˙
Z s.u/

W�1=2.r/dr:

A detailed analysis of these solutions can be found in [126].
In addition to regular solutions described above Eq. (4.31) has measure-valued

solutions corresponding to collapsed cells with length OL0 D 0. First of all, as we
see in Fig. 4.3, OL�.P/ ! 0 when P ! 0 (point ˛0) and therefore the limiting
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distribution of motors is concentrated on an infinitely small domain. To characterize
the asymptotic structure of such singular solutions we suppose that L � 1 and that
the maximum of s is of order L. Then, by ignoring higher order terms, we deduce
from (4.31) a simplified boundary value problem

�s00 � K PL=.Z
R 1=2

�1=2Œ1C s.u/�du/ with s0.�1=2/ D s.˙1=2/ D 0:

(4.34)

Then s.u/ � K PL.1=2 C u/.1=2 � u/=.2Z / and the remaining boundary
condition s0.�1=2/ D 0 is automatically satisfied in the limit L ! 0. We can
then conclude that the singular solutions are of the form s.x/ D limL!0 Lf .x=L/;
where f .u/ D K P.1=2 C u/.1=2 � u/=.2Z /: Singular solutions of this type
can be useful in the description of cell splitting in a cortical geometry [156];
they are also known in other fields where stationary states are described by
Eq. (4.31) [27, 36, 56, 108]. The presence of such solutions is a sign that in a
properly augmented theory, accounting for the vanishing length, one can expect
localization with active contraction balanced by a regularization mechanism, say
active treadmilling [124] . Our numerical solutions of a non-steady problem, which
are naturally regularized because of the finite mesh size, show that the almost
singular solutions of the type described above serve as attractors for initial data with
L < OL� when P < 1=4. Moreover, numerical experiments suggest that they are
the only attractors for P > 1=4. This means that even in the presence of a cortex-
type spring, an active segment fragment necessarily collapses after the contractility
parameter reaches the threshold Pmax D 1=4.

4.2.6 Linear Stability

We first show that motile branches with V ¤ 0 can bifurcate only from trivial static
solutions with s.u/ D 0, V D 0 and L D OL˙. If V ¤ 0 we can multiply (4.29) by
s0 � VL, to find that

exp.LV=2/� exp.�LV=2/ D LV
Z 1=2

�1=2
expŒs.u/ � VLu�du: (4.35)

From (4.35), in the limit V ! 0 we obtain that
R 1=2

�1=2 exp.s.u//du D 1. Since static
solutions s.u/must be necessarily sign definite [126] the limiting static solution can
be only trivial s.u/ D 0. As we have seen in Fig. 4.3, there are two non-singular
families of trivial solutions: one with longer ( OLC family) and the other with shorter
( OL� family) lengths.

To find the bifurcation points along the trivial branch Œs D 0;V D 0;L D
OL˙.P/�, we introduce infinitesimal perturbations ıs.u/, ıV , ıL and linearize (4.29)
together with boundary conditions (4.30). We obtain the boundary value problem
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ıs00 � !2ıs D Z !2 � OL2
OL2. OL � 1/

 
Z
2 OL � 1

OL !2ıL C OL3. OL � 1/uıV
!
; (4.36)

ıs.˙1=2/ D 0; ıs0.˙1=2/ D OLıV; (4.37)

where we introduced the notation !2 D . OL2 � K P OL/=Z : Since ! D 0 at the
trivial branch ıs D ıV D ıL D 0, we can assume that ! ¤ 0. The general solution
of the problem (4.36), (4.37) can be written explicitly

ıs.u/ D C1 sinh.�!u/C C2 cosh.�!u/

� Z !2 � OL2
!2 OL2. OL � 1/

 
Z
2 OL � 1

OL !2ıL C OL3. OL � 1/uıV
!
:

Using boundary conditions (4.37) we obtain a transcendental equation for !

2 OLŒcosh.!/ � 1� � K P! sinh.!/ D 0: (4.38)

The detailed analysis of this equation is presented in [126]. Here we only show the
locus of bifurcation points in the .K ;P/ plane (Fig. 4.4). For motile solutions we
use notations Di and for nontrivial static solutions—notations Si where i D 1; 2; ::.
In Fig. 4.4 the lines marked by C and � correspond to bifurcations originating on
the trivial sub-branches OLC and OL�, respectively.

If parameter P is held constant while K is changing each family Di and
Si is represented by two points. For solutions bifurcating from the trivial branch
OLC, we have bifurcations at KC D . OL2C � Z !2/=.P OLC/, which gives points
DC
1 ; S

C
1 ;D

C
2 ; S

C
2 ; : : : and for the branch OL�, bifurcations take place at K� D

. OL2� � Z !2/=.P OL�/ which gives points D�
1 ; S

�
1 ;D

�
2 ; S

�
2 ; : : :. Notice that the total

number of bifurcation points increases to infinity as K ! 1.
Now consider the case when K D const and P is varied. A line K D const

in the .K ;P/ plane cuts again each curve Di and Si in two points which we
denote D�

1 ; S
�
1 ; : : : (solutions with longer lengths) and D��

1 ; S
��
1 ; : : : (solutions with

shorter lengths), see Figs. 4.3 and 4.4. In most cases one of these two points is a
bifurcation originating from the OL� trivial solution while the other is from the OLC
trivial solution. However, as we show in the inset in Fig. 4.4 the two points may
also bifurcate from the same branch OLC. Such bifurcations are of particular interest
because they describe both motility initiation and motility arrest.

After bifurcation points are known one can use the Lyapunov–Schmidt reduction
technique to identify the nature of the corresponding bifurcations [9, 78, 106].
The analysis presented in [126] shows that the bifurcations from the trivial to the
nontrivial static branch are always transcritical. The bifurcations to motile branches
can be either subcritical or supercritical. In particular, at a given K the bifurcation
from a static homogeneous solution with longer length is always supercritical while
the bifurcation from a static homogeneous solution with smaller length can be either
subcritical or supercritical depending on the value of K , see [126].
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becomes clear. The bifurcation points related to the cut
K D 2600 (red dashed line) in the .P; L/ space are shown in Fig. 4.3

4.2.7 Motile Solutions

To illustrate different types of nontrivial solutions of bifurcations we used the
nonlinear continuation methods to solve the boundary value problem (4.29)–(4.30)
numerically for successive values of parameters K and P (tracking algorithm,
see [45]). In Fig. 4.5a we show the continuation in K for both static and motile
configurations at fixed P; the corresponding profiles of motor concentration, stress
and velocity are shown in Fig. 4.5b. One can see that each pitchfork (for motile
branches) and each transcritical (for static branches) bifurcation points gives rise to
two nontrivial solutions. For instance, along the static branch OLC, the bifurcation
point DC

1 is associated with two motile supercritical branches whereas the point SC
1

is associated with two transcritical static branches. Each pair of motile solutions is
symmetric with two opposite polarizations corresponding to two different signs of
the velocity. Along the first motile branch originating at DC

1 , the myosin motors
concentrate at the trailing edge. For the second motile branch originating at DC

2 ,
there is an additional peak in the concentration profile, see Fig. 4.5b. In contrast, the
static bifurcation point SC

1 gives rise to two symmetric configurations with different
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Fig. 4.5 (a) Bifurcation diagram with K as a parameter showing nontrivial solutions branching
from families of homogeneous static solutions OL

C

and OL
�

. The value P D 0:245 and Z D
1 are fixed. Solid lines show stable motile branches while all the dotted lines correspond to
unstable solutions. The internal configurations corresponding to branches indicated by numbers
.1; 10; 2; 20;etc) are shown in (b). The projection of the bifurcation diagram on the .K ; L/ plane
is also shown below. (b) Internal profiles associated with successive bifurcated solutions shown in
(a) for P D 0:245 and Z D 1. Our notation (1,3) correspond to asymmetric motile branches
while (2,4) describe symmetric static branches

lengths and with myosin motors concentrated either in the middle of the cell or
near the boundaries, see Fig. 4.5b. As one would expect, the higher order static and
motile bifurcation points produce solutions with more complex internal patterns.
For the branches bifurcating from the trivial configurations belonging to OL� family,
the picture is similar, see Fig. 4.5a.

In Fig. 4.6, we show in more detail the nontrivial solutions originating from the
motile bifurcation points D1 at two values of parameter K which correspond to
two sections ˛ˇ and ˛ˇ

0

shown in Fig. 4.4 (insert). Notice that a single solution
connects the bifurcation points D�

1 (suprecritical) and D��
1 (sub- or super-critical)

which may belong either to one family OLC (˛ˇ where D�
1 is the same as DC

1 and
D��
1 is the same is DC

1 ) or to two different families OLC and OL� (˛ˇ
0

where D�
1 is the

same as DC
1 and D��

1 is the same as D�
1 ). In the former case, the nontrivial motile

branch has a turning point at a finite value of P < 1=4 giving rise to a re-entrant
behavior. Similar behavior was also observed in some other models of cell motility,
e.g. [55, 80, 153].

As illustrated in Fig. 4.6 and shown more clearly in a phase diagram in Fig. 4.7a,
in the re-entrant regime (sufficiently low K ), the increase of the average concen-
tration of myosin (increase of P at fixed K ) first polarizes the cell and initiates
motility, but then, if the contractility is increased further, the cell may becomes
symmetric again by re-stabilizing in another static homogeneous configuration (see
Fig. 4.6, K D 70). We reiterate that re-symmetrization and arrest prior to division
(known also as ‘mitotic cell rounding’) is a common feature of almost all animal
cells [84, 85, 145]. In this respect, it is interesting that if contractility (P) is
increased further, the cell collapses to a point because our effective ‘size preserving
spring’ cannot support the contraction any more. Following [156], we can associate
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Fig. 4.6 Bifurcation diagrams along parameter P showing motile branches connecting points D�

1

and D��

1 . Corresponding bifurcation points are shown in insert in Fig. 4.4. Solid lines show stable
motile branches while all the dotted lines correspond to unstable solutions. The projection of the
bifurcation diagram on the .P; L/ plane is also shown. Parameter K is fixed in each graph to
K D 70 and K D 100. Internal profiles on the two symmetric motile branches are also shown
for K D 100. Parameter Z D 1

such collapse with cell division. We can then argue that our deliberately minimal
model succeeds in reproducing a rather general pattern of cell behavior by showing
that symmetrization (stabilization) in space immediately precedes the division.

While the physical meaning of the non-dimensional parameter P in this
discussion is rather clear (contractility measure), the significance of varying K
at fixed Z is less obvious because both of these parameters depend on frictional
strength of the background. Adhesivity of the cell to the substrate is known to be
a crucial parameter for motility initiation and arrest for various cell types [10, 91].
To explicitly expose the role of friction, it is instructive to interpret parameter 1=K
as a measure of adhesivity while keeping the ratio Z =K , which does not have any
relation to friction, at a constant level.

The phase diagram in the .P; 1=K / plane at fixed Z =K is shown in Fig. 4.7b.
In this diagram a horizontal path extending from left to right describes a succession
of states with fixed adhesivity and increasing contractility. One can see that at
high adhesivity motility ceases to exist, moreover as contractility increases static
solutions eventually collapse. If the adhesivity is below a certain threshold, the
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Fig. 4.7 (a) Phase diagram of the system (4.20) in the parameter plane .K ;P/ at fixed Z D 1.
(b) Phase diagram of the same system (4.20) in the parameter plane .P; 1=K / at fixed Z =K D
0:015. The solid (red) line indicates the motile bifurcation point (DC

1 similar to Fig. 4.4), while the
black dashed lines indicate the collapse threshold (Pmax D 1=4)

contractility increase first causes polarization of a static configuration and motility
initiation; further increase of contractility causes re-symmetrization, arrest and
eventually collapse. An interesting regime corresponds to the very tip of the motile
domain shown in Fig. 4.7b. Near this ‘critical’ point the motility can be sustained in
a narrow ‘homeostatic window’ of parameters and can be easily arrested by either
increase or decrease of contractility.

Very recently new experimental results elucidating motility initiation in fish ker-
atocytes have appeared [14]. According to these experiments, at a fixed contractility
level (fixed P in our model), the increase of surface adhesivity (increase of 1=K
in our model) promotes static configurations while lowering adhesivity initiates
motility. As it follows from Fig. 4.7b, these observations are in agreement with our
predictions. Our model also explains another observation made in [14] that at a fixed
adhesivity, a blebbstatin (a contractility inhibitor) treatment promotes arrest of the
cells while a calyculin A treatment (a contractility stimulator) initiates motility. The
question whether a more substantial increase of contractility in experiment can lead
to re-symmetrization and arrest remains open. It is promising in this respect that
some cells are known to undergo static to motile transformation in response to a
decrease in the level of contractility [68, 90]. The minimal model presented in [14]
is exactly a 2D version of the one formulated in [122] and further developed in the
present paper. While active protrusion and nonlinear regulation of adhesion were
also accounted for in [14] to get a realistic cell shape, it is rather remarkable that the
fundamental pattern of motility initiation (including its dependence on contractility
and adhesivity) can be already captured within our much more transparent setting,
see Fig. 4.7b and [126].

Among various branches of the TW solutions studied above only stable ones have
physical sense. The stability was studied numerically in [123] and here we briefly
summarize the results of the solution of the corresponding perturbed initial value
problems.
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The numerical experiments suggest that the trivial branch OL� is unstable together
with all nontrivial non-singular static solutions. The singular static solutions from
the OL0 family appear to be locally stable. Instead, the dynamic solutions are all
unstable except for the branches bifurcating from the points DC

1 on the trivial branch
OLC. The trivial branch OLC branch is locally stable until the first (motile) bifurcation
DC
1 . Both symmetric subbranches of DC

1 (subfamilies 1 and 1
0

in Fig. 4.5a, b are
stable and this justifies the above speculations about motility initiation and motility
arrest. Moreover, we found that some unstable multi-peaked static and dynamic
solutions are long living. This behavior, which was also observed in [22, 67, 80]
in the problem with fixed boundaries, is reminiscent of the spinodal decomposition
in a 1D Cahn–Hilliard model where the coarsening process gets critically slowed
down near multiple saddle points [35].

4.2.8 Passive Actin Treadmilling

We recall that our assumption that the bulk stiffness of the cytoskeleton is equal to
zero (infinite compressibility assumption [75, 131]) allowed us to uncouple the force
balance problem from the mass transport problem. As we have seen in the previous
section, by solving our Keller–Segel system we can obtain the velocity field and
the concentration of motors. To recover the mass distribution of the cytoskeleton
we need to solve a decoupled mass balance equation (4.5) with a kinematically
prescribed velocity field and initial condition �.x; 0/ D �0.x/. Knowing v.x; t/ also
means that we know trajectories of the free boundaries l�.t/ and lC.t/ and since
both edges move with the particles the total mass M D R l

C

.t/
l
�

.t/ �.x; t/dx is conserved.
In dimensionless variables the mass balance equation (4.5) can be written as

@t�C K @x.�@x	/ D 0 (4.39)

and the total mass constraint takes the form
R l

C

.t/
l
�

.t/ �.x; t/dx D 1: Supposing that
the velocity field v.x; t/ D K @x	.x; t/ is known, we solve (4.39) by the method of
characteristics. Denote the trajectories of the mass particles by x D x.�; t/, where
l�.0/ � � � lC.0/ is the Lagrangian coordinate at t D 0, the characteristic curves
can be found from the equations

dx.�; s/

ds
D v.x.�; s/; s/: (4.40)

Along these curves we must have

d�.x.�; s/; s/

ds
D ��.x.�; s/; s/@xv.x.�; s/; s/:
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Integration of this equation gives an explicit formula for the mass density

�.x.�; t/; t/ D �0.�/ exp


�
Z t

0

@xv.x.�; s/; s/ds

�
: (4.41)

For TW solutions of (4.20), the velocity field in (4.40) depends on the normalized
co-moving variable u and the normalized Lagrangian variable O� D �=L.0/ � 1=2,
both in the interval Œ�1=2; 1=2�. Then v D v.u/ and Eq. (4.40) reduces to

du. O�; s/
ds

D v.u. O�; s// � V

L
: (4.42)

For instance, close to the bifurcation points, for the motile branches Dṁ we need to
solve the characteristic equation

du. O�; s/
ds

D &


� L2

!3c cos.!c=2/

h
!c cos.!cu. O�; s// � 2 sin.!c=2/

i
� 1

�
;

(4.43)

where!c is the corresponding solution of Eq. (4.38). In Fig. 4.8, we show the sample
solutions of (4.43) corresponding to homogeneous initial conditions u. O�; 0/ D O� and
positive & .

According to (4.42) the points of the body where v D V are singular because
the relative flow there is stagnated. If at such point the slope of the function v.u/
is negative we obtain a sink of particle trajectories u D 
C (i.e. an attractor for
particles as t ! 1) whereas if the slope of the function v.u/ is positive, the
singular point u D 
� corresponds to a source of particle trajectories (an attractor as
t ! �1). Then all mass points (corresponding to different values of O�) come from
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(b) Trajectory of an individual actin particle undergoing passive treadmilling for a typical solution
on the D1 motile branch with V > 0. Shaded regions are excluded domains of singular behavior
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the sources where the characteristic curves accumulate at large negative times and
disappear in the sinks where the characteristic curves accumulate at large positive
time. An important feature of the flows described by (4.42) is that it takes an infinite
time for a mass particle to reach a sink or to leave a source because .v.u/� V/�1 is
not integrable in the neighborhood of 
� and 
C. As a result the total mass flux is
equal to zero

Pm D
�Z 


C



�

du

v.u/� V

��1
D 0:

To illustrate this point we recall that for the TW solutions the general formula (4.41)
describing the mass distribution simplifies

L�.u. O�; t/; t/fv.u. O�; t// � Vg D Pm: (4.44)

The fact that Pm D 0 implies that mass density � infinitely localizes in the singular
points (sources and sinks) while vanishing elsewhere.

To close the cycle of passive treadmilling we need to regularize the problem
near the singular points by cutting out small regularization domains of size �
around the sources and sinks and appropriately reconnecting the incoming and
the outgoing flows of matter. In this way we obtain an effective ‘polymerization
zone’ around each source �� D fu 2 Œ�1=2; 1=2�=ju � 
�j < �g and an effective
‘depolymerization zone’ around each sink �C D fu 2 Œ�1=2; 1=2�=ju � 
Cj < �g :
We assume that in the domain �� the network is constantly assembled from the
abundant monomers while in the domain �C it is constantly disassembled so that
the pool of monomers is replenished. The ensuing closure of the treadmilling cycle
is instantaneous (jump process) allowing the monomers to avoid the frictional
contact with the environment. In other words, we assume that the jump part of the
treadmilling cycle is a passive equilibrium process driven exclusively by myosin
contraction.

In the regularized problem the mass flux

Pm D
 Z @�

C

@�
�

du

v.u/ � V

!�1

becomes finite and the corresponding density profiles, that are now defined only
outside sources and sinks, can be found using formula (4.44) with Pm ¤ 0. As in our
discrete model, here we also represent the ‘returning’ flow by discontinuities so that
a particle reaching the boundary of the sink region following a smooth trajectory
(path AB in Fig. 4.8) instantly reappears on the boundary of the source region (path
B0A0 on Fig. 4.8b).
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4.2.9 Nonlinear Active Stress

The fact that the bifurcation leading to polarization and motility initiation is always
a supercritical pitchfork indicates that in the present form the model does not allow
for metastability and coexistence of motile and non-motile configurations [55, 153,
168]. However, to capture this effect we need to modify our model only slightly. The
main idea is to consider a more realistic nonlinear dependence of the active stress
on motor concentration.

To this end we rewrite the main system of equations in the form

�Z @xx	 C 	 D P˚.rc/=r;
@tc C K @x.c@x	/ D @xxc;

(4.45)

where, following [22], we set r D c0=c� and assume that the function ˚.x/ is linear
at small values of x but then saturates after around x D 1. In computations we use a
particular form of nonlinearity ˚.x/ D x=.1C x/.

For simplicity we first analyze the ‘rigid’ limit where k ! 1 and L ! L0 while
the stress on the boundaries �k.L=L0 � 1/ remains finite. Notice that in this limit,
which also means that P ! 0 and K ! 1, we have to re-scale the stress by
c0� instead of k. If with some abuse of notations, we denote 	 WD 	=P , the new
dimensionless parameter replacing K and P will be � D c0�=.�D/ D K P;

see also [22, 59, 61, 67]). The mechanical boundary conditions can be written in the
form 	.l˙.t/; t/ D 	0 and Pl˙ D �@x	.l˙.t/; t/; where 	0 D � limP!0 limL!1

.L � 1/=P :

For TW solutions we can write the analogue of (4.29)

� Z s
00 C s C s0 D �

r
˚

 
r

exp.s � Vu/R 1
0

exp.s � Vu/du

!
; (4.46)

where s D �.	 � 	0/ and s0 D �	0. The boundary conditions take the form s.0/ D
s.1/ D 0 and s0.0/ D s0.1/ D V . The difference with our static solutions, described
in Sect. 4.2.5, is that now we have to find the stress at the boundary s0 instead of the
length L.

The analytical study of the motility initiation bifurcation in this case is presented
in [126]. The numerical results are illustrated in Fig. 4.9. As we see, when the
nondimensional parameter r is small, which means that we are in the linear regime,
the bifurcation from static to motile regime is a supercritical pitchfork. However,
at larger values of r the nature of the bifurcation changes from supercritical to
subcritical. This opens an interval of metastability where both the homogeneous
static state and the inhomogeneous motile state are locally stable.

In Fig. 4.10 we illustrate the effect of choosing a threshold-type dependence of
contractile stress on the concentration of motors. Here we dropped the assumption
that the length of the moving segment is fixed. A comparison of Fig. 4.10 with
Fig. 4.7b shows that the saturation of contractile stress introduces a finite zone
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Fig. 4.9 Bifurcation diagrams in the nonlinear model with fixed length (infinite stiffness) (4.46)
showing the possibility of a switch from supercritical to subcritical bifurcation. Parameters:
Z D 1. (a) r D 1. (b) r D 5
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collapsed configurations indicates the location of the turning point ˛ in Fig. 4.3. Right: effects of a
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of metastability where finite perturbations are required to switch between static
to a motile regimes. This prediction was recently confirmed in vivo by Barnhart
et al. [14] and the metastability domain as in Fig. 4.10 was mapped experimentally.
We also observe that for sufficiently large values of the saturation threshold r,
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our model predicts metastability and hysteresis during both, motility initiation and
motility arrest. On the arrest side [84], this prediction can be linked to the hysteresis
associated with cell division [156].

4.2.10 Discussion

In this section we were mostly concerned with the discussion of the autotaxis mech-
anism of cell motility. The main idea is that pullers can propel the passive medium
by inflicting contraction because they are themselves advected by this medium
which creates an autocatalytic effect [97]. The inevitable build up of mechanical
gradients in these conditions is limited by diffusion which resists the runaway and
provides the negative feedback. After the symmetry of the static configuration is
broken in the conditions where matter can circulate, the resultant contraction-driven
flow ensures the perpetual renewal of the network and then frictional interaction
with the environment allows for the steady translocation of the cell body.

A prototypical model presented in this section provides an alternative qualitative
explanation of the experiments of Verkhovsky et al. [159], Yam et al. [167] that have
been previously interpreted in terms of active polymerization inducing the growth
of actin network [20]. Most strikingly, the predictions of this model are also in
quantitative agreement with experimental data presented in [159], see [126] for a
detailed comparison. This is rather remarkable in view of a schematic nature of this
model and the absence of fitting parameters. The model also captures a durotactic
effect since the directional motion cannot be initiated if friction with the substrate is
larger than a threshold value. Below this threshold, motile regimes exist in a finite
range of contractility. This means that if the cell is already in motion, it can recover
the symmetric (static) configuration either by lowering or by increasing the amount
of operating motors. The possibility of cell arrest under the increased contractility
should be investigated in focused experiments.

We have also shown that when the contractility depends on the motor con-
centration nonlinearly, the system exhibits a metastability range where both static
and motile regimes are stable and can coexist. In the corresponding interval of
parameters a mechanical perturbation may be used to switch back and forth between
static and dynamic regimes. This prediction of the model is particularly important
in the context of collective cell motility (in tissues) where contact interactions are
able to either initiate or terminate the motion [1, 62, 155, 158].

4.3 Protrusion

In this section we introduce a new active mechanism, polymerization-induced
protrusion, and search for conditions when it can overshadow active contraction
and become the main driver of self-propulsion. To maintain analytic transparency
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we simplify the description of contraction by disabling the autotaxis mechanism and
assuming that the distribution of motors is uniform in space and constant in time.

The crucial observation, justifying the introduction of a protrusion-centered
motility mechanism, is that eukaryotic cells do not only self-propel and carry
cargoes by pulling, but can also exert forces on obstacles performing mechanical
pushing. However, it is quite clear that pushing cannot be accomplished efficiently
by contraction only. In other words, pullers must pull while pushing should be
delegated to pushers.

In this section we show that protrusion dominated motility, performed largely
by pushers, may have a very particular macroscopic signature: the concavity of the
force velocity relation. We also show that pulling can be also driven exclusively
by protrusion but only for small values of the pulling force: it must be necessarily
replaced by contraction-centered mechanism when the pulling force is sufficiently
large. The substitution of one mechanism by another with increasing load is
manifested by a more complex convex-concave structure of the force velocity
relation. Most interesting, our model suggests that competition between protrusion
and contraction can produce negative mobility in a biologically relevant range.

Viewed more broadly, the results of this section illustrate the possibility of active
readjustment of the force generating mechanism in response to changes in the dipole
structure of external forces showing that if necessary ‘pushers’ can replace ‘pullers’
and visa versa.

4.3.1 The Model

To model a loaded self-propelling active fragment we maintain the force balance
equation (4.17) but modify the mechanical boundary conditions and write

	.l˙.t/; t/ D q˙:

In our notations qC < 0 corresponds to pushing (at the front) and q� > 0 to pulling
(at the rear). In this description the mean-field elasticity has been omitted given that
active protrusion provides an independent mechanism of maintaining a particular
‘cell volume’ (see more about this below). It will also be convenient to define the
resultant force

Q D q� � qC �; 0

which we assume to be positive and acting against the polarization direction induced
by protrusion. We also introduce the force asymmetry factor

� D q� C qC
Q

;
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which characterizes the first moment of the external force distribution. We notice
that �1 � � � 1 with � > 0 corresponding to pulling and � < 0—to pushing.

The protrusive ‘force’ in our model will be introduced implicitly through the new
kinematic constraints on the unknown functions lC.t/ and l�.t/ [75, 83, 86, 122, 131]

Pl˙ D v.l˙.t/; t/C v˙: (4.47)

Here vC > 0 and v� > 0 are the polymerization and the depolymerization
velocities, respectively. While there is considerable experimental evidence that
active polymerization is indeed localized at the leading edge of a crawling cell, the
de-polymerization may be spread along the length of the lamellipodium [75, 131].
However, in the interest of analytic transparency, such spreading will be ignored in
this study (see the analysis of this assumption in [122]).

Observe that our assumption (4.47) implies that there is a nonzero (negative)
mass flux going through the system

Pm D ��.l˙.t/; t/v˙:

To account for this flux we need to slightly modify the theoretical framework
introduced in the first section, in particular, (4.9) has to be modified since there
is now an incoming and outcoming fluxes of free energy associated with produc-
tion polymerized monomers at the front and dissociating the filaments into free
monomers at the rear. By following the same steps as in the first section we obtain

R D
Z l

C

l
�

.	@xv C �A C J@x�/dx � Pm��; (4.48)

where �� D Œf C p=��C� is the driving force of active treadmilling. Since for
our infinitely compressible gel the thermodynamic pressure p D 0 we obtain
�� D f .lC.t// � f .l�.t//. A knowledge of polymerization/depolymerization
reaction kinetics can provide us with the kinetic relation whose simplest form
would be Pm D  .��/ and then we also need to specify the externally (for our
model) imposed driving force ��. However, to maintain the decoupling between
the force balance problem and the mass transport problem, secured by our infinite
compressibility assumption, we define protrusion by prescribing two other pieces of
information: the kinematic variables v˙.

In fact, it will prove natural to work with a slightly different set of parameters.
Thus, parameter

Vm D v� C vC
2

� 0

prescribes polarity of the cell and provides the scale of the maximal velocity. The
remaining kinematic parameter

�V D vC � v�;
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introduces the asymmetry between polymerization and de-polymerization and, as
we show below, quantifies the degree of engagement of the contractile mechanism.

The other constitutive hypotheses will be as in the previous section except that
we assume for simplicity that in the transport of motors diffusion dominates drift
and c.x; t/ 
 c0. Then the contraction-generated pre-stress is also constant �0 D
aA0c0 > 0, which is a rather usual assumption in the models of active gels [75, 83].
Notice that in the previous section we used the notation � for contractile pre-stress
per unit motor mass which is now irrelevant since c does not depend on either space
or time.

If we now normalize length by
p
=�, time by =�0 and stress by �0, we obtain

a free boundary problem which depends on four dimensionless parameters.

�@xx	 C 	 D 1

	.l˙.t/; t/ D q˙
Pl˙ D v˙ C @x	.l˙.t/; t/:

(4.49)

The linear force balance equation with mechanical boundary conditions can be
integrated (see [75, 83] for the case without cargo) and we obtain

v.x; t/ D A� cosh.l�.t/ � x/C AC cosh.lC.t/ � x/

sinh.lC.t/ � l�.t//
; (4.50)

where

A˙ D ˙.1 � Q.� ˙ 1/=2/: (4.51)

Knowledge of the velocity field and the use of kinematic boundary conditions
allows one to obtain a closed dynamical problem for the total length L.t/

PL D �V C .�Q � 2/ tanh

�
L

2

�
: (4.52)

After this equation is solved the position of the geometrical center of the cell G.t/
can be found by direct integration from

PG D Vm � Q

2 tanh.L=2/
: (4.53)

To specify solutions of (4.52) and (4.53) we need to supply the initial conditions
L.0/ and G.0/ that also fix the initial velocity profile through (4.50).

We are interested in traveling wave (TW) solutions of (4.52) describing steadily
translocating active fragments. The corresponding critical points of (4.52) exist if
and only if

0 < �V < 2 � �Q: (4.54)
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When these conditions are satisfied the length stabilizes as t ! 1 at the value

L D 2 tanh�1
�

�V

2 � �Q

�
> 0:

4.3.2 Force Velocity Relation

Notice that at t ! 1 the function PG converges to a constant V given by the force-
velocity relation

V D Vm � Q

�V
C �Q2

2�V
: (4.55)

In our notations the fragment moves to the right against the load if V > 0 and
is dragged backwards by the load if V < 0. The maximum velocity V� D Vm is
achieved when there is no load Q D 0 and the corresponding reference length will
be denoted by L� D L.Q D 0/. Since the TW regimes are stable only if 2� �Q > 0,
pushing (� < 0) contributes to stability while pulling (� > 0) plays a destabilizing
role.

At �V D 0 the loaded fragment shrinks to a point while at �V D 2 � �Q its
length diverges. For singular solutions with L D 1 which are only relevant in the
case of pulling, the force velocity relation can be extended beyond the singularity
formation threshold as

V D Vm � Q=2: (4.56)

The full force-velocity relation in the (V;Q) plane including both regular and
singular solutions is illustrated in Fig. 4.11a, b. One can see that it is markedly
different for � > 0 (pulling) and � < 0 (pushing). The main feature distinguishing
pushing from pulling is the curvature of the force velocity relation which in the
regular regimes (4.55) is given by @2V=@Q2 D �=�V; and in the singular (pulling)
regimes by @2V=@Q2 D 0: One can also see that the curvature is always negative
in pushing regimes with � < 0 which means that the corresponding force velocity
relation is concave. Under pulling loads with � > 0 the force velocity curve is
convex for regular regimes and is linear for singular regimes.

In the pushing regimes the force velocity curve is characterized by the stall force
Q� D .1 � p

1 � 2��VVm/=� and the maximum velocity V� D Vm, see Fig. 4.11b.
The concavity of the force velocity relation in this case agrees with experiments
[26, 115, 135, 170]. In the case of pulling, the force-velocity relation is convex
for Q < Qc D .2 � �V/=�, where L < 1 and is linear for Q > Qc, where
L D 1, see Fig. 4.11a. In the convex range the function V.Q/ is non-monotone
when �V < 1 and one can distinguish two regimes: the branch Q < Qn D 1=�

where the mobility is positive, V.Q/ � Vm � Q=�V , and, as we show below,
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Fig. 4.11 The typical force-velocity relations in pure pulling (a) and pushing (b) regimes

protrusion dominates, and the branch Qc > Q > Qn where the mobility is negative,
V.Q/ � �Q2=.2�V/ and the dominant active mechanism is contraction. Along the
negative mobility branch the cell elongates to support larger loads till the length
diverges at a critical value Q D Qc. Beyond this value, we obtain configurations
with infinitely separated boundary layers and mobility becomes again positive. The
associated density profiles are discussed in [122].

The observed differences in the structure of force velocity relations in the regimes
of pushing and pulling can be interpreted in terms of the competition between
pushers and pullers. We begin with an observation [33, 83] that the analysis of
the global force balance, L

R 1=2
�1=2 v.u/du D �Q; does not allow one to distinguish

between pushing and pulling. To identify the role of different active agents we need
to consider the balance of couples where an important role is played by the sign of
the dipole component of the applied load.
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By multiplying the force balance equation (4.49) in the TW regime by u and
integrating over the body of the cell we obtain

�

2
Q � L

Z 1=2

�1=2
uv.u/du D

Z 1=2

�1=2
	.u/du: (4.57)

The first term in the left hand side Te D �
2
Q is the moment of external forces.

Since we assumed that Q > 0, pulling is associated with a positive applied dipole
while pushing—with a negative applied dipole. The second term on the left hand
side Tf D �L

R 1=2
�1=2 uv.u/du represents frictional dipole which may have different

signs. The integral on the right hand side defines the active dipole which can be
also rewritten as Ta D R 1=2

�1=2.1C L�1@uv/du: This term can be further decomposed
into the sum Tc C Tp where contraction component is Tc D 1 > 0 and protrusion
component is Tp D ��V=L < 0: The opposite signs of these two terms suggest
that the underlying active mechanisms are inherently different: the protrusion term
represents distributed pushers while the contraction term represents distributed
pullers [132, 144].

Due to the presence of a contraction (positive) force dipoles the rear boundary
of the cell is pulled forward while the front boundary is pulled backward. As a
compensation, contraction produces internal retrograde flow at the rear and pro-
grade flow at the front. In contrast, protrusion (negative) force dipole pushes the
rear of the cell backward while the front of the cell is pushed forward. This is
compensated internally by retrograde flow at the front and pro-grade at the rear.
These flows must be superimposed with the mean flow Nv D �Q=L which is
associated solely with the total applied force and is therefore always retrograde.

It is now natural to identify the point Qn in Fig. 4.11a with a crossover from
pushers dominated to pullers dominated regimes. This interpretation is supported
by comparing the magnitudes of the two competing active couples. The observed
crossover correlates with the transition from positive to negative mobility which also
takes place at Qn. Negative mobility has been discussed previously in the context of
individual [38, 57, 94, 130] and interacting [25, 110] Brownian motors. The regimes
where velocity of the crawling cell increases with an opposing pulling force at the
rear have been envisioned in [72] where negative mobility was attributed to the
coupling between the velocity of retraction and the applied force v�.Q/ [113]. In
our model such coupling is absent which shows that negative mobility may also
have a different origin. The parameter estimates showing that negative motility is
realistic in physiological conditions can be found in [122].

4.3.3 Elastic Regularization

The obtained force-velocity relations are not fully satisfactory because some of the
solutions have diverging length. A natural way to regularize such singular solutions
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is to introduce an intermediate-time stiffness of the cell. Such stiffness, which we
have already encountered in the previous section, can in some regimes prevent cells
from contraction-induced collapse, it sets the rest length and it may also keep this
length from diverging in the case of super critical pulling. Time dependent visco-
elastic properties of the cytoskeleton [21, 37, 101] are usually incorporated either in
the framework of a short time (Maxwell) elastic model [28, 73, 75, 121, 131] or a
long time (Kelvin–Voigt) elastic model [10, 86, 111].

The simplest purely elastic regularization, already considered in the previous
section, is through mean field coupling between the leading and trailing edges of
a cell [12, 49, 117, 142]. If this coupling is linear elastic, the applied loads become

q˙ ! q˙ C k
L � L0

L0
;

where k > 0 is a dimensionless stiffness and L0 is a prescribed dimensionless
reference length (for the comparison with models of bulk linear elasticity, see [122]).
The meaning of parameter L0 is clear from the fact that for k > 1 and Vm D �V D 0

there exists a nontrivial static solution with L D L0.1 � 1=k/ (preferred length).
In dynamics the steady state (TW) solution is now stable for all �V > 0 and to

find L.Q/ one needs to solve

�V D
�
2 � �Q C 2k

L � L0
L0

�
tanh

�
L

2

�
:

Then, the force velocity relation can be found from the relation

V.Q/ D Vm � Q

2 tanh



L.Q/
2

� :

The k dependence of the force velocity relation is illustrated in Fig. 4.12. We observe
that independently of the value of k all force-velocity curves cross at Q D 0 where
V D V�. The second common intersection point is at

QI D 1

�

 
2 � �V

tanh
�L0
2

�
!
:

As we see, at k ! 0 the mean field force-velocity curves approach their minimal
model counterparts including both the regular regimes with finite cell lengths and
the singular regimes with infinite cell lengths. However, despite similarity in shape
between the force velocity curves in the minimal model and in the regularized model
with k � 0, the length of the cell in the regularized model is always finite so that
infinite stretching, undermining the minimal model, does not take place.
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Fig. 4.12 Force velocity relations in pure pushing and pulling modes with different k1;2;3;4 D
f0; 0:01; 0:1; 1g and L0 D 1. Driving parameters are v

�

D 1:7 and v
C

D 2. The minimal model
is recovered at k D 0

The phenomenon of negative mobility for the pulled cells survives in the mean
field model and disappears only at a critical value of the stiffness k D k�.�V/,
see Fig. 4.13. The qualitative difference in convexity between pulling and pushing
persists beyond k�.�V/, see for instance regime with k D 1 in Fig. 4.12. However,
at k � k�.�V/ the force-velocity relations associated with pushing and pulling
regimes become similar.

To check robustness of these predictions we studied in [122] three different exten-
sions of this model allowing for inhomogeneous friction, bulk depolymerization
and density dependent contractile pre-stress. Our analysis shows that for all these
augmented models our main conclusion about the difference in convexity properties
between the force velocity curves in pushing and pulling regimes remain valid.
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Fig. 4.13 Domain of negative mobility in the parameter space .k; �V/. The boundary between
regimes with positive and negative mobility is given by the function k D k�.�V/

4.3.4 Alternative Driving Modes

So far we have been using an assumption that protrusion is driven by the kinematic
fluxes characterized by parameters vC; v� or Vm; �V . According to this assumption,
illustrated in Fig. 4.14, we impose separately the velocities of polymerizing (arriv-
ing) and de-polymerizing (departing) mass points, see also [75, 83, 86, 102, 131].
The fact that nothing has been said about the densities of the arriving or departing
material allows one to decouple the mechanical problem from the mass transporta-
tion problem. The resulting analytic transparency, however, comes at a cost.

First, it is clear that active treadmilling in our model is characterized by only
one parameter, the mass flux Pm, so by fixing two parameters Vm and �V we are
implicitly constraining both treadmilling and contraction. This is also clear from the
fact that parameter �V D vC � v� serves as a measure of (dimensionless) energy
consumption in the contraction mechanism Pc D � R l

C

l
�

@xv > 0. Indeed, for the
TW regimes the integral terms can be computed explicitly giving Pc D �V:

Second, by prescribing the kinematic fluxes vC and v� we have no direct
control of the treadmilling mass flux. As a result we encounter singular regimes
with Pm D 0 which leads to either infinite mass localization inside the cell [122].
Third, by focusing on kinematic fluxes we do not put any restrictions on the energy
consumption required to sustain different active mechanisms which appears to be a
natural biological constraint.
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Fig. 4.14 Schematic structure of the treadmilling cycle showing different densities of arriving
(polymerizing) and departing (depolymerizing) material

Notice also that the problem setting where driving is performed through param-
eters vC and v� contains an implicit assumption that the material arrives with a
particular density (particular structural organization). Another implicit assumption
is that the departing material has a density which depends on the activity of the
contractile machinery. While these assumptions are plausible, they may not be the
most natural ones from the biological point of view.

In view of these limitations of the model with kinematic driving, it is instructive
to consider an alternative modality of driving by imposing constraints on energetic
parameters. The main difficulty in dealing with non kinematic driving schemes is
that they couple the mechanical and the mass transport problems already in the
minimal setting.

Assume, for instance, that the cell controls the treadmilling rate, characterized by
the total mass flux Pm < 0, and the energetics of the contraction process, character-
ized by the consumed power Pc D �V . The advantage of this new parametrization
is that protrusion and contraction can now be controlled independently.

If we choose the pair . Pm;Pc/ as the parameters instead of (Vm; �V), we again
obtain stable TV solutions given that Pc < 2�Q� and Pm < 0. The proposed driving
mode is in fact equivalent to the kinematic driving mode in the TW regimes because
the Jacobian of the transformation .v�; vC/ ! .Pc..v�; vC//; Pm.v�; vC//

det

 
@Pc
@v

�

@ Pm
@v

�

@Pc
@v

C

@ Pm
@v

C

!
D

R 1=2
�1=2

du
.v.u/�V/2

L.
R 1=2

�1=2
du

v.u/�V /
2

� 1

L

is strictly positive for 0 < L < 1.
In Fig. 4.15 we show the force velocity relations in the minimal model with

prescribed . Pm;Pc/. One can see that the qualitative difference between pushing
and pulling endures in this new setting, moreover, we again observe regimes with



178 P. Recho and L. Truskinovsky

Fig. 4.15 Force velocity
relations in pure pushing and
pulling TW regimes when
driving is performed by
imposing Pm D �6:1 and
Pc D 0:3. Insets show the
ensuing dependencies of v
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and v
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negative mobility. It is interesting that by fixing parameters Pc and Pm we induce a
dependence of the polymerization and depolymerization rates (v�; vC) on Q (see
the inserts in Fig. 4.15) which agrees qualitatively with the trends suggested in [83]
based on the polymerization ratchet model. We also note that at sufficiently strong
pulling loads Q > Qc D .2 � Pc/=�, the cell length L diverges which suggests
that also in the case of non-kinematic driving the minimal model should still be
elastically regularized.

Ultimately, the choice of the driving mode requires microscopic modeling and
the answer may depend on the type of the cell, the environment and the regime of
loading.

4.3.5 Discussion

In this section we studied an interplay between contraction and protrusion required
to sustain and carry various cargoes. By using an analytically transparent framework
we demonstrated that contraction and protrusion mechanisms can interchange their
roles as one varies the dipole component of the external load.
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Our model predicts a possibility of a sharp transition between protrusion
dominated motility and contraction dominated motility in response to an increase of
the pulling force. This transition has a macroscopic signature and can be in principle
identified experimentally with a negative mobility range on a force-velocity curve.
Vis-à-vis the general behavior of active media, we have shown that an interplay
between ‘pushers’ and ‘pullers’ can lead to observable effects in the presence of
applied loads. The importance of the idea that different active mechanisms can swap
roles depending on the task goes far beyond the subject of cell motility.

While our minimal model still under-represents some physical effects (e.g.
autotaxis of myosin motors, active adhesion, complex membrane dynamics, etc.
[48, 63, 141, 163, 165, 166, 169]) it allows one to go beyond force velocity relations
and study the efficiency of cargo-pulling machinery. Thus, in [122] we have shown
that a competition between protrusion and contraction can result in a bi-modal
structure of the load-efficiency relation.

Perhaps our most intriguing finding is that the fine structure of the force-
velocity relation may depend on the modality of external driving and we argued
that kinematic driving may not be the only physically and biologically natural
choice. In particular, we suggested that instead of the rates of polymerization and
depolymerization, the cell may be controlling the energy supplies required for the
functioning of contraction and protrusion mechanisms. We have shown, however,
that while the detailed shape of the force velocity relation depends on the choice
of the driving mode, its loading-sensitive convexity-concavity structure is a robust
feature of the model.

4.4 Adhesion

In this section we turn our attention to adhesion. We remain in the general
framework developed in the previous sections, see also [2, 44, 65, 83, 102, 124,
127, 146, 160], and study the active re-organization of adhesive complexes inside
a self-propelling layer ensuring an optimal cost-performance trade-off for steady
self propulsion. We assume that (in the range of interest) the energetic cost of
self-propulsion is velocity independent (cf. [125]) and adopt, as an optimality
criterion, the maximization of the overall velocity. We are interested in steady
translocation and assume that the internal distributions of mechanical parameters
are compatible with the traveling wave ansatz. This simplifying assumption allows
us to replace the optimization of the crawling stroke in space and time by a purely
spatial optimization of the internal distribution of active elements in the co-moving
coordinate system. In a similar but simpler setting the dependence of cell velocity
on the distribution of adhesion properties was first studied by Carlsson [33].

Our main result is that depending on the outcome of the competition between
contraction and protrusion mechanisms, the ‘optimal’ adhesion would cooperate
either with one or the other.
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4.4.1 The Model

Since our knowledge of the mechanism controlling the transport and the intensity of
active agents performing adhesion is rather limited, we adopt in this section a semi-
kinematic approach and treat the corresponding distribution as a functional control
parameter constrained by the fundamental mechanical balances. We then pose a
variational problem of finding the optimal temporal and spatial distributions of this
control parameter inside a crawling continuum body. In view of some successful
attempts to justify such reverse engineering approach [125], we anticipate that our
optimal solutions will be eventually backed by an appropriate constitutive theory
describing active adhesive clusters.

The object of our study is again a one-dimensional segment of viscous active
gel representing the cell lamellipodium on a frictional substrate. The force balance
will be still written in the form (4.17) but we now assume that the frictional
coefficient, mimicking the distribution of focal adhesions, is space and time
dependent �.x; t/ � 0. We also now assume that the active pre-stress �0.x; t/ � 0

is a function of space and time, however, instead of writing an equation for c.x; t/
we view the function �0.x; t/, entering the constitutive law 	 D @xv C �0, as an
independent functional degree of freedom.

We further assume that some internal mechanism (stiffness of the cell cortex
[12, 21, 49, 93, 117, 142], osmotic pressure actively controlled by the channels and
pumps on the cell membrane [69, 147], etc.) maintains a given size L.t/ D L0 of the
cell (the ‘rigid’ model briefly discussed in Sect. 4.2.9). To model active protrusion
we again impose the two kinematic Stefan type boundary conditions (4.47).

The two functions �0.x; t/ and �.x; t/ will be interpreted as infinite dimen-
sional controls parameters and found through an optimization procedure. Even in
the absence of a detailed microscopic model governing the rearrangement of these
agents we still need to subject them to integral constraints prescribing the average
number of adhesion complexes [13]

1

L

Z l
C

.t/

l
�

.t/
�.x; t/dx D ��; (4.58)

where �� > 0 is a given constant and

1

L

Z l
C

.t/

l
�

.t/
�0.x; t/dx D ��; (4.59)

where �� > 0 is another given constant representing the average number of
contractile motors [150]. It is clear from (4.58), (4.59) that since we prescribe the
density of active agents, the performance of the self-propulsion machinery will
be proportional to the length of the active segment, so the appropriate velocity
functional must be also normalized by the total length.
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To simplify the analysis we assume that the motion of the active segment is steady
[75, 131] with unknown velocity V D Pl� D PlC and that the unknown functions 	; v
and the unknown controls �; � depend exclusively on the co-moving coordinate u.
Then in dimensionless variables 	 WD 	=��, x WD x=

p
=��, t WD t=.=��/, � WD

�=�� and � WD �=�� we obtain the force balance equation

� 1

L2
@u

�
@u	.u/

g1.u/

�
C 	.u/ D g2.u/: (4.60)

The re-scaled control functions

g1.u/ D �.Lu/ � 0; g2.u/ D �0.Lu/ � 0

must satisfy the constraints

Z 1=2

�1=2
g1.u/du D

Z 1=2

�1=2
g2.u/du D 1: (4.61)

The boundary conditions take the form

(
	.�1=2/ D 	.1=2/

1
L2



@u	.1=2/

g1.1=2/
� @u	.�1=2/

g1.�1=2/
�

D ��V
; (4.62)

where

�V WD �V

L
:

The dimensionless velocity of the segment per length V D V=L can be found from
the formula

V D Vm C 1

2L2

�
@u	.1=2/

g1.1=2/
C @u	.�1=2/

g1.�1=2/
�
; (4.63)

where

Vm WD Vm

L
:

If we now assume that the two parameters (Vm; �V), characterizing actin tread-
milling, are fixed we can pose the optimization problem of finding the controls
g1.u/, g2.u/ ensuring the maximization of the normalized velocity V . This problem
is nontrivial because the functional Vfg1; g2g is prescribed implicitly through the
unknown solution of the boundary value problem (4.60), (4.62). To our advantage
this linear elliptic problem is classical, e.g. [100].
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We observe that parameter Vm enters the expression for the velocity (4.63) in
an additive way and does not affect the solution of the optimization problem. The
reason is that Vm characterizes a propulsion mode associated with simple accretion
of the material at the front and its simultaneous removal at the rear; when Vm ¤ 0 an
a priori polarity is imposed and the problem of motility initiation disappears. In view
of the complete independence of this mode of self-propulsion from our controls, we
assume without loss of generality that Vm D 0.

In contrast to Vm, the second parameter �V , also characterizing the protrusion
strength, does not induce polarity. As we have seen in the previous section, this
parameter represents the mechanical action of pushers. Indeed, consider again the
global balance of couples in the co-moving coordinate system [see also (4.57)]

L
Z 1=2

�1=2
g1.u/v.u/udu � 	0 D ��V C

Z 1=2

�1=2
g2.u/du: (4.64)

Here the first term in the left hand side �Tf D L
R 1=2

�1=2 g1.u/v.u/udu characterizes
the total moment due to external (frictional) forces [137] and the second term
Tr D 	0 corresponds to passive reaction forces resulting from the prescription of the
length of the segment. The first term in the right hand side �Tp D T D �V is due

to active protrusion, while the second term Ta D R 1=2
�1=2 g2.u/du D 1 is due to active

contraction. Our assumption that �V > 0 means that the protrusion couple has a
negative sign showing that the corresponding force dipoles act on the surrounding
medium by pushing outward and creating negative stress. Instead, the contraction
couple has a positive sign because the contractile forces pull inward and the induced
stresses are positive. We can therefore (tentatively) argue that motility is protrusion-
dominated when T > 1 and it is contraction-dominated when 0 < T < 1. This
assertion will be supported in what follows by rigorous analysis.

4.4.2 Contraction Driven Motility

The simplest analytically transparent case is when protrusion is disabled �V D 0

and motility is fully contraction-driven.
Suppose first that g1 
 1 which means that the adhesion complexes are

distributed uniformly. Then the velocity can be expressed as a quadrature

V D � 1

2 sinh. L
2
/

Z 1=2

�1=2
sinh.Lu/g2.u/du (4.65)

here again we see that if the function g2.u/ is even, then V D 0 (analog of Purcell’s
theorem [87, 119]). If the distribution g2.u/ is non-symmetric and, for instance,
more motors are placed at the rear of the segment, the velocity will become positive.
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Using the fact g2.u/ � 0we can also conclude from (4.65) that V � 1=2: This upper
bound is reached when all the motors are fully localized at the rear and g2.u/ D
ı.u C 1=2/.

Now, consider the general case when the focal adhesions are distributed inhomo-
geneously: g1.u/ ¤ const. Since (4.60) is a Sturm–Liouville problem, its solution
can be written as

	.u/ D 	0 �
Z 1=2

�1=2
G.u; s/ Œg2.s/ � 	0� ds; (4.66)

where the Green’s function G.u; s/ can be represented by two auxiliary functions
h.u/ and f .u/

G.u; s/ D 1

C

�
h.u/f .s/1Œs<u� C h.s/f .u/1Œu<s�

	
; (4.67)

solving the following standard boundary value problems [100]:

(
. 1g1

h0/0 D L2h

h.�1=2/ D 1; h.1=2/D 1
,

(
. 1g1

f 0/0 D L2f

f .�1=2/ D 1; f .1=2/ D �1 : (4.68)

In (4.67), C D .hf 0 � fh0/=g1 is a constant involving the Wronskian of the two
auxiliary functions h.u/ and f .u/ and 1 is the indicator function. We can now write

V D 1

2

Z 1=2

�1=2
f .u/.g2.u/� Og2/du; (4.69)

where we introduced a new measure of inhomogeneity of contraction:

Og2 D
R 1=2

�1=2 h.u/g2.u/duR 1=2
�1=2 h.u/du

:

If both functions g1;2.u/ are even, then f .u/ is odd and, since the integral of a product
of an odd and an even functions is equal to zero, we obtain that V D 0. The same
result follows if we assume that contraction is homogeneous g2.u/ D Og2 D 1 while
the adhesion distribution g1.u/ is arbitrary. Therefore, to ensure motility at�V D 0,
contraction must be inhomogeneous while adhesion may still be uniform (provided
contraction is not even).

To find the optimal distributions g1.u/, g2.u/ we proceed in two steps. We first
show that V � 1 and then find a configuration of controls allowing the cell to reach
this bound.
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Notice that we can rewrite (4.69) in the form

V D 1

2

 Z
S

C

f .u/.g2.u/� Og2/du C
Z

S
�

f .u/.g2.u/� Og2/du

!
;

where we defined the domains S� D fu=g2.u/ � Og2g and SC D fu=g2.u/ > Og2g :
Applying the maximum principle to (4.68) we obtain that 1 � h.u/ � 0 and h.u/ �
f .u/ � �h.u/. Using the bounds on f , we can write

V � 1

2

 Z
S

C

h.u/g2.u/du C Og2
Z

S
�

h.u/du

!
:

Since the integrands are positive and h.u/ � 1 it finally follows that

V �
Z 1=2

�1=2
h.u/g2.u/du �

Z 1=2

�1=2
g2.u/du D 1: (4.70)

Observe that in the case of a homogeneous adhesion, the velocity could reach only
one half of this maximal value.

We now show that the maximal value of velocity V D 1 can be reached if both
controls g1.u/ and g2.u/ are fully localized. Take � > 0 and consider a regularized
distribution

g1.uI �/ D 1

�

�

�2 C .u � u1/2
:

For this choice of g1.u/ the auxiliary functions h.u/ and f .u/ can be written
explicitly in term of Legendre polynomials. In the limit � ! 0 we obtain
lim�!0 g1.uI �/ D ı.u � u1/. Then

h.u/ D 1 and f .u/ D

1 if u � u1

�1 if u > u1:

By using these explicit expressions we can rewrite (4.69) in the form

V D 1

2

"Z u1

�1=2
g2.u/du �

Z 1=2

u1

g2.u/du � 2u1

#
: (4.71)

If we now suppose that g2.u/ D ı.u � u2/ the expression for velocity reduces to

V D 1

2

8<
:
1 � 2u1 if u2 < u1
�2u1 if u2 D u1

�1 � 2u1 if u2 > u1

:
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It is now clear that the velocity reaches its maximal value as u1 ! �1=2 while
u2 < u1. We can then formally write u2 D u1 D �1=2 and claim that controls
g2.u/ D g1.u/ D ı.u C 1=2/ saturate the bound V D 1: Notice, however, that if
we assume directly u1 D u2 ! �1=2 in (4.71), we obtain V D 1=2. This is in
agreement with the physical intuition that the anchorage point must be located to
the right of the pulling force dipole: in this case the pulling forces advance the rear
edge of the segment with minimal slipping. Mathematically, we encounter here the
case of non-commutation of the limiting procedures u2 ! �1=2, u1 ! �1=2 and
we obtain V D 1 only if the limits are taken in the above order.

To summarize, the optimization of the distribution of focal adhesions allows the
contraction-driven segment to reach the value of velocity which is twice as large as
when the adhesion is uniform. This means that in order to improve performance,
the adhesion must conspire with the contraction machinery making sure that both
the motors and the adhesive centers are localized at the trailing edge. Interestingly,
exactly this type of correlation between the stresses created by contraction and
the distribution of focal adhesions was observed in experiments and numerical
simulations [18, 52, 143, 161, 162, 164]. The localization of adhesion complexes
close to cell edges, where contraction is the strongest, has been also reported outside
the motility context [19, 43, 107].

4.4.3 The General Case

We now turn to the general case where both contraction and protrusion are active. In
particular, the protrusive power will be characterized by the parameter�V D T > 0
which was assumed to be equal to zero in the previous section. In this more general
setting we can write

V D 1

2

2
4
R 1=2

�1=2 f .u/duR 1=2
�1=2 h.u/du

T C
Z 1=2

�1=2
f .u/.g2.u/� Og2/du

3
5 : (4.72)

As we see, the first term in the right hand side is associated with protrusion-
based (filament driven) motility while the second term is the contribution due to
contraction-based (motor driven) motility [128]. We notice that if g1.u/ is even,
then f .u/ is odd and h.u/ is even, leading to

R 1=2
�1=2 f .u/duR 1=2
�1=2 h.u/du

D 0:

If g2.u/ is also even, then

Z 1=2

�1=2
f .u/.g2.u/� Og2/du D 0:
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In this case the velocity of the segment is fully controlled by the accretion
mechanism characterized by the parameter Vm.

Consider first the case of protrusion-driven motility by assuming that contraction
is homogeneous g2.u/ 
 1 and therefore does not contribute to the overall velocity.
By using again the maximum principle we obtain inequalities

�1 �
R 1=2

�1=2 f .u/duR 1=2
�1=2 h.u/du

� 1;

leading to the upper bound

V � T

2
: (4.73)

The maximum of the protrusive contribution to velocity is reached when, g1.u/ D
ı.u� 1

2
/; because in this case h D 1 and f D 1 almost everywhere. Observe, that the

optimal solution in the case of protrusion-driven motility is in some sense opposite
to the solution g1.u/ D ı.u C 1=2/ obtained in the case of the contraction-driven
motility.

Based on (4.70) and (4.73) we can now argue that in the case when both
treadmilling and contraction are present, an upper bound for velocity is

V � T

2
C 1:

However, in view of the incompatibility of the corresponding optimal controls, this
bound cannot be reached. The optimal strategy for focal adhesions would then
require a compromise between the necessity to localize adhesion at the trailing edge
in order to assist the contraction mechanism and the competing need to localize
adhesion at the leading edge in order to improve the protrusion power of the cell.

To obtain a lower bound for V we now consider a particular test function
representing a weighted sum of our competing optimal controls, g1.u/ D qı.u C
1=2/C .1 � q/ı.u � 1=2/. We also chose g2.u/ D ı.u � u0/; where q 2 Œ0; 1� and
u0 2 Œ�1=2; 1=2� are two parameters to be optimized. Then, by solving (4.68) we
obtain,

f .u/ D

8̂
<
:̂

1 if u D �1=2
1�2q

1Cq.1�q/L2
if u 2� � 1=2; 1=2Œ

�1 if u D 1=2

and,

h.u/ D

8̂
<
:̂

1 if u D �1=2
1

1Cq.1�q/L2
if u 2� � 1=2; 1=2Œ

1 if u D 1=2;
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Fig. 4.16 Solid lines: lower bound on the optimal velocity of self-propulsion V as a function
of the measure of the (relative) protrusive strength T. The optimal strategy depends on whether
contraction (T < 1 ) or protrusion (T > 1) dominates. The dashed line represents the upper bound
obtained by formally summing the incompatible upper bounds for the protrusion and contraction
based strategies. The dotted line represents a sub-optimal strategy obtained under the assumption
that adhesion is homogeneous. Insets illustrate the associated configurations of controls g1.u/ and
g2.u/

which leads to the expression for the velocity

V D T

2
.1 � 2q/C 1

2
.f .u0/ � .1 � 2q/h.u0//:

The optimization with respect to u0 gives u0 D �1=2 and

V D T

2
� q.T � 1/:

Finally, optimizing in q we obtain that if T < 1, we must have q D 0 and if T > 1,
we must have q D 1. This result, illustrated in Fig. 4.16, suggests that there is a
switch at T D 1 between the contraction-centered optimization strategy (q D 0)
and the protrusion-centered optimization strategy (q D 1). Notice that the switch
takes place exactly when the negative protrusion generated couple T becomes equal
to the positive contractile couple equal to 1. At a ‘critical’ state T D 1, the two
active mechanisms neutralize each other and active dipoles become invisible behind
the passive terms in Eq. (4.64): in this case the optimal position of active agents
becomes indeterminate.
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To show that the low bound obtained above is rather close to being optimal we
solved in [123] the optimization problem numerically. Our numerical results are
in full agreement with the analytic bounds. In [123] we also used a perturbation
analysis to provide additional evidence that our lower bounds are close to being
optimal.

Based on all these studies we conjecture that the function V.T/, representing
the optimal velocity, is piece-wise linear with a kink at T D 1. The presence
of a threshold indicates a switch from contraction-dominated motility pattern
to protrusion-dominated motility pattern. As the relative power of protrusion,
epitomized by T, increases beyond this threshold, the focal adhesions, maintaining
the optimality of the self-propulsion velocity, must migrate from the trailing to the
leading edge of the active segment. The dynamic migration of adhesion proteins to
the edges has been observed in experiments [107]. In real cells, however, both edges
are usually populated by adhesion complexes and we can speculate that in this way
cells can adjust more smoothly to transitions from one driving mode to another.

4.4.4 Discussion

In this section we studied optimal strategies allowing cells to move faster by actively
coordinating spatial distributions of contractile and adhesive agents. Our study
reveals that if adhesion complexes can detect the dominating mechanism of self
propulsion, they can self-organize to ensure the best performance.

We made specific predictions regarding the advantageous correlations between
the distributions of adhesive and force producing agents and showed that the
dependence of the maximal velocity of self-propulsion on the relative strength of
contraction and protrusion may be non-monotone. In particular, our model predicts
that a limited activation of protrusion will necessarily lower the maximal velocity
achieved in a purely contractile mode of self-propulsion. However, as the protrusion
strength increases, protrusion can overtake contraction and the velocity of self-
propulsion will increase beyond the level achieved in the contraction-dominated
case.

In the first section we saw that contraction-driven motility mechanism may be
sufficient to ensure cell polarization, motility initiation, motility arrest and the
symmetrization of a cell before mitosis [124, 126]. However, from the analysis
presented in the present section it becomes evident that, if the speed of self-
propulsion is an issue, cells should mostly rely on protrusion. More specifically, to
maximize its velocity performance after motility initiation a cell must switch from
contraction-dominated to protrusion-dominated motility mechanism by increasing
the protrusive power and appropriately rearranging the distribution of adhesive
complexes, see [122] for comparison with experiment. We have seen in the previous
section that similar transitions between contraction and protrusion mechanisms can
be used by a cell to accommodate different types of cargo.
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A schematic nature of the proposed one-dimensional model conceals consider-
able complexity of the actual cell motility phenomenon which involves intricate
bio-chemical feedback loops, geometrically complex mechanical flows and highly
nontrivial rheological behavior. In particular, the singular nature of the obtained
optimal distributions can be at least partially linked to the fact that polymerization
and depolymerization processes are localized at the edges. The situation is com-
plicated further by the fact that the dominant trade-off condition, controlling the
self-organization of active agents, is still unknown notwithstanding some recent
results in this direction [125]. However, even in the absence of the definitive
optimization criterion and with minimal assumptions about the inner working of
the motility machinery, our study reveals that depending on the task and the available
resources a cell may have to modify its mode of operation rather drastically to ensure
the best performance.

4.5 Conclusions

In this chapter we used one-dimensional representations of cellular crawling to
illustrate various interactions between the sub-mechanisms of the motility machin-
ery. First, we used a one-dimensional model to expose a crucial role played in
cell motility by the nonlocal feedback between contraction and advection and
showed that both, motility initiation (implying polarization) and motility arrest
(associated with re-symmetrization) may be exclusively contraction-driven. We
then demonstrated that a one-dimensional approach presents a unique analytic
perspective on the load-induced switching between contraction and protrusion as the
dominating motility mechanisms and allows one to trace how different tasks can be
accomplished by the structural shifts in motility machinery. Finally, we used a one-
dimensional model to provide evidence that radically different spatial distributions
of adhesive complexes may be optimal depending on the domineering mechanism
of self-propulsion.

While our basic models were rooted in the same theory of active gels we
treated contraction-induced active stresses differently in different sections of this
chapter. In the first section, focused on contraction proper, we introduced a rather
detailed physical model accounting of both force generation and transport of force
producing elements. In the second section, where protrusion was the main player,
we made a simplifying assumption that the motors are uniformly distributed in
the lamellipodium. In the third section aiming at active redistribution of adhesive
complexes we did not specify the transport mechanism for contractile elements
allowing them to redistribute optimally to ensure that the velocity of directional
motility takes the largest value. Some of these assumptions are obviously extreme
and have been made with a single purpose of highlighting a particular sub-
mechanism of cell motility which would be otherwise obscured by various other
contributing factors. However, the unavoidable oversimplifications associated with
these assumptions, allowed us to reveals several robust effects:
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1. The role played in cell motility by the nonlocal feedback between the mechanics
and the transport of active agents.

2. The competition between the dominating driving modes and the possibility of
abrupt switches between them depending on the task.

3. A feasibility that the physical mechanism of self-propulsion allows the system to
ensure certain optimality of the response.

Despite the overall appeal of the proposed one-dimensional models, they leaves
several crucial questions unanswered. Thus, our focus on a normal velocity of self-
propulsion obscured the detailed description of the reverse flow of actin monomers
which we have replaced with an opaque jump process. Similarly, our desire to
maximally limit the number of allowed activity mechanisms, forced us to assume
that polymerization of actin monomers and their transport are fast, equilibrium
processes. The assumption of infinite compressibility of the cytoskeleton, which is
behind the decoupling of the mass transport from the momentum balance, is equally
questionable in the light of recent advances in the understanding of cytoskeletal
constitutive response [24, 116]. Finally, our schematic depiction of focal adhesions
as passive frictional pads needs to be corrected by the account of the ATP driven
integrin activity and the mechanical feedback from the binders to the cytoskeleton
[138]. These and other simplifications would have to be reconsidered in a richer
setting with realistic flow geometry which will also open a way towards more
adequate description of the membrane and to account for the polar nature of the
gel [55, 96, 152].

Ultimately, the answer to the question whether the proposed simplified descrip-
tion is sufficient to provide the fundamental explanation of the motility initiation
and arrest, of the cargo-induced switch between contraction and protrusion and of
the adjustment of adhesive mechanism to changes in domineering self-propulsion
mode, will depend on the extent to which the inclusion of the factors mentioned
above affects our main conclusions. A more thorough analysis will also open the
way towards much deeper understanding of each of these effects, in particular, it
should be able to explain the remarkable efficiency of the autotaxis mechanism
of self-propulsion delivering almost optimal performance at a minimal metabolic
cost [125].
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