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Preface

The main objective of this book is to investigate the wireless physical layer security
in random cellular networks. Security is a fundamental issue in data communica-
tions. In wireless communications, security becomes more challenging due to the
openness of wireless medium and its inherent vulnerability to eavesdropping.
Recently, physical layer security has become an emerging research front which
provides promising confidentiality for wireless transmissions. The theoretical basis
of physical layer security approaches is dated back to information theory, which
takes full consideration of the characteristic of wireless channels. Compared to
conventional cryptographic encryption and decryption technologies to guarantee
secrecy, physical layer security approaches bypass the secret key generation and
distribution issues, thereby resulting in significantly lower complexity and more
savings in computational resources, which makes it very competitive in many
wireless applications.

Although there already have been great advances in the topic of physical layer
security, most of the researches focus on the point-to-point secrecy communica-
tions. In a wireless cellular network there are a large amount of concurrent trans-
missions between different base station-user pairs sharing a same frequency band,
which causes ubiquitous interference in the whole network. The most significant
difference in a wireless cellular network is that the transmission is highly
interference-limited. Basically for any receiver, the signals for the other receivers
are interferences. The aggregated interference can greatly influence the secrecy
performance of a wireless link. There are significantly different levels of interfer-
ence that will be caused due to different path loss, shadowing, and fading, and all
these effects depend heavily on the spatial locations of the terminals. Therefore, the
network geometry and spatial distribution of interferers become the primary factor
to impact the secrecy performance of a wireless transmission.

In this book, we will focus on the networks under the framework of stochastic
geometry, which is used to model the random distributions of legitimate
users/eavesdroppers and the random deployment of base stations/access points. In
the first two chapters, we introduce the basic ideas of physical layer security and
primary knowledge of stochastic geometry theory, especially several useful
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properties of Poisson point process. In Chap. 3, we introduce the physical layer
security in a single-cell cellular under time division multiple access (TDMA) when
the eavesdroppers are randomly located as a Poisson point process. Moreover, in
Chap. 4, we elaborate the network-wide physical layer security in a multi-tier
heterogeneous network, where all the locations of users, eavesdroppers and
deployment of base stations are modeled as Poisson point processes. Chapter 5
includes the impact of the full-duplex transceivers on security performance of
random ad hoc network, which could be considered as a special case of uplink
transmissions in a random cellular network. Lastly, Chap. 6 concludes the book and
discusses the possible future research directions. This book will present the readers
a timely report of state-of-the-art techniques about physical layer security under the
framework of stochastic geometry, and provide an explicit snapshot of this
emerging topic.

Xi’an, China Hui-Ming Wang
July 2016 Tong-Xing Zheng
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Chapter 1
Wireless Physical Layer Security

Abstract In this chapter, the context and the fundamental concepts of physical layer
security are well introduced. It starts at Shannon’s definition of information-theoretic
security, Wyner’s wiretap model, and secrecy conditions. Then the secrecy metrics
are described, including secrecy capacity/rate, ergodic secrecy capacity/rate, secrecy
outage, and secrecy throughput. At the end of this chapter, we provide a brief survey
on the recent research advances on wireless physical layer security.

1.1 Information-Theoretic Security

Ensuring secrecy, or privacy, is a fundamental issue in any modern information
systems. For a data communications system, how to achieve confidential informa-
tion transmission, i.e., to guarantee the conveyed information not to be intercepted
and eavesdropped by any adversary during the data transmission, is a critical task
of information security. As the rapid development of today’s wireless transmission
technologies, various wireless communications systems emerge, such as 4G-LTE,
WLAN, Bluetooth, Zigbee, etc. On the other hand, the wide popularization of smart
phones and smart terminal equipments make wireless communications become an
indispensable part of daily life. Multitudinous information and data have been con-
veyed through the electromagnetic wave to their destinations, including personal
private information, financial data, business information, and even data relevant to
national security, etc. These diversified applications greatly strengthen the criticality
of the secrecy ofwireless communications. However, due to the openness of the phys-
ical propagation channel and the broadcast nature of the radio transmission medium,
protecting confidentiality of wireless communications is believed to be more chal-
lenging compared to its wireline counterpart. Any receiver located in the covered
range of the transmitter can intercept the transmitted signal, putting the conveyed
information under the risk of being decoded by the adversarial users.

© The Author(s) 2016
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1.1.1 Encryption

Traditionally, cryptographic encryption and decryption technologies are exploited
to protect the confidentiality of information and data. They are usually deployed in
the upper layers of the protocol stack of the layered networking architecture, such as
network or application layer, to achieve information secrecy, which are irrespective to
the physical layer transmission medium. The basic idea of cryptographic encryption
is based on a secret key, which is shared secretly by both parties of a communication.
The transmitter uses the secret key to encrypt source information, i.e., plaintext,
to convert it into ciphertext. The intended receiver extracts the original plaintext
from the ciphertext using a corresponding key. If the ciphertext is intercepted by an
eavesdropper, it cannot be extracted without the corresponding decryption key.

Basically, there are two types of encryption algorithms: secret-key based and
public-key based. In a secret-key encryption system, the transmitter and the intended
receiver share a common secret key, while for a public key system, they hold different
keys for encryption and decryption.Apublic key,which can be knownby all the users,
possibly an eavesdropper, is used for encryption at the transmitter. A private key is
maintained at the intended receiver, with which the intended receiver can extract the
information encrypted by the public key. For any eavesdropper who does not know
the private key, it is almost computationally impossible (usually based on certain
one-way functions that are hard to invert) to obtain the source information. These
methods have been shown the efficient ones in many applications. For example, the
combination of the state-of-the-art algorithms like Rivest-Shamir-Adleman (RSA)
and theAdvanced Encryption Standard (AES) is deemed secure for a large number of
applications. However, applying cryptographic encryption technologies in wireless
communications is still facing the following two challenges:

1. For the secret-key encryption systems, the secret key distribution andmanagement
is very vulnerable in wireless networks. Due to the open nature of the wireless
medium, it is more convenient for any eavesdropper to wiretap the transmission of
secret keys. Once the secret keys are revealed, the secret-key encryption system
will be compromised. Furthermore, the lack of infrastructure in decentralized
wireless networks and the dynamic topology of mobile wireless networks will
both make the key distribution and management difficult and expensive.

2. On the other hand, the security of a public key system relies on the unproved
conjecture that certain one-way functions are impossible to invert from a mathe-
matical calculation point of view.However, as the computing power increases very
fast today, the risk of being compromised by attacks such as brute-force search-
ing is growing. Moreover, theoretically, it is difficult to precisely quantify and
compare the strengths of different encryption algorithms. Lastly, although public
key algorithms are simple in terms of key management, they require considerable
computational resources, which is sometimes rigorous for mobile terminals.
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1.1.2 Physical Layer Security

To continually address the challenges, a new approach achieving secure commu-
nication for wireless networking has attracted increasing attention recently, i.e.,
information-theoretic security. Different from the cryptographic encryption tech-
nologies, whose secrecy mechanism is from a mathematical calculation point of
view, the theoretical basis of information-theoretic security is information theory.

As early in 1949, Claude Shannon proposed the idea of “Information-theoretic
perfect secrecy” in the seminal paper “communication theory of secrecy systems”
[1]. This concept initially provides the definition of information secrecy using the
fundamental buildingblockof information theory, i.e., entropy. Information-theoretic
perfect secrecy is defined as follows: A transmitter sends a signal X conveying some
confidential message W to its intended receiver, and an eavesdropper also receives
a copy of the signal, then if the conditional entropy of the confidential message W
given the observation of the signal X is equal to the original entropy of W , we call
it perfect secrecy.

Based on Shannon’s new definition of information-theoretic secrecy, Wyner in
his seminal work [2] in 1975 established the so-called “degraded wiretap channel
model” and demonstrated that confidential messages can be transmitted securely
without using an encryption key. He proposed a new notion to measure the maxi-
mal capability of secret and reliable information transmission of a communication
system, i.e., secrecy capacity, which characterizes the fundamental communication
limit of a system under information-theoretic secrecy constraints. The idea was later
generalized to nondegraded wiretap channel by Csiszar and Korner [3], and a more
general expression of secrecy capacity was established. In [4], Cheong and Hell-
man studied the Gaussian degraded wiretap channel model and derived its secrecy
capacity. These researches revealed a fundamental idea, that is, securely transmit-
ting confidential messages to a legitimate receiver without using an encryption key is
possible by utilizing the inherent randomness of the physical transmission medium,
including noise and channel fading. Through signal design and secrecy coding, the
difference between the physical channel to a legitimate receiver and the channel to
an eavesdropper can be exploited to achieve information-theoretic security. Since
both channels and signal design/secrecy coding are in the physical layer of a com-
munication system, we also call it physical layer security.

Compared to cryptographic encryption and decryption technologies to guarantee
secrecy, physical layer security approaches have the following prominent features:

1. The theoretical basis of physical layer security approaches is strictly based on
information theory. These approaches achieve provable security regardless of the
unlimited computational power the eavesdroppers may possess. Precise measure-
ments can be performed about the information that is successfully transformed
to the legitimate destination and leaked to the eavesdropper.

2. Physical layer security approaches take full consideration of the characteristic of
wireless channels. Using the intrinsic randomness shared by legitimate terminals,
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the information-theoretic security approaches are more robust to the man-in-the-
middle attack.

3. Physical layer security approaches eliminate the key generation and distribution
issues, thereby resulting in significantly lower complexity and savings in com-
putational resources, which makes it very applicable in decentralized wireless
networks that lacks of infrastructure support and mobile wireless networks with
dynamic topologies.

One coin has its two sides. Similarly, we have to admit that physical layer security
approaches also have some disadvantages. First, physical layer security approaches
should take advantage of the communication channel difference between the legiti-
mate receiver and the potential eavesdroppers,which relies on someprior information
assumptions on their channels. These assumptions sometimes might not be accurate
in practice, especially for that of the eavesdroppers. To guarantee security, we can
onlymake very conservative assumptions about the channels, which is likely to result
in low secrecy capacities.

Fortunately, physical layer security approaches fit to build a layered security hier-
archy system, and provide an additional layer of security that can coexist with those
already deployed security schemes in upper layers, such as cryptographic encryption
and decryption technologies. All these means are able to work together, each with a
specific goal in the system, to protect the confidentiality of wireless communications.

1.2 Fundamentals of Information-Theoretic Security

In this sectionwe introduce the initiative ideas of physical layer security, including the
new definition of the information-theoretic security and the basic models of secrecy
transmission.

1.2.1 Shannon’s Perfect Secrecy

As mentioned in Sect. 1.1, the theoretical basis for physical layer security approach
is the concept of information-theoretic perfect secrecy, which was first introduced in
Shannon’s seminal work in 1949 [1]. In Shannon’s original model, a source message
W is first encoded to a codeword X then sent from a transmitter (Alice) and a
legitimate receiver (Bob). One eavesdropper (Eve) also has the access to X and
attempts to acquire themessageW ; see Fig. 1.1a.Messages and codewords are treated
as random variables. The system is defined as perfectly secure if for the eavesdropper,
the a posteriori probability of W given X is equal to the a priori probabilities of W
for all X , i.e.,

H(W |X) = H(W ), or, I (W ; X) = 0. (1.1)
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Fig. 1.1 a Shannon’s model
of a secrecy system, and
bWyner’s degraded wiretap
channel model

(a)

(b)

H(W |X) can be viewed as Eve’s uncertainty about W when he observed X , which
is named equivocation by Shannon. Equation (1.1) means that the codeword X is
statistically independent of the message W , which implies that the eavesdropper
cannot extract any new knowledge aboutW even when it gets X , i.e., perfect secrecy
is achieved. From this definition we can see that secrecy is in the sense of information
theory and is irrespective of the computing power of Eve.

Shannon shows that perfect secrecy can be achieved through a so-called “one-time
pad” approach, the basic idea of which is to generate a secret-key, independent of
the message and uniformly distributed on the message alphabet W . The secret-key
is known to both Alice and Bob but unknown to Eve [1]. Alice encodes her message
using the secret-key and Bob do the corresponding decoding. If at least one secret-
key bit is generated for each message bit, there exists coding schemes that achieve
perfect secrecy. In fact, a modulo-|W | addition operation between the message and
secret-key is a possible coding scheme, and Bob can decode the message without
error by taking a modulo-|W | subtraction operation between the secret-key and the
received codeword, where | · | is the module operation. On the contrary, Eve gets
nothing about W .

Obviously, this approach is very expensive to implement. A one-time pad requires
to generate a new key bit for each message bit, which results in a great overhead.
Second, secure communication becomes another secret-key distribution problem.
Nevertheless, secrecy has been defined for the first time from a perspective of infor-
mation theory,which is significantly distinguished to the computation-based security.
Furthermore, secrecy is now quantified and can be measured and analyzed by using
different algorithms.
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1.2.2 Wyner’s Secrecy Conditions

In [2], Wyner introduced the wiretap channel model, where noises at both Bob
and Eve are taken into consideration. In particular, the legitimate transmitter Alice
encodes amessageW into a codeword Xn consisting of n symbols, which is sent over
a noisy channel (called as main channel in the model) to the legitimate receiver Bob.
The eavesdropper Eve observes a noisy version from the wiretap channel, denoted
by Zn , of the signal Y n available at Bob. This model is named “degraded” wiretap
channel model as shown in Fig. 1.1b.

Based on this new model, Wyner relaxed the secrecy definition of Shannon’s
perfect secrecy. The new secrecy condition just requires the equivocation rate
1
n H(W |Zn) to be arbitrarily close to the entropy rate of the message 1

n H(W ) when
the codeword length n goes to infinity, i.e.,

lim
n→∞

1

n
I (W ; Zn) = 0. (1.2)

This is called the weak secrecy condition. Intuitively, this condition requires only
the rate of information leaked to the eavesdropper to vanish for sufficiently large
codeword length n. The definition can be further strengthened to the strong secrecy
condition, which requires the amount of information leaked to the eavesdropper to
vanish, i.e.,

lim
n→∞ I (W ; Zn) = 0. (1.3)

Obviously, both the strong and weak secrecy conditions are relaxed to an asymp-
totic sense, compared to Shannon’s perfect secrecy. Furthermore, the weak secrecy
condition only requires that the increase of equivocation is sub-linear as the code-
word length n increases. It is possible to construct examples of coding schemes that
satisfy the weak secrecy condition but fail to protect security. Therefore the weak
secrecy condition sometimes is likely not appropriate. Fortunately, both strong and
weak secrecy constraints result in the same secrecy capacity.

1.3 Secrecy Metrics

In this section we discuss the secrecy metrics to evaluate the level of secrecy in
physical layer security.

1.3.1 Secrecy Capacity/Rate

Secrecy capacity is the coremetric in physical layer security to evaluate the efficiency
of the secrecy transmission against eavesdropping. This concept was initiated by
Wyner in his degraded wiretap channel model [2] and was generalized to broadcast
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Fig. 1.2 General DMC
broadcast wiretap channel
model

wiretap channel, not necessarily degraded, by Csiszár and Körner in [3]. Loosely
speaking, secrecy capacity is the supremum of communication rates to the legitimate
receiver at which reliability (decoding error goes to zero) and secrecy (weak/strong
secrecy condition is satisfied) can be concurrently guaranteed, i.e., transmission with
a rate below the secrecy capacity and appropriate secrecy coding can guarantee the
reliability and the secrecy simultaneously, weak or strong secrecy condition holds.
To be more precisely, we consider the general discrete memoryless channel (DMC)
broadcast wiretap channel depicted in Fig. 1.2 and give the definition of secrecy
capacity.

In Fig. 1.2, if a transmitter Alice wishes to send a confidential message W , which
is randomly and uniformly distributed over a message setW , to a legitimate receiver
Bob, and an eavesdropper Eve want to intercept it. Before transmission, a encoder
f : W → X n maps each message w ∈ W to a codeword xn ∈ X n with length
n. Then the codeword xn is transmitted over a DMC with transition probability
PY Z |X (·|·), and both Bob and Eve observe the output yn ∈ Y n and zn ∈ Z n ,
respectively. Bob uses a decoder g : Y n → W to map the received yn to an estimate
ŵ ∈ W of the transmitted message w. If there exists a sequence of message sets
Wn, n = 1, 2, . . . with |Wn| = 2nR and encoder–decoder pairs { fn, gn}n such that
the following reliability and security conditions holds, i.e.,

• Reliability: the average block probability of error for a length n code approaches
zero as n goes to infinity, i.e.,

P (n)
e = P

{
Ŵ �= W

}
= 1

|Wn|
|Wn |∑
w=1

P{ŵ �= w} → 0. (1.4)

• Security: the weak (strong) secrecy condition holds, or, equivalently, the equivo-
cation rate R(n)

e = 1
n H(W |Zn) satisfies

limn→∞ inf R(n)
e ≥ R, (weak secrecy) (1.5)

limn→∞ n inf R(n)
e ≥ nR. (strong secrecy) (1.6)

Then, we say that a secrecy rate R is achievable. We further defined the secrecy
capacity,Cs , as the largest secrecy rate that is achievable satisfying both the reliability
and security conditions, simultaneously.

With these definitions, Csiszár and Körner reported that the secrecy capacity of
the DMC broadcast wiretap channel can be precisely expressed as [3]
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Cs = max
PUX PY Z |X

{I (U ; Y ) − I (U ; Z)}, (1.7)

where the auxiliary random variable U satisfies the Markov chain: U → X →
(Y, Z), and is bounded in cardinality by |U | ≤ |X | + 1, respectively.

Equation (1.7) provides a complete characterization of secrecy capacity, where the
auxiliary random variableU is related to the additional randomization in the encoder.
Unfortunately, the application and optimization of this general secrecy capacity is
very difficult because there is no systematic method to optimize over the introduced
auxiliary variable. To this end, some simpler forms have been investigated for some
special classes of channels. And Wyner’s degraded wiretap channel is of a special
case.

If the channel transition distribution function satisfies PY Z |X (·|·) = PY |X (·|·)
PZ |Y (·|·), i.e., X and Z are conditionally independent given Y , or in other words,
X,Y and Z form a Markov chain X → Y → Z , the channel is physically degraded
wiretap channel, which was just investigated in Wyner’s seminal work [2]. It is
shown by Wyner that if the wiretap channel is degraded, the secrecy capacity is
mathematically expressed as

Cs = max
p(X)

{I (X; Y ) − I (X; Z)}. (1.8)

We can see that in this case, the auxiliary random variableU disappears. This expres-
sion provides more intuitions about the secrecy transmission at the physical layer.

1. Secrecy capacity is the supremum of rate (mutual information) difference to Bob
and to Eve, optimizing over the input probability distribution p(X). If we want
a positive secrecy capacity, the rate from Alice to Bob should be larger than
the rate from Alice to Eve, which implies the legitimate channel (from Alice
to Bob) should be more “advantage” than the wiretap channel (from Alice to
Eve). Otherwise, the secrecy capacity is zero and the secrecy communication
is impossible. Therefore, physical layer channel qualities play a critical role in
secrecy communications. This is the fundamental stand point of the physical layer
security approaches.

2. Secrecy capacity can be achieved with stochastic encoding schemes. Since Bob
has better channel than Eve, he can resolve the information rate up to I (X; Y )

while Eve could only obtain rate I (X; Z), the rest of which is kept secret to Eve.
3. To reach the secrecy capacitywe have to solve an optimization problem.However,

since both I (X; Y ) and I (X; Z) are convex functions over p(X), the difference
of two convex functions is generally not convex, which makes the problem hard
to solve.

A special example of the degraded wiretap channel with closed form secrecy
capacity is the additive white Gaussian noise (AWGN) degraded wiretap channel,
where both the legitimate and wiretap channels are AWGN channels with noise
covariances σ 2

B and σ 2
E , respectively. Due to the degraded condition, we have σ 2

B <

σ 2
E . The secrecy capacity can be exactly expressed as
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CDeg-AWGN
s = CB − CE = 1

2
log2

(
1 + P

σ 2
B

)
− 1

2
log2

(
1 + P

σ 2
E

)
, (1.9)

where CB and CE are the capacities of the legitimate and wiretap channels, respec-
tively, and P is the signal power. This capacity is achieved when signal X obeys
Gaussian distribution. In fact, a general AWGN wiretap channel, not necessarily
degraded, has the secrecy capacity

CAWGN
s = [CB − CE ]

+ . (1.10)

It is more clear that a positive secrecy capacity is only achievable when the legitimate
channel has a better signal-to-noise ratio (SNR) than that of the eavesdropper.

Secrecy capacity is usually obtained by solving a non-convex optimization prob-
lem given in Eq. (1.8) over all possible distributions p(X). To evaluate the secrecy
more conveniently and computationally affordable, sometimes we simply use the
Gaussian signal for X and evaluate the achievable secrecy rate, which is defined as

Rs = [RB − RE ]+, (1.11)

where RB and RE are the achievable rates to Bob and Eve with Gaussian code-
book. Then we can maximize it via signal design and optimization. Obviously, this
maximized achievable secrecy rate is a lower bound of the secrecy capacity, i.e.,
max Rs ≤ Cs . However, due to its computational convenience, a vast of works have
taken this secrecy rate as the performance metric.

1.3.2 Ergodic Secrecy Capacity/Rate

Secrecy capacity/rate is defined for fixed channels, ignoring the fading of the wire-
less medium. To analyze the time-varying feature of the wireless channels, one of
the metrics to evaluate the average secrecy transmission capability is the ergodic
secrecy capacity/rate. Under many delay-tolerant applications, secrecy messages
can be coded across a sufficiently large number of varying channel states, so ergodic
secrecy capacity/rate reflects the average secrecy rate over the wireless fading chan-
nels [5].

Considering a single-input single-output (SISO) fading channel wiretapped by a
single antenna eavesdropper corrupted by AWGN, the received signals at Bob and
Eve are

yB = hBx + nB,

yE = hE x + nE ,
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where hB and hE are channel coefficients, and nB and nE are AWGNs with covari-
ances σ 2

B and σ 2
E . The ergodic secrecy capacity has two different definitions, depend-

ing on how much channel state information (CSI) the transmitter has [5].

1. The full CSI case. The transmitter has the access to both the instantaneous channel
coefficients hB of the legitimate receiver and hE of the eavesdropper. In this case,
Gaussian signal can achieve the ergodic secrecy capacity, which is

RFull−CSI
s = max

E(P(hB ,hE ))≤P
E [CB − CE ]

+ , (1.12)

where CB(hB, hE ) = log2(1 + γB(hB, hE )), and CE (hB, hE ) = log2(1 +
γE (hB, hE )) are the channel capacities of the legitimate channel and wiretap
channel with SNRs γB(hB, hE ) = |hB |2P(hB ,hE )

σ 2
B

, and γE (hB, hE ) = |hE |2P(hB ,hE ))

σ 2
E

,

respectively; f (hB) and f (hE ) are the probability density functions (PDFs) of
hB and hE , respectively. The maximization is performed by optimizing the trans-
mit power allocation according to both the instantaneous CSIs of the legitimate
receiver and eavesdropper, under the average power constraint E (P(hB, hE )) ≤
P .We can see that the ergodic secrecy capacity is achieved byperforming adaptive
rate and power optimizations according to the instantaneous CSIs.

2. The legitimate CSI case. Only the instantaneous CSI of the legitimate receiver
and the channel distribution information (CDI) of the eavesdropper are known at
the transmitter. In this case, the ergodic secrecy capacity is

RLegi-CSI
s = max

E(P(hB ))≤P
E [CB − CE ]

+ , (1.13)

where CB(hB) = log2(1 + γB(hB)), CE (hB) = log2(1 + γE (hB)), γB(hB) =
|hB |2P(hB )

σ 2
B

, and γE (hB) = |hE |2P(hB )

σ 2
E

, respectively. Compared with the full CSI case
Eq. (1.12), case Eq. (1.13) has a similar form, but the power adaption could only
be done according to the legitimate CSI,

An important observation on Eqs. (1.12) and (1.13) is that a positive ergodic
secrecy rate can be achieved evenwhen thewiretap channel is, on average, better than
the legitimate channel. Intuitively, this is achieved by opportunistically exploiting
those channels when the legitimate receiver experiences a better channel states than
those of the wiretap channels.

For a general fading channel, the optimal transmission scheme achieving secrecy
capacity is very difficult to obtain, since usually we have to handle a non-convex
optimization problem. Therefore, achievable ergodic secrecy rate is usually used
to evaluate the secrecy performance. With Gaussian codebook, a frequently used
achievable ergodic secrecy rate is defined as

Rs = [E(RB) − E(RE )]+ , (1.14)
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whereE(RB) andE(RE ) are nowergodic rates of the legitimate andwiretap channels,
respectively. This achievable ergodic secrecy rate is strictly smaller than the secrecy
capacity. Nevertheless, in most cases it is more computationally efficient, which is
usually taken as the optimization objective function, being a lower bound of the
ergodic secrecy capacity.

1.3.3 Secrecy Outage/Throughput

When the channel undergoes quasi-static fading, encoding over multiple channel
states may not be acceptable for delay-limited applications. In this case, one should
consider the secrecy outage probability (SOP) or outage secrecy capacity as the
performance measure [6, 7].

With the instantaneous CSI of Bob and the only CDI of Eve, a secrecy outage
happens when the instantaneous secrecy capacity Cs is less than a target secrecy
rate Rs . The physical interpretation is as follows: when Alice transmits the secrecy
information with a constant rate Rs , as long as Rs < Cs , wiretap channel is worse
than the Alice’s estimation, and secrecy can be guaranteed. Once Rs > Cs , the
secrecy rate is too high to reach by the current channel state and the information
security is compromised. The secrecy outage probability is defined as Pso(Rs) =
P{Cs < Rs}. Therefore, without the instantaneous CSI of Eve, perfect secrecy can
only be guaranteed by a probability 1 − Pso under the quasi-static fading.

Since in many applications Alice may have the instantaneous CSI of legitimate
channel via training, feedback, etc., in fact shemay not have to fix her secrecy rate Rs .
Obviously, when the legitimate channel is too poor to support a reliable transmission
under rate Rs , i.e., CB < Rs , she would certainly reduce Rs to avoid such an outage
[8]. Therefore, Rs can be adjusted adaptively to maintain a required SOP according
to the instantaneous CSI of legitimate channel, instead of transmitting with a fixed
rate. In this case, secrecy throughput should be adopted to evaluate the average
secrecy rate, which is defined as the average achievable secrecy rate over all channel
realizations, subjected to a required SOP. Secrecy throughput has been taken as the
optimization objective function for signal design under a certain acceptable SOP
constraint in slow fading channels.

All of the above secrecymetrics would be possibly adopted to evaluate the secrecy
level of the physical layer transmission in different scenarios/applications. Roughly
speaking, how large the secrecy metric is depends heavily on the superiority of the
legitimate channel to thewiretap channel. However, this superiority cannot be always
guaranteed in wireless propagation environment. Fortunately, although the physical
channels can not be controlled, by appropriate signal design and optimization, we
can construct equivalent channels, which guarantees or enhances such superiority
of the equivalent legitimate channel to the equivalent wiretap channel. Along with
this line, various physical layer secrecy transmission schemes have been developed,
which will be detailed in Sect. 1.4.
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Coded redundant bits Coded bits for secrecy information

A secercy codeword
Rate RateeR sR

tRRate

Fig. 1.3 AWyner’s wiretap codeword

1.3.4 Wyner’s Wiretap Code

To achieve secrecy transmission, secrecy coding should be applied to encode the
secrecy information bits. Instead of investigating any special kind of secrecy coding
scheme, in this book we adopt theWyner’s wiretap encoding scheme [2]. A synopsis
of the state-of-the-art secrecy encoding approaches can be found in [9].

Two rates in a Wyner’s encoding scheme should be designed, namely, the rate
of transmitted codewords Rt and the rate of embedded secrecy information bits
Rs . Redundant information is intentionally introduced to provide secrecy against
eavesdropping, the rate of which is called the rate redundancy Re � Rt − Rs ,
as depicted in Fig. 1.3. We can see that to protect the secrecy message, additional
randomization should be added at the transmitter end to confuse eavesdropper. In
the following chapters, we will see that optimizing these two rates Rt and Rs (or Re)
plays an important role in a secrecy transmission.

1.4 Existing Techniques in Physical Layer Security

In this section, we provide a brief survey of recent research advances on physical
layer security.

1.4.1 MIMO

Multiple-inputmultiple-output (MIMO) technique is a promising approach to greatly
improve the secrecy capacity/secrecy rate. Due to the extra spatial degrees of freedom
provided by multiple antennas, MIMO provides great possibilities to construct a
better equivalent legitimate channel [10].

The secrecy capacity of an MIMO wiretap channel has been extensively investi-
gated in [11–16], where an MIMO communication is wiretapped by an eavesdrop-
per with multiple antennas. Under the constraint of the transmitter’s sum power, it is
proved that Gaussian signaling can achieve the secrecy capacity of anMIMOwiretap
channel, which is expressed as
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CMIMO
s = max

KX�0,Tr(KX )≤P

[
log2 det

(
I + HBKX HH

B

)
− log2 det

(
I + HE KX HH

E

)]+
,

(1.15)
where HB and HE are the MIMO legitimate channel and wiretap channel matri-
ces, respectively, and KX is the covariance matrix of the transmit signal under the
constraint of the sum power P . We can see, again, to obtain the secrecy capacity
requires to solve a non-convex optimization problem given in Eq. (1.15), which is
very complicated [11, 12]. In the high SNR regime, it has been shown in [12] that a
transmission scheme based on the generalized singular value decomposition of the
legitimate and wiretap channel matrices can achieve the secrecy capacity, which has
a closed-form expression, and the optimal power allocation of this scheme has been
addressed in [13]. In [14], the authors have derived some rank properties of the opti-
mal solution. In [15, 16], numerical optimization algorithms have been proposed to
find a Karush–Kuhn–Tucker solution and the global optimal solution, respectively.

As a special case, multiple-input single-output (MISO) wiretap channel, where an
MISO communication is wiretapped by a multiple-antenna eavesdropper, is proved
to have a closed-form expression of secrecy capacity as [17]

Cs = (
log2 λmax

(
I + PhBhH

B , I + PHEHH
E

))+
, (1.16)

where λmax(A, B) is the maximum generalized eigenvalue of matrices pair (A, B).
The capacity is achieved via beamforming along the direction of the generalized
eigenvector corresponding to the maximum generalized eigenvalue λmax(A, B).

When considering the fading of wireless channels, the ergodic secrecy capac-
ity/rate of MISO wiretap channel has been investigated in [18–20]. In [18], ergodic
secrecy capacity has been derived when the transmitter only has the CDIs of both
legitimate receiver and eavesdropper. In [19, 20], some achievable ergodic secrecy
rates of Rayleigh and Rician MISO wiretap channels have been provided. On the
other hand, SOP has also been investigated. For example, in [21], secrecy outage per-
formance of an MISO wiretap channel, where the transmitter has the instantaneous
legitimate CSI but the partial CSI of the eavesdropper, has been comprehensively
investigated. When there are multiple eavesdroppers, the authors of [22] have opti-
mized the outage secrecy rate with the only partial CSI of the eavesdropper.

When eavesdropper’ CSI is totally unavailable, neither the secrecy capacity/rate
nor the optimal signal design is known. In this case, a so-called artificial noise (AN)
scheme is proposed in [23, 24], where no-information-bearing interference signal
is transmitted along with confidential information signal to confuse the potential
eavesdropper. The AN signal should be carefully designed such that the intended
user will not be degraded. Interestingly, it is shown in [17] that the AN scheme in
MISO wiretap channel is asymptotically near-optimal in the high SNR regime in the
sense that even without the eavesdropper’s CSI, the achievable secrecy rate of this
scheme only has a fixed loss compared to the secrecy capacity when eavesdropper’s
CSI is available.
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Since the application of AN scheme does not require eavesdroppers’s CSI, it
has been extensively investigated [25–31]. In [25, 26], the optimal AN design and
power allocation for maximizing the ergodic secrecy rate and secrecy throughput for
multiple antenna transmission have been proposed for fast fading and slow fading
channels, respectively. In [27], the target is to minimize the SOP. Very recently, the
scheme has been generalized to co-located MIMO system in [29, 30] and distributed
multiple antenna system in [31].

1.4.2 Node Cooperation

Node cooperation, which is originally proposed to provide diversity gain to com-
bat fading for single antenna wireless communications system, has become another
effective technique to enhance physical layer security. In this scheme, one/multiple
cooperative nodes help the source (legitimate transmitter) to deliver confidential
signals to the destination (legitimate receiver) against one/multiple eavesdroppers.
In [32, 33], information-theoretically strict deviations have shown that cooperative
helpers provide great potential to secure wireless transmissions, which has triggered
significant research interest on this topic [34–52].

Roughly speaking, cooperation is able to improve the quality of the legitimate
channel and/or degrade that of the wiretap channel, so as to establish and enhance
the superiority of the equivalent legitimate channel to the equivalent wiretap channel,
and to enhance the secrecy. Good surveys on physical layer security assisted by node
cooperation can be found in [34, 35]. Generally, the roles of the cooperative nodes
securing the legitimate transmissions can be divided into two categories: cooperative
relaying and cooperative jamming [36].

Cooperative relaying is a schemewhere cooperative nodes help the source to relay
the confidential signals to the destination. Generally, multiple relay nodes employ
amplify-and-forward (AF) or decode-and-forward (DF) [41] protocol to forward the
confidential information in a collaborative manner. One of the cooperative relaying
techniques is cooperative beamforming, where forward signals will be designed to
superimpose constructive at the destination and destructively or even be null out at
the eavesdroppers [37–40]. Another popular scheme is the relay selection technique,
which is to just select a single relay out of a bunch of relay nodes to forward the con-
fidential signal [42–44]. It sacrifices the secrecy performance to a lower complexity
compared with the cooperative beamforming scheme.

Alternatively, the cooperative nodes can also transmit jamming signals collabo-
ratively to prevent any efficient interception of eavesdroppers when source is trans-
mitting. The jamming signal is in fact AN conveying no confidential information,
thus this scheme can be considered as a distributed version of AN scheme in MIMO
transmissions. By careful designing, cooperative jamming will effectively interfere
with the potential eavesdroppers to harm their interception ability. Similarly, there
are also two kinds of cooperative jamming schemes, i.e., coordinated jamming and
jammer selection. In coordinated jamming, jamming signals should be designed
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coordinately to focus on the wiretap channels while bypass the legitimate channels
[45–47]. Jammer selection is a low complexity alternative to coordinated jamming,
where only one node is selected as jammer [48].

Relaying is to improve the quality of the main channel, and jamming is to degrade
that of the wiretap channel, both of which will enhance the secrecy metrics men-
tioned above. Furthermore, some joint/hybrid relaying–jamming schemes have been
proposed, which combine both advantages of the relaying and jamming strategies
to enhance the secrecy capacity further. Specially, multiple cooperative nodes are
divided into two groups: relay group and jammer group. The nodes in the relay
group help to relay the signals while those in the jammer group adopt cooperative
jamming to confuse the eavesdropper. In [48, 49], joint relay and jammer selection
have been studied. In [50–52], hybrid cooperative beamforming and cooperative jam-
ming schemes have been proposed to secure both one-way and two-way networks,
respectively.

1.4.3 Full-Duplex Transceiver

Full-duplex (FD) transceiver technology is a new research trend in wireless
communications. An FD transceiver is able to transmit and receive signals simul-
taneously in the same frequency band, which will roughly double the bandwidth
efficiency. A big challenge to realize FD transceiver is to efficiently eliminate the so
called self-interference caused by the power leakage from the transmit channel to the
receive channel during their simultaneously working. Recently, great progress has
been achieved on in-band self-interference cancelation, e.g., self-interference being
efficiently mitigated in the analog circuit domain [53], digital circuit domain [54],
and spatial domain [55], respectively, thus making an FD transceiver able to work
effectively [56].

When the transmitter only has a single antenna andmeanwhile there is no friendly
jammer, information transfer is vulnerable to eavesdropping. Fortunately, FD trans-
ceiver technology shows great possibilities to enhance the physical layer security.
More degrees of freedom can be gained to protect information delivery by using
a powerful FD receiver, e.g., radiating jamming signals to degrade eavesdroppers
while receiving desired signals simultaneously. In particular, when the FD receiver
is equipped with multiple antennas, it provides us with potential benefits not only in
alleviating self-interference but also in designing jamming signals.

The idea of using FD receiver jamming to improve physical layer security has
already been reported by [57–62] for point-to-point transmission scenarios. Specifi-
cally, the authors of [57, 58] have considered a single-input multiple-output (SIMO)
channel and suggested the receiver using single and multiple antenna jamming,
respectively. The authors of [59] have considered an MIMO channel and suggested
both the transmitter and the receiver generating artificial noise. These works are
further extended in two-way transmissions [60] and cooperative communications
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[61, 62]. Recently, the authors of [63, 64] have studied the design of secrecy beam-
forming for an FD base station in a cellular network. All these endeavors are shown
to gain a remarkable secrecy rate enhancement.

1.5 Summary

In this chapter, we introduce the fundamental ideas of physical layer security, includ-
ing the basic model of the secrecy transmission and three secrecy performance met-
rics. We also provide a brief survey of recent advances in this field. A more thorough
reference work in the fundamental theory of physical layer security can be found in
[65–67].
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Chapter 2
Random Cellular Networks and Stochastic
Geometry

Abstract In this chapter, we discuss the physical layer security in stochastic geo-
metric networks. We first present the randomness of cellular networks deployment,
and summarize the challenges to solve the physical layer security issue. We then
introduce some primary knowledge of stochastic geometry theory, especially some
useful properties of Poisson point process, which will be extensively used in the
following chapters. It is concluded that various random wireless networks can be
modeled and analyzed using the framework of stochastic geometry. Moreover, we
introduce the network security performance metrics to evaluate the physical layer
security. Finally, we provide a brief survey of recent researches on physical layer
security in wireless networks, and introduce three open problems in this field which
we are going to deal with in the following chapters.

2.1 Deployment of Cellular Networks

With the rapidly increasingdemandof big traffic andhighdata rate, emergingwireless
networks, such as heterogeneous cellular networks (HCNs), cognitive radio networks
(CRNs), wireless ad hoc networks, etc., have drawn significant research interests in
both academia and industry over the last decade. To protect the confidentiality of the
data and information transmitted through wireless links in these networks, physical
layer security approach is a very competitive solution due to its low complexity and
flexibility.

In Chap.1 we have reviewed some techniques for enhancing the physical layer
security of wireless transmissions. We note that all those techniques are initially
developed for a point-to-point communication system, i.e., there is only one source
destination pair under consideration. However, a wireless communication network
can be viewed as a collection of transceivers located in an area, For example, a cellular
network consists of a mass of base stations (BSs) and mobile user equipments (UEs)
distributed in a city. Comparedwith a point-to-point communication system, themost
significant difference in a wireless cellular network is that the transmission is highly
interference-limited. In a cellular network, there are a large amount of concurrent
transmissions between different BS-UE pairs sharing a same frequency band, which
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causes ubiquitous interference in the whole network. For any receiver, the signals
intended for the other receivers are treated as interferences.

The aggregated interference will result in a great impact on the secrecy perfor-
mance of a wireless link. As can be seen from the fact that secrecy performance
depends heavily on the achievable rates at the legitimate destination and the poten-
tial eavesdroppers in Chap.1, the ubiquitous interference will bring in two effects.
On the one hand, the legitimate link rate RB will be reduced. On the other hand,
the leakage rate RE will be degraded as well since any potential eavesdroppers also
receive interferences. Therefore, the secrecy performance, which is a function of
RB − RE , should be carefully reevaluated.

In a wireless channel, all path loss, shadowing, and fading will bring impairments
to the received signal strength, and all these effects depend heavily on the spatial
locations of the terminals. In a wireless cellular network, concurrent transmissions
located at different spatial positions cause significantly different levels of interference
strength to the same receiver. It is not uncommon for the signal-to-interference-plus-
noise ratios (SINRs) to vary over different receivers by up to a hundred dBs due
to differences in path loss, shadowing and fading. Since all these effects depend
heavily on the spatial locations of the terminals, the network geometry and spatial
distribution of interferers become the primary factors in determining a receiver’s
SINR and hence the achievable rate. Therefore, it is eagerly needed to develop a
tractable tool to model the network geometry and analyze the secrecy performance.

2.1.1 Modeling and Analyzing Random Cellular Networks

Traditionally, a tractable cellular deployment model commonly used by information
theorists is the Wyner model [1, 2], which is typically one-dimensional. This model
assumes a unit gain from each BS to the active user and an equal gain that is less than
one to the two users in the two neighboring cells. This is obviously an overly sim-
ple and highly inaccurate model unless there is a very large amount of interference
averaging over space, which greatly limits its application. On the other hand, a more
realistic two-dimensional network of BS is usually modeled on a regular hexagonal
lattice, or slightly more simply, a square lattice [3, 4]. However, tractable expressions
for the SINR are unavailable in general for a random user location in the cell. More
general results that provide guidance into typical SINR or the probability of out-
age/coverage over the entire cell only can be obtained by complex time-consuming
Monte Carlo simulations.

It is also important to realize that althoughwidely accepted, grid-basedmodels are
themselves highly idealized andmaybe increasingly inaccurate for the heterogeneous
and ad hoc deployments common in urban and suburban areas, where cell size varies
considerably due to differences in transmission power, tower height, and user density.
Nowadays, a commoncharacteristic of thesewireless networks is the randomnetwork
topology, for example, a femtocell access point (AP) in an HCNmay access and quit
dynamically; nodes in an ad hoc network are randomly distributed and are connected

http://dx.doi.org/10.1007/978-981-10-1575-5_1
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with each other in a self-organizing manner; a cognitive user may opportunistically
access the idle channel in a CRN; and so on.

The randomness of cellular network geometric topology has brought the following
two fundamental challenges to network modeling and secrecy performance analysis.

• How to model network geometry? Secrecy performance of a wireless transmis-
sion in a cellular network is closely related to network geometry. As we know,
information exchange between arbitrary transmitter and receiver depends heavily
on the spatial positions of themselves and of other interfering nodes in the net-
work, and also the interplay between them. The increase of transmit power at an
arbitrary transmitter will in turn introduce greater interference to those undesired
receivers. In addition, cellular networks are more and more heterogeneous and the
node distribution are becoming more and more irregular, with the node density
differing significantly for different areas. Thus, neither the position-independent
Wyner model [1, 2] nor the regular lattice model can be used to describe today’s
cellular networks. Network designers are crying out for a network model that is
tailored to characterize node distribution accurately and meanwhile is tractable.

• How to analyze the randomness?The number of uncertainties in a cellular network
has far exceeded that in a point-to-point scenario: not only the received power is
random because of the randomness inherent to wireless channels and the mobility
of the desired user, but also the interference power is governed by a series of
stochastic processes including nodes’ spatial distribution, shadowing, and fading.
It is impossible for a node to know or to forecast the spatial positions and the
channel knowledge related to all the other nodes. In other words, transmitter is not
able to configure transmission parameters for a concrete space realization. In order
to efficiently assess or predict network performance, a sound stochastic process
is required to capture the randomness of the cellular network, including both the
positions of BSs and UEs, just as a fading distribution is used for modeling a
variety of possible propagation environments.

2.1.2 Stochastic Geometry Approach

Fortunately, stochastic geometry has provided a new opportunity to deal with the
aforementioned challenges. Using powerful tools from stochastic geometry, the ran-
domness of a cellular network can be conveniently modeled with a sufficient accu-
racy, and we are able to study the average behavior of a wireless cellular network
over many spatial realizations by modeling network nodes according to some prob-
ability distribution [5]. During recent years, stochastic geometry has also inspired a
large number of researchers to perform security performance analysis and network
parameter optimization for random cellular networks. In the following sections, we
provide a brief introduction of some fundamentals of stochastic geometry. A more
thorough reference work can be found in [6].
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2.2 Fundamentals of Stochastic Geometry

Stochastic geometry is a rich branch of applied probability which is used to study
random phenomena on the plane or in higher dimensions [6]. It has been widely
applied in the areas of biology, astronomy and material sciences, etc. Nowadays, its
application has also infiltrated into image analysis and communication networks.

2.2.1 Point Process

Stochastic geometry is intrinsically related to the theory of stochastic point process
(PP) [6]. PP is the most basic research object studied in stochastic geometry. Here
we just provide a basic introduction. A more rigorous definition can be found in [6].

Simply speaking, a PP Φ � {xi , i ∈ N} is a random collection of points residing
a measure space E , e.g., for wireless networks, E is the d-dimensional Euclidean
space R

d . Φ can be interpreted in terms of the so called random set formalism,
where Φ = {xi } ⊂ R

d is a countable random set with each element xi being a
random variable. A more convenient way to describe the PP is to count the number
of points falling in any Borel set A ⊂ R

d , i.e.,

Φ(A) =
∑
xi∈Φ

I(xi ∈ A). (2.1)

Note that, Φ(A) is a random variable whose distribution depends on Φ.
So far, there are four categories of PPs that have been widely studied to model

the wireless network, namely, Poisson PP (PPP), binomial PP (BPP), Poisson cluster
process (PCP) and Matérn hard core PP (HCPP). The strict definitions of these PPs
canbe found in [7]. Figure2.1 depicts PPP, PCPandHCPP, respectively. PPPprovides
the baseline model (i.e., parent PP) for the other PPs, or, PPP can be converted into
the other PPs [8]. Specifically,

(a) (b) (c)

Fig. 2.1 Three typical PPs
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(1) A PPP is used to abstract a network in which a possibly infinite number of
nodes randomly and independently coexist in a finite or infinite region, e.g., users in
a cellular network and nodes in a wireless ad hoc network;

(2) When given the number of nodes in a finite region, a PPP becomes a BPP;
(3) When nodes are clustered according to the Multiple Access Control (MAC)

protocol, a PPP evolves into a PCP, e.g., users gathered around Wi-Fi hot spots;
(4) Due to geographical constrains, network planning, or MAC protocols, a min-

imum distance is required to separate any two nodes, then a PPP transforms into a
repulsive PP, i.e., Matérn HCPP.

Among these four categories of PPs, PPP has provided a convenient mathemati-
cal framework for random wireless network. For the self-organized ad hoc network,
closed-form expressions of performance metrics like the SINR and outage proba-
bility can be easily obtained. Using PPP we can also derive tight bound results for
performance metrics in those infrastructure-based networks (e.g., cellular networks)
and coordinated spectrum access networks (e.g., CRNs). Thanks to these advantages,
PPP has become the most popular, tractable, and important PP.

2.2.2 Poisson Point Process

This subsection introduces the PPP basic and PPP’s key properties.

2.2.2.1 Definitions

In the following, we define the PPP and the homogeneous PPP.

Definition 2.1 (PPP) A PP Φ � {xi } ∈ R
d is a PPP if and only if

• For an arbitrary set A ∈ R
d , Φ(A) is a Poisson random variable;

• For any two disjoint subsets Ai , A j ∈ R
d , Φ(Ai ) and Φ(A j ) are independent.

Definition 2.2 (Homogeneous PPP) If the intensity measure�1 of a PPPΦ satisfies
�(A) = λ|A|, i.e., the product of a constant value λ and Lebesgue measure |A|,2
then Φ is a homogeneous PPP with intensity λ.

Homogeneous PPP is a simple, isotropy, and stationary PP. By simple, we mean
there are no two points at the same location; by isotropy and stationary, we mean
that the law of a PP is invariant by rotation and translation, respectively [5]. Using
homogeneous PPP will greatly simplify the mathematical analysis, which helps to
reveal explicitly the influence of network parameters onnetwork performance.Unless
otherwise specified, the PPP in the following refers solely to the homogeneous one
on a two-dimensional plane R2.

1For any Borel set A, its intensity measure � is defined by �(A) = E[Φ(A)].
2|A| denotes the area of A for a plane, and denotes the volume of A for a three-dimensional space.
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2.2.2.2 Key Properties on PPP

Six properties are presented in the following. Knowledge regarding detailed deriva-
tions can be found in [7, 9].

Property 2.1 For aPPPΦ ⊂ R
2 and an arbitrary finite region A,Φ(A) is a Poisson

random variable with mean λ|A|, i.e.,

P{Φ(A) = n} = e−λ|A| (λ|A|)n
n! . (2.2)

Property 2.2 For a PPP Φ ⊂ R
2 and conditionally on the fact that Φ(A) = n,

these n points are independently and uniformly distributed in A, i.e., forming a BPP
in A.

FromProperty 2.2, we are able to obtain two very useful formulas, namely, Camp-
bell’s formula and probability generating functional (PGFL), respectively.

Lemma 2.1 (Campbell’s formula) For a PPP Φ with density λ and an arbitrary
real function f (x) : R2 → R

+, we have

EΦ

[∑
x∈Φ

f (x)

]
= λ

∫

R2
f (x)dx . (2.3)

Campbell’s formula simplifies the calculation of the mean and variance of the
aggregate interference power in a network.

Example 2.1 Consider a PPP Φ ⊂ R
2with density λ, the aggregate interference

power of the node at location y ∈ R
2 is given by I (y) = ∑

x∈Φ �(x − y), where
�(x − y) denotes the path loss function from x to y. The mean and variance of I (y),
i.e., E[I (y)] and V[I (y)] can be computed by using the Campbell’s formula, given
below

E[I (y)] = λ

∫

R2
�(x)dx, V[I (y)] = λ

∫

R2
�(x)2dx . (2.4)

Lemma 2.2 (PGFL) For a PPP Φ ⊂ R
2 with density λ and an arbitrary real

function f (x) : R2 → [0, 1]

EΦ

[∏
x∈Φ

f (x)

]
= exp

(
−λ

∫

R2
(1 − f (x)) dx

)
. (2.5)

An important application of PGFL is the Laplace transform of interference I (y).

Example 2.2 (Laplace transform)Recalling the aggregate interferencepower I (y) =∑
x∈Φ �(x − y) given in Example 2.1, the Laplace transform of I (y) is given by
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LI (y)(s) = EΦ

[
e−s I (y)

] = exp

(
−λ

∫

R2

(
1 − e−s�(x)

)
dx

)
. (2.6)

If we execute operations, including superposition, thinning and displacement on
a PPP, we can obtain the following invariant laws.

Property 2.3 (Superposition) The superposition of multiple independent PPP with
density λk is still a PPP with new density

∑
k λk .

Property 2.3 can be used to analyze the interference in a network consisting
of multiple independent tiers. For example, the aggregate interference power of a
random user in a K -tier heterogeneous cellular network can be expressed as I =∑K

k=1

∑
x∈Φk

�k(x), where Φk models the locations of the interfering BSs in the kth
tier with density λk , then the Laplace transform of I can be calculated as

LI (s) =
K∏

k=1

EΦk

[
e−s

∑
x∈Φk

�k (x)
]

= exp

(
−

K∑
k=1

λk

∫

R2

(
1 − e−s�k (x)

)
dx

)
. (2.7)

Property 2.4 (Thinning) The thinning of a PPP of density λ with retention proba-
bility p is still a PPP of new density pλ.

Property 2.4 can be used to analyze the performance of a network in which the
interfering nodes opportunistically transmit at a certain activation probability. For
example, eachBS in a cellular network of densityλ is activated at a probability p, then
the aggregate interference power of a random user can by given by I = ∑

x∈ΦA
�(x),

where ΦA denotes the set of the locations of those active BSs. Accordingly, the
Laplace transform of I can be calculated as

LI (s) = EΦ

[
e−s

∑
x∈ΦA

�(x)
]

= exp

(
−pλ

∫

R2

(
1 − e−s�(x)

)
dx

)
. (2.8)

Property 2.5 (Displacement) The displacement of a PPP of density λ by a Markov
kernel ρ(x, y) from x to y is still a of density λ.

Property 2.5 can be used to model mobile wireless networks. For example, con-
sider a mobile ad hoc network where the locations of nodes in the current time slot
are modeled as a PPP Φ � {xi } ⊂ R

2 of density λ, if each node moves from xi
to a new location yi independently in the next time slot, then the new locations set
Φ◦ � {yi } is still a PPP of density λ.

Property 2.6 (Slivnyak theorem) Consider a PPP Φ with a point δx located at x,
if we remove δx from Φ, the distribution of the reduced PPP Φ − δx is the same as
that of the original PPP Φ.

Slivnyak theorem implies that the addition or removal of a user in a network does
not change the distribution of the other users, hence we can always place the user of
interest at the origin in coordinates as a typical user to analyze user performance in
aspects like outage probability and end-user throughput.
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2.3 Using Stochastic Geometry to Model Wireless Networks

PPP is recognized as the most random stationary process friendly presenting a wire-
less network with nodes randomly distributed or with substantial mobility. In addi-
tion, using PPP to model the positions of network nodes simplifies the analysis,
which facilitates the investigation of the relationships between network performance
and network parameters.

Based on whether there is public infrastructure or not, wireless networks can
be divided into two classes, namely, infrastructure-based networks (e.g., cellular
networks) and infrastructureless networks (e.g., ad hoc networks and CRNs). PPP
has been widely applied in both classes. In the following, we concentrate on cellular
networks and wireless ad hoc networks, and the application of PPP in CRNs can be
found in [10–13].

2.3.1 Cellular Networks

A cellular network is an infrastructure-based network possessing fixed BSs or APs
as well as explicit MAC protocols. Traditionally, cellular network is characterized by
using a regular hexagonal grid model, in which each BS covers a hexagonal cell. The
biggest weakness of such a model is that it makes modeling and analyzing intercell
interference extremely sophisticated.Moreover, demands of transmission capacity in
downtown, uptown and rural areas, etc., differ a great deal, and therefore traditional
grid planning can no longer capture the deployment of BSs nowadays. During the
past few years, due to the built-out urban areas, BSs are deployed in an increasingly
irregular and random way. These contribute to modeling the locations of BSs using
tools from stochastic geometry.

Considering that no service provider will deploy its two BSs arbitrarily close to
each other in a real cellular network, using a repulsive PP such as theMatérnHCPP to
model a cellular network topology is more practical [14]. However, an HCPP-based
cellular network suffers a great loss of analytical tractability and the Matérn HCPP
itself is flawed, i.e., the nonexistence of the PGFL [15]. By contrast, PPP is much
more appealing given the simplicity and tractability. In a PPP-base cellular network,
each mobile user is associated with the nearest BS, thus forming a Poisson Voronoi
diagram, just as shown in Fig. 2.2. Assuming the locations of BSs are completely
uncorrelated seems a bit unrealistic, but Andrews et al. [16] has figured out that the
PPP yields a tight lower bound on the coverage probability provided by an actually
deployed cellular network as well as an approximation on the upper bound mean
transmission rate provided by the idealized grid-based model. Such validations can
be further found in [14, 17].
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Fig. 2.2 Single-tier cellular
network
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2.3.2 Heterogeneous Cellular Networks

Traditional single-tier macrocellular network has been incapable ofmeeting a 1000×
average data rate increase in 5G networks [18], and the deployment of HCNs is an
irreversible trend in futurewireless networks.AnHCN is generally formedbyoverlay
a variety of low-power infrastructure on an existingmacrocellular network. Figure2.3
depicts a three-tier HCN with picocells and femtocells coexisting with macrocells.
These pico/femto BSs are often low-end and in large numbers and demand-based.
For example, femtocell BSs can either be installed by individuals and enterprises
to enlarge household and office coverage, or be planned by network operators to
increase capacity for airports, stadiums and other areas of dense demand [19]. In
addition, femto APs support “plug-and-play,” i.e., accessing and quitting the network
may happen at any minute, and the division of service areas is much more irregular
compared with conventional macrocellular networks. All these make it reasonable to
use PPP to characterize the deployment of picocells and femtocells APs. In [20–22],
the authors have investigated the spectrum allocation, access control and interference
avoidance for both downlink and uplink communications in a two-tier HCN, where
the locations of macrocell BSs are modeled as hexagonal grid and the locations of
femtocell BS and of users are modeled as independent PPPs. It is shown in [23] that,
even modeling all tiers of an HCN including the macrocell tier as independent PPPs,
the distribution of the SINR of a typical user greatly approximates that provided by
a grid-based macrocell tier case.

2.3.2.1 Femto Access Control

Based on the PPP HCN, femto access control including closed access [24] and open
access [23] have been discussed in [25, 26]. In closed access, femto access points
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Fig. 2.3 Three-tier HCN
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(FAPs) provide service to only specified subscribers to monopolize their own femto-
cell and its backhaul to ensure privacy and security; whereas in open access, arbitrary
nearby users can use the femtocell. Xia et al. [26] have pointed that, compared with
closed access, open access is preferred by network operators not only because it
expends network capacity in an inexpensive way by leveraging third-party backhaul
for free, but also because it greatly reduces cross-tier interference by allowingmacro-
cell user to access femtocell nearby. Under different access strategies, the issues of
load balancing [27, 28], coverage probability [24, 29], throughput [30, 31], etc.,
have been investigated.

2.3.2.2 Mobile Association Policy

Mobile association, or, cell selection, is one of the core issues in designing an HCN.
There are two general classes of mobile association policies: (1) average received
power based (long-term results),where eachmobile user connects to theBSproviding
the largest average received power [23, 27, 29], (2) instantaneous received power or
SINR based, where each user connects to the BS providing the largest instantaneous
received power or SINR [24, 28]. It is shown in [23] that, network designers prefer the
average power based policy, with which the “ping-pong” effect, i.e., the unnecessary
information exchange caused by shadowing and fading, can be avoided. Under such
a mobile association policy, users do not connect to the nearest BSs any more due
to the differences in transmit power of different tier of BSs, and thus the tessellation
corresponds to a weighted Voronoi diagram instead of a standard Voronoi diagram
formed in the conventional single-tier cellular network.

Figure2.4 depicts the mobile association policy in an HCN consisting of a macro-
cell tier and a picocell tier. Specifically, Fig. 2.4a shows, a user connects to a macro
BS instead of amuch nearer picoBS since the latter provides a lower average received
power for this user. Figure2.4b shows, although the macro-BS has a high transmit
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(a) (b)

Fig. 2.4 Mobile association policy in a two-tier macro/pico HCN

power, it actually does not provide a sufficiently large average received power for
a user due to a large distance, thus making this user connect to a pico BS nearby.
Visibly, the deployment of pico BSs allows macro-BSs to offload more users, and
in addition setting an extra bias for pico BSs toward admitting users [32] further
provides relief to the macrocell tier.

2.3.2.3 Multiple-Antenna HCNs

As a natural extension, the study of downlink HCNs has been carried out in multiple-
antenna scenarios recently [33–37]. Specifically, Heath et al. [33] have investigated
the interference distribution of a user associated with a fixed-size cell, which is
inscribed within a weighted Voronoi cell in a Poisson field of interferers. Dhillon
and Gupta et al. [34, 35] have derived closed-form expressions for both coverage
probability and per user rate by using tools from stochastic orders, which neverthe-
less are not analytically tractable. Adhikary et al. [36] have proposed interference
coordination strategies through spatial blanking by exploiting the directionality in
channel vectors at the massive MIMO regime. Li et al. in a very recent contribution
[37] have developed a semi-closed expression for success probability in a multi-
user MIMO HCN, where the tradeoff between link reliability and the area spectrum
efficiency has been discussed.

2.3.3 Wireless Ad hoc Networks

Wireless ad hoc networks are fully distributed, autonomous and infrastructureless
networks, and have been the most important application field of PPP. In an ad hoc
network, all transmitter and receiver nodes are randomly distributed, connecting
with each other in any way they want; the connection relation varies all the time. In
addition, transmittersmake their transmission decisions in a non-coordinated fashion,
but adopt slotted Aloha as the MAC protocol, i.e., each node independently decides
whether transmits or not in each time slot.
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Fig. 2.5 Wireless ad hoc
network
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Figure2.5 illustrates a snapshot of a single-hop wireless ad hoc network, where
the locations of all transmitters are modeled as a PPP and each of them connects to a
unique receiver. It has been more than three decades that PPP has been used to model
wireless ad hoc networks, and a flood of literature has studied the PPP-based ad hoc
networks, providing analytically tractable expressions for metrics such as the PDF
of interference [38], outage probability [39–41], scaling laws of network capacity
[42–44], and more recently the area spectral efficiency [45–47], etc.

2.4 Interference Characterization

Equipped with the tool of stochastic geometry and its validation to model the spatial
distribution of a random network, in this section we explain how to analyze the effect
of the aggregate interference on a receiver in the network.We associate mathematical
characterization of the SINRwith a typical user in the network, which plays a critical
role for the secrecy performance analysis in the subsequent chapters.

Given that radio signals suffer from small-scale fading (multiple-path fading and
shadowing) and large-scale path loss (power law attenuation with respect to the path
distance), the power gain can be characterized as

Gxy = gxyr
−α
xy , (2.9)

where x and y denote the locations of transmitter and receiver, gxy denotes the
small-scale fading gain, rxy denotes the path distance, and α denotes the path loss
exponent.3

3In free space, α = 2, whereas over ground with scattering and absorption, the value of α is usually
better modeled by a value between 2.5 and 4.
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Consider a random wireless network where the locations of all potential trans-
mitters are modeled as a PPP Φ ∈ R

2 of density λ. Without loss of generality, we
place a receiver of interest at the origin o of the coordinate system as a typical user.
According to the Slivnyak theorem provided by Property 2.6, this operation does not
affect the distribution of other nodes. The SINR of the typical user is given by

SINR � S

I + W
, with I =

∑
z∈Φt

Pzgzor
−α
zo , (2.10)

where S, I and W denote the received signal power, interference power and noise
power; Pz denotes the transmit power of an interfering node located at location z,
Φt denotes the set of the locations of those interfering nodes transmitting concur-
rently, which is obviously a subset of Φ. Note that the determination of Φt depends
heavily on the network behavior and related MAC protocols (e.g., Aloha, TDMA).
For example, in a wireless ad hoc network with slotted Aloha, all interfering nodes
transmit independently and randomly with probability p, then Φt is a thinning of Φ,
i.e., a PPP of density pλ. As to a multiple-tier HCN where the mobile association
policy based on the average received power is adopted [23], as depicted in Fig. 2.4, if
the typical user access the kth tier and the distance to its serving BS is r , there always
exists an exclusion region where no interfering BSs in the j th tier can be found in

it. The exclusion region is centered at the typical user with radius r j = r
(

Pk
Pj

)1/α
,

which can be denoted asB(o, r j ). ThenΦt can be given byΦt = ⋃
j

(
Φ\B(o, r j )

)
.

Due to the randomness of both wireless channels and network geometry, the
interference term I in Eq. (2.10) can be regarded as a randomvariable, the distribution
of which can be characterized via the Laplace transform. Taking a multiple-tier
HCN as an example, assuming that all interfering BSs in the j th tier transmit at
power Pj with locations obeying PPP Φ j of density λ j and small-scale channel gain
gzo is independent and identically distributed (i.i.d.) obeying Rayleigh fading, i.e.,
exponent distribution with unit mean. Given that the interfering BSs in the j th tier
are outside the exclusion region B(o, r j ), the Laplace transform of the aggregate
interference power from the j th tier I j = ∑

z∈Φ j
Pj gzor−α

zo can be calculated as

LI j (s) � EI j

[
e−s I j

] = EΦ j ,g

⎡
⎣ ∏

z∈Φ j

e−sPj gzor−α
zo

⎤
⎦

(a)= exp

(
−2πλ j

∫ ∞

r j

(
1 − Lg(sPjr

−α)
)
rdr

)

(b)= exp

(
−2πλ j

∫ ∞

r j

(
1 − 1

1 + sPjr−α

)
rdr

)
, (2.11)

where δ � 2/α, (a) follows from the PGFL in Lemma 2.2 along with the indepen-
dence of Φt and g, and (b) holds for exponent distribution of g.
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As to an ad hoc network, due to the absence of an exclusion region around the
receiver of interest, to which any interfering node can be arbitrarily close, and thus r j
in Eq. (2.11) is set to zero. Therefore, we obtain a closed-form expression ofLI j (s),
which is

LI j (s) = exp
(−πλ jΓ (1 + δ)Γ (1 − δ)(Pj s)

δ
)
. (2.12)

One can see that LI (s) solely depends on the density of interfering nodes λt and
path loss exponent α (or δ). Note that only if δ < 1 doesLI (s) in Eq. (2.12) makes
sense.

Kindly note that the derivations in Eqs. (2.11) and (2.12) can be applied to more
general channel distributions but not limited to Rayleigh fading.

2.5 Physical Layer Security in Random Cellular Networks

Recently, stochastic geometry has been extensively used for physical layer security
analysis in random wireless networks, where the locations of both legitimate nodes
and eavesdropping nodes are modeled as independent PPPs. As discussed previ-
ously, modeling legitimate nodes as a PPP is mainly due to the mobility and the
random distribution and also the tractability of PPP itself. The reasons behind PPP
eavesdroppers is twofold

• On one hand, although the locations of eavesdroppers are unknown in real wiretap
scenarios, modeling them as a PPP is still reasonable for the following two cases:
1) for the regular but unlicensed users in the network who are treated as potential
eavesdroppers, they share the same mobility as the legitimate nodes do; 2) for
the malicious eavesdroppers in the network, they need to imitate the mobility and
other behaviors as legitimate nodes to hide their identities, or otherwise they can
be easily detected [48].

• On the other hand, PPP is the most random stochastic process, the secure trans-
mission techniques or schemes designed base on which have sufficiently strong
robustness.

In the following, we describe several performance metrics to evaluate the physical
layer security in a random cellular network, which will be used in the whole book.

2.5.1 Connection Outage and Secrecy Outage

As mentioned in Chap.1, Wyner’s wiretap encoding scheme will be discussed in
this book. In such a coding scheme, two rate parameters, i.e., transmission rate
Rt and confidential information rate Rs , should be carefully designed to meet the
requirements of reliable and secrecy transmissions. Usually, the performances are
evaluated in terms of connection outage, secrecy outage probabilities, and network-
wide secrecy throughput.

http://dx.doi.org/10.1007/978-981-10-1575-5_1
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2.5.1.1 Connection Outage

Connection outage probability measures the probability of a unsuccessful transmis-
sion. If a legitimate link has capacity CB and the transmission rate Rt of the adopted
Wyner’s code satisfies Rt < CB , the legitimate receiver is able to decode the secret
message correctly and perfect connection is assured in this link; otherwise a connec-
tion outage occurs. The probability that this connection outage event takes place is
referred to as the connection outage probability, denoted as Pco.

2.5.1.2 Secrecy Outage

According to the basic definition of secrecy outage in Sect. 1.3.3 and under Wyner’s
coding scheme, SOP is defined as the probability that the confidential information
rate Rs exceeds that of the secrecy capacity Cs , which is denoted as Pso.

Since Re = Rt − Rs , Rs > Cs is equivalent to Re < CE where CE is channel
capacity from the transmitter to the eavesdropper. In a wireless network there are
a large number of potential eavesdroppers distributed randomly. Under a reason-
able assumption that these eavesdroppers do not collude with each other due to the
differences in geographic positions but only decode messages individually, which
corresponds to a compound wiretap channel model [49], CE is the capacity of the
most detrimental eavesdropping link.

The connection outage and secrecy outage probabilities have played a key role
in analyzing physical layer security in random wireless networks, and have been
extensively investigated in cellular networks [50–52], wireless ad hoc networks
[53, 54], CRNs [55, 56], and relay networks [57], etc.

2.5.2 Secrecy Throughput

Secrecy throughput is used to evaluate the average capability of secrecy information
transmission of a wireless link. Under a predefined connection outage probability
Pco = σ and a secrecy outage probability Pso = ε, the confidential information
rate Rs of the Wyner’s coding could be adjusted if some CSI of the wireless link is
available at the transmitter. Mathematically, secrecy throughput is defined as

Ts = E(Rs(σ, ε)). (2.13)

Note that secrecy rate Rs is a function of σ and ε, which can be expressed as
Rs(σ, ε) = [Rt (σ )− Re(ε)]+, where codeword rate Rt and redundant rate Re satisfy
Pco(Rt ) = σ and Pso(Re) = ε, respectively. Clearly, only under the condition
Rt (σ ) > Re(ε) can a positive secrecy rate Rs(σ, ε) be achieved. This implies, not
all selected parameters σ and ε can be simultaneously satisfied.

http://dx.doi.org/10.1007/978-981-10-1575-5_1


36 2 Random Cellular Networks and Stochastic Geometry

2.5.3 Network-Wide Secrecy Throughput

In awireless network, apart from the security performance of a typical node, e.g., out-
age probability, achievable secrecy rate and capacity, etc., the network-wide security
performance and the potential benefits brought by secure transmission techniques
and strategies are also highly interested. In this monograph, we concern ourselves
with the importantmetric, named network-wide secrecy throughput, to assess the effi-
ciency of secure transmissions, which is defined as the achievable rate of successful
transmission of information bits per unit area under required connection outage and
secrecy outage probabilities [53, 54].

The network-wide secrecy throughput under a connection outage probability
Pco = σ and a secrecy outage probability Pso = ε is given by

Ts � λ(1 − σ)Rs(σ, ε), (2.14)

where the unit is bits/s/Hz/m2.Note that herewe assume all the secrecy transmission
links in the wireless network adopt a common and constant confidential information
rate Rs rather than adjust it for each transmitter. This is a practical assumption to
make the network-wide performance analysis more tractable.

Through investigating outage probabilities and network-wide secrecy throughput,
we can gain a better understanding of the significance of physical layer security in
random wireless networks, and provide a more explicit guideline for secure trans-
mission techniques and schemes tailored for future wireless networks.

2.5.4 A Brief Survey on Physical Layer Security in Wireless
Networks

Physical layer security in wireless networks has become an emerging topic very
recently, and there have been already some advances reported in the last five years.
Herewe provide a brief surveywhere theworks are not limited to the cellular network
but a general random wireless network.

Early studies on wireless network security from an information-theoretic view-
point have mainly characterized the secure connectivity of large-scale wireless net-
works utilizing the concept of secrecy random graph. For example, the statistical
characteristic of in-degree and out-degree of network connectivity under security
constraints are investigated by Haenggi [58], Pinto et al. [59], and Goel et al. [60].
The existence of a secrecy graph is analyzed in [58, 60] using tools from per-
colation theory. The authors in [61] show that using directional antenna elements
and eigen-beamforming efficiently improves secure connectivity. Scaling laws for
secrecy capacity/rate in large wireless networks have been investigated in [62, 63],
which are characterized as the order-of-growthof the secrecy capacity/rate as the node
number increases. Although scaling laws can provide insights into the secrecy capac-
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ity of large-scale networks, they can not reflect the impact of key system parameters
and transmission protocols, since most of these factors affect network throughput
but not the scaling laws [5].

Research on physical layer security has been further extended to cellular networks
[51, 52, 64–66] and ad hoc networks [53, 54, 57, 67], where placement of both legit-
imate and wiretapping nodes are modeled as PPPs. Specifically, the authors in [51]
evaluate the secrecy rate of a cellular network considering cell association as well as
information exchange between BSs, under different assumptions on eavesdroppers’
location information. This work is extended by [64–66] with both small-scale fading
and intercell interference taken into account, and a regularized channel inversion
linear precoding is proposed to improve the average secrecy rate. In [53, 54], the
authors measure the secrecy transmission capacity with single and multiple-antenna
transmitters in ad hoc networks, and provide a tradeoff analysis between connectivity
and secrecy. In [57], the authors consider a secure transmission via randomize-and-
forward relays in a wireless ad hoc network and discuss the problem that when relay
transmission gives amore secure connection. In [67], the authors investigate the issue
of secure routing using decode-and-forward relays in a multiple-hop ad hoc network.
In [68], the authors investigate physical layer security in a multiple-tier wireless sen-
sor network, and introduce the concept of distributed network secrecy throughput to
quantize the network security performance. This topic has also been carried out in
emerging wireless networks, including cognitive radio networks, device-to-device
networks, Internet of Things, etc., and more details can be found in [56, 69, 70].

Although many efforts have been devoted to physical layer security in random
wireless networks, there are still some open problems in this field. In the following,
we introduce three of them which we are going to deal with in the following three
chapters, respectively.

1. How to optimally allocate the power between information-bearing signal and
artificial noise for the artificial noise scheme against randomly distributed eaves-
droppers? Although artificial noise scheme has been applied to confuse randomly
located eavesdroppers [54, 71], there is still no explicit solution on the optimal
power allocation. Providing explicit optimization solutions is of significance for
practical secure transmission designs.

2. How to analyze physical layer security for an HCN? Existing literature on HCNs
has mainly focused on loading balance, spectrum efficiency, energy efficiency
[27, 28, 31, 37], etc.; little of it has involved security issues. It is of necessity to
establish a fundamental analysis framework to evaluate the security performance
of an HCN in order to protect secure transmissions in HCNs.

3. How to improve the security performance when the transmitter has only one
antenna and meanwhile no friendly jammer exists? Many research works on
physical layer security in random wireless networks assume that there are either
multi-antenna transmitters or friendly jammers [53, 54], which sometimes might
not be available due to constraints of size, hardware cost, etc. New approaches
are needed to protect information security in these unfavorable scenarios.
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Chapter 3
Physical Layer Security in Cellular Networks
Under TDMA

Abstract In this chapter, we discuss the physical layer secrecy transmission in a
downlink cellular network under TDMA, coexisting with randomly located eaves-
droppers. We adopt and investigate a secure multi-antenna transmission scheme in
which artificial noise is injected into the null space of the legitimate channel to
confuse eavesdroppers, and provide a comprehensive secrecy performance analy-
sis and system design/optimization under the stochastic geometry framework. We
first analyze the optimal power allocation to minimize the SOP. Subject to an SOP
constraint, we then propose a dynamic parameter transmission scheme (DPTS) and
a static parameter transmission scheme (SPTS) to maximize secrecy throughput.
Our results give new insight into secure transmission designs in a random cellular
network. Numerical results are demonstrated to validate our theoretical analysis.

3.1 Introduction

In this chapter, we focus on the physical layer security performance of a single-user
downlink transmission, where a BS with multiple antennas transmits confidential
information to a user with a single antenna, coexisting with PPP distributed eaves-
droppers. This scenario happens in a TDMA cellular network with light frequency
reuse between cells, where in each time slot only one user accesses the BS so the
intercell interference is ignorable. This is perhaps the simplest case for secrecy per-
formance evaluation. The more sophisticated scenarios will be discussed in the fol-
lowing chapters.

Under this scenario, we adopt an AN-aided secrecy signaling for the BS, where
no-information-bearing AN is broadcasted together with the confidential signal to
confuse the eavesdroppers. Since the BS is able to obtain the instantaneous channel
state information (ICSI) of the user, we propose a so-called on-off secrecy scheme,
where the transmission is “on” when the channel is sufficiently good; otherwise, it
is “off.” In such a manner, there will be no transmission when the main channel is
bad so the secrecy performance will be improved.
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In the following sections, we will provide a comprehensive secrecy performance
analysis and system design/optimization under the stochastic geometry framework.
Specifically, wewill first analyze the SOP of the secure transmission and optimize the
power allocation between the information signal and the artificial noise to minimize
the SOP; we will then propose a dynamic parameter transmission scheme (DPTS)
and a static parameter transmission scheme (SPTS) to maximize secrecy throughput
under a SOP constraint, and provide insights into secure transmission designs.

3.2 System Model

This section presents the details of system model and the underlying optimization
problem related to our performance metrics.

Consider a downlink cellular network under TDMAwhere a BS (Alice) deliveries
a message to a user (Bob) in a certain time slot but should keep this message secret
to the other users, and thus all the other users are naturally treated as potential
eavesdroppers (Eves). Alice has M antennas while Bob and Eves are all equipped
with single antenna. Without loss of generality, we place Alice at the origin and Bob
at a deterministic position with a distance rb from Alice. Eves are placed according
to a homogeneous PPP Φe of density λe on the two-dimensional plane with the kth
Eve a distance rk from Alice.

Both the main (Alice to Bob) and wiretap channels (Alice to Eves) are assumed
to undergo flat Rayleigh fading together with a large-scale path loss governed by

exponent α. The channel vector related to node i is expressed as hi r
− α

2
i , where hi ∈

C
M×1 is the fading coefficient vector, with independent and identically distributed

(i.i.d.) entries hi, j ∼ CN (0, 1). We assume that the ICSI of Bob and the statistic
CSIs (SCSIs) of Eves are known to Alice.

3.2.1 AN-Aided Secrecy Signaling

To confuse Eves while providing a reliable link to Bob, Alice adopts an AN-aided
transmission signal, which is originally proposed in [1] and also have been introduced
in Sect. 1.4.1. In this scheme, the transmitted signal x is in the form of

x = √
φPws + √

(1 − φ)PWv, (3.1)

where s is the secret information-bearing signal with E[|s|2] = 1, v ∈ C
M−1×1 is an

ANvector with i.i.d. entries vi ∼ CN (0, 1
M−1 ), andφ represents the power allocation

ratio of the information signal power to the total transmit power P . w = h†
b

‖hb‖ ,
W ∈ C

M×M−1 is the projectionmatrix onto the null space of vector h†
b, i.e., h

T
bW = 0,

and the columns of [w W ] constitute an orthogonal basis.

http://dx.doi.org/10.1007/978-981-10-1575-5_1
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The SINRs of Bob and the kth Eve are

ηb = φP‖hb‖2r−α
b , (3.2)

ηk = φP|hT
kw|2r−α

k

(1 − φ)P‖hT
kW‖2r−α

k /(M − 1) + 1
. (3.3)

Throughout the chapter, for ease of notation, we define ρ � P
rα
b
as the normalized

transmit power, γ � ‖hb‖2 as the power gain of the main channel, and δ � 2
α
.

3.2.2 On–Off Secrecy Transmission Strategy

Asmentioned in Sect. 2.5.1.2, in a non-colluding wiretap scenario the capacity of the
wiretap channel is CE = log2(1+ηe)with ηe � maxek∈Φe ηk the equivalent SINR of
the most detrimental Eve. Since the ICSI of Bob is known by Alice, the capacity of
main channel CB = log2(1+ηb) can also be obtained before transmission. To avoid
an undesired capacity outage (Rt > CB) or an intolerably high possibility of secrecy
outage (Re < CE ), we adopt the on-off transmission strategy [2] Alice transmits
only when the main channel is sufficiently good, i.e., γ is not below a predefined
threshold μ; otherwise she remains silent. Under this strategy, we define the SOP for
a given γ as

Pso(γ ) � P{CE > Rt − Rs |γ }, ∀γ ≥ μ. (3.4)

To further evaluate the average performance of the secrecy transmission, we also
investigate the secrecy throughput [3], which is introduced in Sect. 2.5.2 and is
expressed as

Ω � Eγ [Rs(γ )]. (3.5)

Note that Rs can be designed according to the gain of the main channel, γ .
In Sects. 3.3 and 3.4, we minimize Pso(γ ) under a target Rs and maximize Ω

subject to an SOP constraint Pso(γ ) ≤ ε ∈ [0, 1], respectively.

3.3 Secrecy Outage Probability Minimization

In this section, we adaptively adjust the optimal power allocation φ under each γ to
minimize theSOPPso(γ ). Before proceeding,wefirst give theCDFof the equivalent
SINR ηe of the wiretap channels.

Lemma 3.1 Let β � πδ� (δ) and ξ � φ−1−1
M−1 . The CDF of ηe for a given φ is

Fηe(x) = exp
(−βλe(φP)δx−δ (1 + ξ x)1−M

)
. (3.6)

http://dx.doi.org/10.1007/978-981-10-1575-5_2
http://dx.doi.org/10.1007/978-981-10-1575-5_2
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Proof Define u = |hT
kw|2 and v = ‖hT

kW‖2. We know that u ∼ Exp(1), and
v ∼ �(M−1, 1). Due to the orthogonality betweenw andW , u and v are independent
of each other. From Eq. (3.3), the CDF of ηk can be given by

Fηk (x) = P

{
φPu

φξ Pv + rα
k

< x

}
= P

{
u <

φξ Pv + rα
k

φP
x

}
= 1 − e−

rαk x
φP (1 + ξ x)1−M .

The CDF of ηe, which is defined as Fηe(x) = P
{
maxek∈Φe ηk < x

}
, can be calcu-

lated as

Fηe(x) = EΦe

[ ∏
ek∈Φe

P{ηk < x}
]

(a)= exp

⎛
⎝−πλe

∫∞
0 e− rα/2 x

φP dr

(1 + ξ x)M−1

⎞
⎠ , (3.7)

where Eq. (a) holds for the PGFL [4]. Calculating Eq. (3.7) with Eq. [5, (3.326.1)]
yields Eq. (3.6). �

With the knowledge of γ , Alice sets Rt arbitrarily close toCB , whereas Rs should
not exceed CB in order to guarantee secrecy against Eves. We obtain from Eq. (3.2)
that Rs ≤ CB ⇒ φ ≥ φmin � T−1

ργ
. Clearly, γ < T−1

ρ
yields φ ≥ φmin > 1, which

violates the constraint φ ≤ 1, and there is no feasible φ for transmissions. In other
words, γ ≥ T−1

ρ
must be promised, and thereby we set the transmission threshold

μ � T−1
ρ

.

If γ ≥ T−1
ρ

holds, i.e., φmin ≤ 1, then given an arbitrary φ ∈ [φmin, 1], we have

Pso(γ ) = P

{
ηe > (1 + ηb − T )/T

∣∣∣γ
}

= 1 − e−βλe Pδ((1−T−1))
−δ

J (φ), (3.8)

where J (φ) � �φ−δ (1 + �(φ))1−M ,with�φ � 1
φmin

− 1
φ
and�(φ) � �φ(T−1)(1−φ)

T (M−1) .
The problem of minimizing Pso(γ ) is formulated as

min
φ

Pso(γ ), s.t. φmin ≤ φ ≤ 1. (3.9)

Clearly, the problem given in Eq. (3.9) is equivalent to minimizing J (φ). Due to
the continuity and differentiability of J (φ) w.r.t. φ, the minimum J (φ) can only be
obtained either at the zero-crossing point of the first-order derivative d J (φ)

dφ
within

the feasible set or at the boundary φmin or 1. The first-order derivative
d J (φ)

dφ
can be

given by
d J (φ)

dφ
= (T − 1)

(
φ3 + aφ2 + bφ + c

)

Tφ2
min�φ1+δ(1 + �(φ))Mφ3

, (3.10)
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with a = 2φmin

α(M−1) −φmin, b = − 2(T−1)φ2
min

αT − 2(1+φmin)φmin

α(M−1) −φmin, and c = 2φ2
min

α(M−1) +φ2
min.

Obviously, the sign of d J (φ)

dφ
follows that of φ3 + aφ2 + bφ + c. We establish the

cubic equation φ3 + aφ2 + bφ + c = 0, and obtain three possible roots

⎧⎪⎨
⎪⎩

φ1 = w1 + w2 − a
3 ,

φ2 = −1+√
3 j

2 w1 + −1−√
3 j

2 w2 − a
3 ,

φ3 = −1−√
3 j

2 w1 + −1+√
3 j

2 w2 − a
3 ,

(3.11)

where j = √−1, w1 = 3

√
− q

2 +
√

p3

27 + q2

4 , and w2 = 3

√
− q

2 −
√

p3

27 + q2

4 with

p = b− a2

3 , q = c− ab
3 + 2a3

27 . We denote the real roots of Eq. (3.11) within [φmin, 1]
as R, then the optimal φ that minimizes J (φ) orPso(γ ) can be given as

φ∗ = arg min
φ∈R⋃{φmin,1}

J (φ). (3.12)

3.4 Secrecy Throughput Maximization

This sectionmaximizes secrecy throughput.We consider two transmission strategies,
i.e., a DPTS and a SPTS, respectively. The difference lies in whether the transmission
parameters can adjust. In DPTS, transmission parameters are adaptively adjusted to
the ICSI of Bob, and the optimization procedure is performed online. In SPTS, these
parameters are designed off-line based on the SCSI of Bob, and remain fixed during
transmissions.

3.4.1 Dynamic Parameter Transmission Scheme

In the DPTS, we maximize secrecy throughput ΩD by dynamically adjusting trans-
mission parameters according to the ICSI of the main channel. It is easy to observe
from Eq. (3.5) that if we maximize Rs under each γ ,ΩD is naturally maximized, i.e.,

maxΩD ⇔ max(Rs(γ )). (3.13)

Therefore, we focus on the problem of maximizing Rs(γ ), which we formulate as

max
μ,φ(γ ),Rt (γ )

Rs(γ ) (3.14a)

s.t. 0 < Rs(γ ) ≤ Rt (γ ) ≤ CB, (3.14b)

Pso(γ ) ≤ ε, (3.14c)



46 3 Physical Layer Security in Cellular Networks Under TDMA

0 ≤ φ(γ ) ≤ 1, 0 < μ, (3.14d)

where Eqs. (3.14b)–(3.14d) represent the constraints for reliable transmission,
secrecy outage, power allocation, and transmission threshold, respectively. For
ease of notation, we omit γ from Rs(γ ), Rt (γ ) and φ(γ ), and treat them as
functions of γ by default in DPTS. The SOP can be obtained form Eq. (3.4) as
Pso(γ ) = 1 − Fηe

(
2Rt−Rs − 1

)
. Before proceeding, we transform the SOP con-

straint (3.14c) into a more explicit form. Due to the monotonicity of CDF Fηe(x),
we obtain

1 − Fηe

(
2Rt−Rs − 1

) ≤ ε ⇔ 2Rt−Rs − 1 ≥ F−1
ηe

(1 − ε). (3.15)

Define χ(φ) � F−1
ηe (1−ε)

φ
, then Eq. (3.14c) can be reformed as

Rs ≤ Rt − log2 (1 + φχ(φ)) . (3.16)

Obviously, from Eqs. (3.14b) and (3.16), to obtain a larger Rs , we should set Rt

to its maximum value, which is Rmax
t = log2(1 + φργ ) from Eq. (3.14b); and thus

Rs =
[
log2

1 + φργ

1 + φχ(φ)

]+
. (3.17)

To achieve a positive Rs , we should guarantee χ(φ) < ργ . Although χ(φ) is an
implicit function of φ due to the complicated transcendental equation Fηe(x) = ε

(see Eq. (3.6)), we reveal the relationship between χ(φ) and φ in the following
lemma:

Lemma 3.2 χ(φ) is a monotonically increasing and convex function of φ ∈ [0, 1].

Proof Combining Fηe(φχ) = 1 − ε with Eq. (3.6) yields

� (φ, χ) − C = 0, (3.18)

where � (φ, χ) � χδ
(
1 + χ

1−φ

M−1

)M−1
, and C � βλe Pδ

− ln(1−ε)
. Using the derivative rule

for implicit functions in Eq. (3.18), the first- and second-order derivatives of χ on
φ are

dχ

dφ
= − ∂�(φ, χ)/∂φ

∂�(φ, χ)/∂χ
= χ(φ)2

δ + D(1 − φ)χ(φ)
, (3.19)

d2χ

dφ2
= 2

χ

(
dχ

dφ

)2

+
Dχ2

(
χ − (1 − φ)

dχ

dφ

)

(δ + D(1 − φ)χ)2
, (3.20)
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where D = 1+ δ
M−1 .Obviously,

dχ

dφ
> 0 always holds. Substituting dχ

dφ
intoEq. (3.20)

yields χ − (1− φ)
dχ

dφ
= δχ+(D−1)(1−φ)χ2

δ+D(1−φ)χ
> 0, where the inequality holds due to the

fact δ > 0 and D > 1. Resorting to the above inequality, we obtain

d2χ

dφ2
>

2

χ

(
dχ

dφ

)2

> 0. (3.21)

With dχ

dφ
> 0 and d2χ

dφ2 > 0, we complete the proof. �

Lemma 3.2 shows that the maximum χ(φ) is obtained at φ = 1, which is χ1 �
χ(1) = C

α
2 from Eq. (3.18). Given an arbitrary φ, we see that the auxiliary function

Z(χ) � � (φ, χ) − C monotonically increases with χ . Moreover, we have Z(0) =
−C < 0 and Z(χ1) ≥ χ

2/α
1 − C = 0. Therefore, we can numerically calculate the

unique root χ(φ) of Z(χ) = 0 using the bisection method in the range [0, χ1].
Remark 3.1 χ(φ) can be considered as a metric that measures the difficulty of
achieving secrecy against eavesdropping. For instance, to resist more eavesdroppers
(a larger λe) or tomeet a stronger SOP constraint (a smaller ε), χ(φ) increases, which
means it is harder to achieve a higher secrecy rate.

Next, we formulate the problem of maximizing Rs . To achieve a positive Rs in
Eq. (3.17), χ(φ) < ργ should be satisfied. Since χ(φ)monotonically increases with
φ, we easily see that if the minimum χ(φ), denoted by χ0 � χ(0), is not below
ργ , i.e., χ0 ≥ ργ ⇒ γ ≤ χ0

ρ
, the inequality χ(φ) < ργ is violated, i.e., there

is no feasible φ to support a positive Rs in Eq. (3.17). Therefore, γ >
χ0

ρ
must be

guaranteed, and as a consequence we set μ∗ = χ0

ρ
, which corresponds to an on-off

transmission.
When χ(φ) < ργ , problem (3.14a) can be simplified as

max
φ

Rs = log2
1 + φρ

1 + φχ(φ)
s.t. χ(φ) < ργ, 0 ≤ φ ≤ 1. (3.22)

Theorem 3.1 Rs in Eq. (3.22) is concave on φ. The optimal φ that maximizes Rs is

φ∗ =
{

1, γ >
δχ1+χ2

1

ρ(δ−χ2
1 )

and λe < − ln(1−ε)δ1/α

βPδ

φ�, otherwise
(3.23)

where φ� is the unique root of the equation dRs
dφ

= 0 with

dRs

dφ
= 1

ln 2

(
ργ

1 + φργ
− χ(φ) + φ

dχ(φ)

dφ

1 + φχ(φ)

)
. (3.24)

Proof Please see Appendix A.1. �
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Note that, the condition φ∗ = 1 actually implies that, when the quality of the main
channel is good enough while the density of Eves is small, the beamforming scheme
without AN provides a higher secrecy rate than the AN scheme does. Otherwise, a
fraction of power should be allocated to the AN to enhance secrecy performance.

Due to the concavity of Rs w.r.t. φ, we can efficiently calculate the optimal φ�

that satisfies dRs
dφ

= 0 using the bisection method.

Corollary 3.1 The optimal φ� increases in γ and ε, while decreases in λe.

Proof Please see Appendix A.2. �

Corollary 3.1 indicates that, in order to enhance the secrecy rate Rs , more power
should be (1) allocated to the information signal under a better quality of the main
channel (a larger γ ), (2) allocated to the AN under a stronger SOP constraint
(a smaller ε) or in a denser eavesdropper scenario (a larger λe).

Having obtained the optimal φ∗, we can derive the maximum R∗
s (γ ) from

Eq. (3.17). The maximum ΩD can be calculated as

Ω∗
D =

∫ ∞

χ0/ρ

R∗
s (γ ) fγ (x)dx . (3.25)

The following theorem provides a closed-form approximation, denoted asΩ◦
D, at the

high-SNR regime:

Theorem 3.2 At the high-SNR regime as P → ∞, the maximum secrecy throughput
Ω◦

D is given by

Ω◦
D = e− χ◦

ρ

ln 2�(M)

M−1∑
k=0

(
M − 1

k

)(
χ◦

ρ

)M−1−k k∑
m=0

k!
(k − m)!

( k−m∑
n=1

(n − 1)!×
(

−1 + φ◦χ◦

ρφ◦

)k−m−n

− e
1+φ◦χ◦

ρφ◦
(

−1 + φ◦χ◦

ρφ◦

)k−m

Ei

[
−
(
1 + φ◦χ◦

ρφ◦

)])
,

where χ◦ � χ(φ◦) with φ◦ the unique root of φ2 dχ(φ)

dφ
= 1 and independent of γ .

Proof At the high-SNR regime as P → ∞, we have dRs
dφ

= 0 ⇒ φ2 dχ

dφ
= 1 from

Eq. (3.24). Clearly, the optimal φ that satisfies dRs
dφ

= 0, denoted as φ◦, is irrespective
to γ . Substitute φ◦ and χ◦ � χ(φ◦) into Eq. (3.17) and calculating Eq. (3.25) yield

Ω◦ =
∫ ∞
χ◦/ρ

log2
1 + φ◦ρx
1 + φ◦χ◦ fγ (x)dx

(b)=
∫∞
0 ln

(
1 + φ◦ρy

1+φ◦χ◦
) (

y + χ◦
ρ

)M−1
e−y− χ◦

ρ dy

ln 2�(M)

= e−
χ◦
ρ

�(M)

M−1∑
k=0

(
M − 1

k

)(
χ◦
ρ

)k ∫ ∞
0

log2

(
1 + φ◦ρ

1 + φ◦χ◦ y
)
yM−1−ke−ydy,

(3.26)
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where Eq. (b) holds for the transformation y = x − χ◦
ρ
. Expending the integral term

inside Eq. (3.26) according to Eq. [5, (4.337.5)] completes the proof. �
Remark 3.2 High-SNR secrecy rate R◦

s (γ ) can be obtained by substituting φ◦ into
Eq. (3.22). As P → ∞, rate redundancy R◦

e = R◦
t −R◦

s converges to log2(1+φ◦χ◦),
which is independent of γ . This conclusion is quite similar to Eq. [3, (32)].

3.4.2 Static Parameter Transmission Scheme

In DPTS, code rates are adjusted in real time, resulting in a high-complexity system
implementation. To reduce the complexity, we propose an SPTS, in which transmis-
sion parameters are designed based on the SCSI of themain channel (i.e., independent
of γ ) and remain fixed during transmissions.

Since Rs is irrelevant to γ , the secrecy throughput can be rewritten in SPTS as

ΩS = RsPt (Rs), (3.27)

where Pt (Rs) = P{γ ≥ μ} represents the transmission probability for a target Rs .
To guarantee a reliable transmission, the following inequality should be satisfied:

0 < Rs ≤ Rt ≤ log2(1 + ρφμ) ≤ CB . (3.28)

Note that,Pt (Rs) is closely related to parametersμ, φ, Rt and Rs . To maximizeΩS,
we carry on the following equivalent transformation according to Sect. [6, 4.1.3],

max
μ,φ,Rt ,Rs

RsPt (Rs) ⇔ max
Rs

max
μ,φ,Rt

RsPt (Rs). (3.29)

This equation suggests that the entire optimization procedure can be decomposed into
two steps: We maximize RsPt (Rs) by first maximizing over variables {φ,μ, Rt },
and then maximizing over the remaining variable Rs .

Step 1:Given a Rs , wemaximize RsPt (Rs), orPt (Rs), bymaximizing overμ, φ
and Rt . From Eqs. (3.16) and (3.28), this subproblem can be formulated as follows:

max
μ,φ,Rt

Pt (Rs) (3.30a)

s.t. Rt ≤ log2(1 + ρφμ), (3.30b)

0 < Rs ≤ Rt − log2(1 + φχ(φ)), (3.30c)

0 ≤ φ ≤ 1, 0 < μ. (3.30d)

SincePt (Rs) decreases w.r.t. μ, problem (3.30a) is equivalent to minimizing μ. We
know from Eq. (3.30b) that to achieve a smaller μ, Rt should be set to its minimum
value, which is Rmin

t = Rs + log2(1+φχ(φ)) according to Eq. (3.30c). Substituting
Rmin
t into Eq. (3.30b) yields the minimum μ under a given φ
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μ(φ) = 1

ρ

(
Tχ(φ) + T − 1

φ

)
. (3.31)

The problem of minimizing μ(φ) can be formulated as

min
φ

μ(φ) s.t. 0 ≤ φ ≤ 1. (3.32)

Theorem 3.3 μ(φ) in Eq. (3.31) is convex on φ. The optimal φ that minimizes
μ(φ) is

φ∗ =
{

1, T−1
T ≥ α

2C
α

φ�, T−1
T < α

2C
α

(3.33)

where φ� is the unique root of the equation dμ(φ)

dφ
= 0, with

dμ(φ)

dφ
= 1

ρ

(
T
dχ(φ)

dφ
− T − 1

φ2

)
. (3.34)

Proof From Eq. (3.34), we obtain the second-order derivative of μ on φ,

d2μ

dφ2
= 1

ρ

(
T
d2χ

dφ2
+ 2(T − 1)

φ3

)
. (3.35)

Since d2χ

dφ2 > 0 (see Eq. (3.21)) and T > 1, we have d2μ

dφ2 > 0, i.e., μ is convex
on φ. The optimal φ that minimizes μ is obtained at either 0 or 1, or the zero-
crossing point of dμ

dφ
. The boundary values of dμ

dφ
are dμ

dφ
|φ=0 = −∞ and dμ

dφ
|φ=1 =

1
ρ

(
α
2 Tχ2

1 − (T − 1)
)
, respectively. Clearly, if dμ

dφ
|φ=1 ≤ 0, i.e., T−1

T ≥ α
2χ2

1 , μ

monotonically decreases w.r.t. φ in the entire range [0, 1], and the minimum μ is
achieved at the boundary φ∗ = 1, otherwise the optimal φ∗ is the unique root of
dμ

dφ
= 0. �

Theorem 3.3 indicates that, when T−1
T ≥ α

2C
α , which corresponds to a small P

or λe, or a large ε
(
since Cα = P2

( −βλe

ln(1−ε)

)α)
, the beamforming scheme in which

φ = 1 is optimal, otherwise AN should better be injected. Due to the convexity of
μ(φ) w.r.t. φ, we can efficiently calculate the optimal φ� that satisfies dμ(φ)

dφ
= 0

using the bisection method. The following corollary gives some insight into φ�:

Corollary 3.2 The optimal φ� in Eq. (3.33) increases in Rs and ε, and decreases
in λe.

Proof Please see Appendix A.3. �
Corollary 3.2 suggests that in order to enlarge Pt (Rs), more power should be:

(1) allocated to the information signal to meet a higher secrecy rate Rs , (2) allocated
to the AN when λe increases or ε decreases.
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We observe from dμ(φ)

dφ
= 0 that as Rs → ∞, the optimal φ� converges to the

unique root of φ2 dχ(φ)

dφ
= 1, which is independent of Rs . Interestingly, the converged

value equals φ◦ given in Theorem 3.2. SPTS yields an identical rate redundancy
R◦
e = log2(1 + φ◦χ◦) as the high-SNR DPTS does, regardless of Rs .
Having obtained the optimal φ∗ into Eq. (3.31), we obtain the maximumPt (Rs)

P∗
t (Rs) = �̄ (M, μmin) = e−μmin

M−1∑
k=0

μk
min

k! . (3.36)

Step 2: We maximize ΩS = RsP∗
t (Rs) by maximizing over Rs , i.e.,

max
Rs

RsP
∗
t (Rs), s.t. Rs > 0. (3.37)

Since Pt (Rs) decreases with Rs (see Eq. (3.31)) and reduces to 0 as Rs → ∞,
Eq. (3.37) indicates that Rs should be neither too small nor too large for achiev-
ing a high secrecy throughput. The following theorem gives the optimal Rs that
maximizes ΩS:

Theorem 3.4 ΩS in Eq. (3.37) is a quasi-concave function Sect. [6, 3.4.2] of Rs,
and the optimal R∗

s that maximizes ΩS is the unique root of the following equation:

M−1∑
k=0

μk+1−M
min

k! − Rs2Rs ln 2

�(M)ρ

(
χ(φ∗) + 1

φ∗

)
= 0. (3.38)

Proof Please see Appendix A.4. �

As Appendix A.4 shows, the left-hand side (LHS) of Eq. (3.38) decreases in Rs ,
and thus we can numerically calculate the optimal R∗

s using the bisection method.
With the above two-step procedure, we have solved the problem given in

Eq. (3.29), and themaximumΩ∗
S in SPTS can be obtained by substituting the optimal

R∗
s into Eq. (3.37).

3.5 Simulations

This section presents numerical results to validate our theoretical analysis. Through
the experiments, we set α = 4 and let rb be the unit distance.

3.5.1 Outage-Optimal Power Allocation

Figure3.1 describes the optimal power allocation ratio φ∗ and the minimum SOP
Pso(γ ) versus P for different values of γ . As discussed previously, Alice remains
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Fig. 3.1 Optimal φ∗ and
minimum Pso(γ ) versus P ,
with M = 2, Rs = 1, and
λe = 2. @[2015] IEEE.
Reprinted, with permission,
from Ref. [7]

Fig. 3.2 Overall Pso versus
λe for different M’s, with
P = 5 dBm, and Rs = 1.
@[2015] IEEE. Reprinted,
with permission, from
Ref. [7]
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silent when ρ < T−1
γ

, otherwise it transmits. After ρ ≥ T−1
γ

, φ∗ is nearly one at
first, and Pso(γ ) maintains a high value. The underlying reason is that the current
transmit power P is not large enough to support the target Rs , such that almost full
power should be allocated to the information signal to guarantee a reliable link to
Bob. As P increases further, both φ∗ andPso(γ ) drop, which indicates that a larger
fraction of power is shifted to AN in order to confuse eavesdroppers. Similarly, for
a given P , both φ∗ and Pso(γ ) decrease as γ increases.

Figure3.2 plots the overall SOPPso versus λe for different values of M . We see
thatPso significantly decreases as M increases. However, in a denser eavesdropper
scenario, Pso increases and converges to one under an extremely large λe.
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Fig. 3.3 Optimal power
allocation ratio φ∗ in DPTS
versus γ , with M = 4, and
ε = 0.1. @[2015] IEEE.
Reprinted, with permission,
from Ref. [7]

3.5.2 Secrecy Throughput Optimization for DPTS and SPTS

Figure3.3 illustrates the optimal φ∗ as a function of γ for different values of λe and
P in DPTS. We find that φ∗ decreases as γ does, which implies that as the quality of
the main channel decreases, secure transmissions become more vulnerable to over-
hearing. Hence more power should be allocated to the AN to confuse eavesdroppers,
which is just opposite of the behavior in Fig. 3.1 where the minimum SOP is taken as
the optimization objective. When γ becomes sufficiently small, transmission is sus-
pended. For a given γ , as λe reduces, we can allocate more power (even full power) to
the information signal to enlarge the secrecy rate. Interestingly, when γ is small, the
optimal φ∗ increases as P increases, which suggests that we ought to allocate more
power to the information signal to achieve a higher message rate. However, things
reverse when γ is large, and the optimal φ∗ decreases as P increases. This occurs
because the quality of the main channel is good enough to allow a larger fraction
of power for the AN. In addition, as revealed in Theorem 3.2, φ∗ at the high-SNR
regime tends to a constant which is irrespective to γ .

Figure3.4 depicts the maximum secrecy throughput Ω∗
D versus λe for differ-

ent values of ε. Ω∗
D linearly decreases with a larger log10 λe or a smaller log10 ε,

which implies that secrecy performance improves under a moderate SOP constraint
(a large ε) or in a sparse eavesdropper scenario (a small λe).
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Fig. 3.4 Maximum secrecy
throughput Ω∗

D in DPTS
versus λe, with P = 30 dBm,
and M = 4. @[2015] IEEE.
Reprinted, with permission,
from Ref. [7]

Fig. 3.5 Optimal power
allocation ratio φ∗ of SPTS
versus Rs , with M = 4, and
ε = 0.1. @[2015] IEEE.
Reprinted, with permission,
from Ref. [7]

Figure3.5 illustrates how the optimal φ∗ varies w.r.t. Rs in SPTS. We find that φ∗
increases as Rs increases for given λe and P . It indicates that, to support a larger Rs ,
we should givemore power to the information signal to improve themain channel. As
stated in Corollary 3.2, the optimal φ∗ converges to a constant when Rs is extremely
large. Similar to DPTS, φ∗ decreases as λe or P increases, which means that we
should increase the AN power to resist eavesdroppers.

Figure3.6 presents the transmission probability Pt (Rs) as well as the secrecy
throughputΩS versus Rs for different values ofM in SPTS. The top figure shows that
Pt (Rs)monotonically decreases with Rs , and rapidly reduces to 0when Rs becomes
sufficiently large. There is a tradeoff between Pt (Rs) and Rs to maximize ΩS. As
the bottom figure indicates, ΩS first lineally rises and then exponentially decreases
as a function of Rs . A proper Rs should be carefully designed to maximize ΩS. This
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Fig. 3.6 Transmission
probability Pt (Rs) and
secrecy throughput ΩS in
SPTS versus Rs , with
P = 30 dBm, λe = 1, and
ε = 0.01. @[2015] IEEE.
Reprinted, with permission,
from Ref. [7]
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is consistent with our previous analysis. We also find that, the benefit introduced by
adding transmit antennas is significant when M is small, e.g., M = 2, 4.

3.5.3 Comparison Between DPTS and SPTS

Figure3.7 plots the maximum Ω∗ in DPTS and SPTS versus P for different values
of M . In both schemes, Ω∗ becomes larger as M or P increases, which confirms
the fact that either adding antennas or increasing transmit power is conducive to
improving Ω∗. As expected, due to the adaptive design, DPTS always outperforms
SPTS. In addition, the high-SNR approximation Ω◦

D is very close to the exact Ω∗
D.

Fig. 3.7 Maximum secrecy
throughput Ω∗

D and Ω∗
S

versus P , with λe = 10, and
ε = 0.01. @[2015] IEEE.
Reprinted, with permission,
from Ref. [7]
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Fig. 3.8 Relative secrecy
throughput gain of DPTS
over SPTS �Ω∗. @[2015]
IEEE. Reprinted, with
permission, from Ref. [7]

Figure3.8 presents the relative secrecy throughput gain �Ω∗ = Ω∗
D−Ω∗

S
Ω∗

S
of DPTS

over SPTS.We observe that,�Ω∗ increases as λe increases or ε decreases. It implies
that the superiority of DPTS over SPTS becomes greater in denser eavesdropper
scenarios or under more rigorous SOP constraints.

3.6 Conclusions

This chapter investigates the design of the AN-aided multi-antenna transmission in
slow fading channels against PPP distributed eavesdroppers in a single-user downlink
cellular network. A closed-form expression of the optimal power allocation that
minimizes the SOP is first derived. To maximize secrecy throughput subject to an
SOP constraint, both DPTS and SPTS are proposed, where code rates, transmission
threshold, and power allocation ratio are designed based on the ICSI and SCSI of the
main channel, respectively. In both schemes, explicit design solutions are provided.
Numerical results and comparisons on secrecy throughput reveal that the superiority
of DPTS over SPTS is significant in dense eavesdropper scenarios or under rigorous
SOP constraints, whereas in sparse eavesdropper situations or under moderate SOP
constraints, SPTS may be an alternative choice due to its low complexity.

Appendices

A.1 Proof of Theorem 3.1

From Eq. (3.24), we obtain the second-order derivatives of Rs
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d2Rs

dφ2
= 1

ln 2

⎛
⎝ −ρ2γ 2

(1 + φργ )2
− 2 dχ

dφ
+ φ

d2χ

dφ2

1 + φχ
+
(

χ + φ
dχ

dφ

1 + φχ

)2
⎞
⎠ , (3.39)

where dχ

dφ
and d2χ

dφ2 are given in Eqs. (3.19) and (3.20), respectively. Substituting
Eq. (3.21) into Eq. (3.39) produces the following inequality

d2Rs

dφ2
< − 1

ln 2

(
ρ2γ 2

(1 + φργ )2
− χ2

(1 + φχ)2

)
. (3.40)

Since ργ > χ ⇒ ργ

1+φργ
− χ

1+φχ
= ργ−χ

(1+φργ )(1+φχ)
> 0, we have proven d2Rs

dφ2 < 0,
i.e., Rs is a concave function of φ.

From Eq. (3.24), we have dRs
dφ

|φ=0 = 1
ln 2 (ργ − χ0) > 0, and

dRs

dφ
|φ=1 = 1

ln 2

(
ργ

1 + ργ
− χ1 + dχ

dφ
|φ=1

1 + χ1

)
, (3.41)

where dχ

dφ
|φ=1 = α

2χ2
1 is given from Eq. (3.19). Due to the concavity of Rs w.r.t. φ,

when dRs
dφ

|φ=1 > 0, the maximum Rs is achieved on the boundary φ = 1, otherwise

the optimal φ∗ is the unique root of dRs
dφ

= 0. The conditions for φ∗ = 1 can be easily
concluded from Eq. (3.41), which is given in Eq. (3.23).

A.2 Proof of Corollary 3.1

Substituting dχ

dφ
into dRs

dφ
= 0 produces

(ργ φ2 − Dφ + φ + D)χ2 + (Dργφ − Dργ + δ)χ − δργ = 0. (3.42)

Denote the LHS of Eq. (3.42) as Q1(φ), and we have Q1(φ
�) = 0.

(1) φ� ∼ γ : Using the derivative rule for implicit functions with Q1(φ
�) = 0

yields
dφ

dγ
= −∂Q1/∂γ

∂Q1/∂φ
= −ρφ2χ2 − ρ(δ + D(1 − φ)χ)

�1(φ, χ)
dχ

dφ
+ �2(φ, χ)

, (3.43)

where �1(φ, χ) = 2(ργ φ2 − Dφ + φ + D)χ + (Dργφ − Dργ + δ), �2(φ, χ) =
(1 + 2ργφ)χ2 + D(ργ − χ)χ , and dχ

dφ
> 0 (see Lemma 3.2). From Eq. (3.42), we

get (ργ φ2 + φ + D)χ2 + (Dργφ + δ)χ = Dφχ2 + Dργχ + δργ . Substituting
this obtained equation into �1(φ, χ) directly proves �1(φ, χ) > 0. Since ργ > χ ,
�2(φ, χ) > 0 always holds. Hence, we obtain ∂Q1

∂φ
> 0. From dRs

dφ
= 0 in Eq. (3.24),



58 3 Physical Layer Security in Cellular Networks Under TDMA

we have
χ+φ

dχ

dφ

1+φχ
= ργ

1+φργ
< 1

φ
⇒ φ2 dχ

dφ
< 1 ⇒ φ2χ2 < (δ + D(1 − φ)χ) (see

Eq. (3.19)), i.e., ∂Q1
∂γ

< 0. By now, we have proven dφ

dγ
> 0.

(2) φ� ∼ λe: As done in Eq. (3.43), dφ

dλe
is given by dφ

dλe
= −�1(φ,χ)

dχ

dλe
∂Q1/∂φ

, where

�1(φ, χ) > 0 and ∂Q1
∂φ

> 0 have been already verified in (1), and dχ

dλe
> 0 can be

directly given from Eq. (3.18). In that case, we have proven that dφ

dλe
< 0.

(3) φ� ∼ ε: Quite similar to (2), we give dφ

dε
= −�1(φ,χ)

dχ

dε

∂Q1/∂φ
, and dχ

dε
< 0 from

Eq. (3.18). Therefore, we have proven that dφ

dε
> 0.

A.3 Proof of Corollary 3.2

Plugging dχ

dφ
in Eq. (3.19) into dμ

dφ
= 0 produces

Tφ2χ2 − D(T − 1)(1 − φ)χ − δ(T − 1) = 0. (3.44)

Denote the LHS of Eq. (3.44) as Q2(φ), and we have Q2(φ
�) = 0.

(1) φ� ∼ Rs: Using the derivative rule for implicit functions in Q2(φ
�) = 0 yields

dφ

dT
= −∂Q2(φ)/∂T

∂Q2(φ)/∂φ
= − φ2χ2 − D(1 − φ)χ − δ

�3(φ, χ)
dχ

dφ
+ �4(φ, χ)

, (3.45)

where�3(φ, χ) � 2Tφ2χ−D(T−1)(1−φ), and�4(φ, χ) � 2Tφχ2+D(T−1)χ .
From Eq. (3.44), the numerator of Eq. (3.45) satisfies φ2χ2 − D(1 − φ)χ − δ =
− 1

T (δ + D(1 − φ)χ) < 0. Similarly, we prove �3(φ, χ), �4(φ, χ) > 0. Since
dχ

dφ
> 0 (Lemma 3.2), we have ∂Q2(φ)

∂φ
> 0, which produces dφ

dT > 0.

(2) φ� ∼ λe: From Eq. (3.44), dφ

dλe
can be given by dφ

dλe
= −�3(φ,χ)

dχ

dλe
∂Q2/∂φ

, where

�3(φ, χ) > 0 and ∂Q2
∂φ

> 0 have been already verified in (1), and dχ

dλe
> 0 can be

directly given from Eq. (3.18). Hence, we have dφ

dλe
< 0.

(3) φ� ∼ ε: Similar to (2), we prove dχ

dε
< 0 ⇒ dφ

dε
> 0.

A.4 Proof of Theorem 3.4

We give the first-order derivative of ΩS w.r.t. Rs from Eq. (3.27)

dΩS

dRs
= Pt + Rs

dPt

d Rs
= Pt + Rs

dPt

dμ

dμ

dRs
. (3.46)
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Since Pt is actually the CCDF of γ , we can easily obtain

dPt

dμ
= − fγ (μ) = −μM−1

�(M)
e−μ. (3.47)

Substituting Eqs. (3.36) and (3.47) into Eq. (3.46) yields

dΩS

dRs
= e−μμM−1

(
M−1∑
k=0

μ−M+k+1

k! − Rs

�(M)

dμ

dRs

)
. (3.48)

Denote the term in the parenthesis of Eq. (3.48) asL (Rs). It is clear that the sign
of dΩS

dRs
remains consistent with that of L (Rs) since e−μμM−1 is always positive.

We observe that, since μ increases w.r.t. Rs (see Eq. (3.31)),
∑M−1

k=0
μ−M+k+1

k! is a
strictly decreasing positive function of Rs . Besides, we easily have L (0) > 0 and
L (∞) < 0. Supposing Rs

dμ

dRs
monotonically increases with Rs , there obviously

exists a unique R∗
s that makesL (Rs) first positive and then negative after Rs exceeds

R∗
s . That is, we may prove ΩS is a first-increasing-then-decreasing function of Rs .

Invoking the definition of single-variable quasi-concave function section [6, 3.4.2],
ΩS is a quasi-concave function of Rs , and the above R∗

s is the optimal solution that
maximizes ΩS, which is obtained whenL (Rs) = 0. Based on the above discussion,
in what follows we focus on proving the monotonicity of Rs

dμ

dRs
w.r.t. Rs . Since

Rs
dμ

dRs
= T ln T dμ

dT , where
dμ

dT can be given from Eq. (3.31)

dμ

dT
= 1 + φχ(φ)

ρφ
= 1

T

(
μ + 1

ρφ

)
, (3.49)

we introduce the following auxiliary function

Y (T ) � T ln T
dμ

dT
= ln T

(
μ + 1

ρφ

)
, (3.50)

and proving the monotonicity of Rs
dμ

dRs
w.r.t. Rs is equivalent to proving the

monotonicity of Y (T ) w.r.t. T . To complete the proof, we consider the following
two cases of Eq. (3.33).

(1): When T−1
T ≥ α

2χ2
1 , we have φ∗ = 1, and μ = 1

ρ
(Tχ1 + T − 1). Then

Y (T ) = 1+χ1

ρ
T ln T , which is evidently a monotonically increasing function of T .

(2): When T−1
T < α

2χ2
1 , the optimal φ∗ satisfies dμ

dφ
= 0. The first-order derivative

of Y (T ) w.r.t. T is

dY (T )

dT
= 1

T

(
μ + 1

ρφ

)
+ ln T

(
dμ

dT
− 1

ρφ2

dφ

dT

)
. (3.51)
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Recalling Eq. (3.34), we define Y1(φ) � T dχ

dφ
− T−1

φ2 . Since dμ

dφ
= 0, i.e., Y1(φ∗) = 0,

dφ

dT in Eq. (3.51) is given by dφ

dT = − ∂Y1/∂T
∂Y1/∂φ

, where ∂Y1
∂T = dχ

dφ
− 1

φ2 , and
∂Y1
∂φ

=
T d2χ

dφ2 + 2(T−1)
φ3 . From Y1(φ∗) = 0, we have dχ

dφ
= T−1

Tφ2 , and from Eq. (3.21), we know

d2χ

dφ2 > 2
χ

(
dχ

dφ

)2
. Combine with Eq. (3.31), then we obtain

dφ

dT
<

φχ

2(T − 1)ρμ
= 1

T

(
φ

2(T − 1)
− 1

2ρμ

)
, (3.52)

where the right-hand side (RHS) equality holds for χ

ρ
= 1

T

(
μ − T−1

ρφ

)
(see

Eq. (3.31)). Substituting Eq. (3.52) into Eq. (3.51) yields

dY (T )

dT
>

1

T

(
(1 + ln T ) μ + ln T

2ρ2φ2μ
+ Y2(T )

2(T − 1)ρφ

)
>

Y2(T )

2(T − 1)Tρφ
,

(3.53)

where Y2(T ) = 2(1+ ln T )(T − 1) − ln T . The first-order derivative of Y2(T ) w.r.t.
T is dY2

dT = 2 ln T + 4− 3
T > 0. Therefore, Y2 monotonically increases w.r.t. T , then

Y2(T ) ≥ Y2(1) = 0 always holds, with which we have proven dY (T )

dT > 0, i.e., Y (T )

monotonically increases w.r.t. T ∈ [1,∞). By now, we have completed the proof.
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Chapter 4
Physical Layer Security in Heterogeneous
Cellular Network

Abstract The heterogeneous cellular network is believed to be a promising deploy-
ment of cellular networks in 5G. This chapter comprehensively studies physical layer
security in a multitier HCN where BSs, authorized users and eavesdroppers are all
randomly located.We first propose a truncated average received signal power-based
secrecy mobile association policy. Under this policy, we investigate and provide
tractable expressions for the connection probability and secrecy probability of a ran-
domly located user. We further evaluate the network-wide secrecy throughput and
the minimum secrecy throughput per user under both connection and secrecy proba-
bility constraints. We prove that the proposed mobile association policy significantly
enhances the secrecy throughput performance of the HCN.

4.1 Introduction

In this chapter, we extend physical layer security to aK-tier HCNwhere the positions
of BSs, authorized users and Eves are all modeled as independent homogeneous
PPPs. Due to the multitier hierarchical architecture, HCNs bring new challenges to
the investigation of physical layer security compared with the conventional single-
tier topology. In addition to cross-cell interference, HCNs introduce severe cross-tier
interference. Both reliability and secrecy of data transmissions should be taken into
account, which makes analyzing the impact of interference on both UEs and Eves
muchmore complicated, especially when system parameters differ between different
tiers. Besides, mobile terminals can access an arbitrary tier, e.g., open access, which
calls for specific mobile association policies that consider both quality of service
(QoS) and secrecy.

To protect the confidential signal we still propose the AN-aided multi-antenna
secure transmission as in Chap.3. We then provide a comprehensive performance
analysis and optimization under the stochastic geometry framework. Note that the
conventional single-tier random cellular network is a special case of the K-tier HCN
when K = 1, so all the analysis in this chapter apply to the conventional random
cellular network.

© The Author(s) 2016
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The aim of this chapter is to leverage some analytical expressions to provide
tractable predictions of network performance and guidelines for future network
designs. In the following sections, we will first propose a secrecy mobile association
policy based on the truncated average received signal power (ARSP), and derive
the corresponding tier association probability (the probability that a tier is associ-
ated with the typical UE) and the BS activation probability (the probability that a
BS associates at least one UE); then we will analyze the connection probability and
the secrecy probability of a randomly located UE, and provide some analytically
tractable expressions; finally, we will investigate network-wide secrecy throughput
subject to connection and secrecy probability constraints, and explain how the power
allocation ratio of the artificial noise scheme and the access threshold of the mobile
association policy will influence the network-wide secrecy throughput performance.

4.2 System Model

This section presents the details of the system secrecy model for a K-tier HCN.

4.2.1 Cellular Deployment and Channel Model

We consider a K-tier HCN where the BSs in different tiers have different operating
parameters (e.g., transmit powers Pk and antenna numbers Mk), while in the same
tier they share the same parameters. Define K � {1, 2, · · · ,K}. In tier k, the BSs
are spatially distributed according to a homogeneous PPP Φk with density λk in
a two-dimensional plane R

2. As depicted in Fig. 4.1, there coexist UEs and Eves,
where the UEs are legitimate destinations while the Eves are wiretappers attempting
to intercept the secret information intended for the UEs. The locations of the UEs
and Eves are characterized by two independent homogeneous PPPs Φu and Φe with
densities λu and λe, respectively.

Wireless channels are supposed to undergo flat Rayleigh fading together with a
large-scale path loss governed by the exponent α > 2. Each BS in tier k has Mk

antennas, and UEs and Eves are each equipped with a single antenna. The channel
from the BS located at z in tier k to the receiver node (UE or Eve) located at x is
characterized by hzxr

−α/2
zx , where hzx ∈ C

Mk×1 denotes the small-scale fading vector
with independent and identically distributed (i.i.d.) entries hzx,j ∼ CN(0, 1), and rzx
denotes the path distance. We assume that each BS knows the CSIs of its associated
UEs. Since each Eve passively receives signals, its ICSI is unknown, whereas its
SCSI is available.
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Fig. 4.1 A three-tier macro/pico/femto HCN where authorized users coexist with eavesdroppers.
@[2016] IEEE. Reprinted, with permission, from Ref. [1]

4.2.2 Secure Transmission Signaling

Utilizing the Wyner’s wiretap encoding scheme introduced in Sect. 1.3.4, we denote
Rt,k , Re,k , and Rs,k = Rt,k − Re,k as the transmission rate, redundant rate, and confi-
dential information rate related to tier k. EachBS employs theAN-aided transmission
strategy to guarantee both reliability and secrecy. The transmitted signal of the BS
located at z in tier k is designed as follows andmore details can be found in Sect. 3.2.1,

xz = √
φkPkwzsz +√

(1 − φk)PkW zvz, z ∈ Φk . (4.1)

For convenience, we let δ � 2/α, Ξ �
∑

j∈K λj(PjMj)
δ , and Cj,k � Cj

Ck
, ∀C ∈

{P,M, λ, φ}.

4.2.3 Secrecy Mobile Association Policy

Consider an open-access system where each UE is allowed to access an arbitrary
tier. In order to avoid access with too poor channel conditions and meanwhile to
improve transmission secrecy, we propose a truncated ARSP based mobile associ-
ation policy, as illustrated in Fig. 4.2: a UE is associated with the BS providing the
maximum ARSP, but remains idle if this ARSP falls below an access threshold τ .
Mathematically, the truncated ARSP is defined as

http://dx.doi.org/10.1007/978-981-10-1575-5_1
http://dx.doi.org/10.1007/978-981-10-1575-5_3
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Fig. 4.2 An illustration of
our mobile association
policy in a 2-tier HCN. A UE
connects to the BS providing
the maximum ARSP instead
of the nearest BS. Those UEs
outside the serving regions
of BSs can not be served. A
BS remains idle if it has no
UE to serve. @[2016] IEEE.
Reprinted, with permission,
from Ref. [1]

P̂k =
{
PkMkr

−α
k , rk ≤ Dk,

0, rk > Dk,
(4.2)

where rk denotes the distance from the UE to the nearest BS in tier k, and Dk �(PkMk
τ

) 1
α denotes the radius of the serving region of an arbitrary BS in tier k. Therefore

the index of the tier to which the typical UE is associated with is

n∗ = argmax
k∈K

P̂k . (4.3)

Wewill see in subsequent analysis that τ plays a critical role in secrecy transmissions.
With such a policy, the association probability of tier k is mathematically defined as

Sk � P{n∗ = k} = P{P̂k > P̂j,∀j ∈ K \k}, (4.4)

which has a closed-form expression provided by the following lemma.

Lemma 4.1 The association probability of tier k is given by

Sk = λk(PkMk)
δΞ−1

(
1 − e−πτ−δΞ

)
. (4.5)

Proof From Eqs. (4.2) and (4.4), we know that a UE located at the origin o is
associated with tier k only if rk ≤ Dk and P̂k > P̂j,∀j �= k simultaneously hold.
Therefore, Sk can be calculated as

Sk =
∫ Dk

0

∏
j∈K \k

P

{
P̂k > P̂j|rk

}
frk (r)dr, (4.6)
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where frk (r) = 2πλkre−πλk r2 [2]. The term P

{
P̂k > P̂j|rk

}
can be calculated as

P

{
P̂k > P̂j|rk

}
(a)= P

{
rj > min

{
Dj,

(
Pj,kMj,k

) 1
α rk

}
|rk
}

(b)= P

{
rj >

(
Pj,kMj,k

) 1
α rk

}

= P

{
No BS in tier j is insideB

(
o,
(
Pj,kMj,k

) 1
α rk

)}
(c)= e−πλj(Pj,kMj,k)

δr2k , (4.7)

where Eq. (a) follows from the fact that P̂k > P̂j holds if rj > Dj or PjMj

rα
j

<

PkMk
rα
k

⇒ rj >
(
Pj,kMj,k

) 1
α rk , Eq. (b) holds for Dj =

(
PjMj

τ

) 1
α = (

Pj,kMj,k
) 1

α Dk ≥
(
Pj,kMj,k

) 1
α rk , and Eq. (c) is obtained from the basic nature of PPP [3]. Substituting

Eq. (4.7) into Eq. (4.6) and calculating the integral, we complete the proof. �

From Lemma 4.1, we make the following two observations: (1) Tiers with large
BS densities, high transmit power and more BS antennas are more likely to have UEs
associated with them. (2) Due to the restriction of τ , an arbitrary UE has a probability
1 −∑

k∈K Sk = e−πτ−δΞ of being idle.
We assume that aBSutilizes TDMAto efficiently eliminate intra-cell interference.

Due to the overlap of serving regions among cells, a BS will remain inactive when it
is associated with no UE (see the idle BS in Fig. 4.2). The BS activation probability
of tier k is defined as

Ak � P{A BS in tier k associates with at least one UE}, (4.8)

which has a closed-form expression provided by the following lemma.

Lemma 4.2 The BS activation probability of tier k is given by

Ak = 1 − exp
(
−λu(PkMk)

δΞ−1
(
1 − e−πτ−δΞ

))
. (4.9)

Proof Consider a tagged BS located at z in tier k. Let Φo
u � Φu

⋂
B(z,Dk), and the

BS idle probability of tier k, Āk � 1 − Ak , can be calculated as follows

Āk = E

⎡
⎣∏

x∈Φo
u

P{a UE located at x is not associated with the tagged BS}
⎤
⎦

= E

⎡
⎣∏

x∈Φo
u

P

{
PkMk

rα
zx

< max
j∈K

P̂j

}⎤
⎦ (d)= EΦu

⎡
⎣∏

x∈Φo
u

1 − e−πΞ(PkMk)
−δr2zx

⎤
⎦

(e)= exp

(
−2πλu

∫ Dk

0
e−πΞ(PkMk)

−δr2rdr

)
,

where Eq. (d) is obtained from Eq. (4.7) and Eq. (e) is derived by using the PGFL
over PPP. Solving the integral term in Āk completes the proof. �
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From Lemmas 4.1 and 4.2, we obtain Ak = 1 − e− λu
λk
Sk . Obviously, BSs with

higher power and more antennas have higher activation probabilities. The set of
active BSs in tier k is a thinning of Φk , denoted by Φo

k , with density λo
k = Akλk .

4.3 Secrecy Performance Analysis

In this section, we investigate and provide tractable expressions for the connection
probability and secrecy probability of a randomly located user in theHCN.We further
evaluate the network-wide secrecy throughput and the minimum secrecy throughput
per user under both connection and secrecy probability constraints.

4.3.1 User Connection Probability

This section investigates the connection probability of a random UE, which corre-
sponds to the probability that a secret message is decoded by this UE. Without lose
of generality, we consider a typical UE located at the origin o and served by the BS
located at b in tier k. The received signal at the typical UE is given by

yo =
√

φkPkh
T
bwbsb

Rα/2
k︸ ︷︷ ︸

information signal

+
∑
j∈K

∑
z∈Φo

j \b

√
φjPjh

T
zowzsz +√

(1 − φj)Pjh
T
zoW zvz

rα/2
zo

︸ ︷︷ ︸
intra− and cross−tier interference (signal and AN)

+no,

(4.10)

where Rk represents the distance between the typical user and the serving BS.

4.3.1.1 Interference-Limited HCN

To provide a tractable analysis, we consider the interference-limited case by ignoring
thermal noise. This is a reasonable assumption due to ubiquitous interference in the
HCN. The connection probability of the typical UE is defined as

P int
c,k � P{SIRo,k ≥ βt}, (4.11)

where βt denotes the target signal-to-interference ratio (SIR) and SIRo,k is given by

SIRo,k = φkPk‖hb‖2R−α
k∑

j∈K Ijo
, (4.12)
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with Ijo = ∑
z∈Φo

j \b
φjPj(|hTzowz |2+ξj‖hTzoW z‖2)

rα
zo

, and ξj � φ−1
j −1

Mj−1 . Note that, there exists an

exclusion region B
(
o,
(
Pj,kMj,k

) 1
α Rk

)
around the typical UE for tier j ∈ K , i.e.,

all interfering BSs in tier j are located outside of it.
Let Io = ∑

j∈K Ijo and s � Rα
k βt

φkPk
. Plugging Eq. (4.12) into Eq. (4.11) yields

P int
c,k = ERkEIo

[
P
{‖hb‖2 ≥ sIo

}] (f )= ERkEIo

[
e−sIo

Mk−1∑
m=0

smImo
m!

]

(g)=
Mk−1∑
m=0

ERk

[
(−1)msm

m! L (m)
Io

(s)

]
, (4.13)

where Eq. (f ) holds for ‖hb‖2 ∼ �(Mk, 1), and Eq. (g) is obtained from [4, Theorem
1] withL (p)

Io
(s) the p-order derivative of the Laplace transformLIo(s) evaluated at s.

Theorem 4.1 The connection probability of a typical UE associated with tier k is

P int
c,k = λk

Sk

Mk−1∑
m=0

∥∥Qm
Mk

∥∥
1

πmϒm+1
k

(
1 −

m∑
l=0

π le−πϒkD2
k

l!D−2l
k ϒ−l

k

)
, (4.14)

where ‖ · ‖1 is the L1 induced matrix norm, i.e., ‖W‖1=max1≤j≤N
∑M

i=1 |Wij| for
W∈R

M×N , ϒk=∑
j∈K λj

(
Pj,kMj,k

)δ {
1−Aj+

(
φj,kβt

Mj,k

)δ

Ajϒj1 + δMj,k

φj,kβt
Ajϒj2

}
,

with

ϒj1 =

⎧⎪⎨
⎪⎩

Cα,Mj+1, ξj = 1,

Cα,2

(1−ξj)
Mj−1 −

Mj−2∑
n=0

ξ 1+δ
j Cα,n+2

(1−ξj)
Mj−1−n , ξj �= 1,

(4.15)

ϒj2 =

⎧⎪⎪⎨
⎪⎪⎩

(
Mj,k
φj,kβt

)Mj−1 2F1

(
Mj ,Mj+δ;Mj+δ+1;− Mj,k

φj,kβt

)

Mj+δ
, ξj = 1,

2F1

(
1,δ+1;δ+2;− Mj,k

φj,kβt

)

1+δ(1−ξj)
Mj−1

−
Mj−2∑
n=0

(
Mj,k

ξjφj,kβt

)n 2F1

(
n+1,n+1+δ;n+2+δ;− Mj,k

ξjφj,kβt

)

(n+1+δ)(1−ξj)
Mj−1−n

, ξj �= 1,

2F1(·) denotes the Gauss hypergeometric function. Qi
M(p, q) is the row-p-column-q

entry of the i-power Qi
M , where QM is a Toeplitz matrix

QM �

⎡
⎢⎢⎢⎢⎢⎣

0
g1 0
g2 g1 0
...

. . .

gM−1 gM−2 · · · g1 0

⎤
⎥⎥⎥⎥⎥⎦

, (4.16)
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with gi = πδ
i−δ

∑
j∈K Ajλj

(
Pj,kMj,k

)δ (φj,kβt

Mj,k

)i
Zj,i and

Zj,i =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

(Mj+i−1
Mj−1

)
2F1

(
Mj + i, i − δ; i − δ + 1;−φj,kβt

Mj,k

)
, ξj = 1,

2F1

(
i+1,i−δ;i−δ+1;− φj,kβt

Mj,k

)
−

Mj−2∑
n=0

(n+i
n )

ξ
i+1
j 2F1

⎛
⎝n+i+1,i−δ;i−δ+1;−

ξjφj,kβt

Mj,k

⎞
⎠

(1−ξj )
n

(1−ξj)
Mj−1

, ξj �= 1,

Proof Please see Appendix A.1. �

The term
∑m

l=0
π le−πϒkD

2
k

l!D−2l
k ϒ−l

k
in Eq. (4.14) is a consequence of τ �= 0, which goes to

zero as τ → 0, i.e., non-threshold mobile association policy.
Figure4.3 compares the Monte Carlo simulated valuePc,k and the interference-

limited valueP int
c,k given in Eq. (4.14).We can see that they nearly merge, which vali-

dates our analysis. In the subsequent analysis we focus on the latter for
convenience.

4.3.1.2 Asymptotic Analysis on P int
c,k

In the following, we provide some insights into the behavior ofP int
c,k by performing

an asymptotic analysis, with the corresponding proof relegated to Appendix A.2.
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Property 4.1 For the case that all tiers share the same number of BS antennas M
and power allocation ratio φ, and λu 
 λj , ∀j ∈ K ,P int

c,k converges to a value that
is independent of the transmit power Pj, BS density λj and k ∈ K as τ → 0.

Property 4.2 P int
c,k → 1 as τ → ∞ for k ∈ K .

Property 4.3 When the transmit power of tier 1 is much larger than that of the other
tiers,P int

c,k increases with τ and λl , ∀l �= 1, and decreases with λu, ∀k ∈ K .

Property 4.4 When Pj,1 � 1, ∀j �= 1, P int
c,k decreases with P1, and converges to a

constant value as P1 → ∞, ∀k ∈ K .

Property 4.1 shows that under a loose control on mobile access (τ → 0), the
connection probability becomes insensitive to transmit power and BS densities, i.e.,
increasing transmit power or randomly adding new infrastructure does not influence
connection performance (link quality). This insensitivity property obtained for this
special case is also observed in a single-antenna unbiased HCN [5, 6].

Property 4.2 implies that increasing τ improves the connection probability, just
as explained in Sect. 4.3.1.2. Nevertheless, τ should not be set as large as possible
in practice. As will be observed later in Sect. 4.3.3, τ should be properly chosen to
achieve a high secrecy throughput under certain connection constraints.

Properties 4.1 and 4.2 are validated in Fig. 4.3. We find that both P int
c,1 and P int

c,2
increase with M1. The reason is that, on one hand a larger M1 produces a higher
diversity gain, and improves the link quality for tier 1. On the other hand, a larger
M1 also provides a stronger bias towards admitting UEs, thus the UE originally
associated with tier 2 under low link quality (e.g., at the edge of a cell in tier 2) now
connects to tier 1, which as a consequence enhances the link quality of tier 2.

Property 4.3 provides some interesting counter-intuitive insights into connection
performance. For instance, deploying more pico/femto BSs improves connection
probabilities. This is because a larger λl decreases the number of active BSs in
the other tiers, which reduces the aggregate network interference especially when
the transmit power of the other tiers is large. However, the connection probability
decreases when more UEs are introduced, since more BSs are now activated, result-
ing in more severe interference. Although Property 4.3 is obtained as Pj,1 → 0, it
applies to more general results, as illustrated in Fig. 4.4. We see that, a larger λu

decreases P int
c,k for k = 1, 2. In addition, when λu

λ2
≤ 50, a larger λ2 increases P int

c,k ,

whereas when λu
λ2

> 50, it decreases P int
c,k . The underlying reason is that, in the lat-

ter both A1 and A2 nearly reach one, hence deploying more microcells significantly
increases interference, which deteriorates link reliability. Nevertheless, this perfor-
mance degradation can be effectively mitigated by setting a larger access threshold,
since in this way more BSs remain idle, alleviating the network interference.

Property 4.4 implies that as P1 increases,P int
c,1 first increases and then decreases,

and eventually levels off. Increasing transmit power is not always beneficial to con-
nection performance, since the growth of signal power is counter balanced by the
growth of interference power. The same is true for P int

c,j , ∀j �= 1. The underlying
reason is that, as P1 gets larger, A1 increases while Aj decreases, which increases
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Fig. 4.4 Connection
probability in a 2-tier HCN
versus λ2 for different λu’s,
with α = 4,
{P1,P2} = {30, 10}dBm,
{M1,M2} = {6, 4},
λ1 = 1

π4002m2 ,

τ = −90dBm, βt = 5, and
{φ1, φ2} = {1, 0.5}. @[2016]
IEEE. Reprinted, with
permission, from Ref. [1]
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interference from tier 1 while decreases that from the other K − 1 tiers. When P1

is relatively small, the decrement of interference from the other K − 1 tiers domi-
nates the increment of interference from tier 1, so the aggregate interference actually
reduces; the opposite occurs as P1 further increases. This property is confirmed in
Fig. 4.5. We also find that, for a given P1,P int

c,2 increases significantly with φ2, while
P int

c,1 experiences negligible impact since the inference in tier 1 varies little. Even
though, we still observe a slight improvement in P int

c,1 in the small P1 region as φ2

increases. This occurs because focusing more power on the desired UE in tier 2 to
some degree decreases the residual interference (artificial noise and leaked signal) to
the UE associated with tier 1. However, the reduced interference becomes negligible
as P1 increases, and P int

c,1 becomes insensitive to φ2.
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4.3.2 User Secrecy Probability

This section analyzes the secrecy probability of a randomly located UE, which cor-
responds to the probability that a secret message is not decoded by any Eve.

We consider a worst-case wiretap scenario in which Eves have the capability of
multiuser decoding (e.g., successive interference cancelation), thus the interference
created by concurrent signal transmissions from other BS can be completely resolved
and canceled [7]. Thereby, Eves are only corrupted by theAN fromBSs. The received
signal at the Eve located at e is given by

ye =
√

φkPkh
T
bewbsb

rα/2
be︸ ︷︷ ︸

information signal

+
√

(1 − φk)Pkh
T
beWbvb

rα/2
be︸ ︷︷ ︸

serving−BS AN

+
∑
j∈K

∑
z∈Φo

j \b

√
(1 − φj)PjhTzeW zvz

rα/2
ze

︸ ︷︷ ︸
intra− and cross−tier AN

+ne. (4.17)

We also consider the non-colludingwiretap scenario, where transmission is secure
only if secrecy is achieved against all Eves. Accordingly, the secrecy probability of
tier k is defined as the probability of the event that the instantaneous SIR of an
arbitrary Eve is below a target SIR βe � 2Re − 1 with Re the redundant rate, i.e.,

P int
s,k � EΦ1 · · · EΦK EΦe

[∏
e∈Φe

P
{
SIRe,k < βe|Φe, Φ1, · · · , ΦK

}]
, (4.18)

where SIRe,k is given by

SIRe,k = φkPk|hTbewb|2r−α
be

Ibe +∑
j∈K Ije

, ∀e ∈ Φe, (4.19)

with Ibe � (1−φk)Pk |hTbeWb|2
(Mk−1)rα

be
and Ije �

∑
z∈Φo

j \b
(1−φj)Pj‖hTzeW z‖2

(Mj−1)rα
ze

. Unfortunately, it is

intractable to derive an accurate analytical expression of P int
s,k from Eq. (4.18).

Instead, we provide both upper and lower bounds for it in the following theorem.

Theorem 4.2 Let ψk �
∑

j∈K AjλjCα,Mj

(
ξjφj,kPj,k

)δ
, andP int

s,k in Eq. (4.18) satis-
fies

P int,L
s,k ≤ P int

s,k ≤ P int,U
s,k , (4.20)

where

P int,L
s,k = exp

(−λeψ
−1
k β−δ

e (1 + ξkβe)
1−Mk

)
, (4.21)

P int,U
s,k = 1 − λe

λe + ψkβδ
e

(1 + ξkβe)
1−Mk . (4.22)
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Proof Please see Appendix A.3.

Interestingly, when λe � 1, the above two bounds merge, i.e.,

P int,L
s,k ≈ P int,o

s,k � 1 − λeψ
−1
k β−δ

e (1 + ξkβe)
1−Mk ≈ P int,U

s,k , (4.23)

and P int,o
s,k → 1 as λe → 0. It implies that as P int

s,k → 1, both the upper and lower

bounds approach the exact value. In other words,P int
s,k can be approximated byP int,o

s,k

in the high secrecy probability region. Next we establish some properties onP int,o
s,k ,

with the corresponding proof relegated to Appendix A.2.

Property 4.5 P int,o
s,k decreases in λe, τ , and φj , ∀j ∈ K , and it increases in λu.

Property 4.6 If Mj,k � 1, ∀j ∈ K \k,P int,o
s,k increases in Mk, and decreases in λk.

Property 4.7 In the high Pk region, P
int,o
s,j , ∀j ∈ K , increases in Pk; P

int,o
s,k con-

verges to a constant value as Pk → ∞ and limPk→∞ P int,o
s,l = 1, ∀l �= k.

Properties 4.5–4.7 provide some insights into the secrecy probability that differ
from those obtained about the connection probability. For example, deploying more
pico/femto BSs may increase the connection probability while being harmful to the
secrecy probability, which implies that proper BS densities should be designed to
balance link quality and secrecy.

Figure4.6 depicts secrecy probability versus P1 for different values of τ . We
see that, the lower bound accurately approximates to the simulated value, while the
upper bound becomes asymptotically tight in the high secrecy probability region.
As P1 increases,P int

s,1 first decreases and then slowly rises to a constant value which
is independent of P1. P int

s,2 reaches one as Pk becomes large enough, which veri-
fies Property 4.7. We observe that, the secrecy probabilities of both tiers increase
as τ decreases, while Table4.1 shows that connection probabilities decrease as τ

Fig. 4.6 Secrecy probability
in a 2-tier HCN versus P1,
with P2 = 20dBm,
{M1,M2} = {6, 4},
{λ2, λu, λe} =
{2, 2, 0.05}λ1, βe = 1, and
{φ1, φ2} = {0.5, 0.5}.
@[2016] IEEE. Reprinted,
with permission, from
Ref. [1]
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Table 4.1 Connection probability versus secrecy probability

Probabilities P int
c,1 P int

c,2 P int
s,1 P int

s,2

τ = −70dBm 0.9571 0.9477 0.9786 0.9930

τ = −90dBm 0.9186 0.9073 0.9799 0.9936

decreases, as indicated in Property 4.1. The access threshold τ displays a tradeoff
between the connection and secrecy probabilities. This is because a smaller τ results
inmore interference,which simultaneously degrades the legitimate andwiretap chan-
nels. In other words, network interference is a double-edged sword that promotes the
secrecy transmission but in turn restrains the legitimate communication.

In Fig. 4.7, we see that asφ2 increases, i.e., more power is allocated to the informa-
tion signal,P int

c,2 increases andP
int
s,2 decreases.We should design the power allocation

to strike a better balance between reliability and secrecy. Besides, although a smaller
φ1 rarely affects P int

c,2, it significantly increases P int
s,2, which highlights the validity

of the artificial noise method.

4.3.3 Network Secrecy Throughput

In this section, we investigate the network-wide secrecy throughput performance of
the HCN. As introduced in Sect. 2.5.3, the network-wide secrecy throughput, with a
connection probability constraintPc,k(βt,k) = ρ and a secrecy probability constraint
Ps,k(βe,k) = ε for k ∈ K , is given by

Ts =
∑

k∈K
λkAkρR

∗
s,k =

∑

k∈K
λkAkρ

[
R∗
t,k − R∗

e,k

]+ =
∑

k∈K
λkAkρ

[
log2

(
1 + β∗

t,k

1 + β∗
e,k

)]+
,

(4.24)

Fig. 4.7 Connection
probability and secrecy
probability in a 2-tier HCN
versus φ2, with
{P1,P2} = {30, 20}dBm,
{M1,M2} = {6, 4},
{λ2, λu, λe} = {2, 4, 0.5}λ1,
βt = 2, βe = 1, and
τ = −90dBm. @[2016]
IEEE. Reprinted, with
permission, from Ref. [1]
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where R∗
s,k = [

R∗
t,k − R∗

e,k

]+
, R∗

t,k = log2(1 + β∗
t,k) and R

∗
e,k = log2(1 + β∗

e,k) are the
confidential information rate, transmission rate and redundant rate for tier k, with
β∗
t,k and β∗

e,k satisfying the equations P int
c,k(βt,k) = ρ and P int

s,k(βe,k) = ε, respec-
tively. Note that, if R∗

t,k − R∗
e,k is negative, the connection and secrecy probability

constraints can not be satisfied simultaneously, and transmissions should be sus-
pended. In the following, we are going to calculate β∗

t,k and β∗
e,k fromP int

c,k(βt,k) = ρ

and P int
s,k(βe,k) = ε, respectively.

Due to the complicated expression ofP int
c,k in Eq. (4.14), we can hardly derive an

analytical result of β∗
t,k fromP int

c,k(βt,k) = ρ. However, sinceP int
c,k(βt,k) is obviously

a monotonically decreasing function of βt,k , we can efficiently calculate β∗
t,k that

satisfies P int
c,k(βt,k) = ρ using the bisection method.

To guarantee a high level of secrecy, the secrecy probability ε must be large,
which allows us to use Eq. (4.23) to calculate β∗

e,k . For the caseMk ≥ 3, we can only
numerically calculate β∗

e,k that satisfies P
int
s,k(βe,k) = ε using the bisection method.

Fortunately, when Mk = 2 or Mk 
 1, we can provide closed-form expressions of
β∗
e,k , with corresponding proof relegated to Appendix A.4.

Proposition 4.1 In the large ε regime with α = 4 andMk = 2, the root ofP int
s,k(βe,k)

= ε is given by βo
e,k =

(
3ζ 2/3−1
3
√

ξkζ 1/3

)2
, with ζ �

√
ξkλe

2(1−ε)ψk
+
√

ξkλ2
e

4(1−ε)2ψ2
k

+ 1
27 .

Proposition 4.2 In the large ε regime, as Mk → ∞, the root of P int
s,k(βe,k) = ε

is given by β�
e,k = δ

φk

1−φk
ln ϑ

W (ϑ)
, with ϑ � α

2
1−φk

φk

(
ψk(1−ε)

λe

)− α
2
, and W (x) is the

Lambert-W function [8].

To demonstrate the accuracy of R�
e,k � log2(1 + β�

e,k) on R
∗
e,k , we define �Re,k �

|R�
e,k−R∗

e,k |
R∗
e,k

. Numerically, we obtain �Re,1 = 0.0462 when M1 = 4, and �Re,1 =
0.0062 when M1 = 20. This suggests that R�

e,k becomes very close to R∗
e,k for a

large enough Mk (e.g.,Mk ≥ 20).
Substitutingβ∗

t,k andβ∗
e,k intoEq. (4.24),we obtain the expression ofTs. Figure4.8

illustrates the network-wide secrecy throughputTs versusφ2 for different values ofλe

andM2. As expected, using more transmit antennas always increasesT . We observe
that, for a small λe, allocating more power to the information signal (increasing φ2)
improves Ts. However, for a larger λe, Ts first increases and then decreases as φ2

increases, and even vanishes for too large a φ2 (e.g., λe = λ1, and φ2 = 0.8). There
exists an optimal φ2 that maximizes Ts, which can be numerically calculated by
taking the maximum of Ts. We also observe that the optimal φ2 decreases as λe

increases, i.e., more power should be allocated to the AN to increase Ts.
From the analysis in previous sections,wefind that the access threshold τ triggers a

nontrivial tradeoff between link quality and network-wide secrecy throughput. On the
one hand, setting a small τ improves spatial reuse by enabling more communication
links per unit area, potentially boosting throughput performance; it is also beneficial
to safeguarding by means of generating more powerful AN to impair eavesdroppers.
On the other hand, the additional amount of interference caused by the increased
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Fig. 4.8 Secrecy throughput
in a 2-tier HCN versus φ2 for
different λe’s and M2’s,
{P1,P2} = {30, 10}dBm,
M1 = 6, φ1 = 0.8,
{λ2, λu} = {2, 4}λ1,
τ = −90dBm, ρ = 0.9, and
ε = 0.95. @[2016] IEEE.
Reprinted, with permission,
from Ref. [1]
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Fig. 4.9 Network-wide
secrecy throughput in a 2-tier
HCN versus τ , with
{P1,P2} = {30, 10}dBm,
{M1,M2} = {4, 4},
{φ1, φ2} = {0.5, 0.5},
λu = 10λ1, ρ = 0.95, and
ε = 0.95. @[2016] IEEE.
Reprinted, with permission,
from Ref. [1]
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concurrent transmissions (a small value of τ ) besets ongoing receptions of UEs,
decreasing the probability of successfully connecting the BS-UE pairs. In this regard,
neither too large nor too small a τ can yield a high secrecy throughput. Just as shown
in Fig. 4.9, Ts first increases and then decreases as τ increases. Only by a proper
choice of τ , can we achieve a high network-wide secrecy throughput.

In view of the quasi-concavity of Ts w.r.t. τ indicated in Fig. 4.9, we can seek
out the optimal τ that maximizes Ts using the gold section method. Furthermore,
combined with the asymptotic analysis on P int

c,k in Sect. 4.3.1.2 and the expression
of P int

s,k in Eq. (4.23), we directly provide asymptotic behaviors of Ts when τ goes
to zero and goes to infinity: (1) When all tiers share the same values of M and φ,
and λu 
 λj, ∀j ∈ K , Ts converges to a constant value as τ → 0; (2) Ts → 0 as
τ → ∞.
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Fig. 4.10 Network-wide
secrecy throughput in a 2-tier
HCN versus τ , with
{P1,P2} = {30, 10}dBm,
{M1,M2} = {6, 4},
{φ1, φ2} = {0.5, 0.5},
λu = 10λ1, ρ = 0.95, and
ε = 0.95. @[2016] IEEE.
Reprinted, with permission,
from Ref. [1]
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Figure4.10 compares the network-wide secrecy throughput obtained under the
optimal access threshold with that under a non-threshold policy [6]. Obviously, our
threshold-based policy significantly improves the secrecy throughput performance
of the HCN. We also observe that deploying more picocells is still beneficial to the
network-wide secrecy throughput, even throughput it increases network interference.
This is because of cell densification and the fact that the increased interference also
degrades the wiretap channels.

4.3.4 Average User Secrecy Throughput

Given that each BS adopts TDMA with equal time slots allocated to the associated
UEs in a round-robin manner, here we investigate the average user secrecy through-
put, which is defined as

Tu,k � Tk

Nk
, (4.25)

where Tk � Akρ
[
R∗
t,k − R∗

e,k

]+
denotes the secrecy transmission capacity of a cell

in tier k, and Nk = λu
λk
Sk denotes the corresponding cell load. From the perspective

of a UE, the network-wide secrecy throughput can be alternatively expressed as

Tu =
∑
k∈K

λuTu,kSk . (4.26)

By substituting Eq. (4.25) into Eq. (4.26), we see that Tu = Ts, which is also as
expected.
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Fig. 4.11 Minimum secrecy
throughput per user in a
2-tier HCN versus M1 for
different λu’s and λe’s, with
α = 4, {P1,P2} =
{30, 10}dBm, M2 = 4,
λ1 = 1

π4002m2 , λ2 = 2λ1,
{φ1, φ2} = {0.5, 0.5},
τ = −60dBm, ρ = 0.95,
and ε = 0.95. @[2016]
IEEE. Reprinted, with
permission, from Ref. [1]
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AUEmay be interested in theminimum level of secrecy throughput it can achieve.
To this end,we evaluate theminimumaverage secrecy throughput over all tiers,which
is defined as

Tmin � min
k∈K

Tu,k . (4.27)

Figure4.11 shows how Tmin depends on M1, λu, and λe, respectively. Obviously,
average user secrecy throughput deteriorates as the density of Eves increases. This
is ameliorated by adding more transmit antennas at BSs. In addition, as λu increases,
the number of UEs sharing limited resources increases, which results in a decrease
in per user secrecy throughput.

4.4 Conclusions

This chapter comprehensively studies the physical layer security of HCNs where the
locations of all BSs, UEs and Eves are modeled as independent homogeneous PPPs.
We first propose a mobile association policy based on the truncated ARSP and derive
the tier association and BS activation probabilities. We then analyze the connection
and secrecy probabilities of the artificial-noise-aided secure transmission. For con-
nection probability,weprovide a new tractable expression for the interference-limited
case. For secrecy probability, we obtain closed-form expressions for both upper and
lower bounds, which are approximate to the exact values at the high secrecy proba-
bility regime. We prove that the access threshold, BS density and power allocation
ratio each displays a tradeoff between the connection and secrecy probabilities; these
parameters should be carefully designed to balance link quality and secrecy. Con-
strained by the connection and secrecy probabilities, we evaluate the network-wide
secrecy throughput, and theminimum secrecy throughput per user. Numerical results
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are presented to verify our theoretical analysis and to highlight the superiority of our
threshold-based mobile association policy over traditional non-threshold policy in
terms of secrecy throughput performance.

Appendices

A.1 Proof of Theorem 4.1

Let xm � (−1)msm

m! L (m)
Io

(s) and xMk−1 � [x1, x2, · · · , xMk−1]T. P int
c,k can be rewritten

asP int
c,k = ∑Mk−1

m=0 ERk

[
xp
]
. Due to the independence of Iio and Ijo for i �= j, we have

LIo(s) = EIo

[
e−sIo

] =
∏
j∈K

LIjo(s). (4.28)

Let rjo �
(
Pj,kMj,k

) 1
α Rk and Pjz � φjPj

(|hTzowz|2 + ξj‖hTzoW z‖2
)
. Using Eq. [9, (8)],

LIo(s) can be calculated as

LIo (s) =
∏

j∈K
EΦj

[
e
−∑

z∈Φo
j \B(o,rjo) sPjzr

−α
zo
]

= exp

⎛
⎝−π

∑

j∈K
λoj

∫ ∞
r2jo

(
1 − �

(
Pjz

))
dr

⎞
⎠ ,

where �(Pjz) = ∫∞
0 e−sxr−α

fPjz(x)dx is given via invoking fPjz(x) in Lemma [7, 1]

�(Pjz) =

⎧⎪⎨
⎪⎩

(
1 + ωr− α

2
)−Mj

, ξj = 1,

(1−ξj)
1−Mj

1+ωr− α
2

−
Mj−2∑
n=0

ξj(1−ξj)
1−Mj+n

(
1+ξjωr

− α
2
)n+1 , ξj �= 1.

(4.29)

with ω � φjPjs. Next, we calculateL
(p)
Io

(s). Consider φj �= 1
Mj
, and the case φj = 1

Mj

can be obtained in a similar way. We presentL (p)
Io

(s) in the following recursive form

L
(p)
Io

(s) = π
∑
j∈K

λo
j

p−1∑
i=0

(
p − 1

i

)
(−1)p−i

(1 − ξj)
Mj−1L

(i)
Io

(s)×

∫ ∞

r2jo

(
(p − i)! (φjPjr− α

2
)p−i

(
1 + ωr− α

2
)p−i+1 −

Mj−2∑
n=0

ξj(n + p − i)! (ξjφjPjr− α
2
)p−i

n!(1 − ξj)−n
(
1 + ξjωr− α

2
)n+p−i+1

)
dr.
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Using transformation r− α
2 → v and plugging L

(p)
Io

(s) into xp, we have for p ≥ 1

xp =
p−1∑
i=0

{
p − i

p

∑
j∈K

πδλo
j ω

p−i

(1 − ξj)
Mj−1

∫ r−α
jo

0

(
vp−i−δ−1

(1 + ωv)p−i+1

−
Mj−2∑
n=0

(
n + p − i

n

)
ξ
p−i+1
j (1 − ξj)

nvp−i−δ−1

(1 + ξjωv)n+p−i+1

)
dv

}
xi. (4.30)

Calculating Eq. (4.30) with Eq. [10, (3.194.1)], xp can be given as

xp = R2
k

p−1∑
i=0

p − i

p
gp−ixi, (4.31)

where x0 in Eq. (4.31) is calculated as

x0 = LIo (s) = exp

(
− π

∑
j∈K

λoj ×
(∫ ∞

0

(
1 − �(Pjz)

)
dr

︸ ︷︷ ︸
Ij1(s)

−
∫ r2jo

0

(
1 − �(Pjz)

)
dr

︸ ︷︷ ︸
Ij2(s)

))
.

Ij1(s) can be directly obtained from Eq. [9, (8)], i.e.,

Ij1(s) =

⎧⎪⎨
⎪⎩

ωδCα,Mj+1, ξj = 1,

ωδCα,2

(1−ξj)
Mj−1 −

Mj−2∑
n=0

ωδξ 1+δ
j Cα,n+2

(1−ξj)
Mj−1−n , ξj �= 1.

(4.32)

Ij2(s) can be derived by invoking �(Pjz) in Eq. (4.29). Specifically, when ξj = 1,

Ij2(s) = r2jo − δr2jo
2F1

(
Mj,Mj + δ;Mj + δ + 1;− rα

jo

ω

)
(
Mj + δ

)
(ωr−α

jo )Mj
, (4.33)

and when ξj �= 1,

Ij2(s) =r2jo

[
1 − δ

(
2F1

(
1, δ + 1; δ + 2;−(ωr−α

jo )−1
)

(1 + δ) (1 − ξj)
Mj−1(ωr−α

jo )−1
−

Mj−2∑
n=0

2F1

(
n + 1, n + 1 + δ; n + 2 + δ;−(ξjωr

−α
jo )−1

)

(n + 1 + δ) (1 − ξj)
Mj−1−n

(
ξjωr

−α
jo

)n
)]

. (4.34)
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Having obtained a linear recurrence form for xp in Eq. (4.31), xMk can be given by

xMk−1 =
Mk−1∑
i=1

R2i
k x0G

i−1
Mk−1gMk−1, (4.35)

where gMk
andGMk can be found in [11]. FromEq. [11, (39)],wehaveGi−1

Mk−1gMk−1 =
1
i!Q

i
Mk

(2 : Mk, 1), withQi
Mk

(2 : Mk, 1) the entries from the second to theMkth row in
the first column of Qi

Mk
, with QMk

shown in Eq. (4.16). Then xp can be expressed as

xp =
Mk−1∑
i=0

R2i
k x0

1

i!Q
i
Mk

(p + 1, 1), (4.36)

and consequently, P int
c,k can be given by

P int
c,k =

Mk−1∑
m=0

Mk−1∑
i=0

ERk

[
1

i!x0R
2i
k Q

i
Mk

(m + 1, 1)

]
, (4.37)

which can be alternatively expressed as follows using the L1 induced matrix norm

P int
c,k =

Mk−1∑
i=0

ERk

[∥∥∥∥
1

i!x0R
2i
k Q

i
Mk

∥∥∥∥
1

]
. (4.38)

To calculate the above expectation, we give the PDF of Rk in the following lemma.

Lemma 4.3 ([6, Lemma 3]) The PDF of Rk is given by

fRk (x) =
{

2πλk
Sk

x exp
(−πΞ (PkMk)

−δ x2
)
, x ≤ Dk,

0, x > Dk .
(4.39)

Averaging over Rk using Eq. (4.39) completes the proof.

A.2 Proof of Properties 4.1–4.7

i. Property 4.1: For the case {Mj} = M, {φj} = φ and λu 
 λj, ∀j ∈ K , Aj → 1 as
τ → 0; ϒk and QMk

can be reexpressed as ϒk = Ξ
(PkM)δ

ϒ̃0, and QMk
= Ξ

(PkM)δ
Q̃M ,

where both ϒ̃0 and Q̃M are independent of Pj, λj and k. SinceDk → ∞ as τ → 0, by

omitting the term
∑m

l=0
π le−πϒkD

2
k

l!D−2l
k ϒ−l

k
from Eq. (4.14) and substituting in ϒk , QMk

along

with Sε=0
k = λk(PkM)δ

Ξ
, we obtain



Appendices 81

P int,ε=0
c,k =

M−1∑
m=0

1

πmϒ̃m+1
0

∥∥∥Q̃m
M

∥∥∥
1
, ∀k ∈ K (4.40)

which is obviously independent of Pj, λj and k.
ii. Property 4.2: To complete the proof, we first give the following lemma.

Lemma 4.4 The connection probability of a UE associated with tier k satisfies

P int,B
c,k (βt) ≤ P int

c,k ≤ P int,B
c,k (ϕkβt), (4.41)

P int,B
c,k (β) = λk

Sk

Mk∑
m=1

(
Mk

m

)
(−1)m+1

ϒ̂k,mβ

(
1 − e−πϒ̂k,mβD2

k

)
. (4.42)

where ϕk � (Mk!)−
1
Mk and the value of ϒ̂k,mβ equal to that of ϒk at βt = mβ.

Proof Recalling Eq. (4.13), since ‖hb‖2 ∼ �(Mk, 1), we have P
{‖hb‖2 ≥ x

} = 1 −∫ x
0

e−vvMk−1

(Mk−1)! dv, which equals to 1 − 1
�(1+1/t)

∫ z
0 e

−vt dv with t = 1/Mk and z = xMk .
Then according to Alzer’s inequality [12], we obtain the following relationship

1 − (
1 − e−x

)Mk ≤ P
{‖hb‖2 ≥ x

} ≤ 1 − (
1 − e−ϕkx

)Mk
. (4.43)

Substituting Eq. (4.43) intoP int
c,k = ERkEIo

[
P
{‖hb‖2 ≥ sIo

}]
yields Eq. (4.41). �

As τ → ∞, we have Ak → 0 for k ∈ K . Accordingly, we obtain ϒk = Ξ
(PkMk)δ

,

which becomes independent of βt , and so does ϒ̂k,mβ . This implies P int,B
c,k (βt) =

P int,B
c,k (ϕkβt) = P int

c,k . Substituting Eq. (4.5) into Eq. (4.42), P int
c,k can be finally

reduced to
∑Mk

m=1

(Mk

m

)
(−1)m+1 = 1, which completes the proof.

iii. Property 4.3: Considering Pj,1 → 0, ∀j �= 1, we have Sj → 0 and Aj → 0,

and accordingly ϒ1 ∝ λ1A1, ϒj ∝ λ1A1Pδ
1,j, and

∥∥Qm
M1

∥∥
1

∝ (λ1A1)
m,

∥∥∥Qm
Mj

∥∥∥
1

∝
(λ1A1Pδ

1,j)
m.We see that, bothD1 andϒj goes to infinite asPj,1 → 0, then by omitting

the exponential term from Eq. (4.14), and combined with the above observations,

we obtainP int
c,1 ∝ η1 � 1

S1A1
andP int

c,j ∝ ηj � λj,1P
2/α
j,1

SjA1
. From Eqs. (4.5) and (4.9), we

can readily see that both 1
S1A1

and λj,1

SjA1
monotonically increase on τ and λl, ∀l �= 1,

while decrease on λu, which completes the proof.
iv. Property 4.4: Similar to the proof for Property 4.2, we have P int

c,1 ∝ η1 and
P int

c,j ∝ ηj as Pj,1 � 1. Since P1 increases S1, A1 and P1Sj, we see that both η1 and ηj

decrease onP1. AsP1 → ∞, we obtain S1 → 1,A1 → 1 − e− λu
λ1 and ηj → λ1

A1
M−2/α

j,1 ,

and it is clear thatP int
c,k , ∀k ∈ K , is independent of P1, which completes the proof.

v. Property 4.5: We obtain the monotonicity of ξk and ψk on λe, τ , and φk from
Eq. (4.23): (1) Both ξk andψk are independent of λe; (2)ψk monotonically decreases
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on τ and φl, ∀l ∈ K \k, while ξk is independent of τ and φl; (3) Both ξk and ψk

monotonically decrease on φk; (4) ψk monotonically increases on λu, while ξk is
independent of λu. Combining these results directly completes the proof.

vi. Property 4.6: Considering Mj,k → 0, we have (1 + ξkβe)
1−Mk ≈ e−(φ−1

k −1)βe

and Aj → 0, then we obtain 1 − P int,o
s,k ∝ λe(Mk−1)

λkAkCα,Mk
. We can prove that Mk−1

λkAkCα,Mk

monotonically decreases on Mk while increases on λk , which completes the proof.
vii. Property 4.7: For an extremely large Pk , we have 1 − P int,o

s,k ∝ χk � λe
λkAk

and

1 − P int,o
s,j ∝ χj � λeP

2/α
j,k

λjAk
, ∀j �= k. We can prove both χk and χj decrease on Pk , i.e.,

P int,o
s,j increases on Pk . As Pk → ∞, we have Ak → 1 − e− λu

λk , such thatP int,o
s,k tends

to be constant. Besides, we have limPk→∞ χj = 0, which yields limPk→∞ P int,o
s,j = 1.

A.3 Proof of Theorem 4.2

Applying the PGFL over PPP along with the Jensen’s inequality yields

P int
s,k = EΦ1 · · · EΦK

[
exp

(
− 2πλe

∫ ∞

0
P
{
SIRe,k ≥ βe|Φ1, · · · , ΦK

}
rdr

)]

≥ exp

(
−2πλe

∫ ∞

0
P
{
SIRe,k ≥ βe

}
rdr

)
. (4.44)

Let Ie = Ibe +∑
j∈K Ije andκ = rα

beβe

φkPk
, andwecalculateP{SIRe,k > βe} as follows

P{SIRe,k > βe} = P

{∣∣hTbewb

∣∣2 > κIe
}

(h)= EIe

[
e−κIe

] = LIe(κ), (4.45)

where Eq. (h) holds becauseU �
∣∣hTbewb

∣∣2 ∼ Exp(1) is independent of Ie. Note that,
U is also independent of V � ‖hTbeW b‖2 ∼ �(Mk − 1, 1) due to the orthogonality
of wb and W b. Similar to Eq. (4.28), the Laplace transform of Ie can be expressed as

LIe(κ) = LIbe(κ)
∏
j∈K

LIje(κ). (4.46)

We first calculate LIbe(κ) as

LIbe(κ) = EIbe

[
e−κIbe

] =
∫ ∞

0
e−ξkφkPkr

−α
be κvfV (v)dv = (

1 + ξkφkPkr
−α
be κ

)1−Mk
,

where the last equality is obtained by invoking fV (v) = vMk−2e−v

�(Mk−1) and using
Eq. [10, (3.326.2)]. We then obtain LIje(κ) from Eq. [9, (8)], which is given by
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LIje(κ) = exp
(−πλo

j Cα,Mj (ξjφjPjκ)δ
)
. (4.47)

Substituting LIbe(κ) and Eq. (4.47) into Eq. (4.45) yields

P{SIRe,k ≥ βe} = e−κN0e−π
∑

j∈K AjλjCα,Mj (ξjφjPjκ)δ

(1 + ξkβe)
Mk−1 . (4.48)

Plugging Eq. (4.48) with κ = rα
beβe

φkPk
into Eq. (4.44), we obtain the lower bound

P int,L
s,k .

Next, we derive the upper bound P int,U
s,k by only considering the nearest Eve to

the serving BS. Given a serving BS located at b in tier k and the nearest Eve located
at e, we have

P int,U
s,k =

∫ ∞

0
P{SIRe,k < βe}frbe(r)dr, (4.49)

where frbe(r) = 2πλere−πλer2 and P{SIRe,k < βe} = 1 − P{SIRe,k ≥ βe} can be
directly obtained from Eq. (4.48). Calculating the integral completes the proof.

A.4 Proof of Propositions 4.1 and 4.2

i. Proposition 4.1: Substituting α = 4 and Mk = 2 into Eq. (4.23) yields

P int,o
s,k (βe,k) = 1 − λe(ξkβe,k)

−1/2

ψk(1+ξkβe,k)
. Let x � (ξkβr,k)

1
2 . We obtain a cubic equation

x3 + x − λe
ψk(1−ε)

= 0 fromP int,o
s,k (βe,k) = ε. Solving it with Cardano’s formula [13]

completes the proof.
ii. Proposition 4.2: As limM→∞

(
1 + x

M

)−M = e−x, we have P int,o
s,k (βe,k) =

1 − λee
−(φ

−1
k −1)βe,k

ψkβ
δ
e,k

. Let 1−φk

φk
βe,k → x and e

α
2 x → y.Weobtain yy = eθ fromP int,o

s,k (βe,k) =
ε with θ � α

2
1−φk

φk

(
(1−ε)ψk

λe

)− α
2
. The solution is y = θ

W (θ)
, which yields β�

e,k .
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Chapter 5
Physical Layer Security in Heterogeneous
Ad hoc Networks with Full-Duplex Receivers

Abstract In this chapter,we study the benefits of full-duplex (FD) receiver jamming.
It enhances the physical layer security of a two-tier heterogeneous wireless ad hoc
network, in which each tier is deployed with a large number of pairs of a single-
antenna transmitter and a multiple-antenna receiver. The receivers in the underlying
tier work in the half-duplex (HD) mode and those in the overlaid tier work in the FD
mode. We provide a comprehensive performance analysis and network design under
a stochastic geometry framework. Specifically, we consider the scenarios where each
FD receiver uses single- and multiple-antenna jamming, and analyze the connection
probability and the secrecy outage probability of a typical FD receiver with accurate
expressions and more tractable approximations provided. We further determine the
optimal density of the FD tier that maximizes network-wide secrecy throughput
subject to constraints including the given dual probabilities and the network-wide
throughput of theHD tier.Numerical results are demonstrated to verify our theoretical
findings, and show that network-wide secrecy throughput is significantly improved
by properly deploying the FD tier.

5.1 Introduction

In the previous two chapters, we see that to improve transmission secrecy, AN aided
signaling is an efficient way to degrade eavesdroppers’ wiretapping ability. However,
this scheme relies on the multiple antennas equipped at the transmitters. In many
applications, such as in an uplink transmission, or in ad hoc networks, a mobile
terminal/sensor is usually equipped with only one single antenna, subject to the
physical size of the terminal and the sensors’ cost. In these scenarios, it is still
challenging to protect information from eavesdropping.

Fortunately, as we have already indicated in Sect. 1.4.3, the recent progress of
developing in-band FD radios raises the possibility of enhancing network security
in the aforementioned scenarios. using a more powerful FD data collection station
provides extra degrees of freedom to protect information delivery, e.g., radiating
jamming signals to degrade eavesdroppers while receiving desired signals simulta-
neously. In particular, when the FD receiver is equipped with multiple antennas, it

© The Author(s) 2016
H.-M. Wang and T.-X. Zheng, Physical Layer Security in Random
Cellular Networks, SpringerBriefs in Computer Science,
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provides us with potential benefits not only in alleviating SI but also in designing
jamming signals. However, the works we mentioned in Sect. 1.4.3 are confined to
a point-to-point scenario. When considering a random wireless network, analyzing
the influence of FD radios on network security becomes much more sophisticated
due to the presence of not only the mutual interference between nodes but also the
self-interference.

In this chapter, we investigate the FD receiver jamming scheme in enhancing the
physical layer security of a two-tier heterogeneous wireless ad hoc network, where
in each tier deployed a large number of pairs of a single-antenna transmitter and a
multiple-antenna receiver. In the underlying tier, the transmitter sends unclassified
information, and each receiver works in the HD mode receiving the desired signal.
In the overlaid tier, the transmitter deliveries confidential information in the presence
of randomly located eavesdroppers, and the receiver works in the FDmode radiating
jamming signals to confuse eavesdroppers and receiving the desired signal simulta-
neously. For convenience, we name the two tiers the HD tier and the FD tier in this
chapter. The reasons why we consider this model are

• This model characterizes a practical communication scenario where a security-
oriented network is newly deployed over an existing network that has no security
requirement, e.g., an unlicensed security secondary tier in an underlay cognitive
radio network should make its interference to the primary tier under control to
guarantee smooth communications for the latter.

• This is a more general ad hoc model that incorporates communications with and
without security requirements. The secure decentralized ad hoc network models
discussed in [1, 2] are just special cases of our model when we simply put aside
the HD tier.

• In addition, investigating the achievable performances in such a two-tier heteroge-
neous network facilitates us to gain a better understanding of the interplay between
the classified and unclassified networks, and to evaluate the impact of FD jamming
to an existing communication network without security constraint.

In the following sections, we will first analyze the connection probability and the
secrecy outage probability of a typical FD receiver, and provide accurate integral
expressions as well as analytical approximations for the given metrics; then we will
optimize the deployment density of the FD tier to maximize network-wide secrecy
throughput subject to constraints including the connection probability, the SOP, and
the HD tier throughput.

http://dx.doi.org/10.1007/978-981-10-1575-5_1
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5.2 System Model

5.2.1 Heterogeneous Ad hoc Networks

Consider a two-tier heterogeneous wireless ad hoc network in which an existing tier
that provides unclassified services is overlaid with another deployed tier that has
classified services. In either tier, each data source (Tx) has only a single antenna
due to hardware cost, and reports data up to its paired data collection station (Rx);
each Rx is equipped with multiple antennas for signal enhancement, interference
suppression, information protection, etc. In the underlying tier, the Tx sends an
unclassified message to the Rx, and the latter works in the HD mode, using all
its antennas to receive the desired signal. In the overlaid tier, the Tx deliveries a
confidential message to its Rx in the presence of randomly located eavesdroppers,
and the Rx works in the FD mode, simultaneously using part of its antennas to
receive the desired signal and using the remaining to radiate jamming signals to
confuse eavesdroppers. An illustration of a network snapshot is depicted in Fig. 5.1.

Wemodel the locations of HDRxs, FDRxs, and eavesdroppers according to inde-
pendent homogeneous PPPs Φh with density λh, Φf with density λf , and Φe with
density λe, respectively. We further use Φ̂h and Φ̂f to denote the sets of locations of
the Txs in the HD and FD tiers, which also obey independent PPPs with densities

Fig. 5.1 An illustration of a two-tier heterogeneous Ad hoc network consisting of both HD and
FD tiers. Each HD (FD) Rx receives data from an intended Tx. The ongoing transmission between
the FD Tx-Rx pair is overheard by randomly located eavesdroppers (Eves)
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λh and λf according to the displacement theorem [3, p. 35]. Wireless channels are
assumed to undergo a large-scale path loss governed by the exponent α > 2 along
with flat Rayleigh fading with fading coefficients independent and identically dis-
tributed (i.i.d.) obeying CN(0, 1). We assume that in both tiers each Rx knows the
ICSI of its paired Tx as well as the SCSI of eavesdroppers.

5.2.2 Signal Model

Consider a typical Tx-Rx pair in the FD tier and place the Rx at the origin o of the
coordinate system. The received signal of the typical FD Rx is given by

yf =
√
Pf f ôosf ,ô

Dα/2
f︸ ︷︷ ︸

desired signal

+√
PtFoovo︸ ︷︷ ︸

SI

+
∑

ẑ∈Φ̂h

√
Phf ẑosh,ẑ

Dα/2
ẑo

︸ ︷︷ ︸
HD tier undesired

+
∑

ẑ∈Φ̂f \ô

⎛
⎝
√
Pf f ẑosf ,ẑ

Dα/2
ẑo

+
√
PtFzovz

Dα/2
zo

⎞
⎠

︸ ︷︷ ︸
FD tier undesired and jamming signals

+ nf , (5.1)

where sf ,ẑ (sh,ẑ) denotes the signal from the Tx at ẑ in the FD (HD) tier with
E[|sf ,ẑ|2] = 1 (E[|sh,ẑ|2] = 1); vz ∈ C

Nt×1 denotes a jamming signal vector from the
FD Rx at z with E[‖vz‖2] = 1; n denotes thermal noise; Pf (Ph) and Pt denote
the transmit powers of the Tx in the FD (HD) tier and of an FD Rx, respectively;
f xy ∈ C

(Nf −Nt)×1 (Fxy ∈ C
(Nf −Nt)×Nt ) denotes the small-scale fading coefficient vector

(matrix) of the channel from the node at x to the FD Rx at y (Foo denotes the self-
interference (SI) channel related to the residual SI after passive SI suppression like
antenna isolation). Note that, due to the fixed Tx-Rx pair separation distanceDf ,Dẑo

and Dzo in Eq. (5.1) are not independent and Dẑo =
√
D2

zo + D2
f − 2DzoDf cos θz,

where angle θz is uniformly distributed in [0, 2π ]. As can be seen in subsequent
analysis, this correlation makes it challenging to derive tractable results for involved
performance metrics.

As to an HD Rx located at b, since it suffers no SI, the received signal is

yh =
√
Phhb̂bsh,b̂

Dα/2
h

+
∑

ẑ∈Φ̂h\b̂

√
Phhẑbsh,ẑ

Dα/2
ẑb

+
∑

ẑ∈Φ̂f

⎛
⎝
√
Pf hẑbsf ,ẑ

Dα/2
ẑb

+
√
PtHzbvz

Dα/2
zb

⎞
⎠+ nh,

(5.2)

where hxy ∈ C
Nh×1 (Hxy ∈ C

Nh×Nt ) denotes the small-scale fading coefficient vector
(matrix) of the channel from the node at x to the HD Rx at y.

Similarly, for an eavesdropper located at e that is intended to wiretap the data
transmission from the typical Tx to the typical FD Rx, the received signal is

ye =
√
Pf gôesf ,ô

Dα/2
ôe

+
√
PtGoevo

Dα/2
oe

+
∑

ẑ∈Φ̂h

√
Ph gẑesh,ẑ

Dα/2
ẑe

+
∑

ẑ∈Φ̂f \ô

⎛
⎝
√
Pf gẑesf ,ẑ

Dα/2
ẑe

+
√
PtGzevz

Dα/2
ze

⎞
⎠+ ne, (5.3)
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with gxe ∈ C
Ne×1 (Gxe ∈ C

Ne×Nt ) the fading coefficient vector (matrix) of the link
from the node at x to the eavesdropper at e.

5.2.3 Performance Metrics

As presented in previous chapters, we consider a non-colluding wiretap scenario and
use the Wyner’s wiretap codes. The connection probability of a typical FD Rx is
defined as the probability that the SINR of the FD Rx lies above an SINR threshold
βt � 2Rt − 1 with Rt the transmission rate, i.e.,

Pt � P{SINRf > βt}. (5.4)

Similarly, the connection probability of an HD Rx is defined by Pc � P{SINRh >

βc}, where βc � 2Rc − 1 with Rc the corresponding transmission rate.
The SOP is defined as the complement of the probability that the SINR of an

arbitrary eavesdropper at e, denoted by SINRe, lies below an SINR threshold βe �
2Re − 1 with Re the redundant rate, i.e.,

Pso � 1 − EΦe

[∏
e∈Φe

P {SINRe < βe|Φe}
]

. (5.5)

In this chapter, we focus on the network-wide secrecy throughput under a con-
nection probability Pt(βt) = σ and a secrecy outage probability Pso(βe) = ε, i.e.,

Ts � λf σR
∗
s = λf σ

[
R∗
t − R∗

e

]+ = λf σ
[
log2

(
1 + β∗

t

)− log2
(
1 + β∗

e

)]+
, (5.6)

where R∗
t � log2(1 + β∗

t ), R
∗
e � log2(1 + β∗

e ) and R∗
s = R∗

t − R∗
e denote the trans-

mission rate, redundant rate, and confidential information rate at a Tx in the FD tier,
with β∗

t and β∗
e satisfyingPt(β

∗
t ) = σ and Pso(β

∗
e ) = ε, respectively.

Likewise, the network-wide throughput of the HD tier under a connection prob-
ability Pc(βc) = σc is defined by Tc � λhσcR∗

c , where R
∗
c � log2(1 + β∗

c ) with β∗
c

satisfyingPc(βc) = σc.
We emphasize that the FD tier density strikes a nontrivial tradeoff between spatial

reuse, reliable connection, and safeguarding. On one hand, increasing the density of
the FD tier establishes more communication links per unit area, potentially increas-
ing throughput; meanwhile, the increased jamming signals introduced by newly
deployed FD Rxs greatly degrade the wiretap channels. On the other hand, the addi-
tional amount of interference caused by adding new devices deteriorates ongoing
receptions, decreasing the probability of successfully connecting Tx-Rx pairs. The
overall balance of such opposite effects on secrecy throughput needs to be carefully
addressed.



90 5 Physical Layer Security in Heterogeneous Ad hoc Networks …

Therefore, in this chapter, we aim to determine the deployment of the FD tier to
achieve its maximum network-wide secrecy throughput while guaranteeing a certain
level of network-wide throughput for the HD tier. In the following sections, we
deal with network design by considering the scenarios of each FD Rx using single-
antenna jamming (Nt = 1) andmultiple-antenna jamming (Nt > 1), respectively. For
tractability, we consider the interference-limited case by ignoring thermal noise, as
we have done in Chap.4. For ease of notation, we define δ � 2/α, and Pab � Pa/Pb

for a, b ∈ {h, f , t}.

5.3 Single-Antenna-Jamming FD Receiver

This section considers the scenario where each FD Rx uses single-antenna jamming,
i.e.,Nt = 1. Thereby, matricesF,H and G given in Eqs. (5.1)–(5.3) reduce to vectors
f , h, and g, respectively, and vector v reduces to scalar v. Without loss of generality,
we consider a typical FD Tx-Rx pair (ô, o).

To counteract SI and meanwhile strengthen the desired signal, the weight vector
wf at the FDRx’s input can be chosen according to a hybrid zero forcing andmaximal
ratio combining (ZF-MRC) criterion,

wf = fHôoUUH

‖fHôoU‖ , (5.7)

where U ∈ C
(Nf −1)×(Nf −2) is the projection matrix onto the null space of vector fHoo

and the columns of
[

fHoo
‖f oo‖ ,U

]
constitute an orthogonal basis, such that wf f oo = 0.

We first analyze the connection probability and the secrecy outage probability of
the typical FDRx in Sects. 5.3.1 and 5.3.2, respectively, and then maximize network-
wide secrecy throughput by optimizing the density of the FD tier in Sect. 5.3.3.

5.3.1 Connection Probability

In this subsection, we investigate the connection probability of the typical FD Rx.
From Eqs. (5.1) and (5.7), the SIR of the typical FD Rx is given by

SIRf = Pf ‖fHôoU‖2D−α
f

Ih + If
, (5.8)

where Ih �
∑

ẑ∈Φ̂h

Ph|wf f ẑo|2
Dα

ẑo
and If �

∑
ẑ∈Φ̂f \ô

(
Pf |wf f ẑo|2

Dα
ẑo

+ Pt |wf f zo|2
Dα

zo

)
are the aggre-

gate interferences from the HD tier and FD tier, respectively. The following theorem
provides a general expression of the connection probability.

http://dx.doi.org/10.1007/978-981-10-1575-5_4
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Theorem 5.1 The connection probability of a typical FD Rx defined in Eq. (5.4) is

Pt =
Nf −3∑
m=0

(−1)m

m!
(Dα

f βt

Pf

)m (
e−λhCα,2(Phs)δLIf

(
Dα

f βt/Pf
))(m)

, (5.9)

where LIf (s) denotes the Laplace transform of If , i.e.,

LIf (s) = exp

(
−λf

∫∞
0

(
2π − ∫ 2π

o
(1+Pf sr−α)−1dθ

1+Pts
(
r2+D2

f −2rDf cos θ
)−α/2

)
rdr

)
.

Proof Please see Appendix A.1. �

Theorem 5.1 provides an exact connection probability without requiring
time-consuming Monte Carlo simulations. A special case is that when Nf = 3, Pt

simplifies to e−λhCα,2(Phs)δLIf

(
Dα

f βt/Pf

)
. However, for the more general case, the

double integral term in LIf (s) makes computing L (m)
If

(s) quite difficult, thus mak-
ing Eq. (5.9) rather unwieldy to analyze. This motivates the need for more compact
forms, and in the following theoremwe provide closed-form lower and upper bounds
forPt .

Theorem 5.2 The connection probability Pt of a typical FD Rx is lower bounded
byPL

t and upper bounded by PU
t ; which share the same closed form given below,

PS
t = e−ΛS

f β
δ
t + e−ΛS

f β
δ
t

Nf −3∑
m=1

1

m!
m∑

n=1

(
δΛS

f β
δ
t

)n
ϒm,n, ∀S ∈ {L,U} (5.10)

ΛL
f � Cα,2

(
Pδ
hf λh +

(
1 + Pδ

tf

)
λf

)
D2

f , ΛU
f � Cα,2

(
Pδ
hf λh + 1+δ

2

(
1 + Pδ

tf

)
λf

)

D2
f andϒm,n = ∑

ψj∈comb(m−1
m−n)

∏
lij∈ψj

i=1,...,m−n

(
lij − δ(lij − i + 1)

)
.Here comb

(m−1
m−n

)
denotes

the set of all distinct subsets of the natural numbers {1, 2, . . . ,m − 1} with cardinal-
ity m − n. The elements in each subset are arranged in an increasing order with lij
the ith element of ψj . For m ≥ 1, we have ϒm,m = 1.

Proof Please see Appendix A.2. �

Considering a practical need of a high level of reliability, we focus on the large
probability region in which PS

t → 1 for S ∈ {L,U}, and provide a much simpler
approximation for PS

t in the following corollary.

Corollary 5.1 In the large probability region, i.e.,Pt → 1, PS
t approximates to

PS
t ≈ 1 − ΛS

f β
δ
t Kα,Nf −2, ∀S ∈ {L,U} (5.11)

where Kα,N = 1 +∑N−1
m=1

1
m!
∏m−1

l=0 (l − δ).
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Proof We see from Eq. (5.10) that PS
t → 1 as ΛS

f → 0. Here, ΛS
f → 0 reflects

all cases of system parameters such as Df , λf and λh that may lead to a large
PS

t . A reasonable case of ΛS
f → 0 is but is not limited to that the Tx-Rx pair dis-

tance is much less than the average distance between any two Txs (or between two
Rxs), i.e., D2

f λf ,D2
f λh � 1. Using the first-order Taylor expansion with Eq. (5.10)

around ΛS
f = 0 and discarding the high order terms Θ

((
ΛS

f

)2)
, we complete the

proof. �

The given bound results are shown in Fig. 5.2,wherewe see in the large probability
region lower bound PL

t is tight to the exact Pt from Monte Carlo simulations.
Therefore in subsequent analysis, we focus on the lower bound PL

t instead of Pt .
Likewise, since the connection probabilityPc of a typical HDRx shares a similar

form asPt , we can obtain an approximation forPc in the large probability region,
which is provided by the following corollary.

Corollary 5.2 DefineΛh � Cα,2

(
λh +

(
Pδ
fh + Pδ

th

)
λf

)
D2

h. In the large probability

region, the connection probability Pc of a typical HD Rx is approximated by

Pc ≈ 1 − Λhβ
δ
cKα,Nh . (5.12)

5.3.2 Secrecy Outage Probability

This subsection investigates the secrecy outage probability Eq. (5.5) which cor-
responds to the probability that a secret message is decoded by at least one
eavesdropper.

Fig. 5.2 Connection
probability versus λf , with
Pt = 0dBm, Nt = 1, and
βt = 1. Unless specified
otherwise, we set α = 3.5,
Pf = Ph = 0dBm, Nh = 4,
λh = 10−3 and
Df = Dh = 1
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We consider aworst-casewiretap scenariowhere each eavesdropper hasmultiuser
decoding ability and adopts a successive interference cancellation minimum mean
square error (SIC-MMSE) receiver [4]. The eavesdropper located at e is able to
decode and cancel undesired information signals and uses the MMSE detector

we = R−1
e gôe, (5.13)

where Re � Pt goeg
H
oeD

−α
oe +∑

z∈Φf \o Pt gzeg
H
zeD

−α
ze , to aggregate the desired confi-

dential signal. The resulting SIR is given by

SIRe = Pf gHôeR
−1
e gôeD

−α
ôe . (5.14)

Theorem 5.3 The secrecy outage probability Pso of a typical FD Rx is

Pso = 1 − exp

(
−λe

Ne−1∑
n=0

min(n,1)∑
i=0

Bn−i

(n − i)!
∫ ∞

0
Qi(r)r

2(n−i)e−Br2rdr

)
, (5.15)

where B � Cα,2λf
(
Ptf βe

)δ
, and Qi(r) = ∫ 2π

0

(
Ptf βe

(
r/
√

r2+D2
f −2rDf cos θ

)α)i

1+Ptf βe

(
r/
√

r2+D2
f −2rDf cos θ

)α dθ .

Proof Please see Appendix A.3. �

In a wireless ad hoc network, a Tx is generally a simple low-power node and
has very short coverage, e.g., a sensor. To guarantee a reliable communication, the
distance Df is usually set small. In view of this, we resort to an asymptotic analysis
by considering Df → 0, and give a simple approximation for Pso in Corollary 5.3.
Nevertheless, as can be seen in Fig. 5.3, Corollary 5.3 applies more generally, and

Fig. 5.3 Secrecy outage
probability versus λe, with
Pt = 10dBm, Ne = 4,
λf = 10−3 and βe = 1
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Eq. (5.16) is accurately approximate for quite a wide range ofDf . This illustrates the
rationality of the given hypothesis. Hereafter, we focus on the caseDf → 0 forPso.

Corollary 5.3 In the small Df regime, i.e., Df → 0,Pso in Eq. (5.15) approximates

P◦
so = 1 − e

−πλe

(
Ne−1+ 1

1+Ptf βe

)
/(Cα,2λf Pδ

tf β
δ
e ). (5.16)

Proof As Df → 0, Qi(r) = 2π(Ptf βe)
i

1+Ptf βe
. Substituting Qi(r) into Eq. (5.15) and using

formula
∫∞
0 r2(n−i)e−Arrdr = (n−i)!

An−i+1 , we complete the proof. �

Figure5.4 shows thatP◦
so is quite close to the exact results of Monte Carlo simu-

lations. Secrecy outage probability increases as either the number of eavesdropper’s
antennas or the density of eavesdroppers increases. To reduce it, we should better
deploy more FD jammers to confuse eavesdroppers.

If the eavesdroppers are equipped with a large number of antennas, i.e.,Ne → ∞,
P◦

so reduces to

Pso = 1 − e−(πλeNe)/(Cα,2λf Pδ
tf β

δ
e ). (5.17)

We see that Pso increases as α increases, since for more severe path loss, jamming
signals have undergone stronger attenuation before they arrive at eavesdroppers.

5.3.3 Network-Wide Secrecy Throughput

In this subsection, we aim to maximize Ts by optimizing λf under a guarantee that
Tc lies above a target throughput Tc. This optimization problem is formulated as

Fig. 5.4 Secrecy outage
probability versus λf , with
Pt = 20dBm, Nt = 1 and
βe = 1
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max
λf

Ts, s.t. Tc ≥ Tc. (5.18)

According to the definition in Eq. (5.6), we should first calculate β∗
t and β∗

e from
Pt(βt) = σ andPso(βe) = ε, respectively. In general, the analytical expressions of
the exact β∗

t and β∗
e are unavailable due to the complexity of Eqs. (5.9) and (5.15);

we can only numerically calculate β∗
t and β∗

e , which makes solving problem (5.18)
extremely difficult. To facilitate the analysis and provide useful insights into network
design, we resort to some approximate results of the connection and secrecy outage
probabilities.

First, to ensure a high level of reliability, the connection probability σ is expected
to be large, which allow us to use Eq. (5.11) to calculate β∗

t .

Lemma 5.1 In the large σ regime, i.e., σ → 1, βt that satisfiesPt(βt) = σ is

β∗
t =

⎛
⎝ 1 − σ

Cα,2D2
f Kα,Nf −2

(
Pδ
hf λh + (1 + Pδ

tf )λf

)
⎞
⎠

α
2

. (5.19)

Proof From Corollary 5.1, we obtain Eq. (5.19) by solving 1 − ΛL
f β

δ
t

Kα,Nf −2 = σ . �
Second, considering the scenario of large-antenna eavesdroppers, i.e., Ne 
 1,

we have the following lemma to calculate β∗
e .

Lemma 5.2 In the large Ne regime, βe that satisfies Pso(βe) = ε is given by

β∗
e = 1

Ptf

(
πλeNe

Cα,2λf ln 1
1−ε

) α
2

. (5.20)

Proof From Eq. (5.17), we obtain Eq. (5.20) by solving

1 − e
−πλeNe/

(
Cα,2λf Pδ

tf β
δ
e

)
= ε. �

Having obtained β∗
t and β∗

e , we reform problem (5.18) as follows

max
λf

Ts = σ

ln 2

[
F(λf )

]+
, s.t. 0 < λf ≤ λU

f , (5.21)

where F(λf )=λf ln
1+X(1+Yλf )

−α/2

1+Zλ
−α/2
f

, λU
f � (1−σc)/(Cα,2D2

hKα,Nh)(2
Tc/(λhσc)−1)

−δ−λh

Pδ
th+Pδ

fh
is given

fromTc = λhσc log2(1 + β∗
c ) = Tc in Eq. (5.18), andX �

(
1−σ

Cα,2D2
f Kα,Nf −2Pδ

hf λh

) α
2

,Y �
1+Pδ

tf

Pδ
hf λh

and Z � 1
Ptf

(
πλeNe

Cα,2 ln 1
1−ε

) α
2
. To achieve a positive Ts in Eq. (5.21), F(λf ) > 0,

i.e., X(1 + Yλf )
−α/2 > Zλ

−α/2
f must be guaranteed, and thus we have λf > λL

f �
1/
(
(X/Z)δ − Y

)
and (X/Z) > Y

α
2 , which further yields
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(1 − σ) ln
1

1 − ε
> πλeNeD

2
f Kα,Nf −2

(
1 + P−δ

tf

)
, (5.22)

i.e., a large σ and a small ε might not be simultaneously promised. Consider the case
that a positive Ts exists, i.e., λf > λL

f , problem (5.21) is then equivalent to

max
λf

F(λf ), s.t. λL
f < λf ≤ λU

f . (5.23)

In the following theorem, we prove the quasi-concavity [5, Sect. 3.4.2] of F(λf ) on
λf in the range (λL

f ,∞), and derive the optimal λf that maximizes F(λf ) (or Ts).

Theorem 5.4 The optimal λf that maximizes Ts is

λ∗
f =

{
min(λ�, λU

f ), (X/Z) > Y
α
2 and λL

f ≤ λU
f ,

∅, otherwise,
(5.24)

where λ� is the unique root of the following equation,

ln
f1(λ)

f2(λ)
+

α
2 f1(λ)[f2(λ) − 1] − α

2λ[f1(λ) − f2(λ)]Y
f1(λ)f2(λ)(1 + λY)

= 0, (5.25)

with f1(λ) = 1 + X(1 + Yλ)− α
2 and f2(λ) = 1 + Zλ− α

2 . The left-hand side (LHS) of
Eq. (5.25) is first positive and then negative; thus, the value of λ� can be efficiently
calculated using the bisection method. Here, λ∗

f = ∅ means no λf can produce a
positive Ts under a given pair (σ, ε).

Proof Please see Appendix A.4. �

This theorem solves the network-wide secrecy throughput maximization problem
Eq. (5.18). Substituting the optimal λ∗

f into Eq. (5.21) yields the maximum T ∗
s ,

Fig. 5.5 Relationship
between the maximum T ∗

s
and σ and ε. In the dark blue
areas, there is no positive Ts
that simultaneously satisfies
connection and secrecy
outage probabilities
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which is shown in Fig. 5.5. Just as analyzed previously, only those σ and ε that
satisfy Eq. (5.22) can yield a positive T ∗

s . We see that T ∗
s initially increases in σ

and then decreases in it. The underlying reason is, too small aσ corresponds to a small
probability of successful transmission, whereas too large a σ limits the transmission
rate; either aspect results in a small T ∗

s , as can be seen from Eq. (5.6).

5.4 Multi-antenna Jamming FD Receiver

In this section, we consider the scenario of the FD Rx using multiple-antenna jam-
ming. Thanks to the extra degrees of freedom provided by multiple jamming anten-
nas, each FDRx is able to inject jamming signals into the null space of the SI channel
such that SI will not leak out to the Rx’s input, and MRC reception can be simply
adopted at the input for the desired signal. This ismotivated by the idea ofAN scheme
investigated in the previous chapters.

Specifically, we first use MRC reception at the input of the typical FD Rx, the

weight vector of which can be obtained from Eq. (5.1), i.e., w̃f = fHôo
‖f ôo‖ . Here we use

superscript˜to distinguish themultiple-antenna jamming case from the single-antenna
jamming case. We then design the jamming signal vo as vo = F̃oṽo, where ṽo ∈
C

Nj×1 is an Nj-stream jamming signal vector with i.i.d. entries ṽi ∼ CN
(
0, 1/Nj

)
and Nj ≤ Nt − 1, F̃o ∈ C

Nt×Nj is the projection matrix onto the null space of vector
(
w̃fFoo

)H
such that the columns of

[
(w̃fFoo)

H

‖w̃fFoo‖ , F̃o

]
constitute an orthogonal basis, i.e.,

w̃fFoovo = 0. In thisway, SI is completely eliminated in the spatial domain.Note that,
ṽo includes but is not limited to an Nt − 1-stream signal vector. Although Nt − 1-
dimension null space should better be injected with jamming signals to confuse
eavesdroppers in a point-to-point transmission [6], there is no general conclusion
from the network perspective, since jamming signals impair not only eavesdroppers
but also legitimate users.

5.4.1 Connection Probability

From the above discussion, the SIR of the typical FD Rx can be obtained from
Eq. (5.1),

S̃IRf = Pf ‖f ôo‖2D−α
f

Ĩh + Ĩf
, (5.26)

where Ĩh �
∑

ẑ∈Φ̂h

Ph|w̃f f ẑo|2
Dα

ẑo
and Ĩf �

∑
ẑ∈Φ̂f \ô

(
Pf |w̃f f ẑo|2

Dα
ẑo

+ Pt‖w̃fFzoF̃z‖2
NjDα

zo

)
are the

aggregate interferences from theHDandFD tiers, respectively. SubstitutingEq. (5.26)
into Eq. (5.4) produces the connection probability of the typical FD Rx, denoted
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by P̃t . In the following theorem, we provide a tight and more tractable lower
bound for P̃t .

Theorem 5.5 The connection probability P̃t of an FD Rx is lower bounded by

P̃L
t = e−Λ̃L

f β
δ
t

⎛
⎝1 +

Nf −Nt−1∑
m=1

1

m!
m∑

n=1

(
δΛ̃L

f β
δ
t

)n
ϒm,n

⎞
⎠ , (5.27)

where Λ̃L
f � Cα,2D2

f λf

(
Pδ
hf

λh
λf

+ 1 + Cα,Nj+1

Cα,2

(
Ptf

Nj

)δ
)

and ϒm,n is defined in

Eq. (5.10).

Proof The proof simply follows from Appendix A.2; the only difference lies in
computing LIf (s) by realizing that ‖w̃fFzoF̃z‖2 ∼ �(Nj, 1). �

To further facilitate the analysis, an approximation for P̃t is provided by the
following corollary.

Corollary 5.4 In the large connection probability region, i.e., P̃t → 1, P̃t is
approximated by

P̃t ≈ 1 − Λ̃f β
δ
t Kα,Nf −Nt , (5.28)

where Λ̃f = Λ̃L
f and Kα,N has been defined in Corollary 5.1.

Figure5.6 shows that the result in Eq. (5.28) approximates to the exact connection
probability P̃t provided byMonte Carlo simulations.We see that P̃t greatly reduces
as the number Nt of jamming antennas increases. In addition, P̃t suffers a slight
decrease when the number Nj of jamming signal streams increases. This implies
when the value of Nt is fixed, P̃t is less insensitive to the value of Nj.

Fig. 5.6 Connection
probability versus Nt , with
Pt = 20dBm, Nf = 8,
λf = 10−3 and βt = 1
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Following similar steps in Corollary 5.4, an approximation for the connection
probability P̃c of an HD Rx in the large connection probability region can be
obtained.

Corollary 5.5 Let Λ̃h = Cα,2λhD2
h + Cα,2Pδ

fhλf D2
h + Cα,Nj+1

(
Pth/Nj

)δ
λf D2

h. In the

large probability region, i.e., P̃c → 1, connection probability P̃c approximates to

P̃c ≈ 1 − Λ̃hβ
δ
cKα,Nh . (5.29)

5.4.2 Secrecy Outage Probability

Similar to Eq. (5.13), the weight vector of the eavesdropper located at e is given by

w̃e = R̃
−1
e gôe, (5.30)

where R̃e � PtGoeF̃oF̃
H
o G

H
oe

NjDα
oe

+∑
z∈Φf \o

PtGzeF̃zF̃
H
z G

H
ze

NjDα
ze

; the resulting SIR is

S̃IRe = Pf gHôeR̃
−1
e gôeD

−α
ôe . (5.31)

Due to the presence of multiple-stream jamming signals, deriving SOP requires
using the integer partition theory [7]. We describe the integer partitions of a positive
integer k via an integer partition matrix Pk . For example, P4 is given by

P4 =

⎡
⎢⎢⎢⎢⎣

4
3 1
2 2
2 1 1
1 1 1 1 1

⎤
⎥⎥⎥⎥⎦

. (5.32)

In the following, we denote |ξk| as the number of rows of Pk , and ξi,j,k , |ξj,k|, φi,j,k

and |φj,k| as the ith entry, the number of entries, the number of the ith largest entry
and the number of non-repeated entries in the jth row of Pk , respectively. Recalling
Eq. (5.5), we provide a closed-form expression for P̃so in the following theorem.

Theorem 5.6 The SOP of a multiple-antenna jamming FD Rx is

P̃so = 1 − exp

⎛
⎜⎝− πλe

Cα,Nj+1λf

Ne−1∑

n=0

min(n,Nj )∑

i=0

(
Nj
i

) (
Ptf βe/Nj

)i−δ

(
1 + Ptf βe/Nj

)Nj

|ξn−i |∑

j=1

(−1)
|ξj,n−i ||ξj,n−i |!Ξj,n−i

⎞
⎟⎠ ,

(5.33)
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Fig. 5.7 Secrecy outage
probability versus Nj , with
Pt = 10dBm, λe = 10−4

and βe = 1

where Ξj,n =
∏|ξj,n |

m=1

∏ξm,j,n
k=1

(Nj+1−k)(k−1−δ)

k(Nj−k+δ)

∏|φj,n |
i=1 φi,j,n!

. Here, we let |ξ0| = 1, |ξj,0| = 0 and Ξj,0 = 1.

Proof Please see Appendix A.5. �

We see that P̃so is affected by the number Nj of jamming signal streams rather
than the number Nt of jamming antennas. The result in Eq. (5.33) is well verified by
Monte Carlo simulations, in Fig. 5.7. To better understand the effect ofNj on P̃so, we
investigate the asymptotic behavior of P̃so w.r.t. Nj by considering the cases Nj = 1
and Nj → ∞, respectively.

Corollary 5.6 When Nj = 1, P̃so equals to as the one given in Eq. (5.16).

Proof Substituting Nj = 1 into Ξj,n−i, we have Ξj,n−i = 0 for j < |ξn−i|. Since
the |ξn−i|th integer partition of n − i (i.e., the last row of Pn−i) must be n − i
ones, we have |φ|ξn−i|,n−i| = 1 and |ξ|ξn−i|,n−i| = φ1,|ξn−i|,n−i. Therefore, the term∑|ξn−i|

j=1 (−1)|ξj,n−i||ξj,n−i|!Ξj,n−i reduces to (−1)|ξ|ξn−i |,n−i||ξ|ξn−i|,n−i|!Ξ|ξn−i|,n−i = 1,
substituting which into Eq. (5.33) completes the proof. �

Corollary 5.6 implies emitting a single-stream jamming signal via multiple anten-
nas has the same effect as single-antenna jamming in confusing eavesdroppers.

Corollary 5.7 As Nj → ∞, P̃so in Eq. (5.33) tends to the following constant value

1 − exp

⎛
⎝− λe

�(1 − δ)λf

Ne−1∑
n=0

n∑
i=0

e−Ptf βe

i!(Ptf βe)δ−i

|ξn−i |∑
j=1

|ξj,n−i|!∏|ξj,n−i |
m=1

∏ξm,j,n−i

k=1
k−1−δ

k

(−1)|ξj,n−i |∏|φj,n−i |
i=1 φi,j,n−i!

⎞
⎠ . (5.34)

Proof Invoking lim
N→∞

�(N+δ)

�(N)Nδ = 1 and lim
N→∞

(
1 + x

N

)N = ex in Eq. (5.33) yields

Eq. (5.34). �
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Corollary 5.7 implies increasing jamming signal streams can not arbitrarily reduce
secrecy outage probability, as validated in Fig. 5.7. This is because the total power
Pt of jamming signals is limited. Conversely, if Pt → ∞, P̃so reduces to zero.

5.4.3 Network-Wide Secrecy Throughput

The network-wide secrecy throughput T̃s in multiple-antenna jamming scenario
under a connection probability P̃t(βt) = σ and an SOP P̃so(βe) = ε has the same
form as Eq. (5.6). We aim to optimize λf to maximize T̃s while guaranteeing a cer-
tain level of the HD tier throughput, i.e., T̃c ≥ Tc. Similarly to the derivations in
Sect. 5.3.3, we should first compute β∗

t and β∗
e from the equations P̃t(βt) = σ and

P̃so(βe) = ε, respectively.
Parallel to Lemmas 5.1 and 5.2, we have the following two propositions.

Proposition 5.1 In the large connection probability region, i.e., σ → 1, we have

β∗
t = (1 − σ)α/2

Dα
f K

α/2
α,Nf −Nt

(
Cα,2Pδ

hf λh + Cα,2λf + Cα,Nj+1

(
Ptf

Nj

)δ

λf )

)α/2 . (5.35)

Proof From Eq. (5.28), Eq. (5.35) is obtained by solving 1 − Λ̃f β
δ
t

Kα,Nf −Nt = σ . �

Proposition 5.2 When Ne 
 1 and Nj = 1, βe that satisfies P̃so(βe) = ε has the
same expression as the one given in Eq. (5.20).

For the more general case Nj ≥ 2, the value of β∗
e can be obtained via numerical

calculation, i.e., β∗
e = P̃−1

so (ε), where P̃−1
so (ε) is the inverse function of P̃so(βe).

In Fig. 5.8, we illustrate some numerical examples of network-wide secrecy
throughput T̃s. We see that T̃s first increases and then decreases as the FD tier
density λf increases. The value of λf should be properly chosen in order to maximize
T̃s. We also find that, T̃s improves as the number Nj of jamming signal streams
increases on the premise of a fixed number Nt of jamming antennas.

Next, we formulate the problem of maximizing T̃s as follows,

max
λf

T̃s = λf σ

ln 2

[
ln

1 + X̃(1 + Ỹλf )
−α/2

1 + P̃−1
so (ε)

]+
, s.t. 0 < λf ≤ λ̃U

f , (5.36)

where λ̃U
f � (1−σc)/(D2

hKα,Nh )(2Tc/(λhσc)−1)
−δ−Cα,2λh

Cα,2Pδ
fh+Cα,Nj+1(Pth/Nj)

δ is obtained from T̃c = Tc,

X̃ �
(

(1−σ)/(Kα,Nf −Nt )

Cα,2D2
f P

δ
hf λh

)α/2
and Ỹ � Cα,2+Cα,Nj+1(Ptf /Nj)

δ

Cα,2Pδ
hf λh

.
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Fig. 5.8 Network-wide
secrecy throughput versus λf
for different values of Nj ,
with Pt = 20dBm,
Nf = Ne = 8, Nt = 6,
λe = 10−4, σ = σc = 0.9,
ε = 0.02 and Tc = 10−3.
The dashed lines show the
values of T̃s without an HD
tier throughput constraint,
i.e., Tc = 0

For the single jamming signal stream case Nj = 1, P̃−1
so (ε) has a closed-form

expression given in Eq. (5.20), i.e., P̃−1
so (ε) = β∗

e = Z̃λ
− α

2
f with Z̃ � 1

Ptf(
πλeNe

Cα,2 ln 1
1−ε

) α
2
. Accordingly, Eq. (5.36) has the same form as Eq. (5.23). As a conse-

quence, the optimal λf that maximizes T̃s also shares the same form as Eq. (5.24),
simply with X, Y , Z and λU

f replaced by X̃ , Ỹ , Z̃ and λ̃U
f , respectively.

For the more general case Nj ≥ 2, we can only solve problem (5.36) using one-
dimension exhaustive search in the range (0, λ̃U

f ]. Since increasing the number Nj

of jamming signal streams always benefits network-wide secrecy throughput, we
should set Nj = Nt − 1. Thus, Nt − 1-dimension null space is fully injected with
jamming signals. In Figs. 5.9 and 5.10, we illustrate the optimal density λ∗

f and the

corresponding maximum network-wide secrecy throughput T̃ ∗
s , respectively.

From Fig. 5.9, we observe a general trend that the value of λ∗
f decreases as Nt

increases on the premise of the existence of a positive T̃ ∗
s . The reason behind is

twofold: on one hand, adding jamming antennas provides relief to deploying more
FD jammers to degrade the wiretap channels; on the other hand, reducing the number
of FD Tx-Rx pairs reduces network interference, thus improving the main channels.
How the value of λ∗

f is influenced by Ne depends on the specific values of λe and
Nt . For example, if each eavesdropper adds receive antennas, more FD jammers are
needed for a relatively small Nt or a small λe (see Fig. 5.9a, b, c), whereas fewer FD
jammers might be better as Nt or λe goes large (see Nt = 7 in Fig. 5.9c and Nt = 5
in Fig. 5.9d). This is because, if we continue to add FD jammers, we can scarcely
achieve a positive secrecy throughput.

In Fig. 5.10, we see that T̃ ∗
s always decreases as λe orNe increases. How the value

of T̃ ∗
s is affected by Nt depends on the specific values of λe and Ne. Specifically, for

relatively small values of λe and Ne, T̃ ∗
s decreases as Nt increases (see Fig. 5.10a).
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Fig. 5.9 Optimal density of
the FD tier versus Nt , with
Pt = 20dBm, Nf = 8,
Nj = Nt − 1,
λf = 2 × 10−3,
σ = σc = 0.9, ε = 0.02 and
Tc = 10−3. Note that λ∗

f = 0
when Nt = 2 in Fig. 5.9c and
Nt = 2, 3 in Fig. 5.9d. This
means a positive secrecy
throughput that
simultaneously satisfies the
connection and secrecy
outage probability
constraints cannot be
achieved, regardless of the
value of λf

Fig. 5.10 Maximum
network-wide secrecy
throughput versus Nt , with
Pt = 20dBm, Nf = 8,
Nj = Nt − 1,
λf = 2 × 10−3,
σ = σc = 0.9, ε = 0.02 and
Tc = 10−3

This means we should use as few jamming antennas as possible. However, as λe or
Ne increases, T̃ ∗

s first increases and then decreases as Nt increases (see Fig. 5.10b, c
and d). This implies that a modest value of Nt is required to balance improving the
main channels with degrading the wiretap channels.
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5.5 Conclusions

This chapter comprehensively studies physical layer security using FD Rx jamming
techniques against randomly located eavesdropper in a heterogeneous DWN con-
sisting of both HD and FD tiers. The connection probability and the secrecy outage
probability of a typical FD Rx is analyzed for single- and multiple-antenna jamming
scenarios, and the optimal FD tier density is provided for maximizing network-wide
secrecy throughput under constraints including the given dual probabilities and the
network-wide throughput of the HD tier. Numerical results are presented to vali-
date our theoretical analysis, and show the benefits of FD Rx jamming in improving
network-wide secrecy throughput.

Appendices

A.1 Proof of Theorem 5.1

Let s � Dα
f βt

Pf
and Io = Ih + If . Pt can be calculated by substituting Eq. (5.8) into

Eq. (5.4)

Pt = EIo

[
P
{‖fHôoU‖2 ≥ sIo

}] (a)= EIo

⎡
⎣e−sIo

Nf −3∑
m=0

smImo
m!

⎤
⎦

=
Nf −3∑
m=0

EIo

[
sme−sIo

m! Imo

]
(b)=

Nf −3∑
m=0

[
(−1)msm

m! L (m)
Io

(s)

]
, (5.37)

where Eq. (a) holds for ‖fHôoU‖2 ∼ �(Nf − 2, 1), and Eq. (b) is obtained from [8,
Theorem 1]. Due to the independence of Ih and If , LIo(s) is given by

LIo(s) = EIo

[
e−sIo

] = LIh(s)LIf (s). (5.38)

From Eq. [9, (8)], we have LIh(s) = e−λhCα,2(Phs)δ .LIf (s) can be computed as

LIf (s) = EIf

[
e−sIf

] = EΦ̂f

⎡
⎣ ∏

ẑ∈Φ̂f \ô
e−s(Pf |wf f ẑo|2D−α

ẑo +Pt |wf f zo|2D−α
zo )

⎤
⎦ (5.39)

(c)= EΦ̂f

⎡
⎣ ∏

ẑ∈Φ̂f \ô

1

1 + Pf sD
−α
ẑo

1

1 + PtsD−α
zo

⎤
⎦ (5.40)
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where Eq. (c) holds for |wf f ẑo|2, |wf f zo|2 ∼ Exp(1). Using PGFL over a PPP [10]
and substituting the result along with LIh(s) into Eq. (5.38) completes the proof.

A.2 Proof of Theorem 5.2

Toprovide a lower bound forPt , we need only provide a lower bound forLIf (s). This
is because, a lower bound forLIf (s) actually overestimates the aggregate interference
If , which leads to a lower bound for Pt . From Eq. (5.39), we have

LIf (s) = E

⎡
⎣ ∏

ẑ∈Φ̂f \ô
e−s(Pf |wf f ẑo|2D−α

ẑo +Pt |wf f zo|2D−α
zo )

⎤
⎦

(d)≥ E

⎡
⎣ ∏

ẑ∈Φ̂f \ô
e−sPf |wf f ẑo|2D−α

ẑo

⎤
⎦E

⎡
⎣ ∏

z∈Φf \o
e−sPt |wf f zo|2D−α

zo

⎤
⎦

(e)= e−λf Cα,2(Pf s)δe−λf Cα,2(Pts)δ , (5.41)

where Eq. (d) follows from the FKG inequality [3], since both
∏

ẑ∈Φ̂f \ô
e−sPf |wf f ẑo|2D−α

ẑo and
∏

∈Φf \o e
−sPt |wf f zo|2D−α

zo are decreasing randomvariables as the num-
ber of terms increases; Eq. (e) holds for invoking Eq. [10, (8)]. Substituting LIh(s)
and Eq. (5.41) into Eq. (5.9) and invoking [8, Theorem 1], we obtain the lower bound
PL

t .
An upper bound for Pt is obtained from an upper bound for LIf (s). From

Eq. (5.40),

LIf (s) = E

⎡
⎣ ∏

ẑ∈Φ̂f \ô

1

1 + Pf sD
−α
ẑo

1

1 + PtsD−α
zo

⎤
⎦

(f )≤ E

⎡
⎣ ∏

ẑ∈Φ̂f \ô

1(
1 + Pf sD

−α
ẑo

)2

⎤
⎦E

⎡
⎣ ∏

z∈Φf \o

1(
1 + PtsD−α

zo

)2

⎤
⎦

(g)= e−λf Cα,2
1+δ
2 (Pf s)δ(1+Pδ

tf ), (5.42)

where Eq. (f ) follows from the Cauchy–Schwarz inequality and Eq. (g) holds for the
PGFL over a PPP. SubstitutingLIh(s) and Eq. (5.42) into Eq. (5.9) yields the upper
bound PU

t .
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A.3 Proof of Theorem 5.3

Let r � Dôe. Substituting Eq. (5.14) into Eq. (5.5) and applying the PGFL over a
PPP yield

Pso = 1 − exp

(
−λe

∫ ∞

0

∫ 2π

0
P {SIRe ≥ βe} rdθdr

)
. (5.43)

Define v � rαβe/Pf , P {SIRe ≥ βe} can be calculated by invoking Eq. [4, (11)], i.e.,

P {SIRe ≥ βe} = EΦf

[
1

W

Ne−1∑
n=0

wnv
n

]
, (5.44)

with W = (
1 + PtD−α

oe v
)∏

z∈Φf \o
(
1 + PtD−α

ze v
)
and wn the coefficient of vn in W ,

wn =
min(n,1)∑

i=0

(
PtD

−α
ôe

)i
(n − i)!

k∈[1,n−i]∑
zk∈Φf \o

n−i∏
j=1

Pt

Dα
zje

. (5.45)

Substituting W and wn into Eq. (5.44), P {SIRe ≥ βe} equals to

E

⎡
⎣

Ne−1∑
n=0

min(n,1)∑
i=0

(
PtD−α

oe v
)i

(
1 + PtD−α

oe v
)
(n − i)!

k∈[1,n−i]∑
zk∈Φf \o

Pn−i
t vn−i

∏n−i
j=1 D

−α
zje∏

z∈Φf \o
(
1 + PtD−α

ze v
)
⎤
⎦ =

Ne−1∑
n=0

min(n,1)∑
i=0

(
PtD−α

oe v
)i

(
1 + PtD−α

oe v
)
(n − i)!EΦf

⎡
⎣

k∈[1,n−i]∑
zk∈Φf \o

Pn−i
t vn−i

∏n−i
j=1 D

−α
zje∏

z∈Φf \o
(
1 + PtD−α

ze v
)
⎤
⎦ . (5.46)

Using Campbell–Mecke theorem [9, Theorem 4.2] yields

EΦf

⎡
⎣

k∈[1,n−i]∑
zk∈Φf \o

Pn−i
t vn−i

∏n−i
j=1 D

−α
zje∏

z∈Φf \o
(
1 + PtD−α

ze v
)
⎤
⎦

=
(
2πλf

∫ ∞

0

Ptvr−α

1 + Ptvr−α
rdr

)n−i

exp

(
−2πλf

∫ ∞

0

Ptvr−α

1 + Ptvr−α
rdr

)

(h)= (
Cα,2λf P

δ
t v

δ
)n−i

e−Cα,2λf Pδ
t v

δ

, (5.47)

whereEq. (h) is obtained by transformingPtvr−α → μ and invoking formulaEq. [11,
(3.241.2)]. Substituting Eqs. (5.46) and (5.47) into Eq. (5.43), we complete the proof.



Appendices 107

A.4 Proof of Theorem 5.4

To complete the proof, we need only derive the optimal λf , denoted by λ�
f , that

maximizes F(λf ) in the range [λL
f ,∞). Apparently, if 0 < λL

f ≤ λU
f , the solution

to problem (5.23) is λ∗
f = min(λ�

f , λ
U
f ); otherwise, there is no feasible solution. For

convenience, we omit subscript f from λf . Define f1(λ) = 1 + X(1 + Yλ)− α
2 > 1,

f2(λ) = 1 + Zλ− α
2 > 1 and f (λ) = ln f1(λ)

f2(λ)
, then the objective function in Eq. (5.23)

changes into F(λ) = λf (λ). We give the first-order derivative of F(λ) on λ

F(1)(λ) = f (λ) + λf (1)(λ) = f (λ)G(λ). (5.48)

The introduced auxiliary function G(λ) is defined as G(λ) = 1 + λf (1)(λ)

f (λ)
, where

f (1)(λ) = f (1)
1 (λ)

f1(λ)
− f (1)

2 (λ)

f2(λ)
, (5.49)

with f (1)
1 (λ) = −α(f1(λ)−1)Y

2(1+λY)
and f (1)

2 (λ) = −α(f2(λ)−1)
2λ . Note that f (λ) in Eq. (5.48) is

positive, such that the sign of F(1)(λ) remains consistent with that of G(λ). First, we
investigate the sign of F(1)(λ) at the boundaries of [λL

f ,∞). A complete expression
of F(1)(λ) is given by substituting Eq. (5.49) into Eq. (5.48)

F(1)(λ) = ln
f1(λ)

f2(λ)
+ f1(λ)[f2(λ) − 1] − λ[f1(λ) − f2(λ)]Y

δf1(λ)f2(λ)(1 + λY)
. (5.50)

Case λ = λL
f : We have f1(λL) = f2(λL), thus F(1)(λL) = f1(λL)[f1(λL)−1]

δf 21 (λL)(1+λLY)
> 0.

Case λ → ∞: We have limλ→∞ f1(λ) = 1 and limλ→∞ f2(λ) = 1, such that
limλ→∞ F(1)(λ) = [f2(λ)−1]−λ[f1(λ)−f2(λ)]Y

δ(1+λY)
. Substituting in f1(λ) and f2(λ) yields

lim
λ→∞F(1)(λ) = lim

λ→∞Zλ−α/2

(
1 − X

Z
Y−α/2

)
< 0, (5.51)

where the inequality holds for λL
f = 1/

(
(X/Z)δ − Y

)
> 0 ⇒ (

XY−α/2
)
/Z > 1.

The above two cases also indicate that G(λL) > 0 and limλ→∞ G(λ) < 0.
Supposing G(λ) monotonically decreases with λ, there obviously exists a unique

λ� that makes F(1)(λ) first positive and then negative after λ exceeds λ�. That is, F(λ)

is a first-increasing-then-decreasing function of λ, and the given λ� is the optimal
solution that maximizes F(λ), which is obtained at F(1)(λ) = 0. Based on the above
discussion, in what follows we focus on proving the monotonicity of G(λ) w.r.t. λ.
We first compute the first-order derivative of G(λ) on λ

G(1)(λ) = 1

f 2(λ)

(
f (1)(λ)f (λ) + λf (2)(λ)f (λ) − λ

(
f (1)(λ)

)2)
. (5.52)
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Computing G(1)(λ) requires computing f (2)(λ), which can be obtained from
Eq. (5.49)

f (2)(λ) = f (2)
1 (λ)f1(λ) − (f (1)

1 (λ))2

f 21 (λ)
− f (2)

2 (λ)f2(λ) − (f (1)
2 (λ))2

f 22 (λ)
, (5.53)

where f (2)
1 (λ) = α

2 ( α
2 +1)(f1(λ)−1)Y 2

(1+λY)2
and f (2)

2 (λ) = α
2 ( α

2 +1)(f2(λ)−1)
λ2 are the second-order

derivatives of f1(λ) and f2(λ), substituting which into Eq. (5.53) further yields

f (2)(λ) =
α
2 (f1(λ) − 1)(f1(λ) + α

2 )Y

(f1(λ))2(1 + λY)2
−

α
2 (f2(λ) − 1)(f2(λ) + α

2 )

λ2(f2(λ))2
. (5.54)

Substituting Eqs. (5.49) and (5.54) into Eq. (5.52) and using ln f1(λ)

f2(λ)
≤ f1(λ)

f2(λ)
− 1 yield

G(1)(λ) ≤ −αλf1(λ)

2f (λ)

(
f2(λ)[f1(λ) − 1] + α[f2(λ) − 1][f1(λ) − f2(λ)]

)
Y

− α2λ2f2(λ)

4f (λ)
[f2(λ) − 1][f1(λ) − f2(λ)]2Y 2 − α2f 21 (λ)

4f (λ)
[f2(λ) − 1]. (5.55)

Since f1(λ) > f2(λ) > 1, all the coefficients of Yi for i = 0, 1, 2 in the right-hand side
of Eq. (5.55) are negative, such thatG(1)(λ) < 0. ThismeansG(λ) is amonotonically
decreasing function of λ in the range [λL

f ,∞). By now, we have completed the proof.

A.5 Proof of Theorem 5.6

Following Eq. (5.43), we first compute P
{
S̃IRe ≥ βe

}
. Recalling Eq. (5.31), each

term in R̃e, e.g.,GzeF̃zF̃
H
z G

H
ze, is a superposition of single-stream signalswithNj colo-

cated interferers. Denote the nth column of GzeF̃z by g̃ze,n, then Re,Nt ,Nj is reformed
as

R̃e = Pt

Nj

Nj∑
n=1

g̃oe,n g̃
H
oe,nD

−α
oe +

∑
z∈Φf \o

Pt

Nj

Nj∑
n=1

g̃ze,n g̃
H
ze,nD

−α
ze . (5.56)

Let r � Doe and z � rαβePf . Invoking Eq. [4, (11)] yields

P
{
S̃IRe ≥ βe

} = EΦf

[
1

WNj

Ne−1∑
n=0

ynz
n

]
, (5.57)

where WNj =
(
1 + Pt

Nj
r−αz

)Nj ∏
z∈Φf \o

(
1 + Pt

Nj
D−α

ze z
)Nj

and yn is the coefficient of

zn in the polynomial expansion of WNj . Define Ã � Cα,Nj+1λf

(
Ptf βe

Nj

)δ

, and we have
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P
{
S̃IRe ≥ βe

} =
Ne−1∑
n=0

min(n,Nj)∑
i=0

(
Nj

i

)(
Ptf βe

Nj

)i |ξn−i|∑
j=1

Ξj,n−i(−Ãr2)|ξj,n−i|e−Ãr2

(
1 + Ptf βe/(Nj)

)Nj
,

Substituting which into Eq. (5.43) completes the proof.
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Chapter 6
Conclusions and Future Research Directions

Abstract This chapter concludes the whole book and also provides some future
research directions.

6.1 Conclusions

Human society is striding into the era of “Internet of Everything”, and people are
becomingmore andmore dependent onwireless networks to send privacy or sensitive
information. In the near future, the fifth generationwireless communications network
(5G) is not only a cellular network for mobile users but also is able to support the
“Internet of Things”. It will become the neural system to support the human society
in the information age.

Security has becomeafirst priority in designing awireless network.Unfortunately,
the openness of wireless network architecture and the broadcast nature of wireless
communications pose a unprecedented challenge to wireless network security, and
modern cryptographic approach alone becomes insufficient for achieving a desired
communication security inmanypractical scenarios, e.g., secret keymanagement and
distribution being extremely difficult in a decentralized network architecture with-
out infrastructure and low-end wireless devices with limited computational capacity
being not able to use complicated cryptographic algorithms.

Physical layer security, or information-theoretic security, is a novel approach
that attains secure transmissions at the physical layer by exploiting the randomness
inherent to wireless channels, completely abandoning the dependencies of a secret
key eavesdroppers computational resource.

The main contributions of this book are summarized as follows:

• Physical layer security in a single-cell cellular under TDMA is investigated, and
a joint wiretap encoding and artificial noise scheme is proposed against randomly
distributed eavesdroppers. The secrecy outage probability is efficiently reduced
by adaptively adjusting the ratio of the power allocation between the desire signal
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and the artificial noise to the instantaneous CSI of the legitimate channel. When a
certain level of secrecy outage is tolerated, both adaptive and non-adaptive trans-
mission schemes are proposed to improve secrecy throughput. Both schemes have
respective advantages. Specifically, the adaptive scheme provides the maximum
secrecy throughput, whereas the non-adaptive scheme greatly reduces the compu-
tational complexity and provides a near-optimal throughput performance in sparse
eavesdropper situations or under moderate secrecy outage constraints.

• Physical layer security in amulti-tier HCN is investigated, and an analytical frame-
work is built to analyze physical layer security from an outage perspective. In this
book, a security-oriented mobile association policy based on an access threshold
is introduced, associating each user with the BS providing the maximum average
received signal powers beyond the access threshold. Due to the randomness of both
interference and wiretap channels, both reliable connection and secrecy transmis-
sion for a mobile user can only be probabilistically achieved. Under the proposed
mobile association policy, the connection and secrecy probabilities are analyzed,
and the tradeoff between them is revealed resorting to asymptotic analysis. The
network-wide secrecy throughput is further evaluated, which can be maximized
by properly choosing the access threshold.

• Physical layer security in a two-tier heterogeneous wireless ad hoc network is
investigated, and a joint FD receiver jamming and spatial self-interference cancel-
lation transmission strategy is proposed. A heterogeneous wireless ad hoc network
comprising of a classified communication tier and an unclassified communication
tier is considered, where in the classified tier all the legitimate receivers work in the
FD mode to jam potential eavesdroppers and in the unclassified tier all the legiti-
mate receivers work in the HD mode. Utilizing the abundant degrees of freedom
brought by multiple antennas, a FD is able to not only strengthen signal reception
and degrade the wiretap channels, but also eliminate the self-interference caused
by itself in the spatial domain. Nevertheless, deploying too many FD receivers
will introduce great interference to both tiers. The deployment of the classified
tier triggers a nontrivial tradeoff between spatial reuse, reliable connection, and
secrecy, and the optimal deployment density is provided to maximize the network-
wide secrecy throughput while guaranteeing a minimum required network-wide
throughput for the unclassified communication tier.

6.2 Future Research Directions

With the research of 5G emerging all over the world, there is no doubt that there are
still many gaps to fill in on physical layer security in random cellular networks. To
further promote the pace of physical layer security toward really practical approaches,
future researches can be carried out in the following several aspects:

• Physical layer security under a more realistic wireless network model. Although
PPP has been widely adopted to model the positions of nodes randomly distributed
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in wireless networks, it is still controversial to model BS’s positions using a PPP
model. In practical scenario, no one can can find two BSs belong to the same
service provider arbitrarily close to each other. In addition, picocells and femtocells
are often demand-based but appear in the form of clusters. Therefore, a more
proper model for charactering practical network topologies might be that using a
repulsive HCPP to model the positions of marcocells and using a clustered PCP
to model the positions of picocells and femtocells. Using such a “heterogeneous”
network model, the mathematical analysis will bear the brunt. How to achieve a
good balance between accurately describing network topologies and providing an
analytically tractable framework is a topic worthy of in-depth study.

• Physical layer security based on BS cooperation. In cellular networks, BSs can be
connected to core-network infrastructure via a high-speed backhaul network, thus
making BS cooperation possible. Through sharing users’ ICSI among BSs and
properly designing transmit precoding matrices, the optimal balance is likely to
be achieved among aspects in link quality, neighboring cell interference and infor-
mation leakage. Nevertheless, cooperation among all BSs in the network requires
a large amount of information exchange, which results in severe overhead and
network delay. A proper approach to overcome this is the neighboring cell coop-
eration, e.g., adjacent BSs gather in a cluster and deal with signals in a centralized
fashion. Through carefully choosing the scale of a collaborative cluster, network
security performance can be maximized under a premise of reliable communica-
tions.

• Physical layer security based on massive MIMO and millimeter wave (mmWave)
technologies. Heterogeneous networks, massive MIMO, and mmWave are recog-
nized as the “big three” 5G technologies, where the first technology, i.e., hetero-
geneous networks has been discussed in this book. The combination of physical
layer with massive MIMO and mmWave has the potential to further enhance the
security of wireless networks. Specifically, the large array gain provided by mas-
sive MIMO can be used to greatly improve the quality of the main channel and
the directionality can be used to reduce the signal leakage, the short-range but
highly directional communication of mmWave efficiently degrades the wiretap
channels. Nevertheless, there are some fundamental challenges facing the phys-
ical layer security under massive MIMO and mmWave. For example, the severe
pilot contamination and antenna correlation increases the complexity of the design
of precoding matrices; traditional artificial noise scheme may no longer be prac-
tical due to the extremely high computation complexity of the null space for the
large-dimensional channel matrix, and low-complexity jamming strategies need
to be developed; an mathematical framework for analyzing physical layer security
combined with mmWave with both line-of-sight and non-line-of-sight links needs
to be established, and the affect of path loss, blocking, permeation, adsorption,
etc., on mmWave communications need to be quantitatively characterized.
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