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Preface

As far as I know, the systematic study on chalcogenide glasses as semiconductors was initiated
around the 1950s by a research group headed by B.T. Kolomiets of the Ioffe Physico-Technical
Institute. During the half-century that followed, amorphous semiconductors have acquired
their own citizenship as an unchallenged, independent area of science. Their applications
are being expanded in industry to include many diverse areas, such as solar cells, thin-film
transistors, optical data storage, and so on.

The amorphous semiconductors belong to the class of disordered solids which exist in a
thermodynamically non-equilibrium state, and their structures are readily affected, in princi-
ple, by external disturbances, such as light, heat and pressure, resulting in quasi-stable states.
In particular, it has been found recently that photo-induced metastable structural changes are
inherent to most amorphous semiconductors, although the observed phenomena are quite di-
verse.

I, myself, encountered photostructural changes in the beginning of the 1970s and was
fully caught by their charms and immersed in the study of these effects for almost a decade.
Subsequently, photo-induced metastability attracted a number of scientists, and has grown to
become one of the central themes in amorphous semiconductors. In the latest decade, laser
technology has achieved remarkable progress, bringing pico- and femto-second technologies
into laboratories, and research in this area is entering a new phase both scientifically and
technologically. The frontier is expanding to include most of amorphous materials such as
chalcogenides, tetrahedrally bonded semiconductors, oxides and so on.

Enough knowledge has accrued in the field to warrant summing up the diverse achieve-
ments into a single book. It is a wonderful sight to see that respectable pioneers and up-and-
coming young researchers are contributing to this volume. And happiest of all, Dr. Alex
Kolobov, who planned and took charge of the overall construction and editing, came from the
Kolomiets Group and has been my colleague and intimate friend for 20 years.

Kazunobu Tanaka

March, 2003, Tsukuba



Introduction

The idea of this book has first occurred to the editor during an occasional visit to an electronic
shop. Numerous laptop computers, flat-panel TVs and portable DVD players were attract-
ing attention. Having taken one in my hands I suddenly realized that I was literally touching
two of the major applications of amorphous semiconductors and, yet more, none of the above
mentioned devices would exist if not for amorphous semiconductors. Indeed, flat-panel mon-
itors strongly depend on thin-film transistors (TFTs) which utilize hydrogenated amorphous
silicon, and re-writable CDs and DVDs are based on a phase transition in Te-based chalco-
genides. No doubt, Si technology and optoelectronic devices based on III-V semiconductors
play a far more important role in modern technology but the progress made by amorphous
semiconductors is, nevertheless, fascinating.

Strange as it may seem now, just 50 years ago nobody would even have dreamt of amor-
phous semiconductors. The idea of allowed energy bands in classic semiconductors was de-
veloped based on long-range order in solids. It was in the 1950s that Professors Nina A.
Goryunova and Boris T. Kolomiets at the A.F. Ioffe Physico-Technical Institute in Leningrad
started their experiments on ternary semiconductors. Great was their surprise when they found
that one of their compositions, exhibiting the typical semiconductor behavior of conductivity,
was amorphous. It was this discovery that opened up the novel field of amorphous semi-
conductors, a field that is now actively being developing and has already given us numerous
applications.

Amorphous semiconductors, possessing typical semiconductor properties, also exhibit a
number of features unique to the amorphous phase. Intrinsically metastable, they can be eas-
ily transformed from one metastable state to another by means of external stimuli, visible
light being a characteristic example. This structural transformation can be either beneficial
or undesirable. An example of the former are photo-induced changes in amorphous chalco-
genides, alternatively called chalcogenide glasses, or chalcogenide vitreous (glassy) semicon-
ductors, which have found applications in high-density optical memories, Xerox machines,
photolithography etc. On the other hand, photo-induced degradation of amorphous silicon
solar cells is one of the major reasons why these devices are still not on the wide market.

This book compiles, under a single cover, chapters on different optoelectronic phenomena
in amorphous semiconductors, primarily phenomena related to photo-induced metastability.
Some of the chapters are written by scientists whose contributions in the field started essen-
tially from the day of the discovery of amorphous semiconductors, some chapters are authored
by physicists and chemists who joined the field later – all are written by leading experts.

Whilst each chapter itself is a valuable source of information, what is also important is that
they all appear under a single cover. The reader is given a chance to get acquainted, first hand,



Introduction IX

with the latest achievements in the field seen from different points of view. These points of
view, often complimentary but sometimes quite different and even opposing each other, help
to create a more complete picture of the phenomena in question. It is hoped that comparison
of different opinions will provoke critical thinking which should, eventually, lead to a better
understanding of the variety of the described phenomena.

The book starts with a chapter on structure, defects and electronic properties of amorphous
semiconductors. This is followed by several experimental chapters on scalar and vectorial
phenomena in various classes of amorphous semiconductors: chalcogenide glasses, liquid
chalcogenides and hydrogenated amorphous silicon.

While in the previous decade the greatest progress has been achieved in experimental
investigations of amorphous semiconductors, recent years have also witnessed significant the-
oretical progress and this is described in several subsequent chapters.

The physics of photo-induced metastability in amorphous semiconductors has remained a
challenge and has attracted numerous investigators but it is their applications which are the
driving force for further research. On the application side we should start with the major appli-
cation of hydrogenated amorphous silicon in flat-panel displays and in solar cells already men-
tioned above. For amorphous chalcogenides, a major application is in phase-change recording
media commercially utilized in re-writable CDs and DVDs. These and other applications are
the subject of the remaining part of the book.

I am very much grateful to all the authors for the time and efforts they invested to write
their chapters. I would like to express my deep gratitude to Professors Victor M. Lyubin and
Kazunobu Tanaka for years of collaboration and their continuous encouragement. I would
also like to thank my friends Elena Solovyova for useful hints on Word-to-LaTeX conversion
and Paul Fons for keeping me updated on the latest versions of editing and drawing software
and for patience answering my numerous questions. Last but not least, I am grateful to my
family and my immediate colleagues for the support I got from them. Finally, I would like to
express my thanks to Uwe Krieg for the excellent job he did typesetting the manuscript.

The editor and the authors sincerely hope that this book will be a useful source of infor-
mation for scientists and engineers working in the fields of optoelectronics, semiconductor
technology and materials science, as well as for graduate and post-graduate students special-
izing in these fields.

Alexander V. Kolobov

Tsukuba, 2003
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1 Structure, Defects and Electronic Properties of
Amorphous Semiconductors

Mihai Popescu

1.1 Structural States of Solids

Solids represent a particular state of condensed matter characterized by strong interactions
between the constituent particles (atoms, molecules) so that every particle is maintained lo-
calized in a narrow space of the assembly of condensed particles.

The solids can be found or prepared in two fundamentally different states:

– the ordered (crystalline or quasi-crystalline) state

– the disordered (non-crystalline) state

While the ordered state of a solid, if it is not unique, is, nevertheless, limited to only a few
structural forms, the disordered (non-crystalline) state is quite different. A given disordered
material is neither unique, nor clearly defined.

1.1.1 Ordered State

Crystalline State

The ideal crystalline state of a solid corresponds to a regular arrangement of atoms (molecules)
on the sites (positions, nodes) of a lattice with well defined symmetry, where a structural unit
can be defined, the elementary cell, which, by translation along the three coordinate axes,
reproduces the whole assembly of atoms (molecules). In the ideal crystal, knowledge of the
coordinates of the atoms (molecules) in the elementary cell gives a possibility to know exactly
the spatial positions of all atoms of the condensed body.

As opposed to the ideal crystal, the real crystal does not exhibit a perfect periodicity in
the positions of the atoms (molecules). It is said that the real crystal shows various kinds of
imperfections or defects which will be briefly discussed later.

Quasi-Crystalline State

The quasi-crystalline state of a solid body is that corresponding to a perfect arrangement of
the atoms on the sites of a lattice possessing five-fold symmetry axes without elementary cell
and, therefore, without translational periodicity.
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The quasi-crystals were discovered in 1984 by Schechtman et al. [1] on the basis of a
detailed analysis of the electronic diffraction pattern observed on a sample of manganese–
aluminum alloy. These authors observed the Bragg spots disposed in configurations with
five-fold symmetry. The structure could not be described as that of an incommensurate mod-
ulated crystal. The very narrow diffraction spots prove that a long distance order in the lattice
exists. These observations were later confirmed by X-ray diffraction, and crystallographers
have shown that in quasi-crystals the positional correlation of the atoms extends up to several
tens of nanometers. The quasi-crystals pose a fundamental challenge to our understanding of
nature because they are well ordered on an atomic scale without being periodic.

1.1.2 Disordered (Non-Crystalline) State

Solids which lack the spatial periodicity of the atoms are called non-crystalline solids, or in
particular, amorphous, vitreous or glassy solids. Glasses are characterized by similar structure
in the solid state and in the liquid state just above the softening temperature. It can be said
that a glass is a liquid having the atoms frozen in the spatial positions occupied at the moment
of the transition from the liquid to solid state (this means frozen at the softening or transition
temperature, Tg).

As opposed to glasses, amorphous solids usually refers to materials that are difficult to
prepare in the bulk form but can be obtained by vapor deposition as thin films.

1.2 Atomic Scale Ordering in Crystalline and
Non-Crystalline Solids

1.2.1 Long-Range Order

In an ideal crystal, if three fundamental vectors are defined, then a position of each and every
atom is well defined at any distance from an initial atom taken as origin. It is said that the
crystal possesses long-range order (LRO).

The LRO can be rigorously defined with the help of the atomic density function, ρ(r), i.e.
the density of atoms at a position r calculated from an arbitrary atom of origin. In a crystal
the correlation function < ρ(r) · ρ(r + R) > fluctuates around the value ρ2

0, for increasing R,
while in the non-crystalline solid it tends to the limit value of ρ2

0 for very large R.

1.2.2 Short-Range Order

If the LRO is lost then what remains is not a complete disorder but a special type of ordering
that was called short-range order (SRO). In fact, between a solid in the crystalline and a solid
in the amorphous state there is strong resemblance, particularly within the first coordination
sphere around each atom. For example, the number and the spatial position of the neighbors
are maintained because the same chemical forces act in both types of structures. Without
doubt, the second coordination sphere is influenced by the position of the first sphere, due to
small angular and bond length deviations, that permit the accommodation of the atoms with
a larger freedom. The third coordination sphere starts to “forget” the first one because the
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spatial constraints are attenuated by large fluctuations of the atomic positions around the ideal
positions in the crystal in the second coordination sphere.

One can say that, step by step, the constraints dictated by the directional covalent bonding
are lost (along the first 3-4 interatomic distances). This can be regarded as the limit of the
short-range order. The energetic price to be paid for the loss of the LRO is an appearance
of fluctuations in angles and distances between the bonds, proper to the SRO. Therefore, the
SRO in a non-crystalline solid is not perfectly identical with that of the homologous crystal.

The ordered, crystalline state is the state that corresponds to the most favorable positions of
the atoms from the energetic point of view, i.e. the atoms occupy the positions corresponding
to the ideal values of the bond distances and bond angles dictated by the valence theory. When
all the covalent bonds are perfectly satisfied the free energy, F , of the crystal vanishes. Any
deviation from the ideal chemical bonds implies some addition of free energy, i.e. the free
energy of the non-crystalline solid is higher than that of the crystal.

While the energetic state of an ideal crystal is unique, a non-crystalline material can have
quite different states. This is related to a possibility to have various types of disorder, even in
the case when all the covalent bonds are fully satisfied.

The ideal non-crystalline network is difficult to define. Practically, there exist various
non-crystalline arrangements of atoms that can be obtained by different thermal treatments in
different regimes. Some authors consider a continuous random network of atoms as an ideal
non-crystalline network. While there are obvious divergences concerning the definition of
the ideal amorphous state, physicists are unanimous in defining the disordered, amorphous,
vitreous, glassy or generally non-crystalline state as a structure lacking long-range order but
retaining the short-range order.

The non-uniqueness or multiplicity of the non-crystalline state is the basis of the most im-
portant feature of the amorphous and glassy solids: the modification of the physical properties
by external factors such as light, temperature, particle irradiation or electrical and magnetic
fields.

1.2.3 Medium-Range Order

A possible multiplicity of the non-crystalline state and the specific features of the diffraction
patterns in chalcogenide glasses as well as in other semiconductors and polymeric or carbona-
ceous materials, lead physicists to introduce the concept of medium-range order (MRO) or
intermediate-range order.

The problem of the existence of an extended order in amorphous solids, that extends above
the SRO limit was revealed during 1973-1975 by Grigorovici and Popescu [2] who wrote that
“many low coordinated elements and compounds exhibit a more complex disorder or even
a special kind of ordering at not too large a scale” [3]. A year later, Phillips [4] and later
Lucovsky and Galeener [5] introduced concepts of medium-range order and intermediate-
range order, respectively, with the same meaning.

The MRO is specific and well evidenced in non-crystalline chalcogenide alloys. This
ordering is dictated by the propagation of the order from the first coordination spheres towards
the following ones, due to the flexibility of the network with weak connectivity (two and
three covalent bonds between the atoms). The MRO extends up to the fourth–eighth sphere
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of coordination. The extension of MRO is a decisive factor for the control of the physical
properties of the non-crystalline semiconductors.

The definition of the MRO is closely related to its measurement. The particular features in
the X-ray, electron and neutron diffraction patterns of the non-crystalline semiconductors can
be ascribed to MRO.

After Elliott [6] the following three types of MRO can be distinguished:

(i) small-scale medium-range order (SSMRO)

This order is associated with four-atoms correlations and is really applicable to the case
of covalently-bonded solids, where a dihedral angle, Φ, can be defined; this is the relative
angle of rotation of two connected atoms around the common covalent bond. Any devia-
tion from the random distribution of the dihedral angles in the amorphous network gives
rise to non-zero SSMRO. The SSMR extends up to 0.3–0.5 nm in the semiconductor
network.

(ii) intermediate-scale medium-range order (ISMRO)

This ordering scale consists in non-random structural correlations extending over dis-
tances larger than those characteristic of SSMRO, namely 0.5–0.8 nm. The network
is characterized by “super-structural” units, that is, well defined structural arrangements
whose dimensions are considerably in excess of those typical of the basic structural units
(i.e. coordination polyhedra) characterizing SRO.

(iii) large-scale medium-range order (LSMRO)

This order implies the dimensionality of the network. The ordering extends to 0.8–1 nm.
The chain-like, layer-like structures and big clusters are the main constituents of this
type of order.

(iv) extended-range order (ERO)

An extended ordering of atoms in amorphous silicon has been demonstrated by Uhlherr
and Elliott [7]. This order corresponds to weak, quasi-periodic fluctuations in atomic
density. The ERO oscillations extend beyond 3.5 nm and arise from propagated short-
range order. It contributes significantly to the formation of the first sharp diffraction
peak in the X-ray diffraction pattern, the most obvious signature of the existence of the
MRO and larger scale order in the non-crystalline materials.

1.3 Fundamental Problems of Structure of Non-Crystalline
Semiconductors

1.3.1 Tetrahedrally Bonded Amorphous Semiconductors

The problem of the structure of elemental semiconductors (Si, Ge) in the amorphous state
became a subject of large interest with the advent of device quality hydrogenated (fluorinated)
amorphous silicon.
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The continuous random network model (CRN) developed by Polk [8] and later built inde-
pendently and relaxed by Steinhardt et al. [9] and Popescu [2] seemed to be a very attractive
model due to the satisfactory explanation of the experimental data (X-ray diffraction pattern,
atomic-electronic radial distribution function (AERDF), density, crystallization enthalpy, etc.).
On the other hand, some fine details in the AERDF at large distances, poor reproduction of
the low-angle part of the X-ray diffraction pattern and, last but not least, the observation of
a small first sharp diffraction peak (FSDP) in amorphous silicon by Višor [10] have thrown
some doubts on the absolute validity of the CRN models.

An interesting contribution to the modeling of the amorphous semiconductors germanium
and silicon was the demonstration that the continuous random network does not support a large
scale growth [11]. From the energetic point of view, the splitting of a homogeneous spherically
symmetric network into amorphous domains called amorphites is a favorable process.

The general structure of the apparently homogeneous amorphous silicon films (a-Si or
a-Si:H) may then be regarded as consisting of amorphous domains with very few, if any,
inner dangling bonds (active or passivated by hydrogen) separated by thin distorted layers
containing the major part of the dangling bonds and hydrogen.

The structure of non-crystalline tetrahedrally bonded semiconductors, as well as the struc-
ture of other materials can be regarded from the thermodynamic point of view as a direct
consequence of the action of the factors governing the formation kinetics. By limiting the
energy and/or time scale during the formation of a disordered solid (either from the melt or
by evaporation), the system is effectively forced to search for a minimum energy state on a
progressively smaller spatial scale. The thermal vibrations and diffusion processes allow for
changes in bonding, and, therefore, in the topology of the atomic network. On a larger scale,
the steric hindrance becomes so important that a discontinuity of the atomic network is pos-
sible. Donth [12] has estimated a correlation length for the cooperatively arranged regions
of 1 − 2 nm in certain glasses. The special topological structure of the medium-range scale
order in a-Si:H seems not only to be necessary but also sufficient to explain various experi-
mental data. The a-Si:H seems to exhibit a wider range of defect states than expected, which
gives an additional flexibility to the material. A possible two-dimensional confinement of car-
riers between the amorphous grains could be an important factor in transport theories and in
applications.

Hydrogenated amorphous silicon of improved quality for photovoltaic devices can be pre-
pared by hydrogen dilution of the processing gas. The increase in quality, as measured, for
example, by a decrease of the Staebler-Wronski degradation, is accompanied by an increase
in the concentration of chain-like objects, recently observed [13] by transmission electron mi-
croscopy. These are quasi-one-dimensional configurations, 2−3 nm in width and ∼ 30 nm or
more in length. They show a high degree of order along their length, implying very low bond-
angle distortions. These features can be explained on the basis of self-organization in CRN
networks of amorphous silicon by splitting the rather uniform structure in homogeneous and
less constrained domains linked through low distortion boundaries. It seems that hydrogen
(H) or fluorine (F) are playing in amorphous silicon the role of glass modifiers as Na or Ca
atoms in a-SiO2 when silicate glasses are formed, i.e. conferring to the structurally deficient,
but interconnected network a polymeric character.

As opposed to microcrystalline and nanocrystalline silicon, which are composed from
crystalline domains surrounded by amorphous boundary layers, device quality amorphous
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silicon can be viewed as composed from amorphous nano-domains surrounded by crystalline
boundaries [14]. The crystalline arrangement can be a mixture of diamond-like and wurtzite-
like configurations due to constraints at boundaries, which allow for a cis (eclipsed) orientation
of the bonds. High quality amorphous silicon is in fact a new-type of self-organized structure
characterized by meander-like crystalline configurations that define the rather homogeneous
amorphous domains. We shall refer to this type of silicon as nano-amorphous silicon because
it is a reverse structure of nano-crystalline silicon, a well-known material.

The importance of d-orbital bonding both in amorphous tetrahedrally bonded semicon-
ductors and in chalcogenide glasses is remarkable. In amorphous silicon (germanium) models
the contribution of d-orbital bonds has an essential effect in relieving the stresses in the re-
gion between the amorphous domains. Thus, the boundaries become thin low-dimensional
unstressed and undistorted regions protruding deeper into the material, as observed by trans-
mission electron microscopy. Grigorovici et al. [15] have shown earlier that the distortion of
the local tetrahedral symmetry of atomic bonds in a semiconductor like silicon always leads
to such a change in the bond character as to eliminate elastic stresses. This can be achieved
for metastable silicon phases by adding a small d contribution to the usual sp3 orbitals. On
the basis of a tight binding calculation of the valence band density of states they have demon-
strated that the atomic spd orbitals ensuing from this approach yield the correct valence band
density of states in the CRN models with 155 and 2052 atoms.

The stability of the nanostructured amorphous material depends on the way of impeding
grain boundary motion. The driving force for such motion is simply the reduction of the to-
tal area of the grain boundary. This is because the boundaries exhibit a larger free energy,
as shown in the CRN models. If the specific energy of the boundary can be made zero or
negative, then the driving force for the grain growth vanishes. The domain structure is stable.
Weissmüller [16] advanced this idea in a quantitative form. The basic mechanism was sug-
gested to consist in the segregation of a minor constituent solute. If the hydrogen is the minor
constituent solute in amorphous silicon, when the CRN grain grows, less segregated hydrogen
is needed because the area of the boundary per unit volume decreases and, thus, the excess
hydrogen returns in the grain. The return of hydrogen into the amorphite enhances the free
energy of the amorphite, so that the total free energy change is positive. If this occurs, then
the driving force for the amorphite growth vanishes. We are dealing with a grain structure
stabilized by segregation. If the hydrogen dilution rate in silane increases, a motion of the
boundary takes place in the inner part of the amorphite at the temperature of 300 ◦C through
hydrogen diffusion. Consequently, the inter-domain region becomes labile and suffers an or-
dering process, by forming CLO configurations, i.e. two-dimensional crystalline zones. These
crystalline-like configurations stabilize the structure with small-size amorphous domains, well
ordered as an ideal amorphous phase.

Molecular hydrogen seems to be the most important constituent solute for the migration
in the amorphites, because other fragments obtained during silane decomposition are heavier
and their diffusion is greatly impeded. As concerns the diffusion process we must observe that
high electronegative hydrogen or/and fluorine are able to break up the rather perfect covalent
network of silicon. Halogens can be regarded as network modifiers.
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1.3.2 Amorphous Non-Tetrahedrally Bonded Semiconductors

The nature and the extent of MRO in covalent amorphous non-tetrahedrally bonded semicon-
ductors remains one of the outstanding problems of non-crystalline solids. The so-called “first
sharp diffraction peak” (FSDP) in the X-ray diffraction pattern of such materials has often
been taken as a signature of MRO, although its origin still remains controversial. Although
every diffraction pattern obviously possesses a first peak, the FSDP for covalent amorphous
solids, especially for non-tetrahedrally bonded ones, is unique in that it exhibits an anomalous
behavior in its temperature, pressure and composition dependence compared with other peaks
and as such would seem to have a qualitatively different origin. The FSDP has often been
assumed to arise from a particular distance in real space in the range corresponding to MRO
(0.5 − 1 nm) but this is extremely unlikely in view of the anomalously narrow width of the
peak [17]. It is more likely that the FSDP can be regarded as a pseudo-Bragg peak associated
with some type of quasi-periodicity in the real space structure of the amorphous material, with
a period given by R = 2π/Q1 ≈ 0.3 − 0.6 nm (where Q1 is the position of the FSDP), ex-
tending over a correlation range given by D = 2π/ΔQ1 (where ΔQ1 is the half-width of the
FSDP), with correlation lengths of D ≈ 2 nm.

One of the possible interpretations of FSDP is the presence of distinct layer-like features in
the glass. In glasses derived from layered crystals, e.g. As, As2S3, As2Se3, the sharp and high
diffraction peak at or near the reciprocal layer spacing has been interpreted as evidence for the
formation of disordered layers. The FSDP is influenced by preparation and thermal treatment.
X-ray measurements carried out by Tanaka [18] and Busse [19] have shown that the intensity
of FSDP in well-annealed samples of As2S3 increases reversibly with temperature in contrast
to the behavior of other peaks situated at higher diffraction angles. This anomalous behavior
has been interpreted in terms of increased ordering of the layers in the glass, made possible
by the reduction in viscosity. Calculation of a quasi-crystalline model does, in fact, show the
formation of a peak at the right position but of small height, impossible to correct by realistic
modifications of the structural parameters.

It is most unlikely that the quasi-crystalline picture involving inter-layer correlations is
generally valid. Some glasses (e.g. SiO2) clearly exhibit FSDP, yet there is no evidence for the
structure in either crystalline or amorphous state being layer-like or locally two-dimensional.
Furthermore, the FSDP of e.g. GeSe2 persists into the liquid state [20], seeming to rule out
the microcrystalline explanation for its origin. Finally, X-ray scattering is independent of the
film thickness [21] and this fact could be an indication that preferential layer-like correlations
probably do not exist.

A new picture for MRO emerged from the modeling studies of amorphous arsenic. As
early as in 1979 Greaves et al. [22] pointed out that the continuous random network model
of amorphous arsenic is somewhat cavern-like. The structural relaxation and concomitant
ordering of the caverns can (via a Babinet argument) produce a sharper FSDP. At the same
time the comparison between the diffraction pattern of initial amorphous and annealed arsenic
allows one to conclude that the local order (evidenced at high diffraction angles) is not affected
by longer-range organization of the basic structural units.

We have compared [23] various models of amorphous arsenic for the FSDP profile and for
the void structure. The void radius distribution has been determined as the distribution of the
radii of the largest spheres, which can be introduced into the free spaces of the network. The
results are shown in Fig. 1.1.
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Figure 1.1: FSDP in amorphous arsenic (a-As), in crystalline arsenic (c-As) and in three models for
amorphous arsenic: (1) Beeman model, (2) Greaves model, and (3) Popescu model (a) and the void
distribution in the models (b).

While the CRN model of Greaves et al. [22] gives only a very faint FSDP and exhibits a
very large void distribution, the model with disordered layer packing developed by Popescu
[24] gives a very strong FSDP but exhibits a narrow void distribution. The Popescu model
is built by stacking three disordered layers (3 × 146 atoms) with the distance between layers
corresponding to that from the crystalline layered arsenic. It is interesting to remark that the
Beeman model (private communication of the coordinates) is mainly a CRN model but, in a
deeper analysis, we have found regions of very high and very low densities. This bimodal
distribution of densities (and voidsizes) gives rise to a split FSDP. The above observations
could be regarded as a proof that void size distribution contributes essentially to the control of
FSDP. The crystalline arsenic is, nevertheless, intriguing by its small FSDP, because there is
only one definite void radius and the distribution of voids is regular. In order to explain this
feature we start from the observation that the radius of the crystal void is significantly smaller
than the mean void radius in the models. When the layer spacing in the Popescu model [24]
is increased, a strong increase of FSDP is observed (Fig. 1.1b). Therefore, the FSDP intensity
in arsenic crystals can be theoretically amplified by increasing the layer spacing. Our last
simulations on crystalline models proved this observation.

We have found by modeling of amorphous arsenic in the frame of the Popescu model that
is not necessary to have well defined structural entities in order to produce a large FSDP and
that the position of the FSDP changes significantly and linearly with the change in the layer
spacing (Fig. 1.2).

It is interesting to observe that MRO in non-tetrahedrally bonded amorphous and glassy
solids can be very complex. The FSDP, that comprises the major information on MRO, varies
in intensity, position and width as a function of various parameters: temperature, pressure,
type of material and thermal treatment, etc. Even a split FSDP has been observed in a continu-
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Figure 1.2: The relation between the quasi-distance extracted from FSDP position (dFSDP ) and the
layer spacing in the model developed by Popescu [23] for amorphous arsenic, with three disordered
layers.

ous random model of amorphous arsenic. The understanding of the MRO in non-tetrahedrally
bonded amorphous or glassy semiconductors based on the layer-like model, the cluster model
and the void ordering model.

Taking into account the fact that quasi-spherical symmetry of the as-quenched semicon-
ducting glass can be broken with a significant gain in the distortion (free) energy (as is the
case for tetrahedral CRN models) the appearance and variation of the FSDP as a quasi-Bragg
peak can be easily understood. The structure becomes goffered after the glass formation. The
periodicity of goffering and its perfection are the main parameters that govern the position and
intensity of the FSDP. The goffering is mainly dictated by the distribution of the voids in the
structure that arrange in a more or less ordered fashion during the melt quenching or heat treat-
ment. The void arrangement is made easier when a chalcogenide glass is heated just above
the melting point and the constraints due to layer configurations vanish. As a consequence,
the goffering effect is maximum, the void ordering is excellent and the FSDP approaches the
Bragg peak for a multilayer ordered structure. In fact we are dealing with the atomic arrange-
ment, which gives rise to voids as a function of packing of the structural units. The spatial and
energetic constraints impose the rearrangement of the system of voids and even the change
in size and shape of a void from one position to another. Therefore the voids easily change,
more so than the network does, and this flexibility allows the atoms to be accommodated in
the limited space of the non-crystalline body.

This point of view can explain more simply the assembly of experimental data on the
structure of amorphous covalent semiconductors. For example, the increase of FSDP in high
temperature melts (e.g. in binary chalcogenides) is due to the strong goffering of the net-
work, induced by the system of voids. Rearrangement of the atomic network that contains
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small remnants of layers or other configurations gives rise to a larger scale modification of the
void system. As a consequence of this modification and of the network expansion the quasi-
distance increases and, as expected, the FSDP intensity increases. Illumination in As2S3

results in a decrease of the height of FSDP, broadening of this peak and its shift towards lower
quasi-distances calculated from the angular position of the FSDP in the X-ray diffraction pat-
tern [18]. This effect can be readily explained in the framework of the goffering model. The
photostructural transformations of the network are more likely to occur in regions with larger
voids. The collapse of larger voids is easier to trigger and, therefore the larger voids split
into smaller ones. As a consequence, smaller correlation lengths appear that are accompanied
by a decrease of the FSDP intensity. Because local structural modifications are propagating
with more difficulty, the goffering is altered and regions with different structure of voids are
randomly distributed in the network. This is a non-equilibrium situation. The material looks
more disordered and FSDP width increases. Thermal annealing can restore the state before
the illumination, and this fact was indeed observed experimentally.

In general, the quasi-periodic structural fluctuations in amorphous semiconductors can be
understood in terms of bonding frustration inherent in maintaining the network connectivity
at large distances from a given atom of origin. The density fluctuations are related to the
fluctuation of short-range order in tetrahedrally bonded semiconductors and of medium-range
order in chalcogenide glasses.

1.4 Defects in Non-Crystalline Solids

In crystalline solids structural defects are defined in terms of deviation from the ideal long-
range order of a given lattice. Basically three types of defects can be defined:

– intrinsic pointdefects (vacancies, interstitials);

– extended defects (dislocations, stacking faults, lattice distortions, grain boundaries);

– chemical impurities (substitutional atoms or interstitial atoms or molecules).

In the case of non-crystalline solids an important problem to be discussed is whether there
are defects which can be described as counterparts of the well-defined defects in crystals. Al-
though most defects seem to have lost their meaning, the structurally sensitive changes in the
properties of non-crystalline solids show, at least qualitatively, the same trend as correspond-
ing properties of crystals [25]. In crystals the change of properties is governed by the behavior
of lattice defects. For example, annealing leads to the annihilation of dislocations and point
defects whilst plastic deformation increases the density of both these lattice defects. The above
observations allow one to conclude that structural defects, which are akin to defects in crystals,
should exist in non-crystalline materials. The deviation of the structure of a non-crystalline
solid from its low energy equilibrium state could be, therefore, described in terms of increase
or decrease of the density of defects. Thus, the structural relaxation is a process of annihilation
of some defects and is an exothermic process, whereas the mechanical deformation leads to
an increase of the defect concentration and is an endothermic process [26, 27].

Several attempts have been made to define the structural defects in non-crystalline solids
on a general basis [28]. First, an ideal reference structure is defined and the defects are in-
troduced using geometrical concepts analogous to those used for crystal defects. The strains
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are measured with respect to the reference structure and they are always very high. However,
this definition of defects, using the local strain seems to be valid only for covalently bonded
solids [29].

The defects in covalently bonded networks of atoms can be roughly classified into two
groups, namely, microdefects and macrodefects. The microdefects are:

– local or point defects (dangling bonds, quasi-vacancies, quasi-interstitials);

– diffuse or collective defects (extended defects);

– chemical defects (wrong bonds, impurities);

– electronic-structural defects (valence alternation pairs, quasi-molecular defects).

The macrodefects can be classified as columns, voids, network of pores, pinholes, and
cracks.

Several types of defects are correlated. Local or point defects are usually extended on a
larger scale in the network. Change of coordination of the atoms and, therefore, a local struc-
tural change accompany electronic defects. Chemical defects generally distort the network
around the impurity location.

1.4.1 Local Defects

Quasi-Vacancies and Quasi-Interstitials

In covalently bonded solids, the vacancy-like defect or quasi-vacancy can occur and can be
defined as a local arrangement of atoms which implies a local lower density than the average
density of the material. Although the quasi-vacancies could not be observed experimentally,
simulation of the amorphous networks using computer modeling allows for characterization
the structure of the quasi-vacancies, their distribution and dynamic properties. In the ideal
amorphous network the density distribution is uniform. In the real amorphous network the
bonding fluctuations give rise to density fluctuations and these fluctuations can be interpreted
as quasi-vacancies and interstitial-like defects (quasi-interstitials) distributed randomly in the
network. It may be interesting to note that what is a point defect in a crystalline lattice is
transformed into a narrow defected region in a non-crystalline network.

Dangling Bonds and Floating Bonds

An important defect proved to exist and to play an important role in non-crystalline semicon-
ductors is a dangling bond. A single dangling bond defect, i.e. an unsatisfied bond can be
incorporated within the network of an amorphous semiconductor without much perturbation
of the surroundings; in contrast the dangling bonds help to reduce the strains accumulated dur-
ing the network formation. The dominant paramagnetic center in non-crystalline films based
on amorphous silicon (a-Si) and hydrogenated amorphous silicon (a-Si:H) has been identified
as a dangling bond [30]. Close correlation between the photoluminescence efficiency and
the spin density in a-Si:H indicates a nearly random distribution of the paramagnetic defect
centers [31].
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Pantelides [32] has brought arguments in favor of the existence of both three-fold and
five-fold coordinated atoms as defect centers. One argument is that in amorphous silicon a
vacancy, which introduces a three-fold coordinated system and a tetrahedral self-interstitial
(which introduces four five-fold coordinated silicon atoms), has roughly the same formation
energy. A number of examples of that nature show that five-fold coordination of silicon can
be preferred over the three-fold one. Another argument is the development of techniques for
routine synthesis of chemical compounds involving five-fold coordinated silicon atoms (called
penta-coordinated silicon) [33].

Pantelides defined the counterpart of dangling bonds in silicon as a floating bond. Ideal
dangling bonds and floating bonds are rarely produced. In general, an intermediate state
is produced and this configuration was called a frustrated bond. Pantelides proposed that
the defect center is likely to be mobile because of the ease to switch bonds. The enhanced
hydrogen diffusion caused by doping [34] and by illumination [35] is explained in unified and
simple manner in terms of excess defect centers which are mobile and “kick out” the hydrogen
atoms from Si–H bonds [36].

1.4.2 The Diffuse or Collective Defects (Extended Defects)

The extended defects in amorphous semiconductors are controversial. Disjunction, disloca-
tions or disclination lines with variable Burgers vectors are discussed in the literature. The
disclinations are defined in elastic bodies as line defects similar to dislocations but differing
in that rotations rather than translations constitute the operations involved. Gilman [37] used
this concept in order to explain the flow properties of glassy materials.

In the example shown in Fig. 1.3, crystalline and vitreous silica (SiO2) are compared.
In the crystalline case, there is a constant Burgers vector along the dislocation line and the
structure left behind as the dislocation moves is the perfectly restored crystal. In the non-
crystalline material, the local translations that are needed to restore the bonding vary along
the line length, so that the Burgers vector fluctuates in magnitude and direction.

Rivier [38] has shown that odd-member rings in CRN [39] constitute line defects and that
the disclination line can be described as threading its way through the glass by connecting
the centers of the odd-member rings. The disclination lines tend to approach the dislocation
characteristics. The disclinations can be regarded as defective dislocations.

Recently, the existence of boundaries between rather ideal non-crystalline regions has been
suggested. The ideal amorphous domain, the amorphite, is naturally introduced, because it
was demonstrated by simulation experiments that the total distortion energy diminishes when
the homogeneous random network splits into domains with nanometric size (Fig. 1.4) [40].
The interconnected amorphites exhibit distorted bonds at the boundary but not necessarily not
satisfied or dangling bonds. The boundaries between amorphites seem to be responsible for
the specific properties of a-Si:H, especially for the reduced gap states characteristic of this
material.
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Figure 1.3: Dislocation line in crystalline SiO2 (a) and disclination line in vitreous silica (b). The arrows
indicate the Burgers vectors.

Figure 1.4: The structural model of non-crystalline silicon with two amorphous domains (amorphites).

1.4.3 Chemical Defects

Wrong Bonds

A wrong bond is the most representative chemical defect in amorphous semiconductors. In
the case of non-crystalline networks of binary or polynary alloys the deviation of the structure
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from the chemically ordered network is mainly dictated by the wrong position of some atoms
on the network sites. Thus, in binary covalently bonded alloy (e.g. GaAs) the configuration of
minimum free energy corresponds to a network of bonds where every arsenic atom is bonded
to gallium atoms and every gallium atom is bonded to arsenic atoms. The Ga–As bond is the
most favorable bond from the energetic point of view. Nevertheless, defects can be produced
as bonds between atoms of the same type. These are the wrong bonds.

In the classical structural models of amorphous semiconductors (Ge, Si) the six-fold rings
of atoms, which represent the basic configuration in crystals, alternate with five- and seven-
fold rings. These models, when applied to binary alloys will necessarily include wrong bonds.
Although these wrong bonds cannot be avoided, their amount will be minimized, as demon-
strated by the simulation of the structure of e.g. CdGeAs2 glass [41] compared with the ex-
perimental structural data.

Chemical Impurities

Chemical additives can be incorporated into the basic network of the amorphous semicon-
ductors. As a rule, the amorphous semiconductors are difficult to dope because of the large
number of states in the forbidden gap and because of the possible easy accommodation of the
impurity atoms, determined by the network flexibility.

The elemental amorphous semiconductor most sensitive to doping is amorphous selenium
[42]. Only a few hundred ppm of oxygen, potassium or chlorine [43] introduced in the melt
increase the dark conductivity by several orders of magnitude. A change to n-type conduction
was reported when traces of chlorine were added.

The chemical impurities are of leading importance in controlling the transport properties
in amorphous semiconductors.

1.4.4 Electronic-Structural Defects

Valence Alternation Pairs

In 1969 Cohen et al. [44] assumed that in amorphous solids the valence and conduction bands
have tails of localized states and, therefore, a mobility edge exists that separates the localized
states from the extended ones. The band tails extend into the forbidden gap and, due to their
superposition, the Fermi level is pinned. In the case of chalcogenide materials, Davis and
Mott [45] considered that this mechanism for pinning of the Fermi level is improbable and
suggested that pinning is due to deep levels caused by defects.

It is remarkable that although the Fermi energy is pinned, the chalcogenide glasses do
not possess unpaired electrons. This contradiction has been resolved by Anderson [46] who
suggested that all spins are paired because of a very strong electron–lattice interaction. In
such a case, the repulsion within the pair (characterized by the so-called Hubbard energy, U )
is compensated by the energy gained as a consequence of the distortion of the chemical bond.
Such defects are called negative-U centers.

Mott et al. [47] used the following notations for the centers defined as a dangling bond in
three charging states: D0 (neutral center), D+ (positively charged center) and D− (negatively
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charged center). It was suggested that the reaction: 2D0 →D+ + D− is exothermic, i.e. all the
spins become paired, which explains the absence of an ESR signal.

Kastner et al. [49] came up with a more detailed description of the defects. It was shown
that the energetically least-costly bonding deviations in non-crystalline chalcogenides can be
achieved when the defects are created in pairs: a positively charged over-coordinated atom
and a negatively charged under-coordinated atom. These defects were called valence alterna-
tion pairs (VAP) because the valence or coordination is alternated for the defect atoms. The
notations C−

1 , C+
3 and C0

3, where the subscript represents the number of neighbors of the de-
fect atom, and the superscript represents the charge state of that atom, were introduced. The
a D+D−, or C+

3 C−
1 pair is considered as a fundamental defect in amorphous chalcogenide

semiconductors.
In an amorphous selenium matrix two selenium atoms, each of which is triply bonded,

serve to cross-link two molecular chains of doubly bonded atoms. A VAP can be produced
by a spontaneous breaking of the cross-linkage, combined with a simultaneous transfer of an
electron from one of the triply bonded selenium atoms to an atom near that where the cross-
link was broken. Since such an electronic transfer reduces the total energy of the solid, nearly
all the trigonally bonded selenium atoms become members of such valence alternation pairs.

Since the total number of bonds in the solid does not change by creating these defects (two
at a time), the energy needed for the creation of a pair is relatively small. It is approximately
the energy required to place the negative charge onto the under-coordinated atom (reduced by
relaxation effects of the surrounding matrix). In typical chalcogenide glasses this results in
a VAP defect density of about 1017 cm−1, in agreement with the defect density measured by
photo-induced ESR, mid-gap absorption, and photo-luminescence [50].

Kastner et al. [50] has suggested that Coulomb and exchange forces act between the VAP
partners, so that the VAPs can become associated and form intimately bonded valence alter-
nation pairs (IVAP). The difference between VAP and IVAP defects is illustrated in Fig. 1.5.

Figure 1.5: Schematic representation of the IVAP and VAP defects.

Quasi-Molecular Defects

A more general defect in chalcogenide semiconductors was proposed by Popov [51], namely,
the quasi-molecular defect (QMD), which is a single orbital-deficient bond against the co-
valent background. The idea was later elaborated by Dembovsky and Chechetkina [52]. In
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contrast to a covalent bond, which is established by electron pairing between two atoms, an
orbital-deficient bond is a multi-centered one, so a QMD is a multi-atomic (or molecular) de-
fect. From the properties of orbital deficient bonds, it follows that the three atoms in QMD
under consideration are bound more weakly than in the covalent case and are arranged along
a straight line with definite length.

QMDs plays the dominant role in the glass-forming substances because they take part in
all the processes, including the VAP formation.

1.4.5 Macrodefects

Strongly anisotropic density fluctuations have been considered as a major class of defects in
thin films prepared by various techniques. Both crystalline and amorphous thin films produced
by vapor deposition commonly exhibit a columnar structure. This structure consists of a
network of low-density material that surrounds an array of parallel rod-shaped or columnar
regions of higher density.

The columnar structures commonly form in deposits in which the mobility of the deposited
atoms is low and, although they have been observed in both crystalline and amorphous mate-
rials, they occur predominantly in amorphous films whose formation requires a limited atom
mobility.

In non-crystalline chalcogenide films, it was observed that the photo-induced changes in
volume and band gap can be greatly enhanced by the oblique deposition [53–55].

Other macrodefects are beyond the scope of this chapter.

1.5 Electronic States in Amorphous Semiconductors

All solids, crystalline or amorphous, contain atoms which are coordinated differently from
their normal structural bonding. These are called defects and were discussed in Section 1.4.
The defects are intimately related to specific energy states of the electrons that play an im-
portant role in defining the optical and electrical properties of the material. The electronic
states of solids are grouped in bands, in narrow sub-bands, or in isolated levels in between the
electronic energy bands. The main parameter that characterizes the electronic properties of
the semiconductors is the density of electronic states.

1.5.1 Electronic States in Tetrahedrally Bonded Semiconductors

In crystalline semiconductors the valence and conduction band are separated by a forbidden
gap of electronic states. The situation in amorphous semiconductors is different. According
to the band model developed by Cohen, Fritzsche and Ovshinsky (CFO model) [44], in amor-
phous semiconductors, due to the absence of the long-range order, the valence and conduction
bands are prolonged by tails, which tend to zero with different slopes. The energetic domain
corresponding to the permitted bands defines the region of the extended states, while the band
tail states are localized. In the extended states the mobility of the carriers are 4-5 orders of
magnitude higher than in the localized states. The extended and localized states are separated
by the mobility edge.
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The tetrahedrally coordinated amorphous semiconductors (amorphous germanium, sili-
con, etc.) are well described by a model which separates the distribution of states into extended
states, tail states and deep localized states (Fig. 1.6). The tail states arise from deformed but
intact bonds whereas the deep states are due to incorrect coordination of some atoms.

Figure 1.6: Distribution of density of states, g(E), in amorphous semiconductors.

The dangling bond is energetically very unfavorable (the bond strength is ∼2–6 eV). Nev-
ertheless, they characterize the tetrahedral amorphous semiconductors because: (i) the lowest
energy deviant electronic configuration of a tetravalent atom contains a dangling bond and
(ii) the rigid three-dimensional structure required by tetrahedral bonding leads, particularly in
amorphous solids deposited from the vapor phase, to structures in which it is difficult to avoid
a certain number of three-fold coordinated sites since the latter tends to relieve the stresses
inherent in a rigid tetrahedral network. In practice, evaporated films tend to contain relatively
large voids, and they must contain some dangling bonds in addition to many strained bonds.
The strained bonds are similar to surface states, but dangling bonds are qualitatively different
in several respects. Each dangling bond involves an unpaired spin, and thus should contribute
to both an ESR signal and a Curie term in the magnetic susceptibility. Moreover, the dan-
gling bonds produce a very different density of electronic states. The occupied states are
non-bonding and so are higher in the gap than those resulting from strained bonds (Fig. 1.7).

Upon hydrogenation, all three types of states (extended states, tail states, and deep lo-
calized states) are affected but the most prominent effect occurs for the tail states and for
the deep localized states. Hydrogen tends to remove states from the top of the valence
band [57], which leads to an increase of the optical band gap, Eg, with increasing hydro-
gen content. In most cases the density of states, g(E), around the Fermi level, EF , is re-
duced by a factor of 102 to 103 from the values observed in its unhydrogenated counterpart
(1020 cm−1 eV−1); this is attributed to the passivation of the dangling bonds. Low defect state
density (2 × 1015 cm−1 eV−1) was achieved only in hydrogenated (glow discharge or sput-
tered [58]) and fluorinated amorphous silicon-type materials [59]. In the following we discuss
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Figure 1.7: Sketch of the electronic density of states of as-deposited evaporated amorphous silicon. The
Fermi energy is pinned by the large dangling-bond density (∼10−19 cm−3).

in detail the problems of the electronic states in amorphous tetrahedrally bonded semiconduc-
tors.

The dangling bond defect is neutral when is occupied by one electron (non-bonding). The
charge of the defect is +e when the dangling bond is not occupied by electrons, and it is –e
when is occupied by two electrons. Following the notation of Adler (Tq

z is a tetrahedral atom
with the coordination z and local charge q) we can say that the normal configuration of a
tetrahedral atom is T0

4. The dangling bond defect is T0
3. If an electron is removed from a

T0
3 center, the latter is transformed into a T+

3 center (Fig. 1.8c). This electronic modification
can induce strong chemical forces, which lead to local distortions of the neighboring shell
of the defect. Adler has shown that the optimum situation for a center T0

3 is realized for the
hybridization sp2 with angles between bonds of 120◦. Bringing an extra electron transforms
the T0

3 center into T−
3 , that induces, after Adler, a decrease of the angle between bonds down

to 95◦.
Different opinions exist as to the sign of the correlation energy in amorphous silicon [56].

Thus, Dersh et al. [60] found from ESR measurements that correlation energy of Si dangling
bonds was positive (Ueff > 0) while Adler deduced a negative correlation energy Ueff < 0
[61]. Silver argues [62] that in a given material centers with negative and positive correlation
energy can coexist.

1.5.2 Electronic States in Non-Tetrahedrally Bonded Semiconductors

Comparison of the optical properties of crystalline and amorphous As2S3 and As2Se3 demon-
strated that the effect of disorder on the electronic structure is relatively small. Apart from the
loss of the details related to the symmetry points in the Brillouin zone, and some broadening
of around several tenths of electronvolts, the spectra of the amorphous chalcogenide solids
are very near to those of the crystalline analogues. The major differences between crystal and
amorphous solid are a higher density of traps, and a larger scattering of the trapping levels in
the amorphous solid.
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Figure 1.8: Sketch of the tetrahedral bonding in amorphous silicon (germanium) for the cases of a
correct bonding (a), a dangling bond defect (b), a missing electron (c), an extra electron (d) on that atom,
and the hydrogen bonding between two silicon atoms (e).

The electrical band gap is 1.1 eV, which is considerably smaller than the optical gap
(1.9 eV). In general, the properties of the materials belonging to the family of As2Se3 (e.g.
As2S3, As2Te3, Sb2S3, and Sb2Se3) are analogous, with the exception of quantitative varia-
tions of the band gap. The optical gap is the double of the electrical gap which indicates that
the Fermi level is situated near the middle of the mobility gap.

In the first model of the band structure in amorphous semiconductors (CFO model) it was
assumed that the valence and conduction bands contain tails of localized states and, conse-
quently, a mobility edge exists that separates the extended from localized states. The tails
extend deeply in the forbidden gap, superpose, and thus pin the Fermi level. At the same
time, already in early studies it was demonstrated that the chalcogenide glasses behave like
intrinsic semiconductors with the band gap of 1 eV or more and they are transparent for red
and infrared rays and the density of unpaired spins was ∼ 1010–1014 cm−3. This controversy
was solved by introduction of the concept of negative-U centers described above.

In a chalcogen, e.g. selenium, the four 4p electrons occupy two bonding orbitals represent-
ing covalent bonding and one orbital named a lone-pair orbital, that does not participate in the
bonding. The p electrons gives rise to strong covalent bonds. Lone-pair electrons determine
the dihedral angles and, being the uppermost electrons, play an important role in defining the
energy bands.

The energy levels in the chalcogen solid have been calculated in the framework of the
molecular orbital theory [63]. They give an image on the distribution of the six electrons on
the hybridized orbitals and their participation in the bonding with the neighbors. A general
picture for the density of extended states in amorphous chalcogenides has been obtained using
photoemission [64].

To determine the density of localized states in the gap, various techniques have been used.
In early papers, from transient decay measurements (over almost nine decades of time) it
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was concluded that the density of tail states decreases exponentially and does not have any
defined structure. The characteristic energy kT0 was determined to correspond to T0 = 500 K
in As2Se3 [65]. However, it was argued back in 1983 that a combination of non-exponential
arrays of localized traps can also generate current decays of the power law form [66]. It is now
generally believed that on top of featureless distribution of state in the tails, structured density
of states exists attributed to VAPs [67] whose concentration is around 1% at temperatures
near Tg. For arsenic triselenide time-of-flight and transient photoconductivity measurements
suggest a feature located 0.6 eV above the valence band edge which dominates the transport.

There was some controversy in the literature related to the sign of correlation energy in
amorphous selenium. Thus, in an early paper by Kastner et al. [48] the correlation energy
was assumed to be negative. Later, Vanderbilt and Joannopoulos [68] argued that in elemental
selenium the correlation energy was likely to be positive. It was only recently that Kolobov
et al. have convincingly demonstrated, using light-induced ESR, that the correlation energy
was, indeed, negative [69].

Popescu et al. [70] stated, after Mott, that in amorphous selenium the states C+
3 give rise

to discrete traps situated at around 0.33 eV below the bottom of the conduction band (concen-
tration 1018 cm−3) and they control the electron mobility. The C−

1 states are situated 0.17 eV
above the top of the valence band and control the hole conduction. Both types of traps are
distorted by trapping the charge carriers, and, as a consequence, their energies do not corre-
spond to that found from the light absorption experiments and charge carriers generation. A
somewhat different value of 0.25 eV for the states above the valence band was reported by
Pfister [71].

Combined analysis of xerographic potentials and transient transport data was applied to
determine the energy positions of the localized states in amorphous selenium [72]. Four differ-
ent energy levels were identified, namely located 0.26 eV above the valence band and 0.35 eV
below the conduction band attributed to VAPs as well as two deep states located around the
Fermi level and separated by 0.13 eV It should be noted, however, that the energy difference
between the deep states claimed in [72] is less than the experimental uncertainties for each
level reported in the original papers cited therein.

The issue of defects in selenium has been recently revisited [73]. The authors used post-
transient photocurrent analysis and found two levels located 0.55–0.66 eV below the conduc-
tion band and 0.4−0.5 eV above the valence band attributed to D+ and D− intrinsic negative-
U defects. While these values differ somewhat from those reported earlier [72], which may
be due to differences in samples, the technique used, or the data analysis procedure, the con-
clusion that well defined states exist in the gap of chalcogenides can be considered a well-
established fact.
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2 Photo-Induced Phenomena in Amorphous and Glassy
Chalcogenides

Miloslav Frumar, Božena Frumarová, Tomáš Wágner, and Petr Němec

A review of optically induced changes of structure and properties of amorphous and glassy
chalcogenides (AGC) and amorphous chalcogenide films is given. Isotropic effects, chemical
aspects, and new results are emphasized.

2.1 Introduction

Photo-induced effects (PE) include changes of electronic and atomic structure, composition,
phase, and physicochemical properties of chemical compounds induced by exposure of the
material to light (radiation) of appropriate energy and intensity. In a broader sense, they also
include photoconductivity, photovoltaics, photoluminescence, and non-linear optical phenom-
ena that are connected with purely electronic effects. The latter group of processes will be
discussed in this chapter only marginally. Intense illumination can also partly or fully damage
(or evaporate) the material. Such processes will be also beyond the scope of our review.

PE are not rare in solids and have been found (and exploited) also in crystalline com-
pounds, e.g. in Ag–X (X = Cl, Br, I), in the so-called photochromic materials, as well as in
many molecular organic compounds, etc. [1–5]. PE have been also observed in many amor-
phous and glassy chalcogenides (AGC) (see, e.g. [1, 3, 6–107] etc.).

The mechanism of PE can be very different. The first step of interaction of radiation (UV,
VIS, NIR light, neutrons, γ- or X-rays) with the substance is nearly always energy absorp-
tion, excitation of electrons and/or holes, displacement of atoms, creation or amplification
of phonons. Such processes can induce changes of structure, electrical conductivity, electric
charges and temperature; they can even lead to melting or evaporation of the material. Elec-
tronic or atomic defects can be also formed. Exposure can lead to chemical bond redistribution
or reorientation, to photo-induced crystallization or amorphization, to formation of products
of synthetic or photolytic chemical reactions, to change of chemical reactivity, surface profile,
optical transmittivity and reflectivity, index of refraction, hardness, thickness, fluidity, etc. [1,
3, 6–107].

One photon is usually absorbed by each molecule or structural unit and is responsible for
primary photochemical or photo-induced processes (Stark–Einstein rule [4, 5]). This rule is
broken when high-intensity lasers are the source of radiation and more than one photon is
absorbed. Such an effect is probably behind a large increase of efficiency of PE when very
intense pulses are used for excitation [63]. Optically excited states relax, after a time, to the
original or to a new state, either directly or via intermediate steps. The relaxation can be purely
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electronic, or it can involve changes in positions of individual atoms or atomic groups. The
time of relaxation varies from picoseconds to years, depending on the system, its structure,
temperature, and wavelength of the excitation light [57].

In crystalline compounds, the optically induced changes of atomic structure are confined
to the surface of the crystals or its vicinity or to the neighborhood of defects because the dense
packing of the atoms only rarely allows larger changes in their positions and the photo-induced
changes (PC) are small or relax back after the exposure is finished.

The situation in AGC is different. The disorder of such materials is high, their density is
generally lower than in crystalline counterparts (when they exist) and, therefore, a larger free
volume is available [7, 27, 28, 35, 42, 51, 108]. The larger free volume and broad composition
regions of AGC are favorable for the formation of compositional and coordination defects. In
amorphous films or in powdered glasses, the disorder is even larger than in bulk glasses and
movement of atoms is easy [27, 29, 51, 55]. The PC of atomic structure can be larger and the
PE are stronger.

2.2 Photo-Induced Effects in Amorphous and Glassy
Chalcogenides

The AGC are favored materials. The PE in them are strong and numerous and they are trans-
parent in the IR region, which is favorable for their applications. PE in AGC have been
extensively studied as an interesting subject of fundamental research of disordered solids and
due to present and potential applications in optics and optoelectronics (see, e.g. [1, 3, 6–107]).
A systematic study of PE in AGC was started in the 1960s, stimulated by the work of Ovshin-
sky, Berkes and others [8–14, 16–18, 79] and motivated by an effort to apply PE in optics and
optical data storage.

The fact that the PC of structure and of many properties are larger in AGC than in other
compounds is probably caused by several reasons:

• The chalcogens in AGC are usually two-fold coordinated and the valence angles between
two covalent bonds of chalcogens (S, Se), are between 90–109◦ [102]. Such structure is
flexible and the angle between two bonds can be easily deformed. Vibrations of struc-
tural units interconnected via such chalcogen atoms are practically independent (strongly
localized) and can be interpreted as vibrations of nearly free oscillators [102].

• The chalcogens and also pnictogens (As, Sb and partly Bi) and group IV elements (Si,
Ge) can form chemical bonds between like atoms (e.g. As–As, Sb–Sb, Si–Si, Ge–Ge,
generally M–M, where M is metalloid or a metal [109]). The energies of such bonds
are not far from the energies of heteroatomic bonds M–C, where C is for a chalcogen
(Table 2.1, [6, 111]). This fact enables the changes of coordination of individual atoms
[46,51]. The energies necessary for the optically induced or optically enhanced reactions

2|M–C| hνi,Ii,Ti←→ |M–M| + |C–C| (2.1)

are lower than in oxides. Here hνi and Ii are energy and intensity of the exposure light,
T is temperature and i = 1, 2 for the direct and backward reactions, respectively. The
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Table 2.1: Bond energies E (kJ/mol) for various atom pairs [6,111]

Bond E Bond E Bond E

S–S 280 P–Se 240 Sb–Te 195

Se–Se 225 As–As 200 Si–Si 225

Se–Te 195 As–S 260 Si–Te 220

S–Se 255 As–Se 230 Ge–Ge 185

Se–Te 220 As–Te 205 Ge–S 265

P–P 225 Sb–Sb 175 Ge–Se 230

P–S 270 Sb–S 230 Ge–Te 200

exposure to light or annealing shift the the reaction equilibrium to the right- or left-
hand side depending on the system, its temperature, energy and intensity of light. For
hν1 > hν2 and I1 > I2, the forward reaction is enhanced while annealing (T2 > T1), or
exposure to I1 < I2 light shifts the reaction in the backward direction.

• Over- and under-coordinated atomic defects are common in AGC and they can be induced
by exposure. Such defects are usually charged, they can increase the densities of the
localized states in the band-tails and cause the shift of the absorption edge. Although the
density of charged defects is much lower (1015 − 1017/cm3) than the expected density of
defects which are behind the photostructural changes [52], they can act as intermediate
defects in PC of structure and properties (see, e.g. [1, 6, 53, 58, 60] and papers cited
therein).

• The chalcogens and pnictogens possess non-bonding orbitals (lone pairs), which form
the upper part of valence band states [1, 6, 92]. These orbitals can be transferred to
the bonding ones and vice versa, and can be used for the formation of new bonds with
changed geometry of local structural units.

• The “free volume” of AGC is relatively high, which makes the structure flexible [7, 51,
108]. The largest PC of optical properties were found for systems with the largest “free
volume” [27–29, 43]. It should be noted that the composition corresponding to maximal
free volume is close to the one corresponding to the mean coordination number of the
Tanaka threshold (∼ 2.7) [42].

• The AGC are non-equilibrium substances. The glasses (films) that are close to, or even
outside, the glass-forming region can be prepared. Such materials are highly metastable
and the exposure can initiate their transformation (e.g. crystallization) to a state closer to
equilibrium.

The PE in AGC can be irreversible and reversible. Processes within each group are de-
scribed below.
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2.2.1 Irreversible Photo-Induced Changes

Irreversible PC of structure and properties of AGC are found after the exposure of as-evap-
orated films, in crystallization processes, they accompany PC of reactivity, photo-induced
oxidation or hydrolysis, photo-induced dissolution and diffusion of metals in AGC, interdiffu-
sion of chalcogenide compounds and photo-decomposition of materials (see, e.g. [1, 6–8, 18,
21, 56, 60, 64, 81]).

Changes of Structure

For preparation of thin chalcogenide films, high-temperature, high-energy radiation, particles,
or laser pulses have to be used. During the evaporation, the effective temperature of vapors
is relatively high and chalcogenides can dissociate into fragments with lower molecular mass.
Fractional evaporation of materials containing more- and less-volatile species or fragments
can also take place. After condensation of the vapors on a cold substrate, non-homogeneous
films are obtained. The “synthetic” chemical reactions among fragments, which would result
in original material, are generally slow at lower temperatures [7, 46, 51]. Nano-regions of
different composition distributed in the volume or gradient of composition can be obtained.
As a result, such films are non-homogeneous, and their composition and structure are strongly
influenced by the preparation conditions.

Glasses in the As–S system can serve as an example of the dissociation of evaporated
substances to low molecular mass fragments. They dissociate according to the following
simplified reaction [41, 42, 51, 56]:

2(As2S3)n ←→ nAs4S4 + nS2 (2.2)

where n � 1. Other reactions also proceed in the vapors because other particles, such as As4,
S8, As4S3, and As2S6 are also present in the vapors [56]. Some of them can be identified
in the deposited films (Figs. 2.1 and 2.2). The presence of As4S4 and Sn molecules in thin
films can be seen in Raman spectra in the region between 120− 260 cm−1 and the bands with
maxima near 145, 168, 190, 214, 223 and 361 cm−1 can be assigned to As4S4 vibrations; the
band near 495 cm−1 is due to S–S vibrations [7, 42, 46–48] (Figs. 2.1 and 2.2).

The exposure of as-evaporated films can induce synthetic chemical reactions among the
fragments, which result in their chemical homogenization (Eq. (2.2), backward direction) and
polymerization. This process is accompanied by a decrease of amplitudes of the bands with
maxima near 136, 146, 169, 191, 215, 223, 235, 361, and 495 cm−1 in the Raman spectrum [7]
of As–S films (Figs. 2.1 and 2.2). The Raman bands corresponding to As–As (235 cm−1) and
S–S bonds (495 cm−1) and As4S4 vibrations (see above) lower their amplitudes. This process
is irreversible.

The homogenization of fresh evaporated films can be also achieved by their annealing
close to the glass-transition temperature, Tg, when atoms or structural groups are relatively
mobile and chemical reactions among them can progress quickly. The structure of annealed
films is not fully identical with the structure of fresh evaporated films after their exposure, due
to some photolytic reactions, which proceed simultaneously with synthetic ones during the
exposure (Figs. 2.1 and 2.2). Similar photostructural and the photochemical effects as in the
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Figure 2.1: Reduced Raman spectra of As38S62 thin films and bulk glass. (1) as-evaporated film (2)
exposed film (3) annealed film (4) bulk glass. Curves 3 and 4 are overlapping in the spectral region up to
420 cm−1. Some narrow bands of the spectrum (130−250 cm−1, 361 cm−1) can be assigned to As4S4

molecules, the band 235 cm−1 can be assigned to As–As bonds vibrations, the band 495 cm−1 to S–S
bonds vibrations.
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Figure 2.2: Reduced Raman spectra of As42S58 thin films and bulk glass. (1) as-evaporated film (2)
exposed film (3) annealed film (4) bulk glass. The amplitudes of curves 1–4 were normalized to the
same value for the band 345 cm−1 (AsS3 pyramid vibrations). For assignment see Fig. 2.1.

As–S system were found in As–Se, As–Ga–S, Ge–Sb–S and Sb–S systems [7, 22, 26–28, 38,
43, 45, 47].

The Ge–Sb–S system with a relatively broad glass-forming region can serve as an example
with different PE. In thin films of this system, prepared by flash evaporation of Ge5Sb45S50,
Ge5Sb40S55, Ge10Sb40S50 and Ge10Sb50S40 glasses, crystallization, photobleaching or pho-
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todarkening were observed [22]. It is supposed that dissociation of vapors into fragments
analogously to Eq. (2.2) takes place. During the condensation of the vapors, local inhomo-
geneities are formed. Samples with a low content of Ge and with mSb/nS≥ 2/3 (excess Sb
over stoichiometry of Sb2S3) were darkened after exposure [23, 24, 46]. Such films are over-
saturated by Sb and are chemically metastable. During the exposure, they can lose the excess
metal (Eq. (2.3)) resulting in absorption edge shift towards longer wavelengths (darkening):

SbmSn
hυ−→ Sbm−xSn + xSb

(m/n) 〉 2/3, (m − x)/n ∼= 2/3.
(2.3)

The Ge–Sb–S films with lower Sb content, or films with xGe/yS < 1/2 were photo-
bleached which can be explained as follows. During the evaporation of Ge–Sb–S glasses, the
vapors of GeS2 are formed as fragments; they can be further thermally dissociated according
to the scheme [112]

2GeS2 → Ge2S3 + 1/2S2 → 2GeS + S2; T ≥ 1098 K (2.4)

The GeSx, x < 2, and S2 or S8 molecules are thus formed and, after condensation, local
inhomogeneities appear again. The backward reaction of (Eq. (2.4)) or the reaction (Eq. (2.5))
is facilitated by exposure, the GeS2 is formed and the transmission of the layers is increased
(Eopt

g (GeS2) > Eopt
g (Ge2S3 or GeS)); the chalcogenides are photobleached. In films, due to

exposure, the following reaction could also proceed:

GeSx + Sy → GeSx+y, x < 2 ≤ (x + y) (2.5)

This reaction leads to stoichiometric or sulfur-rich films, and, consequently, to photo-
bleaching as well. Amorphous GeSx, x < 2, contains excess of Ge as compared with GeS2;
its optical gap is lower than that of GeS2.

Changes of Optical Transmission, Photodarkening, and Photobleaching

The exposure of fresh evaporated films shifts their absorption edge either towards longer wave-
lengths (red shift, photodarkening) or towards shorter wavelengths (blue shift, photobleach-
ing) (see, e.g. [1]). The explanation of these shifts based on photosynthetic or photolytic
reactions was given above. In many papers, the photodarkening is assigned to the formation
of defects and localized electronic states in the tails of conduction and valence bands, which
lower the energy gap [1]. Such a description may be identical, because the photolytic or pho-
tosynthetic reactions change the density or create new defects with energy inside the energy
gap of amorphous solid (see above).

Changes of Index of Refraction

Exposure of fresh evaporated or annealed films also changes their index of refraction [6, 48,
49, 59, 85]. The changes of index of refraction, Δn, of fresh evaporated films of As–Se, Ge–
S, Ge–Sb–S are larger than those of annealed films and can be as large as Δn = 0.78 (e.g.
for As0.6Se0.4) [59, 89]. The spectral dependence of the index of refraction of amorphous
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chalcogenide films can be described by the Wemple–DiDomenico relationship using a single-
oscillator approach (Fig. 2.3) [113, 114]:

n2(�ω) − 1 =
E0Ed

E2
0 − (�ω)2

, (2.6)

where �ω is the photon energy and E0 is the single oscillator energy, Ed is the dispersion
energy. As an example, values of Eopt

g , E0, Ed, n, of the thickness, d, and of relative permit-
tivity, εr, for the system As–S are given in Table 2.2 [48].
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Figure 2.3: Spectral dependence of (n2 − 1)−1 for thin films of Sb2S3, where n is index of refraction.
(1) as-evaporated film (2) exposed film.

The index of refraction of fresh evaporated As38S62 and As40S60, as well as of As42S58

films is increased by illumination and, even more, by subsequent annealing ( [48], Table 2.2).
Part of these changes can be caused by film densification, polymerization, and homogeniza-
tion. It can be connected also with an increase of the dispersion energy, Ed, [113, 114].
Ed = βNcZaNe, eV, where Nc is the coordination number of the cation nearest neighbor
to the anion, Za is the formal chemical valence of the anion, Ne is the effective number of
valence electrons per anion, and β is a constant (∼0.37 for amorphous materials) [113, 114].
Values of Ed, increase with illumination and increase further after annealing (Table 2.2). The
decreased content of S–S and As–As bonds (Eq. (2.1), backward direction) and increased con-
tent of AsS3 structural units in illuminated or annealed films increase the mean coordination
number of the cation to the anion Nc; As–As bonds are replaced by As–S bonds. It is still an
open question whether the value of Za is changed during the exposure, too.

The changes of index of refraction cause changes of third-order non-linear effect χ3. Its
behavior is discussed elsewhere [93].

Changes of Reactivity

The exposure of chalcogenide films also changes their solubility in chemical solvents (see,
e.g. [29–36, 40, 78]). The difference in dissolution rates of exposed and unexposed parts can
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Table 2.2: The values of the optical band gap Eopt
g , of the single-oscillator energy E0, of the dispersion

energy Ed, of the index of refraction n (extrapolated to E = 0), of the thickness d and of the relative
dielectric constant εr

As38S62 films Eopt
g

(eV)
E0

(eV)
Ed

(eV)
n
(E = 0)

d
(nm)

εr

(E = 0)

unexposed 2.41 4.8 21.22 2.24 1 007 5.02

exposed 2.39 4.73 22.35 2.4 980 5.74

annealed 2.39 4.56 22.59 2.44 953 5.96

exposed after annealing 2.38 4.53 22.27 2.43 956 5.91

As40S60 films Eopt
g

(eV)
E0

(eV)
Ed

(eV)
n
(E = 0)

d
(nm)

εr

(E = 0)

unexposed 2.39 4.76 21.22 2.34 988 5.46

exposed 2.37 4.78 22.31 2.38 982 5.67

annealed 2.35 4.54 22.68 2.45 970 5.99

exposed after annealing 2.33 4.51 22.37 2.44 975 5.96

be increased using specific reactants [31–36] (Figs. 2.4 and 2.5). The dissolution rates can
also be influenced by the presence of oxidizing (I2, KClO3) or reducing agents (methol, etc.)
in the solution [31]. The process can be illustrated on dissolution of As–S films. As we have
mentioned above, the fresh evaporated films of the As–S system contain a large amount of
As4S4 [31, 39, 41, 42, 51]. Dissolution of As4S4 in alkaline solutions is relatively slow, partly
because of elemental arsenic formed on the surface of the film and partly because As4S4 is
relatively resistant to alkaline solutions:

3As4S4 + 24OH− = 4AsS3−
3 + 4AsO3−

3 + 4As + 12H2O (2.7)

The dissolution of As2S3, that is the prevailing compound in the exposed parts of films, is
much faster:

As2S3 + 6OH− = AsO3−
3 + AsS3−

3 + 3H2O (2.8)

Reducing agents, added to the alkaline etchant, can increase the content of As on the
surface of the film and slow the dissolution. The blocking effect of As deposited on the surface
of film, was confirmed in [34]. Oxidizing agents speed up the dissolution of the unexposed
films oxidizing As4S4 (Fig. 2.5 [31]). Similar effects were observed when the films were
dissolved in dimethylamine [30].

The dissolution rates of films with overstoichiometry of As (e.g. As42S58) are lower in
alkaline solutions than those of stoichiometric films. This supports the above idea because
these films contain larger amounts of As and As4S4 [7, 40, 41] (Figs. 2.1 and 2.2), which are
poorly soluble in alkaline solutions.

The solubilities of as-evaporated and exposed films can be drastically influenced by chemi-
sorption of some organic compounds, e.g. of aryl- or tetraalkylammonium salts [34, 36, 39],
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Figure 2.4: Kinetics of dissolution of as-evaporated and exposed thin As2S3 films (d0 = 0.3μm) in
an aqueous solution of 100 g/l 150 g/l Na2CO3 + 150 g/l Na3PO4.12H2O with methol, pH = 12.0.
Concentration of methol (g/l): (1, 1′)0; (2, 2′)0.1; (3, 3′)−0.2; (4, 4′)0.3. Samples 1′−4′ were exposed
before etching for 1 h.
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Figure 2.5: Dissolution rates of As2S3 thin films in CS2 solution of I2 (0.5 g/100 ml). (1) As evaporated
film; (2–4) the film was exposed before etching for 1 min (2), 5 min (2.1) or 20 min (4).

in which at least one alkyl group is long enough (e.g. cetyl-, C16H33-). These compounds
can be selectively chemisorbed on the unexposed parts of films; As-rich parts or fragments of
the film are apparently preferred. After such a sorption, the dissolution of the unexposed films
can be completely blocked (Fig. 2.6) [39]. The effect is not fully understood; a possible model
is suggested in [34]. The nitrogen of [N+R4], or –[N+R3], =[N+R2] and similar groups is
positively charged and can be bonded to As–As structural units, which act as Lewis bases.
The long alkyl- (aryl-) chain of alkylammonium salts is hydrophobic; when the compound is
chemisorbed it protects the surface against the attack of the alkaline solution [34, 36, 39].

Both positive and negative etching can be obtained [36]. The etching of AsxS100−x thin
films in alkaline solvents is positive (exposed part was dissolved more quickly), while the films
with excess As, x ≥ 40, which were treated before etching by CS2, were etched negatively.
The CS2 can dissolve free sulfur or sulfur-rich fragments of the film that are present in fresh
evaporated films (Eqs. (2.2) and (2.4)). Because of removal of S-rich fragments, the surface
becomes rough and the surface area is considerably increased. Subsequent dissolution of the
film in alkaline solvents is then quicker [36].
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Figure 2.6: The change of relative thickness (d/d0) of As42S58 films (d0 = 500 nm) during dissolution
in alkaline solution (150 g/l Na2CO3 + 150 g/l Na3PO4.12H2O, pH = 12,5). (1) Fresh evaporated
film; (2) fresh evaporated film, which was immersed for 5 min in cetyltetraammonium bromide solution
(1 g/l) before etching; (3) illuminated film; (4) illuminated film, which was immersed for 5 min in
cetyltetraammonium bromide solution (1 g/l) before etching. The lines are drawn as guides for the eye.

Oxidation and Hydrolysis

The sensitivity of many chalcogenides to oxidation and hydrolysis when they are exposed to
light has been well known for a long time [25]. The photo-induced reaction of films or glass
surfaces with oxygen and/or moisture can cause their bleaching [25, 94] because the formed
Ge–O–Ge bonds in the glass matrix, or some Ge–O−, or Ge–OH bonds on the surface are
formed. As the Eopt

g of oxides and hydroxides is larger than that of sulfides and selenides,
Eopt

g is shifted towards shorter wavelengths. ≡Ge–O–Ge≡, Ge–O−
, or Ge–OH bonds are

relatively strong, and, consequently, their formation is mostly irreversible.

Crystallization

The absorption of light with photon energy near to Eopt
g can result in weakening of chemical

bonds [16] (lower bonding order due to electrons in anti-bonding orbitals [109]), in possible
bonds breaking, which can facilitate structural changes and start nucleation and crystal growth.
From the thermodynamic point of view, the light supplies the energy for overcoming energy
barriers of nucleation and kinetic barriers for crystal growth. Optically induced crystallization
was observed in many amorphous systems (Se, S, Se–Te, Sb–S, Ge–Sb–S–Te, Ge–Se, Ge–Sb–
S, Ge–Sb–Te, Ge–In–Te, GeSb2Te5, Ag10In4Sb58Te28 [1, 3, 6, 8, 16, 21, 22, 57, 84, 85, 95–97]
etc.), mostly in materials which form unstable glasses.

The time necessary for optically induced irreversible crystallization of thin films can be
very short (∼10−9 s). The effect has been applied in optical memories [3, 21, 57].

2.2.2 Reversible Photo-Induced Changes

The structure and physico-chemical properties of AGC can also be changed reversibly (crys-
tallization–amorphization, vectorial effects, non-linear and other electronic effects, changes
of optical transmittivity and reflectivity, absorption edge shift [1, 6, 23, 24, 32, 42, 60], index
of refraction [48–50, 58], hardness and fluidity [15, 59], volume [71, 83], reactivity [28, 29,
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34,39,42,71], etc.). Reversible PE include also defect formation and annihilation, changes of
chemical bonds statistics, optomechanical effects, [1,3,6,23,24,26,42,43,60,61,72]. Usually,
the reversible processes are observed in bulk glasses and well-annealed films. The original
state before exposure can be restored after relaxation, or after their treatment (annealing at
the glass-transition temperature, Tg, exposure to light with lower photon energy or intensity
[23, 24, 48, 51, 91]). When non-polarized light is used for exposure, the final state of the
exposed material is also optically isotropic.

The chemically simplest system, in which the small stable reversible PC of structure and
properties were observed, is amorphous selenium [72, 75]. The photo-induced transformation
can proceed via changes of Se8 rings to Sen chains, by their reorientation, by change of the
polymerization level, or by defect formation. An unambiguous explanation of PE in Se is still
lacking. The reversible changes were also found most of binary, ternary and more complex
chalcogenide systems.

Changes of Structure, Photodarkening, and Photobleaching

The exposure of AGC generally causes darkening. Reports on reversible photobleaching are
rare [68]. Reversible photodarkening can also be seen in powdered glasses, where the effect
is more pronounced than in massive samples [46, 51].

Many models of reversible PE have been proposed. Some of them are phenomenological
(configuration coordinate approach), some are purely electronic, others involve bond switch-
ing and atom movement. These models have already been discussed and reviewed more than
once (see e.g., [1, 6, 7, 26, 33, 41, 42, 53, 54, 58, 60, 69, 81, 86, 107]).

In the phenomenological configuration coordinate model, the adiabatic potential has two
minima (double-wells) in the ground state with different energies of the wells. Optical exci-
tation transfers the system to an excited state and, after relaxation, the system overcomes the
potential barrier and ends up to the second potential well with a higher energy.

It has been suggested [7, 23, 24, 43, 48, 51] that (at least in some binary and ternary
chalcogenides), the exposure changes the bond distribution (photolytic reaction) according to
Eq. (2.1). The shift of the reaction (Eq. (2.1)) towards the left-hand side can be described
by increasing homogenization (the system is approaching the chemically ordered model of
AGC), the shift of equilibrium towards the right-hand side can be ascribed to the increased
disorder and the system is shifted towards a random covalent network model. The photolytic
reaction (Eq. (2.1), formation of As–As and S–S bonds) in the As–S system can proceed either
directly or via the formation of self-trapped excitons [29, 69, 81]. The bonds between the like
atoms remain embedded in glassy matrix without any phase separation. In the As–S system,
the excess As–As bonds are apparently behind the shift of the absorption edge (photodarken-
ing), because a similar shift of the absorption edge can be obtained in bulk glasses of the As–S
system by increasing the As content without any exposure (Fig. 2.7) [51]. A similar process
proceeds in thin As–S–Ga films [7]. It should be noted that in many papers (e.g. in [61]),
a result of Myers and Felty [98] is cited, which states that the overstoichiometry of both S
and As increases the optical gap of the As2S3 glasses. Our results, however, demonstrated
a different behavior, namely, the gap decreased when excess As was added and new As–As
bonds were formed (Figs. 2.1, 2.2 and 2.7), which is similar to photodarkening. In broader
concentration ranges (e.g. in As–Se with high content of As, As4Se4 or AsnSem particles can
be formed and the shift of Eg becomes more complex.
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Figure 2.7: Optical transmittance of bulk glasses of the As–S system. (1) As38S62; (2) As40S60; (3)
As42S58. Thickness of the samples d = 2.45 mm.

The processes described by Eq. (2.1) require changes of atomic positions and proceed
more easily in materials with a larger free volume [27, 28].

Another type of photochemical reaction, namely PC of coordination of individual atom,
can probably also be found in AGC, e.g.

2MXn ⇔ MXn+y + MXn−y, y ≤ (∼ 0.03−0.1) (2.9)

Here again, the left-hand side represents the state closer to the thermodynamic equilibrium,
and MXn+y and MXn−y represent over- and under-coordinated atoms of metal or metalloid,
respectively. The changes of the coordination numbers due to exposure have been found in
many chalcogenides [1], e.g. in GeS2 and GeSe2 [99].

The model based on reactions described by Eqs. (2.1) and (2.9) is supported in the As–S
system by following facts:

• It explains the reversible shift of the absorption edge by a change of the density of As–As
bonds; glasses with a larger As content also possess a smaller band gap (Fig. 2.7).

• The amplitude of the Raman band with maximum near 235 cm−1 is reversibly increased
by exposure of the annealed samples and decreased by their annealing. This band can
be assigned to the vibrations of As–As bonds embedded in a glassy matrix but not as a
part of As4S4 molecules [7, 23, 24, 41]. The intensity of this band in bulk As–S glasses
increases with increasing As content (Figs. 2.1 and 2.2 [7, 51]).

While the two issues mentioned above strongly support the model of photo-induced bonds
redistribution or photochemical reactions presented earlier, we also wish to mention two more
factors which support any model involving changes of atomic structure:

• The reversible PE is strong in thin films, weaker in powdered bulk glasses [7, 41, 42, 51]
and relatively weak in bulk samples. This behavior is apparently connected with disorder
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of AGC. The increasing disorder and increasing free volume allow the movement of
atoms. This makes any structural change easier and supports all models based on changes
of atomic structure.

• The process of structural changes and of photodarkening is a dynamic one [23, 24, 67]
(Fig. 2.8) as can be expected from Eq. (2.1). An increase in intensity of exposing light
moves the equilibrium of Eq. (2.1) to the right-hand side (photodarkening) and vice versa.
The values of the photo-induced shift of absorption edge, ΔE, decrease with temperature
and vanish near the Tg [87]. Near the Tg , the atoms are relatively mobile and the system
can approach the equilibrium state.

0 10 20 30 40

T
r

τ  (min)

Figure 2.8: The change in the transmissivity of annealed As2S3 thin films during illumination at a
constant intensity by 514.5 nm laser light. The vertical arrows correspond to the closing (↓) and opening
(↑) of a shutter. The measurements were made at room temperature.

It can be objected that the exposure-induced shift of the absorption edge (photodarkening)
has also been observed in a-S or a-Se, where no bonds among heteroatoms can be formed
[60]. Some authors believe that the photostructural changes in a-Se can be explained by
transformation of Se8 rings into chain polymers Sen and vice versa1. The chemical bonds in
octagonal (Se8) and chain structural units (Sen) differ only slightly, octa-chalcogen molecules
being cis-form, while chains are formed in trans-form. Very small differences in the bonding
energies of these two forms result in only very small differences in IR and Raman spectra and
their interpretation is therefore difficult. In liquid sulfur, the changes of optical transmission
due to exposure are explained by destruction of S8 rings. Charged polymeric diamagnetic
chains are then created and are supposedly responsible for the photodarkening [64, 100].2

The exposure of annealed chalcogenides also reversibly changes the index of refraction
The values are usually smaller than in the irreversible process and part of the changes may be
due to the exposure-induced volume changes.

Until now, we have only discussed the changes in the short-range order range. The op-
tically induced changes are not confined to the short-range order changes, but change also

1An alternative explanation encompasses photo-induced bond switching via photoexcitation of lone-pair electrons
and formation of dynamic interchain bonds. This process has been extensively studied experimentally by in-situ
EXAFS and ESR (Chapter 3) and by ab-initio simulations (Chapter 15). (Editor’s comment)

2For photo-induced phenomena in liquid chalcogenides see also Chapter 12. (Editor’s comment)



36 2 Photo-Induced Phenomena in Amorphous and Glassy Chalcogenides

medium-range order as follows, for example, from the shift and lowering of the first sharp
diffraction peak of As2S3 after exposure of the annealed samples [80]. This peak is typical for
glasses and is associated with the medium-range order. Its decrease corresponds to a decrease
of the medium-range order.

Changes of Thickness and Volume

Exposure of amorphous chalcogenides can cause photo-contraction or photo-expansion [1, 3,
6, 23, 24, 83]. The photo-contraction is mainly observed in obliquely deposited films (during
the deposition, the angle between the vapor flux direction and substrate is <90◦, the largest
effects were found for an angle ∼40◦). Obliquely deposited films possess a column-like
structure with a large space around the columns [101, 102]. After the exposure, the columns
can collapse and atoms interact among themselves; a homogeneous film of higher density
and lower thickness is then obtained. If the film with a columnar structure is annealed before
exposure, or the vapors are deposited on a heated substrate, the photo-contraction is lowered
or completely vanishes.

Photo-induced expansion has been found in many amorphous chalcogenides [1, 6, 24, 71,
83], when the exposure is made by light of wavelengths corresponding to the Urbach tail of the
absorption edge of the amorphous chalcogenide. The effect can probably be explained also by
bonds redistribution. In crystalline As4Sn (n = 3, 4), and probably in the whole amorphous
As–S system, As–As bonds are longer than As–S bonds (for example, in As4S4: As–As =
0.259 nm and As–S = 0.221 nm [115]). It is supposed [24] that the band-gap illumination
facilitates rupture of a small fraction (∼4−8%) of As–S bonds creating longer As–As bonds
(Eq. (2.1)). The direction of chemical bonds is random in a-chalcogenides. Only the part of
changes of the bond lengths that is perpendicular to the substrate plane, or the projection of
length changes in this direction, can contribute to the layer thickness change ΔX. The contri-
bution of individual bonds according to Eq. (2.1), Δx = Δb sin ϕ [24], where the change in
the bond length per bond can be given by Δb =1/ 2 (bAs–As + bS–S) − bAs–S and the ϕ is the
angle between a given bond direction and the substrate plane. The mean value of the layer
thickness changes as

ΔX = (Δb/π)

π∫
0

sin ϕ dϕ = 2Δb/π (2.10)

As similar expression can be obtained for the average layer thickness X0 of original As–
S bonds. For the bond lengths quoted above, and for bS−S = 0.22 nm, one obtains [24]
ΔX/X0 = 0.068, for photolysis of all bonds. When compared with the experimentally found
thickness increase (0.04 [13]), the fraction of As–S bonds changed by exposure = 6% of total
can be evaluated. This value is in accordance with other results [6].

Tanaka [83] also observed the so-called giant photo-expansion. The glassy As2S3 illumi-
nated by laser light increased its thickness ∼4%, which is 10 times more than in conventional
photoexpansion [13, 24]. The photoexpansion is specific to AGC and has been proposed for
applications.
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Changes of Viscosity, Changes of Hardness

Optically induced changes of viscosity have been observed in several chalcogenides [6,15,50,
60, 66]. In a-Se, it was described as photomelting; the surface profile of bulk Se was changed
due to exposure. The effect was demonstrated to be purely optical [66]. In As2S3 [15] it
is supposed that light can excite and break van der Waals bonds and excite the tail states
of the valence band electrons into the antibonding orbitals (conduction band) and lower the
order of chemical bonds [109]. These bonds can then be broken. The glass becomes less
interconnected and can flow. Sub-band-gap illumination also strongly decreases the viscosity
of As2S3 glass, which is apparently caused by excitation of weaker or van der Waals bonds
connecting some blocks in the glass structure [15]. After exposure, the bonds can be formed
again restoring the original state and the viscosity then increases.

In As2S3 bulk glasses, PC of hardness were also observed. The samples were hardened
by annealing and softened by exposure [6]. Analogously, the exposure decreases the viscosity
[82]. Parallel to observed changes of hardness, reversible changes of Eopt

g (photodarkening)
and of the index of refraction were observed. The effect in thin films is substrate dependent [6],
which is probably due to different coefficients of dilatation of individual substrates.

Crystallization and Amorphization

The exposure of some AGC can induce their crystallization, especially for unstable glasses
and films with composition close to the borders of the glass-forming region as was mentioned
above.

In some cases, the reverse process was observed, namely the exposure-induced amorphiza-
tion of crystalline samples below their melting point. The effect was first observed in films of
As50Se50 [61, 62]. The process is athermal, reversible and its nature is not fully understood.

Photo-induced amorphization was also found in powder of crystalline As2S3 [37]. The
amorphization proceeded also when the samples were exposed at low temperatures (36 K,
Fig. 2.9 [37]); the process is athermal. As the preparation of As2S3 crystals from their melt
is an extremely difficult task and even several months of annealing of As2S3 glass at temper-
atures close to its Tg does not crystallize the glass, it can be supposed [37] that the differ-
ence between the Gibbs free energy of crystals and glasses (ΔG) is very small. Even more,
the As2S3 crystals are very soft with a layered structure and their powdering creates a large
amount of defects. The density of defects in powdered crystalline As2S3 can be so high that
its value of G becomes even closer to the value of G of the glassy state. The kinetic effect
can also play a role; the rate of transformation of crystals to non-equilibrium amorphous state
could be higher than that from the amorphous to crystalline state.

2.3 Applications

The AGC are transparent in the near- and mid-infrared regions of the spectrum (∼0.5−10 μm
for sulfides, 0.8−12 μm for selenides, up to 20 μm for tellurides) and have been applied as
optical materials in this region (lenses, coatings, prisms, plates, filters). The refractive index of
chalcogenides is larger (typically 2.2−2.9) than that of silica and silicates; chalcogenides can
match with high refractive index materials, such as Si, GaAs, ZnSe, InSb and others. Many
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Figure 2.9: Raman spectra for As2S3 (orpiment) at T = 36 K, excited by a Kr laser (λ = 568.2 nm):
(1) I = 10 mW (∼1 W/cm2); (2) I = 30 mW (∼3 W/cm2); (3) I = 80 mW (I ∼ 8 W/cm2).
Relatively intense bands near 340 cm−1 and 231 cm−1, corresponding to AsS3 pyramid vibrations and
As–As vibrations, respectively, can be seen for curve 3. The narrow bands from crystalline As2S3 are of
low intensity.

AGC can be obtained using simple technologies; in many cases they do not need high purity
starting materials, and they also manifest relatively large resistance to hard radiation.

The PC of properties of amorphous chalcogenides have been applied in xerography, as
photovoltaic and photoconductive elements, in laser printers, light-sensitive camera tubes
(Saticon, etc.), high-speed optical switches, in X-ray radiography (see, e.g. [1, 3, 6, 57, 60,
89, 116]). The important PE, found in rare-earth doped chalcogenides concerns their photo-
luminescence in the visible, near-IR and mid-IR regions, where they can be applied as light
amplifiers, lasers, sensors etc.

A very important application of PE in chalcogenide amorphous films is connected with
their crystallization (optical data storage, e.g. [1, 3, 6, 21, 88] and papers cited therein). The
process was initially suggested by Ovshinsky [8,9,21,57,60] and has been successfully applied
to optical disc production. At the moment of writing, the maximum density in commercially
available phase-change discs is 4.7 GB/disc but considerably higher density discs are expected
to reach the market in the near future. A detailed description of the use of chalcogenides in
optical storage is given elsewhere in this book.

Another major application of PE concerns photoresists. Photoresists of large size (ar-
eas) can be prepared from amorphous chalcogenides and very high resolution of 5000–10000
lines/mm and sensitivity ∼0.1 J/cm2 can be obtained [43,44,75]. The sensitivity of PE can be
increased by several orders of magnitude when short pulses are used (see, e.g. [63] and papers
cited therein) instead of continuous-light exposure. The resolution capability can be further
increased to the sub-wavelength region by the near-field optical technique [70]. Nano-writing
is then possible and can be applied for holographic recording [76]. In this case, the absorption
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of light in band tails in the optical gap plays a role. Such tails in films and glasses are formed
mainly by fluctuations in bond angles and lengths. The effect under these conditions has some
different features: the changes of local structure, optical transmittivity, and index of refraction
are not permanent and the thickness of the films is not changed.

Using chalcogenide photoresists, optical elements, optical circuits and diffractive gratings
can be produced by holographic or electron beam lithography techniques. They have found
wide application in various optical and optoelectronic devices and elements (see, e.g. [1, 3, 6,
60, 76, 77] and papers cited therein). The diffraction efficiency of gratings can be very high.

For some pattern production, e.g. for IR gratings, deep etching is necessary. Sharp edges
with a height up to 5 − 10 μm were obtained (see, e.g. [73]). The etching solutions for
As chalcogenides are based on alkylamines or on other alkaline solutions; pure, or solutions
containing surface-active additives have been applied [73]. Solutions containing H2O2 are
used for Ge-chalcogenide based photoresists [71]. The contrast obtained after etching can be
very high. It can be also very gentle or low, and gray tones or gray scale can be achieved by
variation of exposure and etching conditions [63].

The exposure can also change the volume and surface profile. Gratings and micro-lenses
or micro-lens arrays can be fabricated from photoresists of As–Se and As–S systems [15, 44,
81–83, 90] by exposure through a mask with microhole(s). Lenses or cylindrical microlenses
with focal lengths several tens of μm and diameters of several microns can be produced. Such
microlenses can be applied in CCD cameras, imaging machines, optical communication and
in IR technology.

2.4 Summary

Amorphous chalcogenides and glasses exhibit a large number of optically induced phenomena
resulting in changes of structure and physico-chemical properties. Some of them, together
with the corresponding models, were described in this chapter. Some effects are still not fully
understood in spite of the fact that they have already been applied or are potentially applicable
in optoelectronics, optical memories, optical elements and circuits production.
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A. Andriesh (Eds.), Physics and Application of Non-Crystalline Semiconductors in
Optoelectronics, Kluwer Acad. Publ., Dordrecht, 1997, pp. 291–305.
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3 Short-, Medium- and Long-Range-Order Structural
Transformations in Amorphous Semiconductors

Eugenia Mytilineou and Alexander Kolobov

This chapter reviews a wide variety of metastable phenomena induced by illumination in
amorphous chalcogenides and compares them with those in a-Si:H in an attempt to point
out similarities and differences between two very important classes of amorphous semicon-
ductors. The light-induced effects scale from the creation of metastable point defects that is
common to both classes of materials, to long-range order structural rearrangements that are
a characteristic property of amorphous chalcogenides and are facilitated by the presence of
lone-pair electrons of the chalcogen atoms and also by the flexibility of the lattice.

3.1 Introduction

One of the characteristic properties of an amorphous lattice is the existence of a wide range
of effects when exposed to light. Depending on the stability of the photoinduced changes
they can be permanent, metastable (when they completely reverse upon heating) or transient
(when they reverse simply with the cessation of the illumination). Point or coordination de-
fects are induced rather easily when a photon producing an electron–hole pair is absorbed.
As the illumination time increases, a considerable amount of energy, derived from the non-
radiative recombination of the exited carriers, is accumulated over the lattice causing bond
rearrangements around the photo-induced defects and further movements of atoms that pro-
duce medium- (MRO) and/or long-range-order (LRO) structural changes. As the light affects
a large fraction of atoms and locations, the induced movement of atoms and bond rearrange-
ment produce a light-soaked structure that is characterized by higher energy and lower MRO
than that in the annealed state. The temperature at which the sample is annealed or is exposed
to illumination is very important and the final stabilized configuration is a state in dynamic
equilibrium that depends also on the intensity and/or the wavelength of the excitation light.
Similar light-induced effects are not observed in the crystalline counterparts, suggesting that
the light-induced structural rearrangement is an intrinsic property of the amorphous state [1].

In the annealed state in the dark a low concentration of defects (∼1015–1016 cm−3) exists
in the mid-gap of amorphous semiconductors. These defects are called intrinsic, native, or
deposition defects in order to distinguish them from the metastable light-induced defects. The
equilibrium concentration of the dangling bonds strongly depends on the preparation condi-
tions (particularly in hydrogenated amorphous silicon, a-Si:H) and the annealing temperature.
Extended experimental studies of the various light-induced phenomena showed that they are
created through two different processes: a fast process that is connected with the creation of
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individual point defects and a slow process that is related to the lattice rearrangements (M- or
LRO effect) [2]. It is believed that the dominant metastable coordination defects (fast process)
in a-Si:H, are singly occupied dangling bonds, D0, while in the chalcogenide alloys they are
pairs of charged dangling bonds, D− and D+.

A slower stabilization process accompanies the formation of the point defects, such as
hydrogen diffusion in a-Si:H or lattice rearrangements in the chalcogenide semiconductors.
The latter class of materials exhibits additionally a variety of medium- and long-range-order
isotropic or anisotropic metastable photo-induced effects that are not necessarily directly re-
lated to the creation of charged defects. These effects seem to be due to a combination of the
unique properties of the lone-pair electrons of the chalcogen elements and high flexibility of
the lattice. For a detailed review see [3].

In the following we give a brief review of light-induced metastable effects that produce
short-, medium- and long-range-order metastable structural changes in a-Si:H and in amor-
phous chalcogenide semiconductors.

3.2 Short-Range-Order (SRO) Effects

In this section we refer to the light-induced effects that are related to the creation of point
defects in amorphous chalcogenides and a-Si:H and are completely restored upon thermal
annealing or proper illumination. The metastable defects induced by prolonged illumination at
low temperature cause an increase in the mid-gap absorption and in the electron spin density;
they may also cause a decrease in the photoconductivity and fatigue of photoluminescence
intensity (PL). In accordance with the discussion in the previous section, only the creation of
the dangling bonds and of under- (over-)coordinated sites will be considered as an SRO effect.
It should be kept in mind that some MRO structural effects may also accompany the defect
creation as time proceeds.

The modifying effect of light was first studied in amorphous chalcogenide glasses. In the
early 1970s it was observed that at low temperatures (<150 K) and under prolonged band-
gap illumination a wide mid-gap absorption band was induced [4]. The states responsible
for this absorption disappear upon low temperature annealing (above 150 K) or as a result of
subsequent sub-band illumination. Exposure to light also produces a red shift of the absorption
edge (photodarkening, PD). However, in order to anneal the photodarkening much higher
temperatures, namely close to the glass transition temperature, are needed [5].

Intense illumination was found to decrease the efficiency of a-Si:H solar cells (the Staebler–
Wronsky (SW) effect [6]) which was related to the observed decrease of the photoconductivity
and the increase, by about one order of magnitude, of the mid-gap absorption and of the elec-
tron spin resonance (ESR) signal. The original parameters were restored after annealing at
temperatures close to the deposition temperature. The magnitude of the SW effect is an im-
portant device parameter of the film and depends strongly on the preparation conditions, the
geometry of the deposition chamber and the gas mixture used.

In contrast to glasses, direct measurements of the mid-gap optical absorption in thin films
are prohibited by the very low absorption of the samples in this energy range, so techniques
such as the constant photocurrent method (CPM) [7,8], photoacoustic spectroscopy (PAS) [9]
and photothermal deflection spectroscopy (PDS) [10] have been developed for measuring the
mid-gap absorption of thin films.
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In order to apply these techniques, e.g. CPM, to thin chalcogenide films, one has to make
sure that the assumptions made for a-Si:H are also valid for other films. One of the main
assumptions of CPM is that the photogeneration quantum efficiency remains constant in the
energy range of the measurements. Although this requirement is not satisfied for a-Se [11], it
can be fulfilled under certain experimental conditions for binary chalcogenide alloys such as
stoichiometric As2Se3 [11–13] and As2Te3 [12] or mixed alloys with As and Si or Ge [14].

Figure 3.1a shows the PDS results for two glow-discharge deposited a-Si films before and
after prolonged illumination. Both films were deposited in the same chamber; the sample H1
is a device quality a-Si:H, while the sample F1 is an optimized a-Si:H:F film [15]. The results
demonstrate that the saturated density of the light-induced defects is lower in the fluorinated
sample than in the hydrogenated film, even though the initial density of defects is higher. In
a pure a-Si:H film prepared under similar conditions to the fluorinated sample, the initial and
the final defect density were also higher than those of the sample F1 [15]. One can also see
that prolonged illumination of a-Si:H induces only the mid-gap-state density increase but no
shift of the absorption edge occurs.
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Figure 3.1: The effect of illumination on the gap states in amorphous semiconductors. (a) PDS spectra
of device quality a-Si:H (H1) film and an optimized a-Si:H:F (F1) film before and after light soaking;
(b) CPM spectra of a-As2Se3 sputtered film in three characteristic states during a light soaking cycle.

Figure 3.1b shows the CPM of annealed (at 150 ◦C) a-As2Se3 films measured at different
times during prolonged illumination by 50 mW/cm2 white light from a 100 W halogen lamp
at room temperature [16]. It was found that, during the first 20 min of the illumination,
the absorption edge is shifted to lower energies (photodarkening, PD) and only when this
shift is saturated does the mid-gap absorption start to increase. Upon thermal annealing, the
different phenomena are restored in the reverse order. First, the original defect density was
completely restored at 120 ◦C and later, at 150 ◦C, the band edge was shifted back to its
original value [16, 17]. These results indicate that the bond breaking process is absent at the
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beginning of the illumination when the PD occurs. The bond breaking sets in only 20 min
after the light is turned on and when enough strain has been accumulated in the lattice. In a-
Si:H [17] a similar time delay in the creation of the metastable defect density is also observed,
as will be discussed later.

We note that in most cases information about photo-induced defects in chalcogenides is
mainly obtained from ESR and PL fatigue experiments performed at low temperatures as ESR
active centers are not induced at T > 250 K. Under these circumstances, in most previous
experiments the defects have been induced and detected at low temperatures from the very
initial stages of illumination. The experiment described above was performed entirely at room
temperature. It is reasonable then to assume that light soaking can only induce defects that are
stable at higher temperatures, possibly charged VAPs, that do not manifest themselves either
in ESR and PL fatigue or in mid-gap absorption. For this reason, short time (20 min) photo-
excitation does not produce any detectable amount of defects responsible for the mid-gap
absorption (or they may anneal instantaneously). It is possible that the strain, accumulated in
the structure during the initial period of illumination, modifies the atomic adiabatic potentials,
making possible the creation of defects that are stable at a higher temperature.

A study of the degradation of photocurrent and its relation with the metastable light-
induced defects has been performed in both a-Si:H and a-As2Se3 films [17,18]. For a-Si:H, it
was found that the dependence of the photocurrent on the mid-gap defects density during an
annealing cycle does not follow the same curve as during the light-soaking cycle. A character-
istic hysteresis loop is then observed (Fig. 3.2a), in agreement with previous reports [19, 20].
In contrast to a-Si:H, the photocurrent of a-As2Se3 films seems to be a single-value function
of the mid-gap defects density. The creation and the recovery of the light-induced defects as a
function of the photocurrent are identical (Fig. 3.2b).
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It is evident from Fig. 3.2 that in both materials, during the first minutes of the LS there
is no creation of deep defects even though iph decreases (branch AC, Fig. 3.2). The bond
breaking process is absent at the initial stage of illumination. The bond breaking sets in only
after 20 min of light soaking, at room temperature, in both materials (branch CB, Fig. 3.2),
indicating that at first, strained bonds and/or structural disorder are induced in the lattice and
only later are the defects created when some highly strained bonds break, enhancing the sub-
gap absorption. It has also been found that at the beginning of the illumination, the ratio of the
capture coefficient to the free carrier mobility (c/μ) increases [18], by ∼86% in a-Si:H and
by ∼30% in a-As2Se3, indicating that the induced strain, responsible for the increase of c,
may cause the degradation of the iph. In a-Si:H, where extensive studies of the light soaking
effects have been performed, many researchers agree that the metastable defects show capture
cross-sections larger that the native defects [19, 21, 22]. In the case of a-As2Se3, we may
suggest that the induced strain during the first 20 min of illumination is probably consumed
by the structural modifications needed for the PD effect and thus the changes of iph and c/μ
are smaller than those observed in a-Si:H. The localized absorption of the photon energy
during the light-soaking increases the dihedral angles, bond length distortions and also in
the chalcogenides increases the lone-pair interactions [23] while in the case of a-Si:H [2], it
facilitates hydrogen diffusion. These atom rearrangements, even though do not create deep
band-gap states, seem to be responsible for the increase of c and the degradation of iph at the
beginning of light soaking (branch AC, Fig. 3.2).

Under illumination that is able to create free electron–hole pairs, a broad photolumines-
cence (PL) band appears in amorphous semiconductors close to the center of the energy gap.
The shift from the absorption edge, the so-called Stokes shift, is determined by the strength
of electron–phonon interaction. The intensity of the peak represents the number of radiative
recombination centers present in the energy gap. For more details see a review [24]. At low
temperatures and under prolonged bandgap illumination, the PL peak shows a strong decrease
(fatigue), which indicates that illumination increases the density of the non-radiative recom-
bination centers. The fatigue recovers upon heating or with exposure to IR radiation. The
existence of the fatigue implies [24, 25] that after the excitation the recombination center (a
charged defect) can acquire a new metastable configuration that is not suitable for lumines-
cence, for example a D0 center. According to this mechanism, the fatigue corresponds to a
change in the occupancy of the recombination center that becomes ESR active, explaining
the complimentary behavior of PL and ESR signals. At high temperatures these metastable
effects are no longer present, but as a certain concentration of holes remains, transient effects
may be expected. It was found that the intensity and wavelength of the illumination, as well as
the temperature at which the illumination is performed, strongly influence the characteristics
of the photoinduced defects. For a review, see [1]. It was also found that the duration of the
illumination strongly affects the annealing properties of the centers.

Most chalcogenide alloys show a single PL peak and a single excitation peak. As excep-
tions we should mention a-As2S3 [26], where under certain illumination conditions changes
in the position of the PL peak were observed, and some Ge sulfides [27] alloys with a narrow
range of compositions close to the stoichiometric GeS2 where, a double PL peak observed.
It is worth mentioning that bulk a-As [12, 24, 25] shows a single PL, but a double excitation
peak. In contrast, a-P – another group V elemental semiconductor [28] – exhibits a narrow
single excitation peak and a single PL peak, similar to most chalcogenide alloys.
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In a-Si:H two wide PL bands have been found independent of the preparation technique
used [24,29]: the main band is at 1.3 eV and the second band at 0.9 eV. Their relative intensity
depends on temperature, namely, the 0.9 eV peak dominates at room temperature while the
1.3 eV peak is stronger at low temperatures (2 K). The existence of two bands indicates that
in a-Si:H two different recombination centers are induced. For both the 1.3 eV band of a-Si:H
and the PL band of the chalcogenides were found to decay with two different characteristic
times. In the chalcogenides the slow process (10−4 s) is the dominant one in steady-state
experiments. Comparing the shape of dark- and light-induced ESR spectra with the decay of
PL, and the induced optical absorption spectra of the chalcogenide glasses, it was suggested
[30] that the fast process is due to excitation of pre-existing defects [31] while the slow decay
is due to the creation of new centers [30].

ESR is a very sensitive probe for detecting singly occupied defects. Even though the
chalcogenides show no ESR signal in the dark, after low temperature illumination with bandgap
light, an ESR signal is induced (LESR) [30]. In a-Se, in situ LESR studies have found that
two kinds of ESR centers were created in pairs. The two centers were identified as a singly
coordinated dangling bond, C0

1, and a triply coordinated defect, C0
3. The C0

3 center is less
stable and is converted into a dangling bond at a temperature of ∼90 K. See refs. [32, 33] for
more details.

In arsenic chalcogenides (As2S3 and As2Se3), low-intensity (<10 mW/cm2) illumination
creates two district LESR centers: a hole center localized on a p-orbital of a singly coordinated
chalcogen atom and an electron center localized predominantly on an s–p hybridized orbital
of a doubly-coordinated arsenic atom [34]. In contrast, high-intensity light (>100 mW/cm2)
induces in AsxS1−x glasses [35] two types of centers, with different annealing behaviors.
Each type of centers consists of two different defects. Type I centers anneal out at low tem-
peratures (<180 K) while the type II centers anneal out at higher temperatures (<300 K). In
general, centers that are induced with short-time or low-intensity illumination are annealed at
lower temperatures than those induced by prolonged or high-intensity illumination, a fact that
demonstrates the accumulative effect of the illumination. Type I centers constitute about 15%
of the total ESR signal and are identified as a hole on a non-bonding 3p orbital of a sulfur
atom (SI) and an electron center localized predominantly on a s–p hybridized orbital of an
arsenic atom (AsI). The identical generation and annealing behavior suggests that these cen-
ters are generated simultaneously as a result of the rupture of an As–S bond. The close kinetic
relation observed between the type I centers and the mid-gap absorption suggests that both
effects originate from the same electronic states. Type II centers represent 85% of the ESR
signal and are identified as a hole on a non-bonding 3p orbital of a sulfur atom (SII) and an
electron center on a non-bonding 4p orbital of a doubly-coordinated arsenic atom (AsII). The
origin of these centers is suggested to be the breaking of As–As and S–S bonds. A different
assignment of type II centers, namely to bonds broken in the immediate vicinity of homopolar
bonds, was suggested in [36].

In a-As, light induces one type of ESR centers that is suggested to be an unpaired spin
localized predominantly on an As p-orbital, with 95% s–p hybridization [25]. The similarity of
the dark- and light-induced ESR signals suggests that, possibly, illumination simply increases
the concentration of some localized paramagnetic centers that are present in the dark and does
not produce new kinds of defects.
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LESR is also observed in a-Si:H (see, e.g. [1]). The dark ESR signal with a g value
of 2.0055 is attributed to dangling bonds [37, 38]. Using the electron-spin-echo envelope-
modulation method of pulsed ESR it was found that dangling bonds are formed in the hydrogen-
depleted regions, being separated from the closest hydrogen atom by a distance of 4.2 Å [39].

Light-induced ESR at low temperature in undoped a-Si:H possesses two components with
g values of 2.004 and 2.01 [40]. For the explanation of the light-induced ESR in a-Si:H two
major models were suggested. One model is that of electrons and holes trapped at week Si–Si
bonds [41]. In the other model, electrons and holes are trapped at positively and negatively
charged dangling bonds with negative-U , resulting in g = 2.004 and 2.01, respectively [42,
43]. Based on hyperfine structures of LESR signals it was concluded [44] that the origin of
light-induced ESR with g = 2.004 is electrons trapped at weak Si–Si bonds whose energy is
located at the conduction-band tail. By analogy, it was suggested that the g = 2.01 center is
due to holes trapped at the weak Si–Si bonds (in the valence-band tail) [44].

3.3 Medium-Range-Order (MRO) Effects

The best-studied metastable structural effect in vitreous chalcogenides is photodarkening. Un-
der band gap illumination, the absorption edge shifts to lower energies, and the magnitude of
the shift increases at low temperatures. The shift depends on the composition of the mate-
rial – As–S alloys generally show a greater effect than the As–Se alloys – and scales with
the glass transition temperature [1]. Thermal annealing near the glass transition temperature
restores the initial edge position. In as-deposited evaporated films irreversible effects are ad-
ditionally observed. These effects are due to irreversible structural transformations such as
polymerization [45], partial crystallization or Se segregation on the surface [46].

Already at early stages of research it was realized that the PD effect is a reversible struc-
tural modification wherein medium-range-order lattice rearrangement takes place during illu-
mination. The PD were found to be accompanied by reversible changes in the IR spectra [47]
and in the first-sharp diffraction peak (FSDP) [48]. Reversible photostructural changes were
also found to modify the “Boson peak” [49, 50], i.e. the features at the low-frequency re-
gion (ω < 100 cm−1) in the Raman spectra. Both FSDP and the Boson peak are strongly
related to the randomness of the amorphous lattice and are associated with certain medium-
range-order structural units in the glass. The above facts strongly suggest, therefore, that the
photo-induced structural modifications of the amorphous chalcogenide semiconductors occur
on a medium-range-order scale.

In situ extended absorption fine structure (EXAFS) measurements performed on both ele-
mental a-Se and As2Se3 glass [51] found that the average coordination number of Se increases
reversibly by about 5% in the photo-excited state and extra disorder is created. After cessa-
tion of the illumination, the local change of coordination disappears while the light-enhanced
structural disorder remains. This extra disorder represents the metastable change while the
dynamic increase in the coordination number is related to dynamic changes [52].

The observed light-induced increase in the coordination number indicates the formation
of higher than two-fold coordinated Se sites. This may look unusual since normally one
would expect the occurrence of photo-induced bond breaking, and hence a decrease in the
average coordination. This unusual behavior observed in a-Se is explained as follows. Under
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light irradiation, electrons from the top of the valence band, which is formed by lone-pair
(LP) electrons of Se, are excited into the conduction band leaving unpaired electrons in the
initially filled LP-orbital. If an excited atom finds itself close to the neighboring chain, its
unpaired electron in the former LP-orbital interacts with LP-electrons of a neighboring chain
creating an interchain bond [51, 53] and a pair of triply coordinated defects. Comparison
of the total energies for the two configurations (states b and c in Fig. 3.3) shows that such
a process is energetically favorable. Further evidence for the photo-induced change in the
bonding geometry comes from Raman scattering when two new peaks were observed in the
sample in the photoexcited state [53].
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Figure 3.3: Structural evolution of amorphous selenium unveiled by in situ EXAFS and ESR studies.
Usual configuration (a), photo-excited state (b), formation of interchain bonds (c) and subsequent bond
breaking/switching (d–f). Diagrams present electronic cinfugurations of the corresponding states. The
lone-pair electron level is taken as E = 0.

The above results are also supported by resent studies of X-ray photoelectron spectroscopy
of light-induced changes in As–Se glasses [46]. Reversible changes are found in the valence
band only upon illumination, indicating transfer of lone pair states of Se to a new kind of
bonding state deeper in the band. The population of these states is reduced with the cessation
of light.

After the photo-excitation is turned off, non-equilibrium electrons recombine. However,
when the two excited C∗

2 sites form an interchain bond moving an LP-electron to the bonding
state, the corresponding empty LP-state is pushed up to the antibonding state. Recombination
in the excited state is therefore impossible since in this configuration there is no empty state
in the valence band. Bond breaking is a necessary condition for the recombination, which
means that the newly formed bonds are essentially dynamical and disappear after cessation of
the irradiation. The dynamical bonds manifest the transient, or dynamical, component of PD.
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The bond breaking and their subsequent rearrangement result in the generation of VAP
pairs, which are responsible for the metastable PD [33]. It should be kept in mind that creation
of the dynamical bonds necessarily involves movement of the neighboring atoms, changing
the dihedral angles within the Se chains, which is a medium-range-order change. It is believed
that this change of the dihedral angle and the resulting increase in the LP–LP interaction are
the origin of the observed photodarkening.

In the case of binary chalcogenides, the so-called wrong bonds are created during the
photostructural change, as was evidenced by Raman scattering and EXAFS [50, 54]. The
creation of wrong bonds at “weak” sites may cause the layer deformation as suggested in [55].
This geometric change results in changes in dihedral angles and can be responsible for the
observed photodarkening.

Illumination with polarized light induces reversible optical anisotropies which is, perhaps,
the most intriguing photo-induced effect observed in amorphous chalcogenides [56, 57].

3.4 Long-Range-Order (LRO) Effects

Long-range-order (LRO) effects are structural rearrangements that involve correlations be-
tween atoms located at distances exceeding MRO. The better-known effects that require long-
range modifications are volume expansion (construction), photo melting, photo-crystalliza-
tion, photo-fluidity, and photo-vitrification, or photo-amorphization. Also the photodiffusion
of metals, particularly of Ag in amorphous chalcogenides and the light-enhanced hydrogen
diffusion in a-Si:H, could be considered as LRO photo-induced effects. The latter two effects
are irreversible.

The photoinduced expansion (contraction) and fluidity provide probably the best manifes-
tation of correlated light-induced atomic movements. Metastable volume photoexpansion has
been observed in chalcogenide alloys [58] and more recently a-Si:H [59]. The effect is more
pronounced in obliquely evaporated chalcogenide films that are characterized by a columnar
structure [60]. Various experiments demonstrated [61] that the effects of the photoexpansion
and photodarkening are not directly related.

The effect of photo-induced fluidity of chalcogenide glasses has been observed [62]. When
a 50 μm thick flake of evaporated a-As2S3 was illuminated locally by a focused laser light the
fluidity increased. The athermal nature of the effect is demonstrated by the unusual tempera-
ture dependence of the photo-induced viscosity that decreases as the illumination temperature
decreases. The pure photoelectronic nature of the effect has been attributed to the cumulative
effect of the energy released during the non-radiative recombination events that cause motions
of a lot of atoms and are accompanied by bond switching [63].

Athermal optical melting of selenium was reported in [64]. It was found that linearly
polarized light weakens the interchain interaction in the direction parallel to its polarization
plane, resulting in a preferred orientation of the chains perpendicular to the polarization of the
light inducing the anisotropy [65, 66].

Exposure to intense light may result in crystallization of amorphous chalcogenides. The
effect is most strongly pronounced in a-Se. While thermal effects of the light cannot be com-
pletely neglected, we believe that the underlying mechanism is essentially optoelectronic and
consists in the following. Photoexcitation results in the creation of ESR-active defect pairs.
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The constituents of such pairs are electrically neutral and can diffuse away from the place of
origin. The diffusion occurs by bond switching and does not require much energy. As time
elapses, neutral defects are converted into charged defects with Coulomb interaction between
them attracting the two defects towards each other.

When the concentration of photo-induced defects (roughly proportional to the light inten-
sity) is small, the photo-created defects recombine geminately and their recombination results
in recovery of the initial structure. If, on the other hand, the light intensity is high, the inverse
concentration of the photo-induced defects becomes smaller than the distance between the
diffused defects originating from the same site. In such a case, after acquiring the charged
state, the defects find themselves under the action of Coulomb potential centered at a place
different from that of their origin. In such a case the structure resulting after the recombination
is different from the initial structure. Since the process develops in the direction which lowers
the total energy, the material gradually crystallizes. This process is facilitated at high excita-
tion levels when the local changes can take place collectively. Here, too, exposure to linearly
polarized light leads to anisotropic crystallization, as was observed in [65] using polarized
Raman scattering (Fig. 3.4).
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Figure 3.4: Polarized Raman spectra of initial stages of photocrystallization of an amorphous Se film
under linearly polarized light (a) and the orientation of Se chains deduced from the obtained spectra (b).

Interestingly, not only can light crystallize the amorphous films but it can also amorphize
crystallized films. This effect was first observed for As50Se50 films [67]. It was argued that
the origin of the process is rupture of intramolecular bonds within the As4Se4 molecules,
which are the building blocks of the formed crystal and the formation of a three-dimensional
continuous glass network. It was believed that the process is energetically favorable since it
reduces the strain accumulated in the film during the crystallization. It may be worth noticing
that this process was only observed in films supported by a substrate; the scraped film did not
crystallize even after 50 times longer annealing at the same temperature. Photoamorphization
has also been observed for As2S3 [68].

Finally, a reversible photo-induced phase transition should be mentioned. When a chalco-
genide film (usually Te-based) is exposed to a laser pulse it crystallizes; the same film re-
exposed to a shorter more intense pulse is reamorphized [69]. Whilst it is often believed that
the effect of light is simply to heat the sample, an optoelectronic process, similar to the one
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described above, may be operative and further studies are needed to investigate the role of
electronic excitation.

The photo-induced reversible phase transition has found a major application in CD-RW,
DVD-RW and DVD-RAM technology. The materials used in these devices are multicompo-
nent chalcogenides in the Ge–Sb–Te and Ag–In–Sb–Te systems [70].

3.5 Conclusion

Absorption of light creates a wide variety of metastable effects in a-Si:H and the chalcogenide
alloys. The energy released during the recombination events is absorbed by the whole lattice,
inducing spatial strain fluctuations, bond rearrangements and atom movements. The pres-
ence of lone pair electrons and flexibility of the lattice seem to be the decisive factors for the
observed effects.
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4 Dynamics of Photo-Induced Metastability in Amorphous
Chalcogenides

Koichi Shimakawa

Recent understanding of the dynamics of photo-induced metastable changes, e.g. defect cre-
ation and structural changes, in amorphous chalcogenides is reviewed. The quantum efficiency
(QE) of the defect creation by the bandgap and sub-gap illuminations is discussed. New re-
sults on the occurrence of transient and metastable components in photostructural changes are
described. It is suggested that the defect creation occurs within the layers of a chalcogenide
while the structural change is attributable to inter-layer interactions. i.e. the defect creation
and the structural change may have different origins.

4.1 Introduction

Two types of reversible photo-induced effects are well known in amorphous chalcogenides,
namely the defect creation and structural changes [1, 2] Although these changes have been
discussed in numerous papers, their microscopic origin is still not clear [1–5].

Photo-induced defect creation was first found in hydrogenated amorphous silcon (a-Si:H)
and later also in amorphous chalcogenides (see, e.g. [1]). Such defects act as recombination
centers and cause device degradation. Flexible or deformable structural networks in amor-
phous materials may facilitate the degradation and self-trapped exciton (STE) states are often
considered to be the origin of such defects [1].

The structural changes, on the other hand, produce a change in the bandgap and refractive
index (n) and can be used for optical memory applications. In obliquely deposited films giant
reversible photo-induced volume changes [ΔV/V ≈ +0.04 (expansion) in As2Se(S)3 and
ΔV/V ≈ −0.08 (contraction) in GeSe(S)2] have been observed [6, 7] accompanied by giant
changes of the bandgap. Recent detailed study of photo-induced volume expansion (PVE) of
a-As2S3 indicates that there seems to be no direct relation between PVE and the decrease of
the bandgap (photodarkening) [8].

Photostructural change (PSC) and the related photodarkening are phenomena unique to
glassy or amorphous chalcogenides and are not observed in amorphous group IV and V semi-
conductors (a-Si, a-As, etc.), or in crystalline chalcogenides [9]. It is noted also that the
photodarkening disappears in some metal-doped chalcogenide glasses (e.g. by doping with
Cu, Mn, etc.) [10, 11]. It is believed that an increased interaction of chalcogen lone-pair (LP)
electrons is responsible for photodarkening. The existing models can be classified into the fol-
lowing major categories: (1) change in the atomic (chalcogen) positions [4], (2) bond breaking
and/or alternations between the atoms [12, 13] and (3) macroscopic repulsion and slip motion
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of structural layers (RS model) [14]. Recent in situ measurements of photodarkening or PVE
etc., may contribute to better understanding of these changes [13, 15–17].

In this chapter, recent results obtained on defect creation (in particular, quantum effi-
ciency), reversible photodarkening and PVE in As-based chalcogenides are reviewed. We
concentrate on the time evolution of these changes (in situ measurements, etc.), which is use-
ful in order to understand the dynamics of these processes.

4.2 Light-Induced Metastable Defect (LIMD) Creation

As mentioned above, the self-trapped exciton (STE), which requires a strong carrier–lattice
interaction, may be the origin of the defect generation [1, 18, 19]. Subsequent non-radiative
recombination (multiphonon process) after photo-excitation may act to stabilize the defects.

We discuss here LIMD creation. We define the quantum efficiency (QE) of LIMD cre-
ation as η = N(np)/np, where N is the number of the created defects and np (= Gt, G is the
generation rate and t is time) is the total number of the absorbed photons. It is of interest to
know how QE depends on np and on the photon energy. We also discuss the effect of struc-
tural flexibility on QE. To address these issues we have studied the temporal evolution of the
photocurrent in normal and obliquely deposited a-As2Se3 films [20].

Figure 4.1 shows the experimentally obtained photocurrent Ip as a function of the exposure
time t at 300 K and 250 K. For the bandgap illumination, the photocurrent Ip first decreases
with time and approaches a minimum and then increases for both the obliquely and normally
deposited films. For the sub-bandgap illumination, no pronounced decrease in Ip is observed.
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Figure 4.1: Variation of photocurrent with exposure time measured at 300 K and 250 K for a-As2Se3

films for the bandgap illumination (a), and sub-bandgap illumination (b). Open circles and squares
represent the photocurrents for obliquely deposited films measured at 250 and 300 K, respectively. Open
triangles and stars represent the photocurrents for normally deposited films measured at 300 and 250 K,
respectively. The solid curves are the calculated results using Eq. (4.4).

The initial decrease of the photocurrent may result from the photo-induced creation of the
recombination centers (defects) [18, 19]. The photo-induced random defect pairs are believed
to result from bond-switching reactions involving optically induced intimate defect pairs. For
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the sub-bandgap illumination (Fig. 4.1(b)) the number of random pairs is smaller, resulting in
a smaller decrease of Ip.

The subsequent increase in photocurrent Ip for the band gap illumination is probably
caused by an increase of optical absorption due to photodarkening [20]. The magnitude of
the photocurrent increase is larger at 250 K in agreement with the fact that photodarkening
increases at lower temperatures.

We now turn to the defect creation N(t) during the illumination. We assume that the
change in the photocurrent is dominated by LIMD creation itself. The photocurrent can be
expressed as

Ip(t) =
C

N0 + Nt
=

C

N0(1 + Nt/N0)
=

Ip(0)
1 + Nt/N0

, (4.1)

where C is a constant and Ip(0) (= C/N0) is the initial photocurrent. N(t)/N0 can be es-
timated from the ratio Ip(0)/Ip(t), with N0 being the initial number of defects in the film.
Figure 4.2 shows the kinetics of the defect creation (N(t)/N0), for the bandgap and sub-gap
illuminations. Nt increases with time during the illumination in obliquely and normally de-
posited films being larger for obliquely deposited films which may be due to a larger structural
flexibility in the latter.
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Figure 4.2: Variation of Nt/N0 with exposure time estimated from changes in photocurrent using
Eq. (4.1) for the bandgap illumination (a), and sub-bandgap illumination (b). The notations are the
same as in Fig. 4.1. The solid lines show the fitting obtained using Eq. (4.3).

Various descriptions of LIMD creation have been proposed [1, 21, 22] and we use the
following rate equation for LIMD creation:

dNt

dt
= kp(NT − Nt) − krNt, (4.2)

where NT is the total number of sites available for LIMD creation, and kp and kr are the
generation and recovery rates, respectively [1, 20]. Assuming time dispersive reactions for
generation and recovery reactions (kp = Atα−1 and kr = Btα−1, respectively; A and B are
constants), the solution of Eq. (4.2) is given as

Nt = Ns

[
1 − exp

{
−

(
t

τ

)α}]
, (4.3)
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where Ns = NT A/(A + B) is the saturated density of Nt and τ = [α/(A + B)]1/α is the
effective creation time; the dispersion parameter α (0 < α < 1) is assumed to be the same for
the forward and backward reactions.

Using Eqs. (4.1) and (4.3), the expression for the photocurrent can be written as

Ip =
Is

1 − γ exp {−(t/τ )α} , (4.4)

where Is is a constant current reached after prolonged illumination and γ = Ns/(N0 + Ns).
The solid lines in Figs. 4.1 and 4.2 are the calculated results obtained using α, τ , and Ns/N0

(or γ) as the fitting parameters (listed in Table 4.1).

Table 4.1: Results of the fitting of the photocurrent curves. In the sample description O stands for
obliquely deposited and N for normally deposited films.

Sample (temperature) Illumination α τ(s) Ns/N0 γ

O (300 K) Bandgap 0.80 55 1.80 0.64
O (250 K) 0.90 105 4.58 0.82
N (300 K) 0.90 55 1.25 0.56
N (250 K) 0.96 210 4.10 0.81
O (300 K) Sub-gap 0.65 1000 0.28 0.22
O (250 K) 0.65 2300 0.32 0.24
N (300 K) 0.66 1300 0.15 0.13
N (250 K) 0.71 2100 0.26 0.21

The following conclusions can be drawn. For both the bandgap and sub-gap illumina-
tions the values of Ns/N0 and γ for the obliquely deposited samples are larger than those
for the normally deposited ones. The effective creation time τ for the sub-gap illumination is
larger than that for the bandgap illumination and increases with decreasing temperature. The
dispersion parameter α is smaller for the sub-gap illumination.

We now define the quantum efficiency (QE) η of LIMD creation:

η = Nt/np, (4.5)

where Nt is the number of defects created by illumination and np is the total number of
absorbed photons. The QE, η, as a function of the total number of absorbed photons np for
the bandgap and sub-gap light is shown in Fig. 4.3.

QE decreases with increasing number of the absorbed photons for both the bandgap and
sub-bandgap illumination. At the studied temperatures, all the results show a similar behav-
ior. The solid lines in Fig. 4.3 represent the calculated results of QE using Eqs. (4.3) and
(4.5), which are in good agreement with the experimental results. QE is larger in obliquely
deposited films. Intuitively one would expect QE to increase for higher photon energies. In
the experiment, however, such a dependence was not observed – a somewhat surprising result.

The thermalization energy of the photocarriers (from the extended state to the tail state)
may not be important for LIMD creation [21]. As already stated, the self-trapped exciton can
be an origin of LIMD creation [1]. The self-trapped excitons can be as easily created by the
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Figure 4.3: Variation of quantum efficiencies η with the number of absorbed photon np for bandgap
illumination (a) and sub-bandgap illumination (b). The notations are the same as in Fig. 4.1. The solid
lines show the fitting obtained using Eq. (4.5).

sub-gap illumination as by the bandgap illumination, and hence QE for sub-gap illumination
may be comparable to that for the bandgap illumination.

The QE is larger for a-As2Se3 than for a-Si:H (not shown). This can be attributed to the
higher degree of flexibility of the atomic structure in amorphous chalcogenides. It should be
noted that for a-Si:H the bandgap and sub-gap illuminations also produce almost the same QE,
which indicates that similar mechanisms of the defect creation could be operative in these two
different materials. In fact, self-trapped holes have been suggested to initiate LIMD creation
in a-Si:H [23, 24].

Finally, we discuss the case of pulsed excitation. It is known that illumination of a-
Si:H [25] and amorphous chalcogenides [26] with short intense light pulses creates LIMDs
more efficiently than continuous-wave irradiation with the same average intensity and photon
energy, which may be due to highly non-equilibrium conditions under pulsed excitation. For
this reason, the kinetic equation applied above to the equilibrium conditions is not appropriate
for pulsed excitation.

4.3 Photostructural Changes

We start with the metastable changes in photodarkening and PVE. It has long been believed
that photodarkening and PVE were two different sides of the same phenomenon and hence a
one-to-one correlation should exist between photodarkening and PVE. However, it has been
demonstrated [8] that the time constants of the photodarkening and the PVE in As2S3 are
different: the PVE saturated earlier than the photodarkening. These experimental observations
suggested that the two phenomena are not directly related to each other.

In order to understand the dynamics of photodarkening and PVE during the illumination,
in situ measurements were performed [15,16]. Figure 4.4 shows the time-dependent thickness
change, Δd/d, for an illuminated a-As2S3 film [16]. As soon as the light (a mercury lamp,
150 mW/cm2) is switched on, the thickness increases rather rapidly, reaches a maximum after
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Figure 4.4: Relative changes in thickness Δd/d with time on switching the illumination on and off for
an obliquely deposited film of a-As2S3. The solid line is a guide to the eye.

approximately 30 s, and then gradually decreases. This behavior during the illumination is
similar to the degradation of photocurrent in amorphous chalcogenides [1, 18, 19]. When the
illumination is turned off, the thickness decreases slowly due to relaxation of the structure,
and eventually reaches the metastable state value. This relaxation behavior of PVE (after the
illumination is switched off) is also very similar to the decay of photocurrent [15]. In Ge-based
chalcogenides, where volume contraction is observed during and after illumination [6, 7], no
transient volume changes could be observed.

In situ measurements of the optical absorption coefficient have been performed for As2S3

[16]. The variation of changes in the absorption coefficient (Δα) with the number of absorbed
photons (np) at different temperatures is shown in Fig. 4.5. Note that Δα is defined as Δα =
(−1/d) ln(ΔT ), where d is the film thickness and ΔT the change in optical transmission
which is defined here as ΔT = T/T0 (T0 is the transmission when the illumination is put
on and T is the transmission at any time t). The details of the experiment are described
elsewhere [16].

Initially, Δα increases slowly with np, followed by a faster increase and then almost levels
off. The magnitude of the changes decreases with increasing temperature with Δα being
the largest at 50 K (in spite of a slow initial variation). At low temperatures, the changes
are initially very slow but increase rapidly as np increases. The slow initialization at low
temperatures is attributed to a smaller number of the absorbed photons, as the initial absorption
coefficient is small at lower temperatures (α0 = 150 cm−1 at 50 K). As the illumination time
increases, the resulting photodarkening causes a positive feedback increase in the absorption
change.

Next we show the results of transient photodarkening in normally deposited a-As2Se3

films (Fig. 4.6 (a)) during the repeated cycles of Ar laser illumination at 50 and 300 K [16].
Δα first exhibits a rapid increase at both temperatures and then almost saturates. When the Ar
laser illumination is switched off, a fast drop in Δα is observed. This drop corresponds to the
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Figure 4.5: In situ variation of changes in absorption coefficient Δα as a function of absorbed photons
np at various temperatures. Crosses, triangles, squares and circles correspond to the changes at 50, 100,
200, and 300 K, respectively. Illumination is performed by an Ar+ laser (20 mW/cm2).

transient component of photodarkening and whatever remains corresponds to the metastable
photodarkening. The transient component of the changes is found to be about 60% and 30%
of the total changes induced at 300 and 50 K, respectively. After the metastable component
saturates, only the transient photodarkening can be observed. Figure 4.6(b) shows the initial
kinetics of Δα. Δα increases and decreases very rapidly when the illumination is switched
on and off, but in neither case does it return to the original value, i.e. the metastable photo-
darkening is accumulated with each successive illumination.

Figure 4.6: (a) Time evolution of changes in absorption coefficient, Δα, for a-As2Se3 films at 50 (trian-
gles) and 300 K (circles). ON and OFF stages of the Ar laser are indicated by the arrows. (b) Changes in
absorption coefficient, Δα, with time for short-duration illumination for a-As2Se3 films at 50 K (solid
line) and 300 K (dashed line). Ar laser ON and OFF states are 20 s each at 50 K, and 10 s and 20 s
respectively at 300 K.
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Figure 4.7: The decay of the transient photodarkening after switching off the Ar laser for a-As2Se3

films at 50 K (triangles) and 300 K (circles). The solid lines are the fits using Eq. (4.6).

Figure 4.7 shows the time dependence of the decay of the transient part at 50 and 300 K.
The solid lines are stretched exponential fits to the data. The logarithmic scale is adjusted so
that the starting time in the plot is the time when the Ar-laser illumination is switched off.
The decay is faster at 300 K as compared with 50 K and it can be described by a stretched
exponential function:

Δα = C exp

[
−

(
t

τ

)β
]

+ Δαs, (4.6)

where t is the time after the illumination is switched off, τ is the effective decay time, β is a
dispersion parameter (0 ≤ β ≤ 1) and Δαs is the saturated value of Δα (i.e. the metastable
part of the changes). C is a temperature-dependent quantity (equal to the total amount of
transient photodarkening) and its value is obtained by fitting to the experimental data. The
solid line in Fig. 4.7 shows the results. The fitting yields the values of β and τ to be 0.7 and
20 s at 50 K and 0.85 and 5 s at 300 K, respectively. The effective decay time τ decreases and
the dispersion parameter β increases with increasing temperature.

4.4 Discussion

The microscopic models proposed for elemental Se [4, 9, 13, 27] cannot account for the oc-
currence of PVE because they only consider very local structural transformations. We believe
that overall network changes, which are initiated by bond twisting or bond alternation, should
be taken into consideration in PVE. The basic models consider only particular atoms that are
excited by photoirradiation. On the other hand, the top of the valence band is formed by the
LP bands, and hence we suggest that “mesoscopic or macroscopic” interaction plays a deci-
sive role because LP electrons have equal probabilities of being excited. Therefore, electrons
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or holes in the extended states (or band-tail states) can be regarded as being responsible for
photodarkening or PVE, rather than individual atoms [14].

Now, we briefly review the model of repulsion and slip motion of structural layers (RS
model) proposed by the present author and shown schematically in Fig. 4.8. As a typical
example, we consider a-As2Se(S)3 which is known to possess a layered structure. During the
illumination, the photocreated electrons reside mostly in the CB tails, while the photocreated
holes diffuse away to the unilluminated region through VB and VB tails (since the mobility of
electrons is much lower than that of holes in amorphous chalcogenides). As a result, the layers
become negatively charged, giving rise to a repulsive Coulomb interaction between layers and
causing an increase in the interlayer distance (PVE).

S

E
Layer

As    S

Layer

Figure 4.8: The repulsion and slip motion of layered cluster model. The arrows E and S indicate the
expansion (due to repulsion) and the slip motions, respectively. The difference in local environments
(and hence LP interactions) between chalcogen atoms is indicated by the dashed lines.

This expansion process is indicated by the arrow E (the “E” process) in Fig. 4.8. The
experimentally observed widening of the valence angle subtended at S atoms within a layer
[28] and hence the increase in the distance between two arsenic atoms bridged by a chalcogen
atom upon illumination can be explained by the repulsive force involved in the “E” process
(see arrow). The repulsive force between layers acts as a compressive force for each individual
layer. It is expected, however, that no change in the LP–LP interaction occurs in this process
and hence the photodarkening is not induced at this stage.

A slip motion along the layers should also take place with the occurrence of the “E” pro-
cess between neighboring clusters. A slip motion is shown by the arrow S (the “S” process).
As the energy required for the slip motion along layers is expected to be greater than that for
expansion normal to the layers, the rate of the “S” motion may be lower than that of “E” which
is supported by the fact that cleaving is very easy for layered materials, for example graphite.

Both processes occur due to the same repulsion force between the layers, but only the “S”
process is expected to be directly related to photodarkening [14]. If the neighboring layer slips
away from the equilibrium position, an increase in the energy of the highest occupied states
(VB) is expected due to an increase in the total LP–LP interactions. This leads to a widening
of the VB (while the CB remains almost unchanged [29]), which results in photodarkening.
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The RS model may be further supported by the following experimental results. As already
stated, the photodarkening effect disappears in metal-doped chalcogenides [10, 11]. This can
be explained as follows. The metal atoms may act as bridging atoms between the layers
and hence reduce the flexibility of the layered network. Such bridging reduces the ability of
both PVE and the slip motion. Furthermore, the introduction of such a strong constraint also
induces dangling bonds which act as recombination centers and which considerably reduce
the number of photo-excited free carriers [30].

As already suggested, a very important factor in order for the structural changes to occur
is the charge separation during illumination [14]. Application of an electric field may assist
charge separation if the field is properly applied and may enhance photodarkening. This point
remains unclear: whilst enhancement of photodarkening has been reported [31], Lyubin and
Kolobov could not observe such an effect [32].

From the similar spectral dependences of the photodarkening and photoconductivity in
As2S3, and the similar behaviors of PVE and photoconductivity during and after the illu-
mination [15], we argue that free-carrier generation rather than geminate (excitonic) pairs is
responsible for the structural changes, This conclusion is consistent with the RS model.

We now discuss the transient changes of photodarkening observed in a-As2Se3 during
the illumination. The total changes consist of transient and metastable components. The
transient component decays when the illumination is switched off and only the metastable
photodarkening is observed after cessation of the light. The mechanism can be understood
as follows. Upon absorbing a photon a “cluster” in the ground state is transferred to the
excited state via the transient state. The relaxation of the transient state may proceed along
two different pathways, either back to the ground state (the transient component) or into the
metastable or a new equilibrium state (the metastable component).

4.5 Conclusions

The current understanding of the dynamics of photo-induced defect creation, volume changes
(in particular, photo-induced volume expansion), and photodarkening in amorphous chalco-
genides, has been reviewed. The quantum efficiency of light-induced creation of metastable
defects in a-As2Se3 for the bandgap and sub-gap illumination has been determined from the
photocurrent measurements.

It has been also demonstrated that the defect creation is more efficient in the obliquely
deposited films which can be caused by greater flexibility of the latter due to a larger number
of voids.

Time evolutions of PVE and photodarkening (in situ measurements) were performed. Dur-
ing the illumination, the total changes comprise both transient and metastable effects. The
transient component decays when the illumination is switched off to give the usually observed
metastable photodarkening or expansion. After the metastable change has been saturated, only
transient changes can be observed. The origin of PVE and photodarkening was discussed in
terms of the model of repulsion and slip motion of clustered layers.
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5 Sub-Gap Photo-Induced Phenomena in Chalcogenide
Glasses

Keiji Tanaka

Prominent optical and shape changes appear in covalent chalcogenide glasses such as As2S3

when exposed to photons with energy in the Urbach-edge region. The phenomena are re-
viewed, and the mechanisms are discussed.

5.1 Introduction

Semiconductors can generally be photoexcited by bandgap illumination, while in amorphous
semiconductors sub-bandgap illumination can also give some effects. Specifically, in a kind of
amorphous semiconductors, the chalcogenide glasses, the sub-gap photoexcitation can trigger
atomic motions, which appear as dramatic macroscopic changes. Why can less energetic
photons produce such motions? Are these phenomena relevant to some applications?

In this chapter, we review the present status of the sub-gap photo-induced phenomena in
chalcogenide glasses. After a brief introduction to chalcogenide glasses and photo-induced
phenomena, several sub-gap photo-induced phenomena are described. Mechanisms of these
phenomena are then discussed. Related observations in other materials, such as a-Si:H, oxide
glasses, and organic materials, are also referred to whenever possible.

5.2 Chalcogenide Glass

A chalcogenide glass is the glass containing a large amount of chalcogen atoms, i.e. S, Se,
and Te, and a variety of compounds have been synthesized so far [1–3]. Glasses can be char-
acterized as covalent, metallic, and ionic. In covalent chalcogenide glasses such as Se and
As2S3, the so-called 8-N rule applies to the coordination number of constituent atoms, e.g.
the coordination number of chalcogens is 2. The bandgap is 2–3 eV, and electrical conduc-
tion in many materials is governed by holes. Accordingly, these glasses can be regarded as
amorphous semiconductors. On the other hand, in a glass containing large amounts of Te, the
bandgap is ∼1 eV, and metallic character increases. For instance, the electrical conductivity in
AsTe is reported to be ∼104 S/cm [1]. Telluride films also exhibit the so-called optical Ovonic
effect, i.e. amorphous–crystalline phase changes induced by Joule heat, which is now com-
mercially utilized in digital versatile discs (DVDs). Finally, in glasses such as Ag–As(Ge)–S,
the coordination number of S is demonstrated to be 3–4, and ionic conduction of Ag+ governs
the electrical conductivity. Such glasses can therefore be regarded as ionic glasses or ion-
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conducting amorphous semiconductors. In this chapter, we will mostly deal with the covalent
chalcogenide glasses.

Figure 5.1: Optical absorption edges in As2S3 glasses at room temperature [4]. The two lines in the
visible region (solid and dashed) show absorption spectra for different samples; circles correspond to the
data obtained using the constant-photocurrent method in which the 1.2 eV point is obtained using laser
light with sufficient accuracy.

As shown in Fig. 5.1 [4], the optical absorption edge in amorphous semiconductors is
not as steep as that in crystalline semiconductors. The spectrum α(�ω) can be divided into
three parts [2]. For α ≥ 104 cm−1, the spectrum shows a square-root dependence α�ω ∝
(�ω − ET

g )1/2. For 104 ≥ α ≥ 100 cm−1, the so-called Urbach edge with the form of
α ∝ exp(�ω/EU ) appears. For α ≤ 100 cm−1, a weak-absorption tail α ∝ exp(�ω/EW )
exists. Here, it is usual to define the optical bandgap energy by ET

g , the optical Tauc gap. In
As2S3 glass at room temperature, for instance, ET

g = 2.36 ± 0.02 eV, EU � 50 meV, and
EW � 250 meV [2,4,5]. It should be noted that, despite extensive studies, the origins of these
characteristics have not been elucidated. On the other hand, the mobility gap, which can be
evaluated from photoconduction spectra, appears to be located at ∼2.5 eV [4, 6].

5.3 Photo-Induced Phenomena

Many optically-induced phenomena have been discovered for chalcogenide glasses. Such
phenomena as photodoping [7, 8] occur through photochemical reactions, where the role
of interfaces is important. Others (e.g. photostructural change) are bulk processes (see
Fig. 5.2) [9–16], which can be divided into two groups, viz., dynamical changes which ap-
pear only under illumination, and memory effects which can be detected after illumination.
The memory effect is regarded as reversible or irreversible if it can or cannot be erased by
annealing at around the glass transition temperature. In addition, a bulk effect may be scalar
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or vectorial. In the latter case, the effect depends on the polarization or propagation direction
of the light which illuminates the sample [17]. Among scalar reversible phenomena, photo-
darkening (photo-induced red shift of optical absorption edges) and related refractive-index
increase are the ones most extensively studied. Note that these photo-induced phenomena
appear mainly in glasses containing S and Se. The telluride glasses exhibit the Ovonic effect.

Figure 5.2: Some optically-induced phenomena in sulfide, selenide, and telluride glasses. Irreversible
changes are written in italics. Circles and triangles represent the magnitudes (circles correspond to larger
changes).

It may be fair to say that, despite extensive studies, microscopic mechanisms of photo-
induced phenomena have not been elucidated. The main reason is that the atomic structure
of chalcogenide glasses itself, specifically the medium-range-order and defective structures,
has not been identified. In addition, in order to understand the reversible changes, we need
microscopic pictures of the glass transition in chalcogenide glasses, which are ambiguous.
However, some consensus seems to have been obtained for the photo-electronic configuration
models. Possible applications to micro-optics are continuously investigated.

To make the present chapter concise, we shall focus upon bulk, reversible (dynamical), and
scalar phenomena induced by the sub-gap illumination. The photo-induced anisotropy, even
though it can be induced by the sub-gap illumination, is beyond the scope of the present work.
Interested readers may refer to a recent review [17] and related studies [18–21]. Also, we shall
not deal with dynamical effects induced by sub-gap and bandgap illumination [22–24].

Selection of materials is crucial for investigation of sub-gap photo-induced phenomena.
Among many covalent chalcogenide glasses [1–3], As2S3 bulk glass appears to be the most
appropriate for several reasons. One reason is that the glass is stoichiometric and stable.
High-purity samples are now available [5,25]. The other reason is that a variety of fundamen-
tal properties of this glass such as optical absorption spectra are well known [1–3].The optical
gap of 2.4 eV and the glass-transition temperature of ∼480 K are appropriate for experiments.
Other glasses may also be employed. For instance, Se has a special advantage of the elemental
glass, and the simple amorphous structure is suitable for investigations of fundamental mecha-
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nisms. However, the glass transition temperature is ∼320 K, i.e. just above room temperature,
and because of this thermal property, photo-induced phenomena in amorphous phases should
be investigated at cryogenic temperatures. Ge-chalcogenide glasses such as GeS(Se)2 can also
be employed, while production of these glasses which provide reproducible characteristics is
more difficult. The reason may be due to the high average coordination number of 2.67 and
the existence of two types of crystals, namely, with layered and cross-linked structures.

5.4 Sub-Gap Photo-Induced Phenomena

5.4.1 Background

In some pioneering reports on photostructural changes in chalcogenide glasses, it is written
that the phenomena appear upon bandgap illumination [9]. This assertion is very reasonable,
since in principle only the bandgap light can give rise to electronic excitation, which may trig-
ger successive structural changes. However, in quantitative analyses, the phenomena should
be evaluated taking absorption spectra into account.

Figure 5.3 summarizes some absorption-corrected spectral variations of the photodark-
ening and related refractive-index increase in As2S3. Fig. 5.3(a) shows the quantum effi-
ciency [26], which is normalized to an absorbed photon, and Fig. 5.3(b) shows saturated mag-
nitudes ΔE and Δn [27, 28], which are obtained after prolonged illumination. Here, ΔE is a
photo-induced red shift of the absorption edge, which can be a measure of the photodarkening.
Note that all these data have been taken using excitation light with intensity of ∼5 mW/cm2.
These results clearly demonstrate that sub-gap illumination (�ω < 2.4 eV) is less effective
than bandgap illumination, which confirms that the photo-induced phenomena are induced by
the bandgap illumination [11–16]. It is mentioned here that a similar spectral dependence has
been reported for the Staebler–Wronski effect and related phenomena in a-Si:H [29, 30].

The dependence upon the intensity I of light inducing the photodarkening has also been
investigated for bandgap illumination. Some researchers have demonstrated that ΔE ∝
ln I [31, 32], which can be interpreted using a configurational model [33]. It has also been
demonstrated that, for pulsed bandgap light with a peak intensity of ∼500 kW/cm2, the time-
averaged intensity is responsible for ΔE [33].

In contrast to these observations, it was discovered in the 1990s that, in some cases, sub-
gap illumination can produce prominent changes. For instance, As2S3 with the Tauc gap of
2.4 eV exhibits marked changes when exposed to a He–Ne laser emitting photons of 2.0 eV
[34–37]. The sub-gap phenomena can be divided into two groups. One is attributable to the
photo-induced refractive-index increase, which produces Bragg gratings (Section 5.4.2) and
self-focusing structures (Section 5.4.3). In other phenomena, intense sub-gap light seems to
be essential, which can give rise to changes in sample shapes, i.e., photo-induced fluidity
(Section 5.4.4) and giant photoexpansion (Section 5.4.5).

Photo-induced phenomena induced by pulse (fs–ns) lasers emitting sub-gap light have
also been studied [38–44]. For instance, Efimov et al. reported an increase in the refractive
index in As2S3 which is exposed to 100 fs light pulses with photons of 1.5 eV [43]. The
peak intensity is estimated to be greater than 1 TW/cm2, and underlying mechanisms seem
to be different from those induced by continuous-wave (cw) sub-gap illumination. Nonlinear
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Figure 5.3: Dependence of the photodarkening (and related refractive-index increase) in As2S3 at room
temperature on the excitation photon energy: (a) shows the quantum efficiency [26], where the triangles
and the circles are obtained for bulk samples and annealed films; (b) shows the saturated values of
the photodarkening ΔE and the refractive-index increase Δn, which are evaluated at ω � 2.6 and
2.0 eV [27].

absorption processes and/or temperature rises may be responsible for pulsed exposures. These
phenomena are not covered in the following.

5.4.2 Photo-Induced Bragg Grating

If a polished As2S3 sample with a thickness of 0.1–5 mm is exposed to weak (∼10 W/cm2)
He–Ne laser light of 633 nm (�ω = 2.0 eV), a spectral dip emerges at the laser wavelength
[34]. An example is shown in Fig. 5.4. If, after producing a dip at 633 nm, the sample is
exposed to light with a different wave length, say, 578 nm, the 633 nm dip disappears and a
new dip at 578 nm grows [45]. The dip also disappears if the sample is annealed at ∼450 K,
i.e. just below the glass-transition temperature.

Photo-induced Bragg gratings in oxide glass fibers have been fabricated by Hill’s group
[46, 47], and we can assume that a similar process takes place in our case. We believe that
the dip is caused by a photo-induced sinusoidal pattern of the refractive index, which can be
produced by mutual interference of incident and reflected light in the glass. Such a model
gives a refractive-index change of ∼0.002 for the present case [48]. This value is smaller than
that (∼0.02 [27, 28]) induced by bandgap illumination, which is consistent with the result
shown in Fig. 5.3b.

This model is also consistent with several other observations. First, neither the 2.3 eV nor
the 1.7 eV photons can produce Bragg gratings in a 1 mm thick As2S3 sample [34]. Probably,
this is because the penetration length (∼0.1 mm) of the 2.3 eV light is smaller than the sample
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Figure 5.4: Optical transmission spectra of a 0.15 mm thick As2S3 sample, which has been exposed to
633 nm light at room temperature. The spectra are measured at 300 K (solid line) and 100 K (dashed
line), in which the dip wavelengths are different by 3.4 nm. The 300 K spectrum is scaled to make
differences in the dips clearly visible.

thickness, and accordingly, interference patterns cannot be formed. On the other hand, the
1.7 eV photons may be short of energy for inducing the refractive-index change. Secondly,
when the light intensity is higher, the dip does not appear. Under intense illumination a volume
expansion described in Section 5.4.4 appears, and the deformed surface probably distorts the
wavefront of the reflected light. Then, mutual light-interference cannot occur. Thirdly, in a
compositional study for AsxS100−x (x = 25, 30, 35, 40, and 43) glasses using a He–Ne laser,
it has been found that the dip is prominent in a sample with x = 40 and scarcely observed
in the glass with x = 25. We can assume that the 2.0 eV photons may not be energetic for
the sample with x = 25, since its Tauc gap is estimated to be ∼2.5 eV [2]. In addition, the
photo-induced refractive-index increase by the bandgap light is known to become smaller in
S-rich samples [49].

Photo-induced Bragg gratings are promising for applications. The grating can be produced
in As2S3 optical fibers, which operate as wavelength-notch filters [48]. As shown in Fig. 5.4,
the dip wavelength can be utilized for sensing temperatures, since the chalcogenide glass has
relatively large thermal expansion coefficients of ∼2 × 10−5/K [50]. Recently, it has also
been demonstrated that light illumination from fiber side-surfaces can induce refractive-index
modulations in chalcogenide-glass fibers [51, 52]. As mentioned above, Bragg gratings in
oxide glasses have been produced, and a comparison may be important to recognize some
characteristic differences between chalcogenides and oxides. A marked one is the greater
refractive-index changes in chalcogenides, which is favorable to produce shorter (∼5 mm)
Bragg-reflector fibers than those (∼1 m) in oxide fibers [46,47]. However, since the refractive
index (∼2.5) of chalcogenides is much higher than that (∼1.5) of oxides, the coupling between
the chalcogenide fiber and oxide optical components may be problematic.
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5.4.3 Photo-Induced Persistent Self-Focusing Structure

Lyubin and Tikhomirov discovered that when thick (1–50 mm) As2S3 samples are exposed
to He–Ne laser beams of 633 nm and ∼5 W/cm2, the transmitted beam gradually spreads
with the exposure time [35]. Based on this observation, they speculated that the spreading
is caused by photo-induced light scattering [53], i.e. the laser beam produces some small
particles, which scatter the transmitted light.

However, Hisakuni and Tanaka argued that the light spreading is caused by the formation
of persistent self-focusing structures [17, 54, 55]. The situation is illustrated in the inset to
Fig. 5.5. These authors noticed, as shown in Fig. 5.5, that the intensity of directly transmitted
light first increases, which cannot be explained by the light-scattering model. In contrast, the
observed fact can be understood quantitatively by the self-focusing model, in which the light-
intensity increase is a manifestation of GRIN (graded refractive index) lens formation through
the photo-induced refractive-index increase. With prolonged exposure, the index increases
further, so that the illuminated region behaves as a defocusing structure, which gives rise to
the light spreading. Note that such self-focusing structures can only be produced by the sub-
gap light, since a long penetration length (∼1 cm) is a prerequisite.1

Figure 5.5: Intensity changes of directly-transmitted (circles) and diffuse light (triangles) at a diffuse
angle of 2◦ in a 3 mm thick As2S3 glass, which is exposed to He–Ne laser light of ∼5 W/cm2 [54]. The
inset illustrates the self-focusing structures (cross-sectional views) at various exposure times.

The persistent self-focusing structure has been applied to optical devices. For instance,
Saitoh et al. have fabricated photo-induced GRIN microlenses on end surfaces of optical
fibers [56]. Self-written waveguides have also been fabricated [57, 58].

5.4.4 Photo-Induced Fluidity

A stressed As2S3 glass shows viscous relaxation when exposed to 2.0 eV light [36]. The inset
to Fig. 5.6 shows a sample which has been employed to evaluate the photo-induced fluidity.

1See Chapter 6 (p. 99) for alternative arguments. (Editor’s comment)
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Here, an As2S3 flake is subjected to an elongating stress, and the sample is illuminated from
the side with a focused He–Ne laser beam with photon energy of 2.0 eV and intensity of
102 W/cm2. Changes in the sample length are monitored using an optical lever technique
(not shown). Then, as exemplified in the figure, marked elongations are detected only under
illumination. The viscosity (the inverse of fluidity) calculated from this elongation behavior
is ∼1012 poise, which is smaller by one order of magnitude than that obtained at the glass
transition temperature. On the other hand, Fig. 5.7 shows that an illuminated region of As2S3

is smoother than peripheral unilluminated regions, which may also be a manifestation of the
photo-induced fluidity.

Figure 5.6: Elongation behavior of an As2S3 flake (with approximate dimensions of 2 mm, 0.2 mm, and
50 μm) under illumination of focused He–Ne laser light with intensity of ∼102 W/cm2 and a load of
4.5 grams. The inset shows an experimental setup, in which the flake has been illuminated three times.

Figure 5.7: An AFM image of an As2S3 flake (4 μm thick) which has been exposed to He–Ne laser
light with an intensity of ∼104 W/cm2 for 10 min [45].

A thermal mechanism might be envisaged straightforwardly for this phenomenon, i.e. one
can think that a temperature rise higher than the glass transition temperature causes the fluid-
ity. However, the photo-induced fluidity becomes more prominent if a sample is illuminated
at lower temperatures [36, 45]. This result cannot be accounted for by thermal models. Alter-
natively, the fluidity enhancement triggered by photoelectronic processes is quite plausible.
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Features in other materials are of interest. However, since the photo-induced fluidity ap-
pears only under illumination, quantitative evaluations are more-or-less restricted. Accord-
ingly, the investigation has been done only for As2S3 layers and fibers, in which some dif-
ferences have been marked [45]. In other covalent chalcogenide glasses, the photo-induced
fluidity seems to occur universally, since the giant photoexpansion appears in the glasses (see
Section 5.4.5). Note that similar photo-induced relaxation phenomena have been reported for
some chalcogenide glasses such as Se [59–61], while in those studies bandgap light was, or
seems to have been, employed. As a result, photoelectronic and thermal effects cannot be
clearly distinguished. Lastly, it is also noted the photo-induced fluidity has not been detected
in Pyrex glass and polyethylene films which were exposed to ultraviolet light [45].

5.4.5 Giant Photoexpansion

If a surface of As2S3 is exposed to a focused intense (≥102 W/cm2) He–Ne laser beam for
several minutes, a prominent volume expansion appears [37]. Figure 5.7 shows a typical
result, in which the fractional expansion ΔL/L amounts to ∼5%, where ΔL (� 250 nm)
is the expansion height and L (� 4 μm) is the sample thickness. Previously, Hamanaka et
al. discovered that bandgap light could produce volume expansions of ΔL � 90 nm, which
corresponds to a fraction of 0.4% [62–64]. Accordingly, the expansion of ∼5% by sub-gap
light could be referred to as giant.

Since it is relatively easy to evaluate the photoexpansion by using profile monitors, several
characteristics in As2S3 have been investigated in detail. First, regarding the spectral depen-
dence, light having photon energy in the Urbach-edge region is effective to produce the giant
expansion [37]. The bandgap illumination (∼2.4 eV) gives the conventional volume expan-
sion of 0.4 % [62,63], and sub-gap light (<1.7 eV) in the weak-absorption tail cannot produce
appreciable effects [37, 65]. We can, therefore, assume that Urbach-edge light is responsible
for this phenomenon. Second, the expansion occurs only when a sample is illuminated by in-
tense light, i.e. higher than 102 W/cm2 [37]. Above this threshold intensity, ΔL increases as
ΔL ∝ ln I (see Fig. 5.8 in which α is ∼1 cm−1 for 2.0 eV light). Weaker light may produce
Bragg gratings (Section 5.4.2) and/or the self-focusing structures (5.4.3). Third, the expansion
becomes more prominent if a sample is illuminated at lower temperatures [66]. For instance,
the expansion produced at 10 K is four times larger than that produced at 300 K, the magnitude
being measured at room temperature in both cases. If the measurements could be performed
at 10 K, greater magnitudes would have been obtained, since the expansion produced at 10 K
in an optical cryostat could be seen with the naked eye. Finally, annealing at 490 K erases the
expansion [37].

Giant photoexpansion of 1–5% seem to be inherent to covalent chalcogenide glasses [45].
Actually, the expansion patterns with diameters of 5–10 μm have been produced at room
temperature in As2Se3 (Eg � 1.8 eV) exposed to focused light from a laser diode (1.6 eV
and 5 mW), in GeS2 (Eg � 3.2 eV) by an Ar ion laser (2.7 eV and 5 mW), and in GeSe2

(Eg � 2.2 eV) by a He–Ne laser (2.0 eV and 5 mW). However, it has not been examined if
expansion occurs in pure amorphous Se.

The giant photoexpansion is assumed to occur as a combined effect of expansive forces
and the photo-induced fluidity (Section 5.4.4) [37]. That is, provided that the experimentally
detected surface expansion is a manifestation of volume expansion with an intrinsic fractional
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Figure 5.8: Light intensity dependence of photodarkening, ΔE (circles), expansion ΔL/L (squares)
and fluidity η−1 (triangles) upon 2.4 eV bandgap (solid line and symbols) and 2.0 eV sub-gap (open
symbols) illumination.

ratio of ΔL0/L of an illuminated cylinder with a length of L and a diameter of 2r, the apparent
expansion ΔL/L is given as ΔL/L = (ΔL0/L)(1 + L/r). This can dramatically increase
when L � r, which has been quantitatively confirmed. This quantitative agreement also
suggests that the intrinsic expansion ΔL0/L induced by intense sub-gap illumination is the
same as that by the bandgap illumination (∼0.4% at room temperature [62, 63]).

The giant photoexpansion has been applied to fabrication of optical components such as
microlenses [56, 67, 68].

5.4.6 Spectral Light-Intensity Dependence

Figure 5.8 summarizes the dependence of photo-induced optical and shape changes in As2S3

upon the absorbed light intensity αI for the bandgap (∼2.4 eV) and sub-gap (∼2.0 eV) illu-
mination [36, 37, 63, 65, 69]. Above 105 W/cm3, As2S3 is likely to thermally vaporize. Note
that, for 2.4 and 2.0 eV light, the absorption coefficients are 103 cm−1 and 100 cm−1, so that
the incident light intensities are different by three orders of magnitude.

For the photodarkening ΔE, the bandgap and sub-gap illumination exhibit contrasting
light-intensity dependences [65]. The bandgap illumination provides the known intensity
dependence of ΔE ∝ ln I [31–33]. For the sub-gap light, when the intensity is small
(∼10 W/cm3), ΔE is smaller than that induced by bandgap illumination, which is consis-
tent with the spectral dependence shown in Fig. 5.3b. However, at αI = 102 W/cm3, ΔE
markedly increases and approaches to the curve corresponding to the bandgap illumination.
Accordingly, when αI ≥ 102 W/cm3, the dependence of ΔE upon the photon energy of
excitation becomes flat at �ω � 2.0–2.4 eV. (A flat spectrum also appears at low tempera-
tures [65]). Note that ΔE can be a measure of the refractive-index increase (see Fig. 5.3b),
while it can be evaluated more easily than the index change.

The shape changes show two interesting characteristics. One is that the photo-induced
fluidity becomes prominent at αI � 102 W/cm3 [36], where sub-gap illumination exhibits
a similar ΔE to that of bandgap illumination. The other is that the giant photoexpansion
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becomes prominent above this intensity level [37]. This correlation between fluidity and ex-
pansion is very reasonable, since photoexpansion necessarily requires fluidity.

5.5 Mechanism

A photo-induced change can occur through two processes; photoelectronic excitation and
successive structural changes. Accordingly, in order to understand the photo-induced change,
we must know the structural change and the photo-electro-structural process. In this context,
mechanisms of the sub-gap photo-induced phenomena, which can be grouped into the two,
have not been elucidated. The known features can be summarized as follows.

Photo-induced Bragg gratings and photo-induced persistent self-focusing structures are
produced by sub-gap illumination of moderate intensities (αI ≤ 10 W/cm3). These changes
are undoubtedly induced by the photo-induced refractive-index increase, which can be con-
nected through the Kramers–Kronig relation with the photodarkening. It is known that, at
such intensity level, the bandgap illumination can induce optical changes more efficiently
(Fig. 5.3b). However, since its penetration length is short (≤10 μm), the changes are re-
stricted to the neighborhood of illuminated surfaces. On the other hand, in the case of the sub-
gap light, despite smaller refractive-index increases, the longer penetration length (∼1 cm)
can give rise to bulk changes. As a result, the effect becomes seemingly prominent. Then
the question is why the sub-gap photons in the Urbach-edge region can provide similar, but
smaller, optical changes to those induced by bandgap light.

The photo-induced fluidity and the giant photoexpansion, which appear under intense sub-
gap illumination, may be more complicated. Here, the first problem is related to the photoelec-
tronic excitation. This means the role of the intense sub-gap illumination, or more precisely,
the meaning of the threshold of 102 W/cm3 should be interpreted (see Fig. 5.8). It is noted
here that the bandgap illumination with intensity of 0.5–500 mW/cm2 produces the photoex-
pansion [63, 69] and probably the photo-induced fluidity as well, since fluidity is a necessary
condition for transferring an atomic expansion in a sample interior to its surface. Accordingly,
the qualitative features are assumed to be the same with those characteristic of the intense
sub-gap illumination. However, we can expect that the longer penetration length of sub-gap
light can provide bulk effects. Then, why can the intense sub-gap light cause similar changes
to those by bandgap light? The next problem may be atomic structural changes which are
responsible for the fluidity and the expansion.

5.5.1 Temperature Rise

A temperature rise inevitably occurs in a sample when it absorbs light energy. The magnitude
of ΔT upon continuous-wave illumination is estimated roughly to be ∼Ia/(2πrκ) [70], where
Ia is the absorbed light energy, κ is the thermal conductivity of the sample, and r is the radius
of the light spot. In an experiment on giant photoexpansion, where the temperature rise may be
maximal, an As2S3 flake with a thickness of 0.1 mm is exposed to the light with I = 10 mW,
r = 5 μm (104 W/cm2), and the wavelength 633 nm, where α � 1 cm−1. Then, using
κ � 3 mW/cm.K [71], we obtain ΔT � 10 K.
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This value can be neglected in the present context. Optical changes induced by the tem-
perature rise are small, e.g., dEg/dT = 10−3 eV/K [72, 73] and dn/dT = 10−4 K−1, where
n = 2.6 [74]. The fluidity changes due to heating can be neglected, since the glass transition
temperature is ∼450 K, at which the viscosity is known to be ∼1013 poise. Thermal expansion
may also be neglected, since the expansion coefficient is of the order of 10−5/K [50].

5.5.2 Two-Photon Absorption

It may be instructive to examine the role of two(multi)-photon absorption in the sub-gap
phenomena. Actually, several kinds of photo-induced phenomena, which are assumed to be
triggered by non-linear excitation, have been reported for wide-gap materials such as oxide
glasses and organic polymers (see, for instance, [75] and [76]). Similar processes may be
responsible for the sub-gap photo-induced phenomena in chalcogenide glasses.

However, the following three features strongly suggest that the non-linear absorption can
be neglected in the present phenomena. The first is the spectral dependence. It is noted in Sec-
tion 5.4.5 that an exposure to the Urbach-edge light is needed for the giant photoexpansion
to occur (see also Fig. 5.11). If the two-photon absorption were responsible for the observed
phenomenon, the light absorption at �ω ≥ Eg/2 (�1.2 eV) would have induced some ef-
fects, which is not the case in the present observation. Second, an insight is obtained from
a quantitative consideration. The two-photon absorption coefficient in As2S3 at �ω = 2.0 eV
is evaluated at ∼10 cm/GW [77]. Since the one-photon absorption coefficient at 2.0 eV is
∼1 cm−1, two-photon absorption processes can become dominant when the light intensity
is greater than 108 W/cm2. This intensity is higher than the present maximum level by four
orders of magnitude. Third, the intensity dependence proportional to I2 has not been ob-
served. Actually, the fluidity increase shown in Fig. 5.8 depends roughly linearly on the light
intensity [45], and the giant photoexpansion appears to be proportional to ln I [37]. Based on
these arguments, we can reject the two-photon effects as being responsible for the observed
processes.

5.5.3 Gap States and Microscopic Structure

When considering the mechanisms of sub-gap photo-induced phenomena, we should know
the density of states which is responsible for the sub-gap optical absorption. However, related
studies seem to be limited. For instance, although extensive publications upon the well-known
charged-defect model originally proposed by Mott et al. are available [2,3], optical absorption
spectra have not been considered in detail [78]. Different ideas for the gap states have also
been suggested [79], but the role of the Urbach-edge light cannot be specified in these models.

The present author has recently proposed [80, 81], on the basis of several experimental
results, that the realistic density of states can be considered to be like the one illustrated in
Fig. 5.9a. Assuming this electronic density, spatial potential fluctuations and atomic struc-
tures in As2S3 are exemplified in Fig. 5.9b and c. The model assumes that the Urbach edge,
which is connected with the exponential density of states above the valence band, arises from
fluctuations of the van der Waals type interlayer bonds and/or disordered interaction among
the intralayer lone-pair electrons. On the other hand, the weak absorption tail is ascribed to
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antibonding states of As–As wrong bonds, which can produce unoccupied deep states below
the conduction band.

Figure 5.9: Density of states (a), the spatial potential fluctuation (b), and the corresponding atomic
structure (c) proposed for As2S3 glass [80,81].

In this model, the Urbach-edge light is assumed to produce the following electronic exci-
tations. One possibility is generation of localized holes in the valence-band edge and delocal-
ized electrons in the conduction band, and the other is generation of delocalized holes in the
valence band and localized electrons in the conduction-band tail. Simultaneous excitation of
localized electrons and holes may be less probable, since the localized states are spatially sep-
arated as illustrated in Fig. 5.9b. The delocalized carriers are immediately (∼10−12 s) trapped
into the localized states. Then, what kinds of structural changes follow these excitations?

5.5.4 Refractive-Index Change

A configurational model as shown in Fig. 5.10 can be applied to interpret the refractive-index
increase which produces Bragg gratings and self-focusing structures. In the model, which
has been proposed for understanding the photon-energy dependence of the photodarkening
and related refractive-index increase [27, 28], a number of defective sites are envisaged, each
being assumed to have a configurational energy with single-well excited state, Z, and double-
well ground-state potentials, X and Y [82, 83]. It is also assumed that the optical change is
proportional to the site density having the quasi-stable configuration Y . In the defective site
having such a single-and-double well configuration, the main process induced by bandgap
illumination is a configurational transfer of X → Z → Y . On the other hand, Urbach-
edge light can induce relatively efficiently the backward process, Y → Z → X , since the
excitation from Y to Z can be induced by photons with smaller energy. Accordingly, the
sub-gap illumination produces smaller optical changes than those induced by the bandgap
illumination, which is consistent with the results shown in Fig. 5.3b. Later, the configurational
model has been connected to an atomic model, which assumes bond twisting motions of the
chalcogen atoms [84, 85].

Taking the density of states described in Section 5.5.3 into account, we can improve the
above model as follows. Irrespective of whether the bandgap or Urbach-edge light is used, a
photon excites an electron (X to Z ′ in Fig. 5.10). Then, after some electronic relaxation, the
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Figure 5.10: A configurational model for the photodarkening and related refractive-index changes [85].

electron and hole are trapped in the conduction-band tail state (antibonding state of As–As
in Fig. 5.9) and in the valence-band edge state. The distance between these trapped carriers
may be either short or long. If the distance is long so that immediate geminate recombination
(∼10−8 s) does not occur, a polaron-like structural change can take place (Z ′ to Z); e.g., an
As–As bond may be severed and/or the interlayer van der Waals distance may be shortened
(or lengthened) temporally, which can appear as a C3 configuration. This temporal C3 may
correspond to the three-fold coordinated atoms detected in recent EXAFS experiments on Se
by Kolobov et al. [86]. Then, after the structural change, the carriers recombine, and the dis-
ordered structure is frozen in (Z to Y ). Through repeating such photo-electro-structural pro-
cesses at the configurational sites, the amorphous structure becomes more disordered. Specif-
ically, the interlayer distance of van der Waals type becomes more random, which gives rise to
broadening of the valence band. As a result, photodarkening occurs, and the refractive index
at visible wavelengths increases. This model is consistent with the reported intensity decrease
in the first-sharp diffraction peak [11] (see Fig. 5.12).

Several researchers proposed the so-called thermal spike models [3, 9, 87] for the pho-
todarkening, although this idea seems to be less probable. In this model, it is assumed that
localized vibrations (thermal spikes) excited through recombination of electron–hole pairs
induce some structural changes. However, if this model were correct, the excitation in the
weak-absorption-tail region would have also given some structural changes. However, no
photo-induced changes have been detected after illumination of the sample with such low-
energy photons. Therefore, geminate recombination is assumed not to play an important role
in the photostructural process.

5.5.5 Fluidity and Volume Expansion

Electronic Excitation

Spectral experiments using pulsed light may be valuable for understanding the role of intense
sub-gap illumination [88–90]. As shown in Fig. 5.11, when the light intensity is not high,
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excitation spectra of the photoconduction and the volume expansion have thresholds at around
the Tauc gap, ∼2.4 eV, which is reasonable. However, when the pulsed light is strengthened
to a peak intensity of ∼107 W/cm2 (5 ns width and 10 Hz repetition), the spectra red-shift to
a threshold of ∼2.0 eV. Note that, for cw illumination, the sub-gap (2.0 eV) illumination can
give the giant expansion when the intensity is higher than 102 W/cm2 (see Section 5.4.5).

Figure 5.11: Spectral dependence of the photoexpansion PE (solid symbols) and the photoconduction
PC (open symbols) in As2S3 exposed to cw light of 10−2 W/cm2 (square) and pulsed light of 108 W/cm2

(circles) [90]. The Tauc gap ET
g is indicated.

Although the light intensities of the pulse and cw experiments appear to be very different,
we can see that both exposures produce a similar number of trapped carriers. For cw light
of 102 W/cm2, since the absorption coefficient is 100 cm−1 at 2.0 eV, the absorbed energy
is 102 W/cm3, i.e. 1020 photons/s cm3, which can produce 1020/s cm3 trapped carriers. The
trap depth may typically be ∼0.5 eV (2.5–2.0 eV), for which the thermal excitation time
(τ = Ω−1 exp(E/kT )) is evaluated as 10−4 s. Accordingly, the number of steadily trapped
carriers under cw illumination is estimated as 1016 cm−3. On the other hand, pulsed excitation
of 107 W/cm2 and 5 ns yields an energy of 50 mJ/cm3, which leads to a carrier density of
1017 cm−3, which is nearly the same as that of the cw excitation.

It is important to grasp the implication of this carrier density, 1016–1017 cm−3. This
density seems to be comparable to that of the tail states below ∼2.0 eV, which can be estimated
from the optical absorption spectrum assuming that the optical transition probability is not
strongly dependent on the photon energy. This similarity in values allows us to assume that
the required carrier density should be sufficient to fill the available tail states [90]. When the
tail states are filled with carriers, successively-photoexcited carriers can no longer be trapped,
or detrapped immediately. These excess carriers produce photocurrent, which explains the
red-shifted photocurrent spectra in Fig. 5.11 [88]. In this way, intense sub-gap illumination
can work as if it were bandgap illumination. We can assume that the giant photoexpansion
and the photo-induced fluidity occur under such circumstances [89].

Consideration of the temperature dependence gives further support to the above idea. As
mentioned in Section 5.4.5, prominent giant photoexpansion appears with intense 2.0 eV il-
lumination at low temperatures such as 10 K, where the Tauc gap is ∼2.5 eV. At low tem-
perature, the thermal excitation of trapped carriers is practically impossible since τ � 1012 s.
Therefore, the trap filling is accomplished in an ideal way. Then, what kinds of structural
changes follow?
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Structural Changes

Structural changes responsible for the volume expansion may be identified through detailed
X-ray diffraction experiments. We note here that the features induced by bandgap and sub-gap
illumination appear to be similar; i.e., the same intrinsic volume expansions (∼0.4% in As2S3

at room temperature) and similar changes in the X-ray diffraction patterns [65]. However,
since the bandgap illumination can induce the expansion with larger areas and a depth of
∼10 μm, it is more suitable for X-ray studies.

Figure 5.12 shows a typical result [69]. We see in the upper pattern that the first sharp
diffraction peak is located at wavenumber of Q � 1.2 Å−1, which is consistent with previ-
ous studies [2]. The lower pattern shows the intensity difference between the annealed and
illuminated states, with positive difference values indicating a decreases in the X-ray intensity
with illumination. This pattern manifests that the peak intensity decreases with illumination,
which is also consistent with previous results [11]. In addition, a closer look reveals that the
peak broadens asymmetrically. That is, the intensity enhancement at ∼0.8 Å−1 appears to be
broader than that at ∼1.5 Å−1.

Figure 5.12: An X-ray diffraction pattern of As2S3 (top) and the intensity decrease (bottom) induced
by bandgap illumination [69]. A positive difference means the intensity reduction upon illumination.

On the basis of the so-called distorted-layer model originally proposed by Vaipolin and
Porai-Koshits [91], this asymmetric change can be interpreted as a manifestation of inter-
layer cracking [69]. That is, in distorted layer structures with a typical interlayer distance of
∼0.5 nm, in a few places the interlayer distance becomes as wide as ∼1 nm. A preliminary
calculation suggests that such a change can give rise to a macroscopic volume expansion of
∼0.5% [69]. Therefore, it is plausible that the volume expansion is caused by cracking the
layered structure.
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Structural changes responsible for fluidity are more difficult to examine, since the change
occurs only under illumination. No changes in the X-ray diffraction have been detected by
the author (unpublished). On the other hand, some Raman-scattering studies on the photo-
induced fluidity have been reported recently [21,92]. However, relations between microscopic
and macroscopic changes remain to be studied.

Models

Regarding the photo-electro-structural process giving rise to the volume expansion and flu-
idity, at least two ideas have been proposed. Shimakawa et al. try to explain these struc-
tural changes using a Coulomb-repulsion model [93–95]. Tanaka [90] and some other re-
searchers [92] envisage atomic motions, which enhance structural randomness, and successive
relaxation. These models are summarized below.

Shimakawa et al. assume macroscopic carrier diffusion and Coulomb repulsion among
the layer fragments [93–95]. They emphasize that, in conventional chalcogenide glasses such
as As2S3, illuminated regions tend to be negatively charged due to the difference of diffusion
constants of holes and electrons. Such charge separations are actually detected as Dember
voltages [96]. Then, As–S layer fragments in illuminated regions may be negatively charged,
and the Coulomb repulsion among the fragments can cause mutual expansions. In this model,
they try to explain the expansive force and the fluidity in a unified way. This model is similar
to that proposed for the deformation induced by an electron beam [66, 97].

The present author assumes the bond twisting motion and interlayer relaxation. It is sup-
posed that, as illustrated in Fig. 5.13 [90], illumination induces bond twisting motions and so
forth (a), which produce strain in the interlayer regions (b). This strain relaxes with segmental
expansion (c). In this case, for the internal expansions to manifest themselves as macroscopic
surface expansions, atomic fluidity is needed, which may occur through interchanges of cova-
lent bonds producing dynamical dangling bonds [15,16,60]. In these processes, it is plausible
that strained regions behave as localized states, which can be selectively photoexcited by the
sub-gap photons [45]. Alternatively, the fluidity may occur in ionized structures due to trapped
electrons and holes [45], just as an ionic crystal can deform more easily than a covalent crys-
tal. In essence, the photo-induced fluidity can be regarded as a kind of electronic melting,
which was originally proposed by Van Vechten et al. [99] and which has been demonstrated
recently [100].

Figure 5.13: An atomic model for the photoexpansion, which is illustrated for Se for simplicity [90].
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It may be fair to conclude this section with a statement that all existing models are spec-
ulative. The above two models are consistent with the fact that, if expansions are suppressed
with pressure, the photodarkening becomes greater [98]. However, it seems to be problematic
how the Coulomb-repulsion model explains the photodepression in GeAs4Se5 [62]. In the
atomic model, the depression can be assumed to be a manifestation of compressive structural
relaxation, which has been widely observed in oxide glasses [69]. Finally, it should be em-
phasized that no quantitative models are available at present. For instance, why does As2S3 at
room temperature exhibit an intrinsic expansion (ΔL0/L) of ∼0.4% ?

5.6 Summary

Photo-induced phenomena induced by continuous-wave sub-gap illumination seem to be in-
herent to covalent chalcogenide glasses. The reason is the existence of gap states into which
the carriers can be photoexcited. Further excitation from the localized to extended states may
be possible through thermal activation. In the photo-induced Bragg grating and self-focusing
formations, the refractive-index increase occurs through these gap states. In the photo-induced
fluidity and giant expansion, the majority of these gap states are excited, giving rise to dra-
matic structural changes. This kind of sub-gap excitation cannot occur, in principle, in a
perfect crystal in which no gap states exist [101].

In addition, it is suggested that the sulfide and selenide glasses exhibit photostructural
changes for two reasons. One reason is the existence of lone-pair electrons, which give a
variety of bonding configurations. The other is a flexible structure consisting of two kinds of
atomic bonds (covalent and van der Waals). In telluride glasses, this dual bonding character
tends to merge into a single metallic bonding, so that photostructural changes become smaller.
On the other hand, in most oxide glasses, although the oxygen atom possesses lone-pair elec-
trons, rigid three-dimensional continuous-random-network structures prohibit prominent pho-
tostructural changes.
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6 Photo-Induced Anisotropy in Chalcogenide Glassy
Semiconductors

Victor M. Lyubin and Matvei L. Klebanov

6.1 Introduction

Photo-induced anisotropy (PA) in chalcogenide glassy semiconductors (ChGS) has been dis-
covered in experiments of Zhdanov, Kolomiets, Lyubin and Malinovskii [1,2] who studied the
polarization state of light transmitted through glassy films of different composition irradiated
by a linearly polarized laser beam. The possible role of PA of light scattering was also men-
tioned in these papers. Later, investigation of photo-induced optical anisotropy was carried
out by different groups on thin films [3–8], bulk glasses [9–13] and As2S3 fibers [10].

It has also been shown that photo-induced circular dichroism of transmittance, referred
to as photo-induced optical gyrotropy, appears in both bulk ChGS and thin films exposed to
circularly polarized light [9, 14]. Photo-induced elliptical birefringence and photo-induced
elliptical dichroism were also reported [15, 16] as well as photo-induced light scattering [9]
and photo-induced scattering anisotropy and gyrotropy [17, 18].

In early publications, PA in chalcogenide films was explained by the interaction of polar-
ized light with some optically anisotropic structural elements whose optical axes are oriented
randomly [1,2]. According to this assumption, linearly polarized light interacts more strongly
with structural elements oriented with their optical axis parallel to the electrical vector of the
light, destroying them, This process results in the appearance of optical anisotropy. Later,
more detailed models of PA in thin chalcogenide films were proposed but in most cases these
models developed the initial proposed idea [1, 2]. Thus Fritzsche [19] discussed the photo-
induced redistribution of anisotropic microvolumes in ChGS when the microvolumes with the
axis parallel to the electric vector of the excitation light are transformed into ones with the axis
orthogonal to this vector. In other models, different kinds of possible microanisotropic struc-
tural elements of ChGS were considered. Several review papers on PA have been published
recently [20, 21] of which the review by Tanaka [20] is especially recommended since both
the history of PA research and the modern state of experiment and theory are considered in
detail. The study of photo-induced optical anisotropy is in constant progress and new papers
in this field have been published recently [22–24].

In this chapter we limit ourselves to a summary of recent results of the PA studies per-
formed by the authors, predominantly at the laboratory of amorphous semiconductors of the
Ben-Gurion University of the Negev (Beer-Sheva, Israel), either independently or in collab-
oration with other groups. First, we consider processes of photo-induced optical anisotropy
and describe successively the results obtained on excitation of ChGS samples by the above-
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bandgap, sub-bandgap and super-bandgap light. The last term is used for the case when the
excitation energy substantially exceeds the optical gap of ChVS. This part of the review is
followed by a description of other manifestations of PA. Finally, we propose a general under-
standing of the essence of anisotropic phenomena in ChGS.

6.2 Samples and Experimental Procedures

Two major kinds of samples were investigated, namely thin films and bulk glasses. The
thin film glassy samples of As2Se3, As50Se50, As2S3, Ge28.5Pb15S56.5, Se, Se80Te20,
GexAs40−xS60, and GexAs40−xSe60 were prepared by conventional thermal evaporation of
the starting glassy materials from quartz crucibles onto suitably cleaned Corning glass sub-
strates in a vacuum (p ∼ 10−6 Torr). Se70Ag15I15 films were prepared by evaporation from
a closed evaporator with a small opening [25]. Thicknesses of all films studied were in the
range of 0.3–4.0 μm. The bulk samples were prepared by polishing melt-quenched chalco-
genide glass ingots and had a typical thickness of several millimeters.

Most experiments were performed at room temperature using experimental setups shown
schematically in Fig. 6.1. The setup shown in Fig. 6.1(a) was used for investigation of linear
dichroism and linear birefringence in thin film samples upon excitation by the above-bandgap
light. Beams of two lasers hit the same area of the studied film. The photon energy of one of
the lasers (the anisotropy-inducing laser) is selected to be above the bandgap of the ChGS. The
linear polarization of this beam could be changed to the orthogonal one using a λ/2 plate. A
much less intense beam from the other laser (the probing beam) passed through an electroop-
tical modulator which modulated the light polarization discontinuously between two orthog-
onal states at a frequency of 1 kHz. This laser beam then passed through the sample and was
detected by a Si photodiode permitting to measure photo-induced transmission anisotropy,
Ty − Tx = 2(Iy − Ix)/(Iy + Ix), where Iy and Ix are the intensities of the beams with two
orthogonal electric vectors. We used synchronous detection to measure the difference signal
Iy − Ix. If the photon energy of the probing laser is selected such that it is larger than the
bandgap, one can measure photo-induced dichroism. In order to study the photo-induced bire-
fringence, the wavelength of the probing laser must be selected in a range of transparency of
the studied film. In most cases, we used He–Ne (λ = 633 nm) and Ar+ (λ = 515 nm) lasers.
This two-beam set-up allowed us to study very initial periods of PA kinetics and relaxation.

To study the transmission PA in bulk chalcogenide samples excited by the sub-bandgap
light we also used the setup of Fig. 6.1(a). Additionally, for simultaneous measurements of
laser radiation transmitted through the bulk sample and that scattered by the sample to various
angles up to 230 mrad, we have used the setup shown in Fig. 6.1(b). A collecting lens, placed
behind the sample, focused the scattered light onto a photodiode window and a small mirror,
fixed in the central part of the lens, reflected the transmitted beam to another photodiode. The
He–Ne laser radiation (λ = 633 nm) which is the sub-bandgap radiation for the studied bulk
glass samples (As2S3 glass) played, in turn, the role of either inducing or probing light. This
set-up allowed us to study the transmission and scattering anisotropy and gyrotropy in bulk
samples.

The experimental setup for reflectance difference measurements is shown in Fig. 6.1(c).
The anisotropy in this case was induced using either the light of a 1000 W xenon lamp (which
generated radiation in a wide energy range including the sub-bandgap, above-bandgap light
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Figure 6.1: Experimental installations for investigation of photo-induced anisotropy. (a) Absorption,
(b) scattering, and (c) reflection measurements.

and super-bandgap light) or an Ar+-ion laser (λ = 488 nm) generating the above-bandgap
light for the studied As2S3 samples. The inducing light passed through a Glan-prism polarizer
and the light intensity on the surface of the sample was around 100 mW/cm2. The intensity of
the probing linearly polarized light generated by the xenon lamp was about 5 mW/cm2. Use
of a monochromator allowed us to investigate the spectra of PA in the light reflection mode.
For a detailed description of the reflection difference spectroscopy, see Ref. [26].
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6.3 Photo-Induced Optical Anisotropy

6.3.1 Above-Bandgap Light Excitation

Most of early experiments on the PA were performed on thin ChGS films using the above-
bandgap light. Both photo-induced linear dichroism and photo-induced linear birefringence
were revealed. PA could be decreased to zero by subsequent irradiation by non-polarized or
circularly polarized light. Multiple reorientation of PA was observed at successive irradiation
cycles of the studied film by linearly polarized light with two orthogonal polarizations [7]. All
these features are illustrated in Fig. 6.2.

Figure 6.2: Kinetics of changes in relative transmission I(t)/I(0) and in photo-induced dichroism (I‖−
I⊥)/2(I‖ + I⊥) in an As50Se50 film at successive irradiation by linearly polarized light and the non-
polarized or circularly polarized light of a He–Ne laser (λ = 633 nm, 350 mW/cm2) (a) and at successive
irradiation by linearly polarized light with a beam power density of 50 mW/cm2 with the orthogonal
directions of electrical vector (b). The polarization of the light is marked by arrows.

Different models have been put forward to account for PA generation by the above-band-
gap light excitation. The best one, in our opinion, is the model by Tikhomirov and Elliott [27].
Their model is based on photo-induced orientation of valence alteration pairs (VAPs), i.e. the
charged defects with negative correlation energy, characteristic of chalcogenide glasses [28].
The authors predominantly refer to native VAPs, existing in the non-irradiated glass with a
concentration ∼5 × 1017 cm−3 and in order to explain an appearance of strong anisotropy
related to such a small concentration of defects they suggested a very strong interaction of
VAPs with their environment.

Our experiments have shown that along with the native VAPs, photo-induced VAPs play
a very important role in generation of PA in the case of the above-bandgap light excita-
tion [29]. In these experiments, we used a 0.6–2.0 μm thick As50Se50 film. The photo-induced
dichroism generation and reorientation are illustrated in Fig. 6.3 for a case of a 1.2 μm thick
As50Se50 film. The initial dichroism growth in the non-treated film is rather slow (10–20 min)
while the dichroism reorientation occurs much faster (<1 min). Quick reorientation is ob-
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served not only after the dichroism has reached its saturation but also in the initial stages of
the dichroism generation as is shown in Fig. 6.3(b). In the case of long enough irradiation of a
ChGS film with unpolarized light, subsequent irradiation with linearly polarized light results
in rapid appearance of the dichroism (Fig. 6.3(c)). It is important that the dichroism saturates
at approximately the same values for various excitation light intensities. Similar behavior of
the kinetics of dichroism generation and reorientation was also observed in other films.
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Figure 6.3: Kinetics of dichroism generation and reorientation in an As50Se50 film under the action
of linearly polarized laser light with two orthogonal directions of electrical vector (y and x), when the
reorientation starts after the dichroism saturation (a), when the reorientation takes place during the ini-
tial stages of the dichroism growth (b), and when the polarized light irradiation starts after prolonged
illumination with non-polarized light (c).

Figure 6.4 shows room temperature kinetics of repeated photo-induced dichroism genera-
tion at room temperature after annealing an As50Se50 film at various temperatures for 10 min.
The kinetics of room temperature dichroism reorientation in the non-annealed film are also
shown. It can be seen that a gradual increase in the annealing temperature results in a form of
the curve characterizing the growth of the dichroism closer to that of the virgin film. Complete
coincidence of these two curves was observed after annealing at a temperature of 170–180 ◦C,
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i.e. close to the softening temperature of the As50Se50 film where thermal bleaching of pho-
todarkened films is observed.
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Figure 6.4: Kinetics of room temperature dichroism generation in a virgin 1.2 μm thick As50Se50 film
(1), and repeated dichroism generation after annealing at 75 ◦C (3), 95 ◦C (4), 140 ◦C (5) and 180 ◦C
(6) for 10 min. Kinetics of one of the cycles of room temperature dichroism reorientation in the film are
also shown (2). The intensity of linearly polarized He–Ne laser light is 2.75 W/cm2.

These data and other results described in [29] permitted us to conclude that irradiation
with both polarized and non-polarized above-bandgap light creates some centers in the non-
irradiated film that can be oriented quickly by linearly polarized light. The constant dichroism
saturation value at different light intensities strongly suggests that the number of centers that
can be created and/or oriented is limited to a certain value. The results of the annealing
experiments allow us to assume that the same centers, or a part thereof, are capable of being
oriented and are responsible for both photodarkening and PA. Such centers can be regarded as
VAPs (photo-induced VAPs) in the reaction [28]:

2C0
2 + hν → C−

1 + C+
3 and C0

2 + P0
3 + hν → C−

1 + P+
4 (6.1)

where C and P refer to chalcogens and pnictides, respectively.
Combining the ideas proposed in [19] and [27], we assume that the polarized light initiates

the following reactions:

C−
1 + C+

3 + hν → C+
1 + C−

3 and C−
1 + P+

4 + hν → C+
1 + P−

4 (6.2)

and that these reactions occur more efficiently for VAPs with the dipole moment oriented
parallel to the electrical vector of the excitation light. Afterwards, energetically advantageous
reactions:

C+
1 + C−

3 → C−
1 + C+

3 and C+
1 + P−

4 → C−
1 + P+

4 (6.3)

take place with the (C−
1 + C+

3 ) and (C−
1 + P+

4 ) defects oriented randomly this time.
The whole process is accompanied by a decrease in the number of VAPs which have dipole

moments co-directed with the electrical vector of the inducing light and by the corresponding
growth of the anisotropy.

In previous experiments, ChGS films exhibiting photodarkening (both reversible and irre-
versible) were studied. At the same time, in some Ge-containing ChGS films, light irradiation
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of as-deposited films induces photobleaching (instead of photodarkening) while the irradiation
of the annealed films results in photodarkening.

We have investigated PA in photobleached Ge25As15S60, Ge32As8S60, Ge36As4S60,
Ge32As8Se60 and Ge36As4Se60 films, in which large scalar photobleaching effect was ear-
lier investigated in detail [30,31]. The results were qualitatively identical for all studied films.
An example is shown in Fig. 6.5
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Figure 6.5: . Kinetics of dichroism generation and reorientation in as-prepared (a) and annealed at
210 ◦C (b) Ge32As8S60 glassy film. Inducing light, a 2.5 W/cm2 linearly polarized Ar+-laser (λ =
488 nm); probing light, a 0.5 mW/cm2 linearly polarized 515 nm Ar+-laser.

Maximum values of PA (10–15%) were recorded in as-prepared Ge25As15S60 and
Ge32As8S60 films. These values are substantially larger than those in most of the previously
studied elementary or binary chalcogenide glassy films. Annealing of such films does not
result in a change of the sign of dichroism. However, the value of dichroism is much smaller
in the annealed films (Fig. 6.5b). In this respect, the studied films differ from the binary films
where the annealing causes a very small decrease in the dichroism value. Generation and
reorientation of birefringence were also observed and studied in these photobleached films.
More details about the study of the photobleached Ge–As–S and Ge–As–Se films could be
found in [32, 33]. We conclude that the characteristics of PA do not depend on whether the
as-prepared chalcogenide glassy films exhibit photodarkening or photobleaching.
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6.3.2 Sub-Bandgap Light Excitation

In early experiments on the interaction of linearly and circularly polarized sub-bandgap light
with bulk samples, several photo-induced phenomena – viz. anisotropy, gyrotropy and light
scattering – were observed and investigated [9]. It was also shown that the polarization of
the light changed significantly when it passed through the bulk sample: both rotation of the
polarization plane (optical activity) and ellipticity were observed [9].

Photo-induced light scattering in bulk ChGS, excited by the sub-bandgap light manifested
itself as a change of the shape of the transmitted laser beam, as the appearance of a speckled
structure and as a photo-induced modification of the trace of the laser beam inside the irradi-
ated ChGS bulk sample [9]. Observation of the trace of the laser beam inside the bulk sample
of the glass unequivocally indicates the scattering of the passing light at 90◦ and the observed
change of this trace, induced by the sub-bandgap light, is a clear proof of the photo-induced
light scattering change at 90◦. Semi-quantitative data confirming the light scattering at smaller
angles were also obtained in the early stages of this work [9].

In a later series of experiments we investigated the photo-induced light scattering at room
temperature in bulk As2S3 and, primarily, the anisotropy and gyrotropy of light scattering
[34, 35]. The He–Ne laser light (hν = 1.96 eV, W = 10 mW), i.e. the sub-bandgap light for
the As2S3 glass (Eg = 2.3 eV), has been used. See [34] for more details.

We studied the kinetics of the change of the scattered light intensity induced by intense
linearly or circularly polarized light with two orthogonal polarizations (Ey-radiation, Ex-
radiation, Er-radiation and El-radiation). It was found [34] that the Ey-radiation, for example,
induces an increase of scattering of the corresponding (Iy

s ) light. Simultaneously, the intensity
of Ix

s -light usually decreases. These results are illustrated in Fig. 6.6a. Similar results were
recorded in the case of circularly polarized light [35].

Figure 6.6(b,c) show typical kinetics of photo-induced changes of the scattered and trans-
mitted light anisotropy and gyrotropy, respectively. It can be seen from the figures that scat-
tering anisotropy (gyrotropy) and transmittance anisotropy (gyrotropy) always change in an-
tiphase (Fig. 6.6b). In another experiment, the sample was first pre-irradiated by non-polarized
light and only then exposed to linearly or circularly polarized light. The non-polarized light
induced additional isotropic light scattering, while the subsequent exposure to linearly or cir-
cularly polarized light resulted in an appearance of scattering anisotropy or gyrotropy – again
in antiphase with transmission changes – which could be reoriented. This result is demon-
strated in Fig. 6.6c for the case of the photo-induced gyrotropy.

The observed opposite changes of photo-induced anisotropy (gyrotropy) of transmittance
and scattering allow us to draw an important conclusion that the creation of anisotropically
or gyrotropically scattering centers is the basis of the whole lot of photo-induced vectorial
phenomena in bulk chalcogenide glasses excited by the sub-bandgap light. This idea makes
understandable the fact that anisotropy can be induced by the sub-bandgap light. The energy
of the corresponding light quanta is insufficient either for electron–hole pair excitation, or for
breaking the interatomic covalent bond, but these quanta can be absorbed by defect states and
their energy is sufficient to produce certain changes in the subsystem of weaker bonds, for
example, intermolecular van der Waals bonds. These changes can result in an appearance
of scattering centers in the glass. These centers scatter light isotropically, anisotropically or
gyrotropically depending on the polarization state of the light that was the origin of their
creation.
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Figure 6.6: Kinetics of scattered light intensity induced by polarized light (a); antiphase correlation be-
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successive Ey and Ex laser excitation (b); and kinetics of scattering gyrotropy (1) and transmittance gy-
rotropy (2) changes in an As2S3 bulk glass sample induced by successive Er- and El-laser excitation (c).

The above conclusion has been disputed in [12, 13, 36], where an alternative explanation
of the observed phenomena based on an assumption of photo-induced creation of persistent
self-focusing structures has been suggested. We adhere to our original explanation. First,
we argue that the observation of the laser-beam trace in the bulk glass and its photo-induced
change are evidences of the initial and photo-induced light scattering. Second, we believe that
differences between our results and those reported in [12, 13, 36] are largely due to different
experimental conditions, viz. in the cited papers light focusing was used. In such a case,
the light beam impinging upon the sample is no longer parallel and this fact can seriously
complicate the interpretation of the results obtained. We maintain that the photo-induced
generation of the scattering centers in the bulk glass is a decisive factor for all the observed
anisotropic phenomena induced by the sub-bandgap excitation.1

1See Chapter 5 (p. 75) for alternative arguments. (Editor’s comment)
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6.3.3 Super-Bandgap Light Excitation

For the super-bandgap excitation, we used reflectance difference spectroscopy which allowed
us to investigate the photo-induced anisotropy in a broad spectral range [37–39]. The mea-
sured value of the reflected light dichroism is defined as Δr/r = 2(ry −rx)/(ry +rx), where
ry and rx are the reflectance values for the polarizations of the probing beam in the direction
parallel or perpendicular to the polarization of the inducing beam. The samples studied were
polished bulk glasses and thin films of As2S3, As50Se50 and Ge20As20S60.

Figure 6.7 shows the PA of light reflection and its reorientation for bulk Ge20As20S60

(Fig. 6.7(a)) and As2S3 (Fig. 6.7(b,c)) samples induced by unfiltered linearly polarized light
of a Xe lamp (polychromatic light) and/or an Ar+-laser (monochromatic light). One can see
that the PA appeared in the whole 1.5–5.0 eV range. It should be noted that for the sample
excited by the Xe lamp light, the trend in the reflectance change was the same (positive or
negative depending on the polarization) throughout the whole studied spectral range while for
the Ar+-laser excitation, the sign variation of the effect has been observed. Whilst an increase
in Δr/r (positive value) is observed for larger photon energies (above 4.0 eV) similar to
the previous case of polychromatic light excitation, for smaller photon energies an opposite
change (negative value) is detected. This behavior was characteristic for all samples studied.

The possibility to observe PA at energies much larger than the exciting photon energy
indicates that by irradiation with linearly polarized light not only the defects or the scattering
centers in the glass can be oriented and/or reoriented by light but that the main covalent bonds
also become oriented and reoriented. We believe that the Ar+-laser radiation (λ = 488 nm),
that is the above-bandgap radiation for the As2S3 samples, exciting and orienting the VAPs or
the lone pair (LP) orbitals [37], simultaneously induces anisotropy in the 4.5 to 5.5 eV spectral
range corresponding to the excitation of the bonding electrons.

The most interesting result to be explained is the essential difference of the reflection spec-
tra for the cases of the Xe lamp and the Ar+-laser light excitation (Fig. 6.7(a,b) and (c)). One
way to explain this difference is demonstrated in Fig. 6.8 for the simplest case of elemental
amorphous selenium. In the initial state, atom 3 is three-fold coordinated and atom 10 is one-
fold coordinated. Following the photoexcitation by the Ar+-laser light (above-bandgap light)
with the polarization shown in the figure, LP electrons oriented parallel to this orientation will
predominantly be excited. As a result, atom 10 may form a covalent bond with a neighboring
atom 8, making the latter three-fold coordinated. To keep the defect concentration and charge
balance, the initially three-fold coordinated atom 3 decays into a singly coordinated defect
and a two-fold coordinated “regular” atom. We see here a redistribution of LP and bonding
orbitals. Before the photoexcitation, the bond between atoms 2 and 3 was covalent (parallel
to the x-axis), while atoms 8 and 10 had LP orbitals parallel to the z-axis. After the photoex-
citation, atoms 8 and 10 became bonded by a covalent bond in the z direction, while the bond
between atoms 2 and 3 is broken, and two LP orbitals parallel to the x-axis are created. As a
result, the total number of bonding electrons along the z-axis decreases, while the number of
non-bonding electrons along the x-axis increases, which explains the opposite change in the
anisotropy probed at lower and higher energies. In other words, conversion between bonding
and non-bonding electrons takes place.

In the case of the broad spectrum light of the Xe lamp, the above considered process also
exists but, additionally, direct excitation of bonding electrons by the high-energy light quanta
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becomes possible, resulting in a decrease in the number of bonding electrons in the direction
of the light polarization. This latter process can compensate/overcompensate a decrease in the
number of covalent bonds caused by the excitation with the above-bandgap light, leading to
the same change in the sign of anisotropy for both lower and higher energies.
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Figure 6.8: Schematic representation of photostructural changes induced by the above-bandgap light.

6.4 Photo-Induced Anisotropy of Other Properties of
ChGS

Photo-induced optical anisotropy is accompanied by an appearance of anisotropy of other
properties. In this section we consider polarization-dependent photocrystallization, photodop-
ing, and photoconductivity.

6.4.1 Polarization-Dependent Photocrystallization

We found that the polarization state of the excitation light influences the photocrystaliza-
tion process first described in [40] and the properties of the crystallized samples (anisotropic
photocrystallization) [41, 42]. Irradiation of glassy Se70Ag15I15, Se and Se80Te20films with
linearly polarized He–Ne and Ar+-laser light was shown to result in the formation of poly-
crystalline films with strong optical anisotropy (dichroism), the sign of which is determined
by the polarization of the excitation light. This conclusion was originally made on the basis of
observation of some peculiarities of photo-induced dichroism in these films, namely, a change
of reorientation kinetics and of the dichroism sign (Fig. 6.9). At the beginning of the experi-
ment, when the film was amorphous, the vertical polarization vector stimulated an increase of
positive dichroism while the horizontal polarization vector diminished the positive dichroism
and led to negative dichroism. In the following stages, the reverse processes were observed.
The induced dichroism was stable, it did not relax in the dark and could not be erased even by
annealing at the glass transition temperature.

The results obtained (unusual kinetics, the opposite sign and the large value of the photo-
induced dichroism, absence of relaxation and thermal erasure) permitted us to conclude that
we are dealing with photo-induced crystallization [42]. This conclusion was confirmed by
direct structural investigations including optical microscopy, electron microscopy and an X-
ray diffraction study. The X-ray analysis of the irradiated Se–Ag–I films showed the presence
of Se, Ag2Se and AgI microcrystals. Polarization dependence of the photocrystallization of
Se films was also reported at almost the same time, simultaneously and independently, by two
groups [43, 44].

In [45], a different polarization-dependent phenomenon in amorphous Se films was ob-
served for photocrystallization induced by simultaneous action of two lasers, one with the
above-bandgap energy photons and the other one with the below-bandgap energy photons. A
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drastic decrease of the crystallization rate was detected when the polarizations of both beams
were parallel to each other. If, on the other hand, the polarizations were orthogonal, a signifi-
cant increase of the photocrystallization rate was observed.

6.4.2 Polarization-Dependent Photodoping of ChGS Films by Silver

ChGS films can be photodoped with silver and other metals which is accompanied by dras-
tic changes in their properties (see review article [46]). It was shown also that the silver
photodoping of As2S3 glassy films by linearly polarized light is accompanied by the genera-
tion of strong dichroism with the sign opposite to that generated in Ag-free ChGS films [47].
This phenomenon was termed “polarized photodoping”.
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Figure 6.10: Kinetics of dichroism generation (a) and reorientation (b) in a Ag-photodoped As50Se50

film under the action of linearly polarized laser light with two orthogonal polarizations (Ex and Ey).

Recently, we investigated the polarized photodoping of ChGS films of other composi-
tions, namely, As2Se3, AsSe and GeS2.2, and found a very similar behavior in all samples.
Some peculiarities observed in the kinetics of the dichroism reorientation are demonstrated
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in Fig. 6.10 for the case of the As50Se50 film. When the Ag/As50Se50 structure is exposed
to the He–Ne laser beam of a certain, say horizontal, polarization, positive dichroism appears
and increases quickly. Then, after passing through a maximum value, the dichroism starts
to decrease (Fig. 6.10(a)). Very unusual were the kinetics of the dichroism reorientation. In
the first cycles of the dichroism reorientation, the horizontal polarization caused an increase
of the positive dichroism, while the vertical polarization decreased the dichroism value. In
the later cycles, a reverse picture was observed (Fig. 6.10(b)). This situation resembles the
previous case of the photo-induced polarized crystallization. Further studies confirmed that
prolonged laser-induced photodoping does indeed lead to partial polarization-dependent pho-
tocrystallization of three-component As(Ge)–Se(S)–Ag materials obtained in the process of
photodoping.

6.4.3 Photo-Induced Anisotropy of Photoconductivity

Recently, we demonstrated that photo-induced optical anisotropy in amorphous As50Se50

chalcogenide films is accompanied by anisotropy of photoconductivity and that this effect
is optically reversible [48, 49]. In these experiments we used 0.3–2.0 μm thick amorphous
As50Se50, Sb2S3 and Ge28.5Pb15S56.5 films. The anisotropy of the photoconductivity was
measured on films with gold electrodes. Further details can be found in [48, 49].

When the As50Se50 sample was illuminated by a non-polarized He–Ne laser beam (the
laser spot was set between the electrodes), the appearance and saturation of photocurrent is
observed. Subsequent irradiation by linearly polarized light with the electric vector E either
parallel, Ex, or orthogonal, Ey, to the electrodes resulted in an appearance of anisotropy of
photocurrent (Fig. 6.11(a)). The values of anisotropy achieved ∼0.5%. A change in the polar-
ization state of the inducing light resulted in the respective change of the sign of the resultant
current. Kinetics of the change of resultant current were similar to the kinetics of reorienta-
tion of the optical dichroism generated in the studied film. Qualitatively similar results were
obtained with amorphous Sb2S3 and Ge28.5Pb15S56.5 films (Fig. 6.11(b)). It can be seen that
while a variation of the inducing light polarization to the orthogonal results in a change of the
sign of anisotropy, the secondary illumination with circularly polarized light leads to a grad-
ual decrease and disappearance of the anisotropy. Values of the photocurrent anisotropy in the
Sb2S3 and Ge28.5Pb15S56.5 films were 2–3 times larger than those in the As50Se50 films.

Based on these results we concluded [48,49] that the observed anisotropy of photoconduc-
tivity is due to different transport properties (mobility) of charge carriers when they move in
the direction parallel or perpendicular to the electrical vector of inducing light, i.e. anisotropy
of carriers mobilities μ (μx = μy) can be photo-induced.

The data obtained indicate that the microanisotropic species, such as charged valence-
alternation pairs, affect not only the light absorption process but also the process of transport of
non-equilibrium charge carriers. While normally these microanisotropic species are randomly
oriented which results in the isotropic photoconductivity, illumination with linearly polarized
light induces the alignment of these species and the resulting anisotropic photoconductivity.
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6.4.4 Anisotropic Opto-Mechanical Effect and Ionic Transport

Finally we would like to mention two important recent findings by other groups. The first
effect, viz. an anisotropic opto-mechanical effect, consists in the appearance of optically
controllable, reversible nanocontraction and nanodilatation induced in a chalcogenide glassy
film (As50Se50 film) by linearly polarized light [50]. A very good correlation of this effect with
photo-induced dichroism was observed. The mechanism of this effect, as well as mechanisms
of other photo-induced vectorial effect, are in need of further investigation.

Another interesting phenomenon was observed recently in ion-conducting chalcogenide
glasses [51, 52]. It was found that excitation of Ag–As–S films by linearly polarized light
caused large reversible positive birefringence and anisotropic surface deformation. The an-
isotropic shape of the deformation correlated with the polarization direction and the shape
changed from a crater-like to anticrater-like shape following a change in the illumination di-
rection (from the free surface of the film or through the substrate [52]. The authors related the
formation of such patterns to photo-induced migration of Ag+ ions in the film.

6.5 Conclusion

Concluding this review, we can say that the investigation of the interaction of polarized light
with chalcogenide glasses is still in its initial stage. One is tempted to compare the devel-
opment of research of scalar and vectorial photo-induced phenomena in ChGS. The photo-
induced optical effects (photodarkening and photorefraction) were observed and studied first.
Later, it was shown that these effects are accompanied by changes in photoconductivity, mi-
crohardness, glass softening temperature, velocity of surface acoustic waves, density, rate of
dissolution in some solvents, photodoping by metals, etc.
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Similarly, the investigation of PA started from observation and study of photo-induced op-
tical anisotropy. Then it was demonstrated that irradiation of ChGS with polarized light also
results in the appearance of numerous polarization-dependent phenomena, such as polarization-
dependent photocrystallization and metal photodoping, anisotropy of photoconductivity, opto-
mechanical effect, and anisotropic surface deformation. We believe that other polarization-
dependent phenomena will be observed in the future.

We would like to stress that anisotropy of different properties is a characteristic property of
ChGS, especially of As-containing ChGS. This anisotropy can be induced not only by visible
light but also by X-rays and high-energy electron irradiation [53,54], by uniaxial compression
[55] and even by some impurities introduced into the glass during the synthesis [56].

As to the photo-induced optical anisotropy and gyrotropy, we are of the opinion that the
mechanisms are different for excitation in different spectral ranges. At the sub-bandgap exci-
tation, light creates scattering centers in the glass. Such centers scatter the light isotropically,
anisotropically or gyrotropically depending on the polarization state of the inducing light.
This process is also displayed in isotropy, anisotropy or gyrotropy of the light transmitted
trough the sample. In the case of the above-bandgap excitation, the polarized light orients the
native VAPs existing in the film, additionally creating and orienting the photo-induced VAPs.
Finally, in the case of the super-bandgap light, excitation is able to orient and reorient the
interatomic covalent bonds of the glass.

Our present knowledge allows us to give only speculative explanations of various PA phe-
nomena but we hope that more detailed understanding will be achieved in the near future. We
also hope that some of these phenomena will find novel applications in modern technology,
primarily in microelectronics, electrooptics and photonics.
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7 The Optomechanical Effect in Amorphous Chalcogenide
Films

Marek Stuchlik, Pavel Krecmer, and Stephen R. Elliott

7.1 Introduction

Chalcogenide glasses are remarkable for the wide variety of metastable photo-induced phe-
nomena that they exhibit. Exposure of these semiconducting materials to near-bandgap light
can induce metastable changes in their opto-electronic properties (e.g. refractive index, op-
tical absorption coefficient, etc.), structure (e.g. volume) and mechanical properties (e.g.
elastic modulus). These changes can be reversible (either optically or thermally) or irre-
versible. Furthermore, optically induced changes can be scalar (i.e. isotropic) in nature or
vectorial (i.e. anisotropic, induced by polarized light). For a review of these phenomena,
see refs. [1–3]. Although there is now an extensive body of experimental results on such
optically-induced metastabilities, a proper theoretical understanding of the microscopic mech-
anism(s) involved is still lacking. However, there has been some recent progress from ab initio
quantum-chemical calculations on small clusters of atoms simulating As2S3 [4] and ab ini-
tio molecular-dynamics simulations of small supercell models of As2S3 [5]. Non-radiative
electron–hole recombination, following optically-induced electronic excitation, can produce
a range of bond-breaking or conformational changes.

One particularly intriguing phenomenon is the influence of light on the mechanical be-
havior of chalcogenide glasses, although it has been little studied. Hisakuni and Tanaka [6]
discovered an athermal “photofluidity” effect, whereby the viscosity of a fiber of glassy As2S3

decreased so much during light illumination that the fiber deformed under gravity. A related
effect, namely optical field-induced mass transport, has also been observed [7] in glassy films
of As2S3, in which anisotropic surface-relief modulations occur on exposure to linearly po-
larized bandgap light. This behavior has been linked to the photofluidity effect [7].

However, perhaps the most interesting photomechanical effect that has been observed in
chalcogenide glasses is the so-called optomechanical effect [8, 9], wherein linearly polarized
light incident on an amorphous chalcogenide film deposited on an inert substrate, forming a
clamped cantilever, causes a reversible upward or downward displacement of the cantilever,
depending on whether the electric vector of the light is respectively parallel or perpendicular
to the cantilever axis. In other words, light polarized parallel to the cantilever axis causes a
volume contraction of the chalcogenide and light polarized perpendicularly causes a volume
expansion. This vectorial effect is dynamic, i.e. the contraction/expansion persists only during
the illumination, and it is also superimposed upon a (larger) scalar volume-expansion effect
which is probably a combination of a conventional thermal (“bi-metallic strip”) expansion and
normal scalar photoexpansion (see e.g. [10]).
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The optomechanical effect is an example of direct optical actuation, where the light energy
is directly converted into mechanical work, rather than indirectly via heating or the generation
of an electrical current, etc. Direct optical processes can be faster and take place at lower light
intensities than indirect ones, and they permit greater simplicity, versatility and parallelism
of the actuator. This effect can form the basis of MOMS (micro-opto-mechanical system) de-
vices, controlled by varying the light intensity, wavelength or polarization direction. There are
a number of advantages that the use of chalcogenide materials exhibiting the optomechanical
effect has over other kinds of actuation:

(i) the optomechanical effect is highly reversible and non-hysteretic (in contrast to piezo-
electric actuators);

(ii) the effect is strongly wavelength-selective (the maximum, and fastest, response is for
light having a photon energy comparable to the bandgap energy of the chalcogenide);

(iii) light, rather than electricity (as in piezoelectric devices), is used as the stimulus, allowing
remote actuation and operation in hazardous (e.g. flammable) environments;

(iv) optical actuators are suitable for miniaturization, and large arrays of independent can-
tilevers can be envisaged for applications requiring massively parallel processing;

(v) the optomechanical actuators are potentially cheap and easy to manufacture.

7.2 Experimental

The first experiments on the optomechanical effect [8] were performed on vee-shaped silicon
nitride AFM cantilevers (200 μm in length, 20 μm in width and 0.6 μm in thickness) coated
with a thin (∼250 nm) film of amorphous As50Se50. (This material was chosen because it
exhibits one of the largest optical anisotropy responses when illuminated by linearly polar-
ized light.) Optically-induced deflections of the cantilevers when the chalcogenide layer was
illuminated were detected by an optical-lever arrangement, whereby a laser beam was directed
at, and reflected from, the underside of the cantilever, the position of the reflected beam being
detected by a linear position-sensitive photodiode.

Recent, more systematic studies of the optomechanical effect have been performed on
calibrated rectangular etched, single-crystal silicon cantilevers, of width 35 μm, thickness
2.8 μm and lengths ranging from 80 to 380 μm (three cantilevers being attached to a single
4 mm ×1.6 mm chip). The cantilever chips were mounted in a cryostat fixed to a positioning
stage. An improved deflection-detection system was used (Fig. 7.1), in which a near-IR laser
(λ = 655 nm), whose output was modulated at 38 kHz, was focused onto the end of the un-
derside of a cantilever, the reflected beam being directed onto a split quadrupole photo-diode
for positional measurements. Lock-in detection of the resulting photo-current has produced a
great improvement in the signal-to-noise ratio of the cantilever-displacement measurements.

A variety of lasers have been used as illumination sources for exposing the chalcogenide
films: a 10 mW He–Ne laser (λ = 633 nm), a 5 W Nd:YAG laser (λ = 532 nm) and a
∼1 W dye ring laser (λ = 560–615 nm). In all cases, the laser beams were focused onto the
chalcogenide side of the cantilever such that the central, approximately uniform part of the
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Figure 7.1: A schematic illustration of the experimental set-up used to measure the optomechanical
effect: F is a neutral-density filter, P is a λ/2 waveplate or two Glan–Thompson prisms, A is an iris
attenuator, L is a lens, SF is a spatial filter, M is a mirror and QD is a quadrupole diode.

gaussian intensity profile extended over the entire length of the cantilever, thereby assuring
(approximately) uniform illumination of the chalcogenide film.

Amorphous chalcogenide thin films (of thickness ∼1 μm) have been deposited by standard
thermal-evaporation techniques onto the cantilever substrates attached to a rotating planetary
substrate holder to ensure homogeneous deposition. A variety of arsenic chalcogenide mate-
rials have been studied, including the composition As50Se50 (Eg = 1.96 eV, λg = 628 nm)
studied previously [8, 9], but also the As40(SxSe1−x)60 system (0 < x < 1), for which the
bandgap, Eg, varies between 1.79 and 2.43 eV (688 > λ > 507 nm), spanning the available
laser tuning range.

As well as varying the wavelength, the illuminating laser light was altered systematically
by changing the (linear) polarization state by means of a λ/2 waveplate for 633 nm illumina-
tion or otherwise by two Glan–Thompson polarizers, and the light intensity was controlled by
neutral-density filters.

7.3 Results

7.3.1 Polarization Dependence

Representative optomechanical time-dependent displacement results (for a-As50Se50) are
shown in Fig. 7.2. Two features of the effect are evident from this plot, namely reversibil-
ity and controllability. It can be seen that, following illumination with linearly-polarized light
with the electric-field vector at an angle θ (0 < θ < 90◦) to the normal to the cantilever
axis (see inset to Fig. 7.2), subsequent illumination with θ = 0◦ polarized light (the perpen-
dicular, ⊥, state) always produces the same (downward) displacement of the cantilever. This
reversibility of the effect was demonstrated previously [8, 9] by cycling the light electric-
vector polarization direction between θ = 0◦(⊥) and θ = 90◦ (parallel to the cantilever axis,
‖) states, whereupon it was observed that the cantilever displacement oscillated between two
fixed values, i.e. there was no apparent fatigue in displacement amplitude on repeated cycling.
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The second feature of note evident from Fig. 7.2 is the controllability of the optomechanical
response: the displacement of a cantilever can be set simply by varying the angle between the
light electric-vector polarization and the cantilever axis for illumination with light of a given
wavelength and intensity. This simple method of controlling the actuator response is unique
to the optomechanical effect.

Figure 7.2: Dependence of the deflection of a cantilever, coated with a-As50Se50, as a function of the
angle θ between the electric vector of the illuminating linearly polarized light and the normal to the
cantilever axis (see inset).

7.3.2 Light-Intensity Dependence

Pronounced, and surprising, changes are observed in the optomechanical response on chang-
ing the intensity of the illuminating light (at constant wavelength and polarization angle).
The time-dependent optomechanical response for a-As50Se50 films illuminated with light (λ
= 633 nm) having intensities in the range 7–1140 mW cm−2 is shown in Fig. 7.3. Again,
two features are evident from this figure. The first is that the kinetics of the cantilever dis-
placement on changing, say, the light-polarization state from parallel (‖) to perpendicular (⊥)
speed up markedly with increasing light intensity: the saturation level is reached more quickly
with increasing light intensity. The growth curve of cantilever displacement versus time obeys
stretched-exponential kinetics:

(A0 − At) = A0 exp[−(t/τ )β], (7.1)

where A0 is the maximum (saturated) amplitude and At is the value at time t, τ is the
characteristic time constant and β (0 ≤ β ≤ 1) is the stretching coefficient. A plot of
ln(ln[A0/(A0 − At)]) versus ln t should therefore give a straight line if the growth kinet-
ics obey the Kohlrausch–Williams–Watts (KWW) function, Eq. (7.1). Such a plot is shown
in Fig. 7.4 for the representative case of a cantilever coated with a-As50Se50. It can be seen
that, indeed, the cantilever displacement exhibits stretched exponential kinetics, but with ap-
parently two different time and stretching constants, τ1 and β1, the short-time values, and τ2

and β2, the long-time values (τ2 � τ1, β2 < β1). A plot of τ2 versus the incident light inten-
sity, I , for the As50Se50 system is shown in Fig. 7.5: it can be seen that τ2 decreases by about
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two orders of magnitude for an approximately 100-fold increase in I , and becomes constant
at high light intensities, greater than about 400 mW cm−2 in this case.

Figure 7.3: Kinetics of the deflection of a cantilever coated with a-As50Se50 as a function of light
intensity.

Figure 7.4: Double-logarithmic plot of the time dependence of the deflection of a cantilever coated with
a-As50Se50, revealing two regimes of stretched-exponential (KWW) behavior.

The other significant, and surprising, point to glean from examination of Fig. 7.3 is that
the saturated cantilever-displacement amplitude, A0, is independent of the illuminating light
intensity, even though the kinetics vary strongly with I .

7.3.3 Wavelength Dependence

It is of great interest to investigate the cantilever response (e.g. kinetics, maximum displace-
ment) as a function of the wavelength of the illuminating light, in particular in relation to the
bandgap wavelength (λg) of the chalcogenide material.

The wavelength response of the optomechanical effect has been studied both by varying
the polarized illumination-light wavelength for a given material and by varying the composi-
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Figure 7.5: Plot of the long-time KWW time constant, τ2, for a-As50Se50 as a function of light intensity.

tion of a chalcogenide system (As40[SxSe1−x]60) so that the bandgaps, Eg, of the materials
span the available tuning range of the polarized laser source.

Representative results of the effect of illumination wavelength (at a fixed light intensity
and polarization state) on the kinetics of cantilever displacement are shown in Fig. 7.6 for
the case of the chalcogenide As40S40Se20. It can be seen that the behavior is superficially
similar to that shown in Fig. 7.3 for the light-intensity dependence. With decreasing wave-
length (increasing photon energy), the kinetics of the cantilever displacement get faster, as for
increasing light intensity. The wavelength dependence of the KWW (long-time) time constant
τ2, for a-As40S40Se20, extracted from Fig. 7.6, is shown in Fig. 7.7. It can be seen that τ2

decreases by a factor of 100 or so (50 to 0.5 s) for the wavelength tuning range available,
and that the time constant becomes wavelength-independent for wavelengths shorter than λg

(or super-bandgap photon energies greater than Eg). However, a marked difference with the
light-intensity results of Fig. 7.3 is that the saturated cantilever displacement amplitude, A0,
is rather strongly wavelength dependent. This is not particularly evident at first sight from
the kinetic data shown in Fig. 7.6, but is shown explicitly in Fig. 7.8. Here, A0 values for
different compositions in the system As40[SxSe1−x]60 are shown for different wavelengths in
the tuning range of the illumination laser, with the wavelength ranges shifted in each case so
that the bandgap wavelengths, λg, of each material coincide. In this manner, it is hoped that
Fig. 7.8 represents the wavelength-dependent optomechanical behavior that would be exhib-
ited by any chalcogenide glass in the As–S–Se system, were a sufficiently wide range of illu-
mination wavelengths available to probe deep into both the sub-bandgap and super-bandgap
regions. It can be seen from Fig. 7.8, in this respect, that the saturated displacement response
appears to exhibit a maximum for wavelengths comparable to the bandgap wavelength, λg,
of the material. Indeed, a couple of the compositions studied ( x = 35, 40) clearly show ex-
tremal behavior of the wavelength dependence of the saturated cantilever displacement, since
for them the value of λg lies within the available laser tuning range.
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Figure 7.6: Kinetics of the deflection of a cantilever coated with a-As40S40Se20 as a function of illumi-
nation wavelength. The saturated displacement values for each wavelength are shown in parentheses in
arbitrary units: (a) 532 nm (77.2), (b) 564 nm (75.6), (c) 584 nm (75.3), (d) 595 nm (68.4), (e) 604 nm
(63.3), (f) 633 nm (38.1).

Figure 7.7: Plot of the long-time KWW time constant, τ2, for a-As40S40Se20 as a function of wave-
length (the wavelength corresponding to the bandgap of the material is marked).

7.4 Discussion

From the above results it follows that, at least for the As40[SxSe1−x]60 system studied in
detail, there is the happy coincidence for the performance of the optomechanically-driven
cantilever that illumination with bandgap light causes both the largest (saturated) displacement
amplitude and the fastest response. In addition, increasing the illumination light intensity
up to a limiting value (e.g. 400 mW cm−2 for the case of a-As50Se50) also speeds up the
response. However, rather counter-intuitively, increasing the light intensity does not produce
a corresponding change in saturated displacement amplitude. The cantilever-displacement
response kinetics have mostly been analyzed in terms of the long-time KWW time constant,
τ2, since this is experimentally the most precise. The short-time time constant, τ1, is rather
difficult to measure precisely in many cases.
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Figure 7.8: Saturated cantilever displacement as a function of relative wavelength (shifted relative to
the bandgap wavelength) for the a-As40(SxSe1−x)60 system.

Currently, a thorough theoretical understanding of the experimental optomechanical re-
sults is still lacking. We do not have a sound understanding of the microscopic mechanism
involved in the transformation of light energy into mechanical motion of the chalcogenide-
cantilever system. Nor can we account in detail yet for many of the features of the optome-
chanical effect that are observed experimentally.

In our paper first reporting the optomechanical effect [8], we postulated a mechanism
that could plausibly account for this effect, namely a light-induced bond-twisting motion in-
volving the two-fold-coordinated chalcogenide atoms. Optical excitation of electron states
forming the top of the valence band (mainly chalcogen non-bonding p–π states) to (localized)
states at the conduction-band edge causes a change in the repulsive interaction between the
excited lone-pair orbital on the photoexcited chalcogen and the lone-pair orbitals on surround-
ing atoms. Since the recombination time for photoexcited carriers in localized states is much
longer than for extended states, there is time for appreciable local structural rearrangement to
take place before recombination occurs. Moreover, non-radiative recombination is more likely
for carriers trapped in localized states, and the (vibrational) energy liberated by such recom-
bination events will also promote local structural changes, even bond-breaking. The intrinsic
anisotropy of the p-like electron orbitals associated with the chalcogen atoms means that only
certain chalcogen atoms, having favorable orientations with respect to the electric-field vector
of linearly-polarized light, will absorb photons and thus participate in photostructural changes.
This restriction leads automatically to an anisotropic response [8]. However, it is still not clear
to what extent light-induced charged-defect creation plays a role [4].

The above scenario can be used to account, for example, for the wavelength dependence
of the optomechanical effect (Fig. 7.8). If (near-) bandgap light is the most efficient at induc-
ing the effect, as assumed above, the response is expected to decrease with increasing wave-
length (decreasing photon energy) in the absorption-tail sub-gap region because increasingly
less light is absorbed there with decreasing photon energy. For shorter wavelengths (greater
photon energies) in the super-bandgap region, preferential surface recombination of the light
absorbed close to the top surface of the chalcogenide may be responsible for the decrease in
the response, although this suggestion needs to be verified. As a result, the peaked response
curve as a function of wavelength shown in Fig. 7.8 can be expected.
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Concerning the light-intensity-dependent behavior evident in Fig. 7.3, it is plausible that
increasing the light intensity speeds up the kinetics of the optomechanical effect, since the
rate of light-induced atomic reconfigurations will concomitantly increase. What is harder to
understand is why the magnitude of the saturated cantilever displacement should be indepen-
dent of the light intensity (Fig. 7.3) when, naively, it might be thought that the greater the light
intensity, the greater the number of light-induced atomic reconfigurations and hence the larger
should be the magnitude of the (saturated) cantilever displacement. The only explanation for
this behavior that comes readily to mind is that there exists a competing process with that re-
sponsible for the opto-mechanical effect. One candidate for such a competing process might
be the photo-induced fluidity observed originally in glassy As2S3 by Hisakuni and Tanaka [6].
If the viscosity or shear modulus, and hence Young’s modulus, E, which is linearly related,
of the chalcogenide glass layer is reduced by optical illumination, a given strain e induced in
the material by light (the optomechanical effect) will give rise to a correspondingly smaller
stress, σ, i.e. displacement of the cantilever, since σ = Ee. The near-constancy of displace-
ment amplitude with light intensity is therefore understandable if the functional dependence
of induced strain on light intensity for constant modulus (e.g. e ∝ Iα) is comparable to the
inverse of the dependence of the modulus on light intensity (e.g. E ∝ I−α). This hypothesis
remains to be tested.

7.5 Conclusions

One of the most intriguing of all photo-induced phenomena exhibited by chalcogenide glasses
is the optomechanical effect, wherein illumination with linearly-polarized light of an amor-
phous chalcogenide film deposited on a cantilever support causes the chalcogenide to contract
or expand (leading to a deflection of the cantilever), depending on whether the electric vec-
tor of the light is parallel or perpendicular to the cantilever axis, respectively. It is found
that the speed of the cantilever-displacement response is greatly increased by increasing the
illuminating light intensity or alternatively by decreasing the wavelength of the light until
it is comparable to that corresponding to the bandgap of the semiconductor. The saturated
(long-time) displacement of the bilayer cantilever is also a function of the wavelength, being a
maximum for near-bandgap illumination. However, surprisingly, the saturated displacement is
independent of the light intensity, for a given wavelength. This behavior is ascribed to a simul-
taneous softening of the chalcogenide glass (reduction in elastic modulus) during illumination
(photoplasticity effect). The optomechanical effect lends itself to a variety of potential appli-
cations for optical actuators where the deflection of a cantilever can be controlled precisely by
simply varying the angle between the electric-field vector of the linearly polarized light and
the cantilever axis.
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8 Photo-Plastic Effects in Chalcogenide Glasses: Raman
Scattering Studies

Spyros N. Yannopoulos

8.1 Preamble

Over the last two decades we have witnessed growing interest in the external-stimuli control of
the structure for a particular class of amorphous semiconductors, the so-called chalcogenide
glasses. Light is a convenient stimulus that is extensively employed to induce, as well as
to detect, subtle structural modifications in amorphous media which are the precursors of a
variety of exceptional physical and chemical effects [1–3]. Apart from the interest from the
fundamental point of view in this kind of studies, that is, the need to decipher the microscopic
origin of light-induced (or photo-induced) metamorphoses, the technological aspects of these
glasses are also abundant and important. Indeed, recent seminal achievements in this field
have demonstrated that practical applications do not seem remote any more [4, 5]. The fact
that physicochemical properties can be controlled, in a desired way, by excitation with visible
light justifies the motivation over the past years for intense and fertile research efforts on
metastable photo-induced phenomena.

Numerous light-induced effects have been realized in chalcogenide glasses manifesting
themselves in the long body of (mainly) experimental work [1–3] and lately molecular dy-
namics simulations [6] and quantum chemical calculations [7] that have appeared thus far,
aiming either to reveal new aspects of photo-induced effects or to elucidate their microscopic
origin.

Reversible photo-induced effects in amorphous chalcogenide semiconductors are observed
when they are illuminated with light having energy (Eill = hν) comparable to or even lower
than the energy bandgap Eg of the material. Various physicochemical properties, such as
structural, mechanical, rheological, optical, electrical, etc., experience changes after illumi-
nation. The changes are caused through a process that involves the photo-creation and the
subsequent non-radiative recombination of electron–hole pairs. Chalcogenide glasses display
a dazzling variety of photo-induced phenomena. Among the most thoroughly studied and suf-
ficiently understood such effects we can mention photodarkening [2], photo-induced aniso-
tropy [2], giant photoexpansion [8], athermal photo melting at low temperatures [9], photo-
induced mass transport [10], reversible nano-contraction and dilation in thin amorphous films
induced by polarized light [4], etc. Athermal plastic changes in the structure of a crystalline
semiconductor have been known for more than 30 years [11], while photo-plastic effects in
chalcogenide glasses have also been reported [12]. One of the many facets of photo-plastic
effects is the athermal photo-induced fluidity (PiF) [13]. This effect pertains to the permanent
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deformation (shape change) of a glassy semiconductor under the combined action of light
illumination and mechanical stress. Changes in rheological and mechanical properties upon
bandgap light illumination, such as decrease of the glass transition temperature Tg [14] as well
as softening of the elastic constants [15] have also been observed. Very recently, the athermal
ultrafast melting of an amorphous semiconductor InSb [16] and single-crystal Ge films [17]
has been studied by ultrafast time-resolved X-ray diffraction techniques, showing that non-
thermal or electronic melting of materials might be a universal property. Despite their poten-
tial technological importance and the challenge from the scientific viewpoint, photo-plastic
effects have not yet been put under focus.

In this chapter we present a brief survey on the PiF effect, putting emphasis on the changes
of vibrational modes taking place during the effect. Section 8.2 contains a brief survey on the
PiF effect. The temperature dependence of the changes of intramolecular and intermolec-
ular vibrational modes in the athermal PiF regime of AsxS100−x (x = 40, 25) glasses are
described in Sections 8.3, 8.4 and 8.5. Section 8.6 presents some relevant microscopic mod-
els for photo-plastic changes in chalcogenide glasses and finally Section 8.7 concludes this
chapter, advancing some suggestions for future work.

8.2 The Photo-Induced Fluidity Effect: A Synopsis

In a relatively recent report, Hisakuni and Tanaka demonstrated that a glassy semiconductor,
i.e. As2S3, could “flow” under intense sub-bandgap light illumination, without heat provision.
The effect takes place at temperatures much below the glass transition temperature [13]. A
local increase of the network fluidity emerges as a result of light illumination and can be
revealed through application of external stress. Specifically, the consequence of laser light
(632.8 nm or 1.92 eV) irradiation was to facilitate viscous flow, reducing the viscosity by
more than two orders of magnitude. The effect is macroscopically manifested through an
increasing elongation of a glassy As2S3 fiber (d ≈ 100 μm) under light illumination and
uniaxial stress. As a result a “necking” effect is evidenced at the illuminated point. Since PiF
was observed only after the simultaneous action of illumination and stretching the effect, as
regards the fiber, it could also be conceived as a kind of photo-induced ductility.

The photo-electronic or athermal origin of this effect can be evidenced through the un-
expected temperature dependence it exhibits [13]. Specifically, while ordinary flow of glass-
forming liquids follows either a strong or mild temperature dependence, being always facili-
tated when the temperature of the material increases [18], it was observed that photo-induced
fluidity was hindered at elevated temperatures. This was manifested through the considerable
suppression of the material’s ability to flow or to plastically deform at the illuminated point as
the temperature increased. This finding reassured the athermal origin of PiF since a thermal
effect should follow the opposite trend.

A possible explanation of PiF has been offered by Fritzsche [19], who attempted its ra-
tionalization by employing the self-trapped exciton idea. In that sense, the photo-excited
electron–hole pairs are considered to recombine non-radiatively through an intermediate tran-
sient exciton state. The final recombination may yield a bonding arrangement different from
the initial configuration. Then the observed macroscopic changes in the fluidity arise from
the cumulative effect of the local configuration changes. First-principles molecular dynamics
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simulations have also been utilized to calculate light-induced structural changes and diffusive
motion in As2Se3 [6]. Diffusive motions occurring at short time scales were interpreted as the
initial stage of the athermal PiF.

The structural mechanism underlying PiF can be elucidated by tracking changes in vibra-
tional modes during the time that the effect takes place. For this, Raman spectroscopy is an
ideally suitable probe that can provide information concerning both short and intermediate
length scales. It is therefore feasible, by using Raman spectroscopy, to study both intramolec-
ular and intermolecular vibrational modes and to monitor specific effects of photostructural
changes on them. A brief survey of the results obtained from detailed Raman scattering inves-
tigations on the PiF effect, recently undertaken by the author and co-workers, follows in the
next sections.

8.3 Changes of Vibrational Modes in the Athermal PiF
Regime at Ambient Temperature

8.3.1 High-Frequency Modes: Intramolecular Vibrations

Experimental details concerning fiber preparation and light scattering apparatus can be found
elsewhere [20, 21]. Representative Stokes-side, polarized (VV: vertical electric field of the
incident radiation – vertical analysis of the electric field of the scattered radiation) and depo-
larized (HV: horizontal electric field of the incident radiation – vertical analysis of the electric
field of the scattered radiation) Raman spectra for a fiber (d ≈ 150 μm) under stress are shown
in Fig. 8.1. The fiber axis was fixed at a perpendicular (V) configuration relative to the scatter-
ing plane. It should be stressed here that PiF can be induced with a range of laser power den-
sities on the sample. In our studies we have used a power density in the range 20–30 W cm−2;
this was close to the lowest threshold value above which the effect was measurable and it was
chosen in order to avoid undesired sample heating. The spectra shown in Fig. 8.1 correspond
to different magnitudes of the applied stress given in parentheses in 107 dyn/cm2 units. The
most obvious feature made out from this figure is the monotonic increase of the depolarization
ratio ρ = IHV /IV V when increasing the magnitude of the external stress, S. The spectral
region 260–430 cm−1, shown in Fig. 8.1, includes according to the “molecular model” anal-
ysis [22] at least three vibrational peaks, in particular, the ν1 and ν3 vibrational modes of the
C3v symmetry AsS3 pyramidal unit at 342 and 310 cm−1, respectively, and the ν′

3 vibrational
mode of the C2v symmetry water-like unit As–S–As at 392 cm−1.

The stress dependence of the depolarization ratio, found by integrating the VV and HV
scattered intensities in the spectral region 260–430 cm−1, is illustrated in Fig. 8.2 for fibers
of various diameters. One can easily discern from this figure that the depolarization ratio
exhibits a systematic, monotonic increase for all fibers used. This finding shows that the
measured effect is well reproduced and repeatable. It therefore becomes obvious that the
depolarization ratio is a rather reliable indicator apt to quantify the structural changes that
occur in the glass structure during the illumination/stretching procedure. This is also supported
by the fact that no detectable changes are perceived from the measured spectra, i.e. ρ remains
constant regardless of the exposure time, if no stress is applied. Thus, the changes observed
in the depolarization ratio are due to the combined effect of illumination and the application
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Figure 8.1: Representative polarized (VV) and depolarized (HV) Stokes-side Raman spectra of As2S3

at various magnitudes of the applied elongation stress. The inset in the upper part of the figure illustrates
a typical example of an optically processed fiber, which has experienced the simultaneous effect of light
illumination and elongation stress.

of the external stress. This implies that illumination alone does not engender fluidity, it rather
brings the structure to a state amenable to flow or to plastically deform; the plastic change is
achieved with the aid of an external mechanical stimulus. This justifies the term photo-induced
ductility for this effect that we coined in the previous section.

A few remarks should be added here to prevent possible misinterpretations of the observed
structural changes in fibers. One could argue that the fiber drawing procedure from the melt
might induce some ordering in the glass structure as has been reported for As2Se3 [23]. How-
ever, one has to emphasize the important differences of the fiber drawing procedure between
the present study and that in Ref. [23]. In the latter, fibers were pulled from the melt at a
speed greater than 100 m/min with a final fiber diameter d ≈ 1 μm, while in our experiment
much lower drawing rates (at least one order of magnitude) are used leading to a fiber diam-
eter d ≈ 100–300 μm. More importantly, the drawing-induced “crystallites” were shown to
survive only at 77 K, and seemed to anneal to the amorphous phase at 300 K [23]. Finally, the
depolarization ratios (quite sensitive to such ordering effects) of the unstressed fiber and the
bulk glass are found to be equal [21]. Therefore, the procedure we follow for fiber drawing
does not induce traces of crystallization in the glass structure. From the above it becomes
evident that the depolarization ratio can be used rather satisfactorily to infer structural mod-
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Figure 8.2: Stress dependence of the depolarization ratio area in the spectral region 260–430 cm−1 for
As2S3 fibers with various diameters. The sigmoid solid line is a guide to the eye.

ifications of the glass structure. Strictly speaking, the structural (ordering) changes that the
stress-dependence curves of ρ unveil are related to the atomic configurations to which the
system ends up after the illumination/stretching procedure.

8.3.2 Medium Range Structure: the Boson Peak Region

One of the most spectacular differences between the amorphous and crystalline states has its
origin in the lack of long-range periodicity and is epitomized in the universal presence of ex-
cess low-energy excitations in the amorphous state [24]. The term low-energy excitations has
been coined to account for properties such as anomalies of the specific heat at very low temper-
atures, anomalous attenuation of sound waves, and the presence of extra low-energy scattering
mechanisms in Raman and inelastic neutron scattering. Indeed, inelastic (Raman and neutron)
scattering data have revealed that the low-frequency part of the spectrum (below ca. 10 meV,
80 cm−1, or 3 THz) consists of two contributions: (a) the first order vibrational spectrum,
around 1 THz, called the Boson peak, and (b) the quasi-elastic contribution appearing as a
zero-centered mode, ascribed to fast (ps) relaxations. The interpretation of these two overlap-
ping spectral features in the low-frequency part of the spectrum, as well as their interrelation
and spectral properties, is today one of the most debated issues of glassy physics eluding a
commonly accepted explanation. Experimental remarks contradicting putative universalities
have recently been addressed by our group [25–27].
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The Boson peak is usually assigned to the concerted vibrational motion of a number of
molecules and hence information about a spatial region beyond the short-range order can in
principle be gained [28]. Therefore, it becomes quite tempting to check for possible changes
in the spectral features of the Boson peak in optically processed fibers. A representative series
of low-frequency depolarized Raman spectra for various magnitudes of the applied stress are
shown in Fig. 8.3. To unravel possible subtle spectral changes a quantitative treatment (fitting)
is necessary. One of the simplest approaches employs the log-normal distribution to account
for the Boson peak and a Lorentzian line to represent the relaxational contribution (for details
see [21]). The results obtained are illustrated in Fig. 8.3 where it can be seen that the total fitted
curve (continuous line) conforms almost perfectly to the experimental data (open circles) in
the whole frequency range of the fitting. It is also obvious that the position of the maximum
to the Boson peak does not depend on the magnitude of the applied stress. The insensitivity of
the Boson peak maximum on the external stress implies that the structural changes that occur
during the effect do not involve changes in the size distribution of the layer-like clusters. We
draw this conclusion based on the physics underlying the log-normal model which invokes the
existence of clusters of atoms/molecules in the glassy phase whose sizes are described by a
log-normal statistical distribution.

On the other hand, the frequency dependence of the depolarization ratio in the region of
the Boson peak exhibits a much more interesting behavior (see Fig. 6 in [21]). In particu-
lar, apart from an overall increase of the depolarization ratio when increasing the magnitude
of the external stress it is also clear that the frequency dependence of the bulk glass and the
unstressed (or slightly stressed) fiber smoothes over at higher stress values leading finally
to a frequency-independent depolarization ratio. This finding implies a modification in the
scattering mechanism since polarization properties of the scattered light are described by the
photon–phonon coupling coefficient which represents the strength of the polarizability mod-
ulation of the vibrational modes. The constant depolarization ratio of the optically-processed
fiber indicates that both isotropic and anisotropic vibrational motions modulate the polariz-
ability of the medium in a similar way.

Closing this section, we should mention that stress-dependence studies of the Boson peak
have revealed that this significant structural feature is not the privilege of only isotropic amor-
phous media; it can also be found in systems with enhanced order [29]. This was essentially
accomplished by analyzing the Boson peak spectral features when the glassy structure under
study was driven from the isotropic state to the state where the isotropic orientational symme-
try is violated.

8.4 Temperature Dependence of the Photo-Induced
Fluidity Effect

Perhaps the most fascinating feature of PiF is the anomalous behavior it exhibits against tem-
perature variations, namely the fact that the effect becomes less appreciable at higher tem-
peratures. Indeed, it was observed an Arrhenius-like increase of PiF by almost one order of
magnitude over the temperature interval 10–50 ◦C [13]. This stimulated the study of vibra-
tional modes at high temperatures. To achieve this, we have undertaken [30, 31] a Raman
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Figure 8.3: Representative depolarized low-frequency Raman spectra (Boson peak) of As2S3 at various
magnitudes of the applied elongation stress (dyn/cm2). The bulk glass data are also shown for compar-
ison. Open circles, experimental data; solid lines, best fit curve according to the log-normal model as
described in the text.

spectroscopic study in the temperature interval 20–120 ◦C, thus extending the information
over a region much broader than that used in Ref. [13], but still much below Tg so as to avoid
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introducing heating. Analyzing the Stokes-side polarized and depolarized Raman spectra it
was found that the main changes taking place at each temperature pertain to a monotonic in-
crease of the depolarization ratio. However, what interestingly emerges from the temperature-
dependence study is that the rate of increase of the depolarization ratio is not constant, even
non-monotonic, as a function of the temperature, as Fig. 8.4 reveals for four different temper-
atures. We observe that at 40 ◦C the sigmoid increase of the depolarization ratio curve reaches
a plateau that hardly exceeds half of the corresponding plateau value of the room temperature
curve. Subsequent temperature rise, up to 60 ◦C, renders the effect even less appreciable.
Evidently, structural reorganization during PiF seems to be hindered at higher temperature.
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Figure 8.4: Stress dependence of the depolarization ratio area in the spectral region 260–430 cm−1

for As2S3 fibers at various temperatures. Sigmoid dashed and solid lines are guides to the eye. The
data illustrate the anomalous characteristics of the photo-plastic effect (PiF) through the reversal of the
temperature dependence above 60 ◦C.

Up to this point, the obtained behavior of the depolarization ratio is reminiscent of the
temperature dependence of the photo-induced viscosity [13], which provides further support to
the idea that the changes of the depolarization ratio can indeed be utilized as a rather sensitive
indicator of PiF. This picture changes drastically when the measurements are extended over
a wider temperature range than that of Ref. [13]. Indeed, as is illustrated in Fig. 8.4, the
depolarization ratio (and presumably the fluidity) increases again at 90 ◦C, where the ρ versus
S curve essentially coincides with that of the room temperature study. A further increase
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of temperature to 120 ◦C leads to more noticeable changes of the depolarization ratio even
at low values of the applied stress. Bearing in mind that the glass transition temperature
of the material (Tg ≈ 210 ◦C) is still well above the highest temperature employed in our
experiment, it seems highly unlikely that a substantial softening of the glass structure at 120 ◦C
takes place. Indeed at 120 ◦C the “dark” viscosity of As2S3 is two orders of magnitude higher
than the viscosity at Tg . To preclude any possibility of thermal structure softening at the
highest temperature reached in the present work we undertook the following experiment. A
fiber was stressed (8 × 107 dyn/cm2) with the laser held “off” at 120 ◦C for 3 h. Then, the
fiber was cooled down to room temperature and the magnitude of the depolarization ratio was
found to be identical with that measured before the thermal treatment. This indicates that at
least up to 120 ◦C no thermal softening occurs and thus the features illustrated in Fig. 8.4 are
indeed photo-induced.

Finally, it would be useful to note here that the narrowing of the bandgap caused by the
temperature rise up to 120 ◦C cannot affect the observed behavior of the depolarization ra-
tio. Indeed, the bandgap energy change is of the order of 3% (see [31] for details) which
is too small a difference to account for the immense, even non-monotonic, changes of the
depolarization ratio.

Let us now discuss the origin of the experimental data shown in Fig. 8.4 in terms of possi-
ble structural mechanisms. Having established a link between PiF and the monotonic increase
of the depolarization ratio, at a particular temperature, we conclude from Fig. 8.4 that the
rise of temperature – at least up to 60 ◦C – causes a hindrance in the flow process, as was
also demonstrated in [13]. A simplistic model to account for this finding was the adoption
of an intramolecular structural mechanism, namely, the geminate recombination process [19].
Since the increase of temperature facilitates the diffusion of the excited carriers, a decrease of
the geminate recombination rate is expected hindering bond-reforming processes. However,
because of the linear dependence of the diffusion constant of charge carriers on temperature,
it seems no very likely that within 40 ◦C – where PiF was studied [13] – such a dramatic
decrease of photo-induced viscosity could solely be accounted for by a decrease of the gem-
inate recombination rate. Further, we must bear in mind that the inducing light energy is
sub-bandgap and thus less effective in producing electron–hole pairs than bandgap light. Crit-
ical analysis of our experimental data has revealed the destruction of As4S4 molecules, which
are sporadically present in the glass structure [32]. This finding is suggestive of another in-
tramolecular structural mechanism which might be responsible for the observed decrease of
PiF at high temperatures and is discussed in Section 8.6 in more detail.

More intriguing is the apparent reversal in the temperature dependence of PiF shown
in Fig. 8.4. Evidently, to rationalize the reversal of PiF one has to reckon on structural
mechanisms other than, and competing with, those mentioned previously. The buckling
model [33] has been mentioned as one possible candidate for intermolecular structural changes
[13, 21, 31]. This model is based on the widely adopted idea that particular chalcogenides, in-
cluding As2S3 glass, retain to some degree the layered structure of the crystalline phase, thus
containing two types of bonds, i.e. strong covalent ones within the layer and weak van der
Waals bonds between the layers. The covalent bonds are responsible for the glass structure
integrity of the chalcogenide layers and other properties such as the glass transition temper-
ature and are affected by temperature only close to and above Tg. On the other hand, the
sub-lattice of the weak bonds is the one that contains the entities that are easily responsive to
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incident light and is ultimately responsible for the photo-induced phenomena. Owing to the
smaller energy barriers that are involved in this case, weak-bond restructuring may occur even
at temperatures much lower than Tg .

Temperature dependence diffraction studies of AsxS100−x glasses have revealed an unex-
pected increase in the first-sharp-diffraction peak intensity with increasing temperature while
the second-diffraction peak intensity normally decreased [34]. These findings have been in-
terpreted as evidence of an increasing layer ordering with temperature. This is expected to
occur since, as the temperature rises, the thermal energy provided may allow the atoms to re-
lax their strained bonding arrangement rendering the layer smoother. Given the above context,
a possible explanation could be offered for the anomalous behavior of PiF observed through
the Raman depolarization ratio. Indeed, the non-monotonic dependence on temperature of the
ρ versus S curves shown in Fig. 8.4 may arise from the competition of two opposing effects.
The first one is the decreasing geminate recombination rate and the gradual elimination of
As4S4 molecules discussed above. The second effect, namely ordering effects through en-
hanced layering, has the opposite temperature trend compared with the previous mechanism,
tending to facilitate the plastic deformation imposed by the external stress. The reversal of the
fluidity versus temperature curve occurring around 60 ◦C signifies the predominance of the
second mechanism above this temperature. The enhancement of layer ordering is presumably
the origin of the increased S = 0 value of ρ at 120 ◦C (Fig. 8.4).

8.5 PiF in Non-Stoichiometric AsxS100−x Glasses

So far, the studies on the athermal PiF effect have been focused only on the stoichiometric
composition As2S3 or As40S60. To examine whether the effect is quite general, studies on
other glasses would be desirable. The AsxS100−x glass-forming family is an advantageous
candidate because by varying x one can almost smoothly pass from the layer-like structure
(x = 40) to the more flexible arrangement containing the chain-like or ring-like fragments
characteristic of sulfur-rich mixtures. The As25S75 glass composition is a convenient one
since it corresponds to a much softer or more flexible structure characterized also by a high
enough glass transition temperature (Tg ≈ 140 ◦C), implying that the glass is quite stable at
room temperature. Selected spectra of the As25S75 glass composition are shown in Fig. 8.5
for various magnitudes of the elongation stress. The established analysis of the depolariza-
tion ratio has also been applied to these data (for the spectral range 260–430 cm−1) and the
results obtained are reported in Fig. 8.6 where for comparison the stoichiometric glass data at
20 ◦C and 60 ◦C are also shown. The room temperature results for the As25S75 composition
are shown in Fig. 8.6 as crossed squares. It is clearly seen in this case that the changes of
the depolarization ratio and hence of PiF are much weaker than those of As40S60 at room
temperature.

The As25S75 glass has a wider bandgap than the stoichiometric glass, Eg ≈ 2.55 eV, and
therefore the 514.5 nm (or 2.41 eV) laser line can also be used as a sub-bandgap illuminating
source. The depolarization ratios as a function of the applied stress for the As25S75 concentra-
tion measured with the 514.5 nm laser line are shown in Fig. 8.6 as open and solid diamonds
for two different runs (fiber diameter) of the experiment. These results demonstrate the obvi-
ous ineffectiveness of the 514.5 nm laser line, which lies below but very close to the bandgap
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Figure 8.5: Representative polarized (VV) and depolarized (HV) Stokes-side Raman spectra of As25S75

at various magnitudes of the applied elongation stress.

of the glass, to produce the particular structural changes which are responsible for the plastic
deformation of the fiber. The considerably smaller penetration depth of bandgap laser light is
presumably associated with this behavior.

The above-mentioned results imply that that PiF of As25S75 glass might be less prominent
than that of the stoichiometric composition (As40S60). In the following we attempt to address
the role of two possible factors that might contribute to these findings, viz. (i) the relation
between incident light energy and bandgap energy, and (ii) the role of the glass-transition
temperature.

8.5.1 The Role of Illumination-to-Bandgap Energy Ratio in PiF

Since the As25S75 glass has a wider bandgap than the stoichiometric one it would be instruc-
tive to examine the role of the illumination energy Eill to bandgap energy ratio r = Eill/Eg.
Indeed, one could argue that the observed difference in the ρ versus S curves at room tempera-
ture for the two studied glasses could be due to the effectiveness of the light inducing the struc-
tural changes or equivalently to the ratio of the illuminating light energy to the bandgap energy.
The modification of the glass structure by increasing the sulfur content causes an increase in
the bandgap of the material changing also the ratio r. For example, in the case of As40S60 and
As25S75 we have r = 0.80 (1.0) and 0.75 (0.94), respectively for the 647.1 (514.5) nm laser
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Figure 8.6: Stress dependence of the depolarization ratio area in the spectral region 260–430 cm−1

for As2S3 (As40S60) and As25S75 fibers at ambient temperature for different illumination sources as
determined by the parameter r = Eill/Eg . Data for As40S60 corresponding to 60 ◦C are also present
for comparison. Open squares and filled circles: ambient temperature data for As40S60 (647.1 nm or
r = 0.8); filled triangles: 60 ◦C data for As40S60 (647.1 nm or r = 0.8); crossed squares: ambient
temperature data for As25S75 (647.1 nm or r = 0.74); open and filled diamonds: ambient temperature
data for As25S75 (514.5 nm or r = 0.94).

energy. For r = 1.0 (that is, illumination of As40S60 with the 514.5 nm laser line) strong ab-
sorption/heating conditions make it impossible to discriminate between thermal and athermal
effects. A wavelength-dependence study was carried out only for the As25S75 glass. The fact
that the structural changes of this glass for r = 0.75 (647.1 nm) are less significant than those
of the As40S60 glass for r = 0.80 is not likely to be due to the minor difference in r.

Let us now see what is the impact of different wavelengths on the same structure, that
is r = 0.75 and 0.94 in the case of As25S75. It is obvious from the data in Fig. 8.6 that
when near-bandgap light illumination is used (r = 0.94) structural changes leading to PiF do
not occur. This is expected for the reason that although the efficiency of light in producing
electron–hole pairs is higher with near-bandgap light, the effect occurs only on the surface of
the fiber due to strong absorption, resulting in unimportant penetration (only the skin layer is
affected) and as a consequence the elongation of the fiber is negligible.
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8.5.2 The Role of the Glass Transition Temperature

The glass-transition temperature is an important factor that has to be taken into account for
interpreting the difference between the room temperature data (Fig. 8.6) for As40S60 and
As25S75 glasses obtained at wavelength 647.1 nm. The significant role of Tg has been demon-
strated in studies of various AsxS100−x glasses [34] where the temperature dependence of
the first-sharp-diffraction peak intensity was found to follow a master curve in a Tg-scaled
plot. In this context, a direct comparison between the room temperature data for As40S60 and
As25S75 may be not so informative and a comparison should instead be done at Tg-scaled or
reduced temperatures, τ = T exp/Tg. The 20 ◦C data of As25S75 (Tg ≈ 140 ◦C) correspond to
τ = 0.71. In the case of the As40S60 glass (Tg ≈ 210 ◦C) the τ ratio assumes the same value
(τ = 0.71) for T exp ≈ 70 ◦C, implying that the room temperature depolarization ratio data for
As25S75 glass should be compared with the 70 ◦C data for As40S60. The closest available data
set for As40S60 is that for 60 ◦C which is re-plotted in Fig. 8.6 for convenience. Interestingly,
a considerable proximity is revealed for these two data sets, namely for the 60 ◦C curve of
As40S60 and the room temperature data for As25S75. This finding allows us to adopt the idea
that structural changes accompanying photo-induced fluidity might be governed by glass tran-
sition dynamics. If the above hypothesis is correct, then PiF for As25S75 cannot be considered
as being less prominent than that of the stoichiometric composition. Consequently, study of
this glass (As25S75) at T exp ≈ −20 ◦C would result in depolarization ratio changes similar
to the room temperature curve of As40S60 if glass transition dynamics does indeed govern the
photo-induced fluidity.

8.6 Microscopic Models Related to PiF

Before discussing some relevant structural models underlying PiF and its anomalous tem-
perature dependence it would be instructive to comment on the different behavior of PiF for
As25S75 and As40S60 in relation to structural differences of these glasses. It is well-known
that in sulfur-rich glasses the quasi two-dimensional layers of the stoichiometric composition
are partially disrupted and chain-like fragments and/or S8 rings are the main structural ele-
ments. Thus, in the framework of the buckling model the less prominent structural changes in
the case of the more flexible structure (x = 25) seem quite reasonable. The disruption of the
layer-like fragments with increasing sulfur softens the structure considerably, reducing also
its ability to respond to an external mechanical stimulus. Two such possible ways that can be
envisaged are shown in Fig. 8.7. First, the chain-like sulfur configurations could be entangled,
thus hindering the flow process (Fig. 8.7(a)). Second, the quasi one-dimensional character of
the chain-like fragments offers a possibility of new relaxation pathways, during illumination,
for example in directions perpendicular to that of the applied stress (Fig. 7(b)). Such processes
are not expected to contribute to orientation enhancement. Both the above mechanisms cannot
be realized in the case of two-dimensional layers (Fig. 8.7(c)). Evidently, PiF is also expected
to be not so prominent for glasses with highly constrained three-dimensional (3D) network
structures. The compactness of 3D structures and the lack of weak van der Waals bonds might
be possibly associated with the reluctance of the material to undergo plastic deformation un-
der the action of light illumination and mechanical stress, thus impeding the flow process. As
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we have already stressed [31] the particular structural characteristics and the appropriate soft-
ness of locally layered (2D) materials are the decisive factors maximizing the possibility of
structural changes that lead to the plastic deformation (flow) of the material. In other words,
glasses whose structures are dominated by dimensionalities lower or higher than two are not
expected to be appreciably amenable to photo-plastic effects.

              (a)

              (b)

              (c)

Figure 8.7: Schematic representation of possible local structural arrangements in non-stoichiometric S-
rich structurally flexible glasses, (a) and (b) and in the As40S60 glass (c). The double-side arrow portrays
the direction of a hypothetical external elongation stress. Conformation (a) shows a possible entangle-
ment while (b) delineates a quasi one-dimensional molecular fragment demonstrating the likelihood of
this arrangement to relax in another direction, i.e. perpendicular, than that of the imposed mechanical
stimulus. Drawing (c) shows a typical atomic configuration of the As40S60 glass. In drawings (a) and
(b) the structure consists of S-rich chains containing occasionally AsS3 pyramidal units not shown here
for simplicity.

8.6.1 Intramolecular Structural Models for PiF

As it became clear from the foregoing sections, in our previous studies [20,21,30,31] empha-
sis was given mainly to the polarization properties of scattered light through which ordering
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effects or the formation of anisotropic structures could be monitored. However, the appear-
ance and the intensity dependence of vibrational lines on external parameters can also provide
valuable information about the presence of certain “chemical species” in the glass structure.
A detailed analysis of Raman spectra of As2S3 glass fibers (virgin and optically processed),
bulk glass at room temperature, and supercooled liquid just above the glass transition temper-
ature [35] revealed that the Raman spectrum of the bulk glass rapidly quenched from 600 ◦C
contains weak but clearly visible peaks characteristic of As–As homopolar bonds in realgar-
like As4S4 molecules; this is a well-known effect of fast quenched As2S3 glass [32].

These peaks are also present in the virgin fiber spectrum with the same relative intensity
since the fiber is pulled out from the high-temperature melt. The As4S4 peaks gradually dis-
appear when the fiber is subjected to the combined illumination/stretching effect. This finding
shows that during the photo-plastic effect As4S4 molecules dissociate or open-up giving rise
to less symmetric structural units. Such a procedure can be envisaged by the schematic model
shown in Fig. 8.8. This particular structural metamorphosis is also compatible with two key
features of PiF. On the one hand, it can account for the length increase of the fiber and, on
the other hand, it engenders anisotropy (depolarization ratio increase) because of the trans-
formation of a highly symmetric molecule to an asymmetric planar-like configuration. These
findings are important since they show that homopolar As–As bonds are most likely disso-
ciating rather than forming in the PiF regime. More details of the aforementioned structural
mechanism can be found elsewhere [35].

8.6.2 Implications of Intermolecular Structural Modifications

On the intermolecular level, the structural models envisaged pertain mainly to the motions
and conformations of the chalcogenide layers. As noticed above, the release of interlayer
buckling can give rise to both an increasing length of the illuminated part of the fiber and
a higher structural anisotropy. In addition, the mechanism of interlayer ordering at higher
temperatures [34] is also compatible with the reversal of the temperature dependence of the
depolarization ratio. However, as the temperature is raised the low potential barriers associated
with buckling may be overcome by both light-induced bond breaking and thermal motions.
In any case, neither temperature nor light illumination is capable of producing the observed
changes; instead, the simultaneous presence of the elongation stress is the key factor. The
layer unfolding idea is supported by experimental results showing the stress dependence of
the depolarization ratio of individual peaks in the 260–430 cm−1 spectral range [31]. It was
found that the vibrational mode corresponding to the S2As–S–AsS2 “water-like” molecule is
the most affected while PiF takes place.

The role of both intramolecular and intermolecular bonds was appreciated by Elliott [36]
who formulated a unified model for photostructural changes. A basic assertion of that model is
that light weakens and finally breaks not only the strong covalent intramolecular bonds but also
the weak van der Waals intermolecular “bonds”. This idea conforms to the buckling model
[33] where the removal of buckling between adjacent layers releases accumulated strains,
thus rendering the layers less ruffled. One may also recall here the recently proposed “slip
and repulsion” model that aims to account for photostructural changes, such as the photo-
induced volume expansion, in chalcogenide glasses [37]. In the context of this model, the
volume expansion is the result of the electrostatic repulsion forces between adjacent layers
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Figure 8.8: A possible route of a locally planar morphogenesis. The highly symmetrical As4S4 mole-
cule unfolds giving rise to planar-like configurations. The homopolar As–As bonds are denoted by h.
For details see text. The generated planarity of the final configurations can be the source of the observed
structural anisotropy and of the increasing fiber length.

after excitation. These forces build up owing to the lower mobility of electrons compared to
holes. After volume expansion the mutual slipping between adjacent layers is facilitated. The
external elongation stress, in a PiF experiment, can therefore exploit this interlayer instability
thus causing the lengthening of the fiber.
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8.7 Summary and Outlook

In this brief review, we have tried to outline the characteristics and possible origins of photo-
induced fluidity. This effect is one of the different aspects of photo-plastic effects in amor-
phous solids. In previous paradigms of photo-plastic effects chalcogenide films were attached
onto substrates, where the presence of the latter was able to reveal the deformation brought
about to the film due to light-illumination [38]. For PiF [13] an external stress is needed either
to bend the flake or to elongate the fiber since in this case both the flake and the fiber are
in free-standing (substrateless) geometry. In any case, photo-plastic effects seem to have a
common origin, that is the athermal increase of viscoelasticity under light illumination. It
is a very important fact that light illumination can engender drastic viscoelastic changes of
the chalcogenide glass which are comparable to those caused by conventionally heating the
glass to a temperature near Tg. Indeed, micro-indentation experiments [12, 39] have shown
that the photo-induced viscosity of As2S3 at ambient temperature is of the order of 1013 P
which amounts to the viscosity at Tg ( 210 ◦C) of a bulk (dark) glass. In agreement with
these data, the photo-induced viscosity obtained through stress–strain relations was estimated
as ∼ 5 × 1012 P from PiF experiments [13].

As previously noted, despite the fact that photo-plastic effects have been known since
many years they still have not attracted a considerable degree of attention and hence many is-
sues of these effects are so far at a speculative level. Raman studies that have been summarized
in the preceding sections have unveiled particular aspects of PiF concerning both intramolec-
ular and intermolecular vibrational modes. The data obtained in our work [20, 21, 29–31, 35]
have been critically evaluated and specific intramolecular and intermolecular structural models
have been supported or discarded. Particularly, the Raman results are compatible with self-
trapped exciton models [19], layer unfolding processes [33], and the annihilation of As4S4

molecules [35], initially present in the fast quenched glass structure, through the breakage of
homopolar As–As bonds.

The inherent viscoelastic nature of photo-plastic effects and the fact that these effects are
macroscopic manifestations of atomic bonding changes necessitate the use of other experi-
mental techniques that could furnish complimentary information. Brillouin scattering stud-
ies, which can provide information on changes of the elastic constants during photo-plastic
effects, would be very beneficial. Indeed, Brillouin scattering provides a means to relate mi-
croscopic parameters (elastic constants) and macroscopic properties (viscoelasticity, bulk and
shear moduli) as well as sound propagation and attenuation. The interlayer shear vibrational
modes – and hence the transversal elastic constants – are expected to experience apprecia-
ble changes. Their study can be used as a benchmark for distinguishing the relative role
of intramolecular and intermolecular models. Raman spectroscopic experiments on new glass
compositions and at low temperatures can cast light on the universality of photo-plastic effects
and aid the discrimination between short- and medium- range structural models. Further, more
detailed studies of the photo-induced viscosity by conventional techniques are also expected
to shed light into the microscopic nature of photo-plastic effects.

It is obvious that photo-plastic effects could meet several important applications related to
micro-fabrication. The key issue is that a laser beam can be directed with surgical precision
to induce the desired plastic deformation on a micro-volume. In contrast, conventional heat
methods lack this advantage suffering also from heat conduction. It is, however, not yet defi-
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nite whether chalcogenide glasses have the exclusive privilege to exhibit photo-plastic effects
or if such effects also characterize other glasses, for example oxides as Fritzsche [19] has
suggested. Future experiments will provide or not vindication to this important expectation.
The transformation of photo-plastic effects into commercially viable applications will be de-
cided from the improvement of our knowledge on the basic mechanisms underlying the effect.
However, even if applications of photo-plastic effects still seem remote, these effects deserve
further study since they are of fundamental interest in their own right.
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9 Photo-Induced Non-Linearity and Transmittance Oscilla-
tion in GeSe2 and As2S3

Janos Hajto and Istvan Jánossy

9.1 Introduction

In recent years considerable interest has developed in connection with non-linear optical prop-
erties of condensed matter. Of special interest are the non-linear optical phenomena that oc-
cur at relatively low levels of light intensity, as these effects may find special applications
in integrated optics. Perhaps the most interesting effect is the intrinsic optical bistability in
crystalline semiconductors, which was observed by several groups [1–3].

It has also been reported that strongly non-linear optical phenomena can also occur in
amorphous semiconductors. Oscillation of the transmitted light and optical bistability have
been observed under the influence of a c.w. He–Ne laser beam both in amorphous GeSe2

films [4–6] and in bulk samples of As2S3 [7]. These optical non-linear phenomena have sev-
eral features significantly different from those observed in crystalline semiconductors. First,
they occur at a c.w. incident laser intensity range from 3 to 45 W/cm2 (self-supporting films)
and from 1.4 to 2.7 kW/cm2 (films adhered to glass or quartz substrate). It is important to
note that these intensities are much lower than is needed to produce intrinsic optical bista-
bility in crystalline semiconductors (∼MW/cm). Second, in amorphous semiconductors,
optical bistability and hysteresis were found without placing the samples in an optical res-
onator. Third, low-intensity (1–30 W/cm2) linearly polarized laser beam can produce op-
tical optical anisotropy and re-orientation of optical anisotropy in amorphous semiconduc-
tors [8, 9]. This phenomenon is not observed in crystalline semiconductors. Finally, a variety
of light-induced structural changes (the term “photostructural changes” is also used) have
been observed in amorphous semiconductor (amorphous chalcogenide) films but not in crys-
talline films [10–12]. The best known of these effects are photodarkening [13] and photo-
bleaching [14, 15] which have been extensively studied.

It is also important to emphasize that these non-linear optical effects are unique to the
amorphous structure. If the amorphous films or bulk samples are crystallized (e.g. by heat
treatment or by an intense laser beam) the observed non-linearity disappear. Therefore, in
this paper, we confine our attention to the interaction between the light (laser) and that of the
amorphous material.

The aim of this chapter is to treat laser-amorphous material interactions quantitatively and
show how these effects can produce optical non-linearity such as optical anisotropy, optical
bistability and transmittance oscillations.
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The chapter is organized as follows: the experimental method is described in Section 9.2,
the laser-induced anisotropy is described in Section 9.3, the laser-induced optical bistability
and oscillatory phenomena are described in Section 9.4, and the final section contains some
conclusions.

9.2 Experimental Technique

Amorphous a-GeSe2 and As2S3 films are usually prepared by vacuum evaporation at a pres-
sure of 2×10−6 Torr onto glass substrates using polycrystalline GeSe2 and amorphous As2S3

ingots as an evaporation source. For the optical experiments, the films are usually removed
from the glass or quartz substrates in order to reduce the effects of multiple light reflections
and of mechanical stress occurring at the amorphous film–glass interface.

The samples are placed in a sample holder, as shown in Fig. 9.1. With this arrangement,
it is possible to carry out optical measurements and regulate the temperature of the film. Note
that the temperature of the film TF can be different from the temperature of the illuminated
spot TS . This difference is due to absorption of the laser light within the film. A linearly
polarized He–Ne laser beam provides illumination. The Gaussian spot size can be varied
between 20 μm and 200 μm.

He-Ne

or Ar ion

laser

Polarisation

rotator

Polariser

Lens 1

Amorphous

semiconductor

thin film

Temperature

controlled

stage

Lens 2

Wollaston

prism

Photo-detector

Oscilloscope

Figure 9.1: Experimental arrangement for the measurements of light-induced optical anisotropy, optical
bistability and oscillation

The intensity of the incident, reflected and transmitted light can be measured using Si pho-
todetectors. Also, carrying out measurements with the Wollaston prism and the λ/4 plate at
a different directions of polarization of the incident measuring light beam, the various char-
acteristics of the optical anisotropy of the films can be measured. This way, rotatory power,
birefringence, dichroism and the direction of the principal axes of the index ellipsoid can be
determined. The optical anisotropy can be measured with the same laser as used for inducing
the effect but attenuated by a filter.

It is important to emphasize that intensity of the incident laser light determines which
particular type of optical non-linear effects can be observed. Laser-induced optical anisotropy
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such as birefringence and dichroism is observed in the low-intensity range (∼1–30 W/cm2).
Laser-induced optical bistability and transmission and reflection oscillations are observed in
the intensity range from 30 to 2700 W/cm2.

9.3 Laser-Induced Optical Anisotropy

9.3.1 Experimental Results on Laser-Induced Birefringence and
Dichroism

In the as-deposited films no sign of optical anisotropy was observed. However, as a result of
laser irradiation, both birefringence and dichroism were found. The direction of the principal
axis of the index ellipsoid coincided with the direction of the incident beam polarization;
consequently no optical activity was induced. Typical curves showing the development of the
laser-induced dichroism and the simultaneous decrease of the absorption coefficient (photo-
bleaching [14, 15]) as a function of time at a given incident laser intensity are presented in
Fig. 9.2. The dichroism is defined as Δα = αx − αy where αx is the absorption coefficient
in the x-direction (direction of the incident laser beam polarization) and αy is the absorption
coefficient in the y direction (perpendicular to x). All of these measurements were obtained at
a laser wavelength of λ = 0.6328 μm. The dichroism is positive if the absorption coefficient
is higher in the direction of the incident laser beam polarization. As shown in Fig. 9.2, the
dichroism is positive for the first period of illumination. This observation is in accordance
with observation of Zhdanov et al. [16] who also found a positive laser-induced dichroism
in As–Se films. However, after prolonged illumination, the dichroism changes its sign and
becomes negative. This type of time dependence strongly suggest that at least two distinct
processes affecting the absorption should be involved during illumination.
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Figure 9.2: Time dependence of the absorption coefficient (a) and laser-induced dichroism (b) and in
a-GeSe2 film at incident laser intensity of 30 W/cm2. Thickness of the film = 6 μm.
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As shown in Fig. 9.2, during photobleaching αx (measured at λ = 0.6328 μm) decreases
by one order of magnitude. Note that the final equilibrium value of the absorption coefficient
is comparable to the laser-induced optical anisotropy, indicating a very high dichroism.

Figure 9.3 shows the time dependence of the laser-induced birefringence and the absorp-
tion with the same experimental conditions as in Fig. 9.2. The birefringence Δn is defined as
nx −ny (the difference in the refractive indices measured in the direction of laser polarization
x and perpendicular to it). The birefringence varies linearly with the logarithm of the time of
illumination through several orders of magnitude. No change of sign could be observed, in
contrast to the case of dichroism. The logarithmic dependence of the birefringence makes it
difficult to determine the saturation value. The highest value of the laser-induced birefringence
in the self-supporting GeSe2 films observed is Δn = 6 × 10−3 [8].
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Figure 9.3: Time dependence of the absorption coefficient (a) and laser-induced birefringence (b) with
the same experimental condition as in Fig. 9.2.

It is important to note that the laser-induced anisotropic structure in the amorphous net-
work is stable at room temperature (memory state). No sign of relaxation to the isotropic state
can be observed after keeping the samples in the dark for days.

A remarkable feature of the laser-induced anisotropy is that its principal axis can be reori-
ented to any direction by changing the direction of the incident beam polarization. Figure 9.4
shows an example of reorientation. The sample is first irradiated for a long time to reach a
saturation value of Δn = −6 × 10−3 and then the incident beam polarization is rotated 90◦.
As a result of the irradiation, the anisotropy first decreases to zero and then starts to increase
toward a reoriented (+) saturation value with a magnitude similar that was observed before.

The kinetics of the reorientation can also be measured by reorienting the structure first
in a given direction of polarization (say the y direction) and then rotating the incident beam
by 90◦ (to the x direction). It is possible to measure how direction of the principle axes of
the index ellipsoid and the absolute values of the anisotropy of the principal refractive indices
vary during the reorientation.

The two orthogonal principal axes ξ and η (see Fig. 9.5) are described as

Eout
ξ = Ein

ξ exp[i(2π/λ)n1d] (9.1)

Eout
η = Ein

η exp[i(2π/λ)n2d] (9.2)
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where Ein and Eout are the electric field vectors of the incoming and outgoing light beams,
d is the thickness of the sample, and n1 and n2 are the principal refractive indices. ξ is the
direction to which the smaller principal index belongs (the ‘fast axis’) [17]. The birefringence
of the sample can be completely described by giving the angle ψ between ξ and x, and the
value of n2 − n1. Note that by definition n2- n1is always positive. The results can be seen
in Fig. 9.4. As can be seen, at first ψ remains almost constant during the illumination, while
n2 − n1 decreases. At a given time n2 − n1 becomes zero i.e. the sample becomes isotropic.
On continuing the irradiation, the sample becomes anisotropic again (n2 - n1 > 0) but now ψ
is changed by 90◦.

This type of reorientation, which passes through an isotropic state, is unique to the amor-
phous structure. For example, in the laser-induced reorientation of liquid crystals, n2 − n1
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remains almost constant while ψ changes continuously [18]. The difference arises from the
fact that in the case of liquid crystals the reorientation consists of the collective rotation of mol-
ecules while in the case of GeSe2 the reorientation takes place through independent atomic
events. However, in our case, the x and y axes remain the principal axes during the reorienta-
tion process. Therefore, it is sufficient to use the quantity Δn = nx − ny for describing the
kinetics [8]. Δn can be positive or negative, depending on the orientation of the ‘fast axis’.
The time dependence of the reorientation in a well defined time interval shows a logarithmic
behavior; see Fig. 9.6 which can be described by the following equation:

Δn = nx − ny = −A ln t/t0 (9.3)

The logarithmic type of reorientation kinetics was observed in all cases and the slope was
independent of the incident laser intensity. This means that the constant A is determined only
by the structure of the amorphous network in GeSe2. However, the time at which the sample
becomes isotropic (t0) depends primarily on the incident laser intensity. This dependence can
be described as:

t0 ∼ P−s (9.4)

where P is the incident laser power density (W/cm2) and s is between 2 and 3.

9.3.2 Theoretical Results on Laser-Induced Optical Anisotropy

The experimental results show that optical anisotropy can be induced by polarized laser irra-
diation. The structure of GeSe2 remains amorphous during illumination, no sign of micro-
crystallites was observed by simultaneous electron diffraction measurements [19]. This fact
indicates that the phenomenon of laser-induced optical anisotropy is principally connected to
the peculiar structure of the amorphous GeSe2.

The anisotropic structure can be reoriented by changing the polarization direction of the
illuminating laser beam or erased by circularly polarized light. The study of reorientation
processes is an excellent method for studying the intensity dependence of the kinetics of pho-
tostructural phenomena. Reorientation may be repeated several times and there is no need to
anneal the samples between successive runs.

The whole process would not necessarily be a one-photon reaction. Grigorovici and
Vancu [20] have shown the possibility of a two-photon reaction for the light-induced polymer-
ization (photodarkening) in amorphous As–Se films. Equation (9.4) also suggest that reactions
involving at least two photons are involved in the displacement of an atom.

Orientational Dependence of Optical Excitation at Atomic Scale

It is important to note that in the GeSe2, the optical excitation and the associated atomic
rearrangement is related to the excitation of chalcogenide atom (Se). This is because the
four outermost electrons in the Ge atoms form σ bonds which are more stable than some
of the p electrons in the chalcogenide atoms. On the other hand, the chalcogenide atoms
have six outer electrons, two of which are in the s state and do not contribute significantly to
chemical bonding. Two p electrons form σ bonds with the first neighbors in the amorphous
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network (Ge,). The remaining two electrons occupy the third p orbital forming a ‘lone pair’
[21]. The lone pair electrons are situated at the top of the valence band while the conduction
band corresponds to antibonding states. Therefore, the optical edge transition is caused by
transitions of lone pair electrons to antibonding states. Figure 9.6 shows the lone pair electron
orbital involved in the light excitation process. The probability P1 of exciting one of the lone
pair electron to the C–A1 antibonding state is proportional to cos2 θ1; similarly the probability
P2 of exciting one of the lone pair electron to the C–A2 antibonding state is proportional
to cos2 θ2 where θ1 and θ2 are the angles between the light polarization direction and the
corresponding radius vectors. The total probability of exciting a chalcogenide atom is the sum
P1 and P2:

P = P1 + P2 ∼ cos2 θ1 + cos2 θ2 = sin2 θ (9.5)

where θ is the angle between p (polarization direction of the light) and n (the normal of the
plane given by the three atoms A1–C–A2). In the case of GeSe2, C refers to the chalcogen
atom (Se) and A1 and A2 refer to Ge atoms. Therefore, the plane of A1–C–A2 gives the
bonding plane. The above considerations show that if the light polarization direction is parallel
to n, the chalcogenide atom is less susceptible to optical excitation compared with the case
when p is parallel to the bonding plane.

Figure 9.6: Lone pair electron orbitals.

Photostructural Change and Optical Anisotropy at Medium Range Order

The elementary excitation process described above is the first step in initiating photostructural
changes in the amorphous network. Kolobov et al. [22] and Guha [23] presented comprehen-
sive descriptions of atomic models of photostructural changes. According to these models
the photo-induced process consists of two steps. In the first stage, an electron–hole pair is
created by light and certain bonds are weakened. This leads to the displacement of the atoms.
As a second step, recombination of the electron–hole pair takes place in a different atomic
configuration as compared with its excitation. Consequently, at certain atomic sites, the final
equilibrium state might be different from the initial one. The simplest atomic model of photo-
structural changes was suggested by Tanaka [24]. According to this model, all of the chemical
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bonds are unchanged but a chalcogen atom is displaced from its original position to a new one
as shown in Fig. 9.7. A more detailed model was described by Elliott [25] who considered the
relatively strong interaction between the chalcogen atom and its nearest non-bonding neighbor
(“back bonding”).

Our observations i.e. the fact that polarized light induces optical anisotropy shows that,
in chalcogenides, the role of light is not merely to generate free carriers. Free carriers (once
generated by the atomic excitation step described above) move independently of the excitation
light which precludes anisotropy. Janossy et al. [26] showed that by the extension of the
models of photostructural changes, the phenomena of laser-induced optical anisotropy and
laser-induced photostructural changes can be treated by a unified theory.

The comparison of the elementary excitation step (Fig. 9.6) and the subsequent photo-
structural change (Fig. 9.7) shows that the normal vectors of the bonding planes in the ground
state A1–C′–A2 (n) and the metastable state A1–C′′–A2 (n′) are not parallel to each other.
When the polarization of the illuminating laser beam is parallel to the normal of the bond-
ing plane of the ground state (p ‖ n), the population in the metastable center will be low.
However, when p ‖ n′, the population in the metastable state will be much higher than at the
previous one. This leads to the fact that the population in the metastable state is the function
of the relative direction of the metastable state to the polarization of the laser beam. In order to
observe optical anisotropy, it is necessary that the bistable centers should have an anisotropic
structure. This can be achieved by illuminating the sample in a given polarization direction
which “selects and promotes” the creation of metastable state configurations resulting in op-
tical anisotropy on a macroscopic scale. Therefore, if the direction of the incident laser beam
polarization changes, the optical anisotropy can be reoriented. This is in good accordance
with the experiments [8].
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Figure 9.7: Model of photostructural change.

The description of the laser-induced optical anisotropy in terms of bistable centers suggests
that it is not necessary to “break” chemical bonds in the amorphous structure. An alternative
model proposed by Hajto and Janossy [27] is based on the extension of this model to include
chemical bond breaking and subsequent bond rearrangement.

It was shown by Phillips et al. [28] that the molecular structure of chalcogenide glasses is
anisotropic on a scale of medium range (30–1000 atoms). There is evidence from x-ray and
Raman data [29] that amorphous GeSe2 is built up of medium range anisotropic units, the so-
called “outrigger rafts”, polymerized along one direction. Without any applied external field,
the directions of the polymerized rafts are distributed randomly on the macroscopic scale;
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thus the material is optically isotropic. However, irradiation by plane polarized light induces
optical anisotropy on a macroscopic scale.

Our suggested model for laser-induced anisotropy is based on the theoretical assump-
tion that light can create electron–hole pairs by bond excitation and during the electron–hole
recombination an atomic displacement may occur in the amorphous structure [30]. As a con-
sequence, new atomic configurations might be established. In order to explain the optical
anisotropy, it is assumed that the “outrigger rafts” in GeSe2 can continuously rearrange under
the influence of the plane polarized laser light. It is further assumed that the cross-section
for producing an electron–hole pair depends strongly on the angle between the incident beam
polarization and the excited bond. Thus the stability of a given raft depends on its orientation
with respect to the direction of incident beam orientation. As a result of the laser irradiation,
we obtain an amorphous structure in which there are more polymerized rafts oriented into the
more stable direction (directed by the direction of the laser field). This could be the origin of
the laser-induced optical anisotropy.

Quantitative Model for the Light-Induced Optical Anisotropy

A quantitative theory for light-induced optical anisotropy was developed by Hajto et al. [8].
In this model it is assumed that in the amorphous network there are N sites per unit volume
where atoms can be displaced as a result of laser irradiation. It is also assumed that in the envi-
ronment of these sites there are two equilibrium atomic configurations. These configurations
can be described by a double well potential whose two minima correspond to two equilibrium
positions of atoms. Such a double well potential model was originally presented for the linear
temperature dependence of the specific heat in an amorphous structure by Anderson [31] and
applied by Tanaka [24] and Kolobov et al. [22] to the photostructural changes in chalcogenide
glasses. For simplicity, only symmetric potential wells are considered.

The two equilibrium configurations correspond to two different contributions to the an-
isotropy of the refractive indices. The observed anisotropy according to this model is due to
the fact that the atoms are unequally distributed in the two minima. The birefringence Δn
is proportional to N1 − N2 where N1 and N2 denote the number of atoms per unit volume
in the first and the second minimum respectively (N1 − N2 = ΔN ). The laser beam can
transfer atoms from one minimum to the other one by creating metastable states as described
in the previous section. The probability per unit time of the excitation can be written in the
form γ1f(P ) and γ2f(P ) for the first and second minimum respectively. P is the laser power
density and γ1 and γ2 chosen such that γ1 + γ2 = 1. The difference γ2 − γ1 reflects the fact
that the polarized light excites the two different configurations with different probabilities.
The probability of per unit time of a transition between the two minima is related to the to the
energy barrier height V via [1/τ0] e−V/kT . [32].

If the barrier height V and other parameters involved were the same for all sites, the time
development of ΔN = N1 − N2 would be governed by the simple relaxation equation

τd/dt + ΔN(t) = ΔNeq (9.6)

with ΔNeq = (γ2 − γ1)N and t = [τ0/f(P )] eV/kT the solution of which is

ΔN(t) = ΔN(0) +
[
ΔNeq − ΔN(0)

]
(1 − et/τ ) (9.7)
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However, as the effect takes place in an amorphous system it is reasonable to assume that
V has a probability distribution [31]. Hence Equation (9.7) should be replaced by

ΔN(t) =
∫ {

Δc0(V ) +
[
Δceq(V ) − Δc0(V )

]
(1 − e−t/τ )

}
dV (9.8)

with Δceq = c(V )(γ2 − γ1).
Here c(V )d(V ) gives the number of sites per unit volume with barrier height between V

and V + dV ; the value of Δc0(V )dV is the difference between the number of atoms I the
first and second minima at these states at time t = 0.

As the sites are not too different from each other, it can be assumed that c(V ) has a rather
sharp maximum at some V0 and its value is only significant between the energies V1 and V2.
The simplest form that describes this behavior is

c(V ) =
{

N/V2 − V1 if V2 < V < V1

0 otherwise
(9.9)

In an as-deposited amorphous film c0 = 0. In this case, differentiating Equation (9.8)
with respect to t and performing the integral over V using the form of c(V ) given above, the
following form can be deduced:

dΔN/dt = ΔNeq[kT/(V2 − V1)](e−t/τ2 − e−t/τ1)/t (9.10)

with τ1 = τ (V1) and τ2 = τ (V2).
The observed logarithmic time dependence of the birefringence can be explained by as-

suming that V2 − V1 � kT . In this case a long time interval exists where the inequalities

τ1 ≤ t ≤ τ2 (9.11)

are satisfied. In this time interval et/τ1 = 0, et/τ2 = 1, and the solution of Eq. (9.10) is

ΔN(t) = ΔNeq[kT/(V2 − V1)] ln t + C (9.12)

The birefringence for this time interval can be described by the following relationship:

Δn(t) = A ln t/t0 (9.13)

with

A = −gΔNeqkT/(V2 − V1) and ln t0 = gC/A (9.14)

where g is the factor connecting ΔN and Δn.
The reorientation process can be treated similarly. In this case the initial condition can be

written as Δc0 = Δceq (provided that saturation has been reached by the irradiation with the
y-polarized light beam). By consideration similar to the above the following relationship can
be obtained:

ΔN(t) = 2ΔNeq[kT/(V2 − V1)] ln t + C for τ1 ≤ t ≤ τ2 (9.15)
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n(t) has the same form as given by Eq. (9.13) but A is now given by

A = −2gΔNeq[kT/(V2 − V1)] (9.16)

This model also allows one to treat the influence of an unpolarized or circularly polarized
light beam on an area where previously anisotropy has been induced. For an unpolarized light
beam γ1 = γ2. As can be seen from Eq. (9.6), in this particular case ΔN decreases in time
and its equilibrium value is 0. In other words, the unpolarized light beam erases the optical
anisotropy.

9.3.3 Comparison of the Model with the Experiments

The model described in the previous section gives the following results:

• The saturation value of the induced birefringence should be independent of the intensity
of the polarized light beam. It is difficult to measure the precise saturation value in the
measurements. Nevertheless, it is generally found that the increase of the birefringence
(measured on a logarithmic scale) slowed down at Δn ∼ 5 × 10−3. This slowing down
was observed at slightly different values of Δn but no definite correlation was found
between these values and the polarized light intensity. The uncertainty of the Δn values
at the slowing down can be explained by the assumption that the number of metastable
sites per unit volume, N , varies within the sample.

• The model provides explanation for the observed logarithmic time dependence
(see Eqs. (9.12) and (9.13)). The condition for this type of time dependence can be
written as τ1 ≤ t ≤ τ2. The values of τ1 and τ2 can also be estimated from the experi-
ments by notifying the deviations from the logarithmic time dependence. This allows the
estimate the value of V2−V1, i.e. the spread of the barrier height in the excited state. For
this estimation see below.

• According to Eqs. (9.14) and (9.16), the slope A of Δn(t) plotted on a logarithmic time
scale should be independent of the light intensity. This is in good accordance with the
experiments.

• Comparison of Eqs. (9.14) and (9.16) shows that the slope A should be twice as large for
the re-orientation process as for the orientation process in the as deposited films. This
prediction is also in good accordance with the experiments.

• The constant C, or equivalently t0 in Eq. (9.13) depends on the form of the function
f(P ). Assuming that f(P ) ∼ P s (s photon reaction) the model predicts t ∼ P−s. This
relationship was verified by the experiments, the actual value of s was found to be 2.6.

• It is evident that anisotropy cannot be induced using unpolarized light. The model pre-
dicts, in addition, that circularly polarized light should erase the previously induced
anisotropy. This is also in good accordance with experiments.
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9.3.4 Application of the Optical Anisotropy Effect

The observed optical anisotropy effect can be used to fabricate a novel type of memory device
using the laser-illuminated spot as a digital or analogue optical memory element. Assuming
an illuminated spot with a diameter of 0.8 μm and a periodicity of 1μm, a digital memory
density of ∼25 000 MB can be achieved in an active area of 66 cm2 which is much larger
than can be achieved on CD disc memory of the same area (750 MB). Also, using the laser
reorientation effect, an extra analogue memory function can be utilized at each illuminated
spot. Using 2◦ as the minimum distinguishable step, 180 analogue steps can be utilized at
each spot. The optical memory can also be rather fast. Extrapolation of Eq. (9.3) predicts that
the time for reorientation can be less than 1 ns at an applied laser intensity of 1 MW/cm2.
This corresponds to a laser power of 250 mW focused into an illuminated spot of diameter of
1 μm, i.e. not a challenging task from technical point of view.

9.4 Optical Bistability and Light-Induced Transmittance
Oscillations in Amorphous Semiconductor Films

The first observations of transmittance oscillation were made on vacuum evaporated amor-
phous GeSe2 films deposited on glass substrates It was found that under the influence of
a continuous focused He–Ne laser beam, the transmittance and the reflectance show peri-
odic oscillations in time above a threshold of ∼1.6 kW/cm2 [4, 5]. The optical behavior
of self-supporting amorphous GeSe2 films was also studied [6]. In this case the oscillation
of transmittance and reflectance occurs at much lower laser intensity levels ( ∼40 W/cm2).
Bistability and hysteresis were also found without placing the sample in an optical resonator.
Different mechanisms have been suggested to explain this peculiar optical behavior. Fazekas
proposed that the observed optical anomalies are due to a collective phenomenon of charged
and neutral effects present in vacuum evaporated amorphous GeSe2 films [33]. Phillips et al.
suggested that the oscillatory behavior may be associated with laser-induced reversible micro-
crystallization which was observed in amorphous GeSe2 using Raman spectroscopy [28]. We
also proposed that a thermal “runaway” model can explain the main features of optical bista-
bility and hysteresis and the fact that the critical laser intensity for inducing these effects
depends on the laser power diameter [6]. This model also gives a natural explanation of the
differences in the behavior of self-supporting samples and those on substrates. In the latter
case the heat is conducted away much more efficiently from the illuminated spot and conse-
quently in this case a much higher laser intensity is necessary to produce the same thermal
effect. The thermal “runaway” model explains the optical bistability in terms of a mixture of
“absorptive” and “disperse” types of bistability [34]. On the other hand, it does not explain
the oscillatory behavior. The oscillations of transmittance and reflectance at a constant inci-
dent laser intensity can be explained by taking into account the combined effect laser heating
and photostructural changes [35]. Photostructural changes are usually much slower than the
thermal effects. Thus the thermal “runaway” model [6] is relevant for experiments in which
the intensity is scanned fast enough to prevent significant photostructural changes.
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9.4.1 Experimental Results

Optical Bistability

In this section some experimental results are presented to demonstrate the strongly non-linear
nature of the optical effects at moderately high laser light intensities (3–40 W/cm2). The
experimental arrangement is the same as shown in Fig. 9.1 (Section 9.2). In this experiment
only the transmittance of the c.w. He–Ne laser is measured as a function of the incident
laser intensity (i.e. no optical anisotropy is measured). Figure 9.8 shows the recorded values
of transmitted light intensity as a function of the incident laser light intensity at a laser spot
diameter of 207 μm (equal to an area of 3.34×10−4 cm2) in an amorphous GeSe2 film having
a thickness of 6 μm. The film temperature TF is 298 K.
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Figure 9.8: Transmitted light intensity as a function of incident laser intensity in a-GeSe2 film.

The first discontinuity is observed at 14.2 mW (P+
1 ) incident laser power (equivalent to

incident laser intensity of 14.2 mW/3.34×10−4 cm2 = 41.8 W/cm2, characterized by a sharp
increase and subsequent discontinuous decrease in the transmitted light. On increasing further
the incident laser power, a switch to the dark state is observed i.e. a significant decrease in the
transmitted signal at 15.5 mW (P+

2 ).
Starting from the dark state and decreasing the laser power, the transmitted light shows

a hysteresis, e.g. the transition to the bright state (higher transmittance values) occurs at
14.1 mW (P−

1 ) which is lower than P+
1 . As a consequence, the transmittance has two different

stable values at a fixed laser power, i.e. optical bistability is observed. On further decreasing
the laser power, a second discontinuity is observed at 12 mW (P−

2 ) where the hysteresis
disappears.

The shape of the optical bistability curve varies somewhat with experimental conditions
such as the temperature of the films, spot diameter and the rate of increase of the intensity.
Increasing the film temperature TF by using a sample heater around the sample, the critical
laser power for producing the optical bistability decreases [6]. Similarly, the amplitudes of the
optical discontinuities decrease with increasing TF . A decrease of the area of the hysteresis
with increasing TF is also observed. The optical discontinuities and the optical bistability
disappear when the film temperature is increased above 500 K.
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The critical laser power P−
1 (at which the first switching from the dark to the bright state

occurs) was also measured as a function of the incident laser beam diameter. This disconti-
nuity was chosen because it seemed to be the most reproducible one, i.e. it does not depend
strongly on the rate of the decrease of the intensity. The critical laser intensity (P−

1 divided
by the area of the laser spot) as a function of the laser spot diameter is shown in Fig. 9.11.

Assuming a pure electronic excitation effect for producing optical bistability [34], one
would expect the switch to the dark state to occurs at a constant electric field produced by the
laser, i.e. at a constant laser intensity independent of the laser beam diameter. Figure 9.11
shows that this is not the case for the amorphous GeSe2 films. The laser intensity increases
with decreasing laser beam diameter. This experimental observation indicates the importance
of thermal effects. The increase in the laser irradiated spot temperature TS at a given laser
intensity is less when the laser beam diameter is decreased because of the greater heat con-
duction. Consequently, the laser intensity must be higher to produce a given spot temperature.

Photostructural Changes

As mentioned in the previous section, the shape of the transmittance curves depends on the
rate of increase of the intensity. It is established that this dependence can be associated with
another effect, namely that the transmittance changes even under the influence of a constant
laser power. The details of this effect are shown in Fig. 9.9. In this experiment the transmitted
light intensity is recorded as a function of time at a fixed laser power (11 mW, laser spot di-
ameter 207 μm ) which was smaller than the critical laser power (14.2 mW) at which optical
switching occurs into the dark state (see Fig. 9.8). In the first period of illumination a con-
tinuous decrease in the transmittance is observed. This decrease cannot be attributed simply
to the increase in spot temperature because it possesses a ‘memory’ behavior. Switching off
the light (points 2 and 4 in Fig. 9.9) and keeping the sample in dark for a while do not restore
the initial transmittance value. On switching the light on again (points 3 and 5 in Fig. 9.9),
the transmittance continues from the same value as before. This is a memory state associated
with photostructural changes.

When the transmittance decreases to a critical value (point 6 in Fig. 9.9), a discontinuous
switching to the dark state occurs,. Switching off the light at the dark state (point 7 in Fig. 9.9)
causes the ‘memory’ to be erased; the initial transmittance is restored (point 8 in Fig. 9.9)
and the whole cycle recommences. This fact indicates that in the dark state a different type
of photostructural change takes place which erases the structure of the amorphous network
developed in the bright period (above the dashed line in Figure 9.9).

Laser-Induced Oscillation of Transmittance and Reflectance

It is found experimentally that, for an appropriate laser intensity, the dark state is unstable
and switches back spontaneously to the bright state. In this case, periodic oscillations of the
optical properties occur as seen in Fig. 9.10. The oscillation of the transmitted and reflected
light intensity in a 6 μm thick self-supporting GeSe2 film is observed at a constant laser power
(P = 14.5 mW) and at a fixed laser beam diameter of 207 μm. It is important to note that,
for a particular sample thickness, oscillation occurs only in a narrow incident laser intensity
range which corresponds to the observed hysteresis (see Fig. 9.8) [6].
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Figure 9.10: Oscillation of the transmitted and reflected light intensity at a fixed laser power.

9.4.2 Theoretical Considerations

The theories for optical bistability and the oscillation effect are based on the combination of
thermal and photostructural effects.

Thermal Effects

The treatment of thermal effects is based upon the strong temperature dependence of the ab-
sorption coefficient α (at a fixed wavelength) which is observed in most amorphous semicon-
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ductors above room temperature [30]. This dependence is described by the Urbach rule:

α(T ) = α0 exp[−(Eg − hν)/kT ] (9.17)

The refractive index n (at a fixed wavelength) is also dependent on the temperature, but
the dependence is less pronounced:

n(T ) = n0 − βT (9.18)

where β is the linear temperature coefficient.
The main problem (discussed in [6]) is to describe the temperature rise in the illuminated

spot due to the dissipation of the laser beam. This can be calculated by assuming that the
heat loss is due to the difference in temperature between the illuminated spot and that of the
film (the spot temperature Ts and the film temperature TF ). Thus the spot temperature can be
given by the equation

τ0∂T/∂t = ηJD(Ts) − (Ts − TF ) (9.19)

where η and τ0 are constants determined by the thermal constants of the material and geom-
etry, J is the incident laser intensity, D is the dissipation coefficient (= dissipation/incident
laser intensity) which depends on α and thus on T . The dissipation coefficient D is related to
the transmission and reflection coefficients (Q and R respectively) as

D = 1 − Q − R (9.20)

For self-supporting samples,

Q = 1/[n2
1Γ + (n2

2/Γ) − 2n1n2 cos 2δ] (9.21)

R = n1n2[Γ + (1/Γ) − 2 cos 2δ]Q (9.22)

where n1 = (n − 1)2/4n, n2 = (n − 1)/4n and

Γ = exp(αL), δ = (2π/λ0)nL

where L is the sample thickness and n is the refractive index.
The stationary value of spot temperature can be determined from the equation

ηJD(Ts) = Ts − TF (9.23)

together with the stability condition

∂{D(Ts) − [(Ts − TF )/ηT ]}/∂T < 0 (9.24)

To solve Eq. (9.23) explicitly, the temperature dependences of α and n have to be known.
These are described by Eq. (9.17) and (9.18).

To demonstrate how optical discontinuities and bistability can occur, let us first neglect
the temperature dependence of the refractive index. A schematic curve describing D(T ) is
shown in Fig. 9.11. At low temperatures where exp[αL] − 1 � 1, D(T ) is proportional to
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αT . At high temperatures where exp[αL] � 1, D(T ) reaches a saturation value of 1− [(n−
1)/(n + 1)]2 (i.e. all light incident on the sample is absorbed). Equation (9.23) can be solved
graphically by determining the intercepts of D(T ) and the straight line (T −TF )/ηT . As can
be seen from Fig. 9.11, if the incident light intensity I is less than a critical value, I−(I < I−)
or is larger than a critical value of I+(I > I+), there is only one solution for T . However, in
the range I− < I < I+, there are three solutions.

To decide whether a given solution is stable or not, one has to consider what happens
if the if the temperature deviates slightly from its equilibrium value. If the sign of ∂T/∂t
is such that the temperature approaches the equilibrium value, the solution is stable, in the
opposite case it is unstable. Equation (9.24) gives the stability condition. The inequality
described by Eq. (9.24) is satisfied for the solution denoted by T1 and T3 (see Fig. 9.11). The
first solution (T1) corresponds to a cold and transparent state of the film. This happens when
the laser intensity is increased from 0. The state becomes unstable when I = I−, where a
discontinuous transition takes place to a warm and strongly absorbing state. On the other
hand, when the intensity is decreased from a larger value than I+, the film remains in this
“warm” state down to a critical intensity I < I−. At this intensity the film transforms back to
the “cold” transparent state. This behavior described above is typical of optical bistability [34]
and is in good accordance with the experimental results shown in Fig. 9.8. Note, however, that
in the present mechanism the reflection at the boundaries does no play an important role, and
that the switching is from the transparent to the dark state when the light intensity is increased.
These features are opposite to what is found in conventional optical bistability.
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Figure 9.11: Determination of the laser-illuminated spot temperature at different laser intensities: n is
considered to be constant.

In the considerations above, the variations of the refractive index with temperature were
neglected. This variation, although weak, may itself also lead to bistability. Keeping α a
non-zero constant, D oscillates with increasing T because of the temperature dependence of
the term of cos 2δ in Eqs. (9.21) and (9.22).
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Photostructural Changes

A detailed description of photostructural changes in amorphous chalcogenide semiconductors
has been given by Tanaka [24]. These structural changes are due to light-induced displace-
ments of chalcogenide atoms as described in the corresponding subsection of the previous
section. A fraction of these atoms can sit in two different equilibrium positions. On a con-
figurational coordinate diagram these positions correspond to two minima of the double well
potential [31]. One of the minima represents the ground state and the other is associated with
the metastable excited state. Transitions from one configuration to the other occur through
photo-induced and – near glass transition temperatures – pure thermal processes. According
to Kolobov et al. [22], the photo-induced transitions consist of two steps: a thermally activated
small displacement of the atom and an electronic excitation by the incoming atoms which is
followed by a relaxation to the new equilibrium position.

According to Kolobov et al. [22], the population kinetics are governed by the equation

dN/dt = −[1/τ + J(σ1 + σ2)]N + Jσ1 (9.25)

where N is the number of units in the metastable state divided by the total number of sites, σ1

and σ2 are the cross-sections of the transitions from the ground state to the metastable state
and for the inverse transitions, respectively. The temperature dependence of the cross sections
can be expressed as

σi = Ki exp(−Ei/kT ) i = 1, 2 (9.26)

where Ki ∼ 1/T . The activation energies Ei are of the order of tenths of electronvolts.
In Equation (9.25), τ is the relaxation time to the ground state via pure thermal transition.

This relaxation is usually very slow, except at near the glass transition temperature Tg and
therefore can be neglected.

The stationary solution of Eq. (9.25) is

S = σ1/[1/Jτ + (σ1 + σ2)] = 1/[1/q + 1 + f exp(−ΔE/kT )] (9.27)

with f = K2/K1, ΔE = E2 − E1, and q = JτK1 exp(−E1/kT ).
Equation (9.25) can be re-written as

dN/dt = (N − N)/τ0 with 1/τ0 = J(σ1 + σ2) + 1/τ (9.28)

The main problem to be considered is the connection between the value of N and the opti-
cal parameters of the substance. For the sake of simplicity, we assume that the photo-induced
processes influence only the value of α0, otherwise the Urbach rule (Eq. (9.17)) remains valid.
It is also assumed that α0 is proportional to N . With this assumption we derive from Eq. (9.28)
an expression describing the kinetics of photostructural changes:

dα/dt = (α0 − α0)/τs (9.29)

where τs is the structural relaxation time and α0 is the stationary value of α0:

α0(T, J) = A/[1/q + 1f exp(−ΔE/kT )] (9.30)
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In this theoretical description, the instantaneous structure of the amorphous network is
characterized from the optical point of view by the value of α0; α0 represents the fraction
of atoms in the metastable state. Under the influence of laser light, the amorphous network
approaches an equilibrium structure in which the number of transitions from the ground state
to the metastable state equals the number of inverse transitions. This is characterized by the
equilibrium value of α0, α0(T, J).

It is important to emphasize that the simplifications made in deriving the exact form of
α0(T, J) is not essential in describing the oscillatory phenomenon. The important point is
that there exists an equilibrium value of α0 (α0) which is determined by the temperature and
in some cases by the laser light intensity also. However, α0 does not depend on the previous
history of the illuminated spot, but the value of α0 itself does depend on the previous history.
At a given moment, it can be larger than smaller than the equilibrium value at a given temper-
ature and light intensity. In the first case (α0 > α0), α0 decreases resulting in photobleaching,
while in the second case (α0 < α0), α0 increases giving rise to photodarkening. Thus whether
photodarkening or photobleaching occurs under the influence of the laser beam depends on the
history of the illuminated spot. This fact was proven experimentally by Averyanov et al. [36].

In order to determine the stationary state and its stability, the laser illuminated spot tem-
perature Ts and its absorption coefficient (at a fixed wavelength) α0 has to be considered as
independent variables which satisfy the following equations:

τ0(∂T/∂t) = ηJD(α0, Ts) − (Ts − TF ) (9.31)

∂α0/∂t = (α0 − α0)/τs (9.32)

The stationary solutions (i.e. at ∂T/∂t = ∂α0/∂t = 0) of Eqs. (9.31) and (9.32) are

ηJD(α0, Ts) = Ts − TF (9.33)

α0 = α0(Ts, J) (9.34)

For the analysis it is very important to note that under the present experimental conditions
the thermal relaxation time τ0 is much shorter then the structural relaxation time τs (this was
inferred from the experimental observations) [35]. We found τs to be a few seconds at the
incident laser intensity J ∼ 50 W/cm2. However, measurements with a chopped laser showed
another relaxation process with a time constant of a few milliseconds. An estimation of the
parameters involved in Eq. (9.31) showed that this latter process can be identified with the
establishment of a pseudo-thermal equilibrium, associated with the actual value of α0.

As a consequence of the large difference between τ0 and τs, it can be assumed that after
switching on the laser, a pseudo-thermal equilibrium is first quickly established which corre-
sponds to the actual value of α0. As α0 is changed by the laser beam, the spot temperature
follows “adiabatically” the pseudo-equilibrium value corresponding to the actual structure.
The main point, however, is that this pseudo-equilibrium is not necessarily stable against ther-
mal fluctuations (with fixed α0).

The stability condition can be written in the form [35]

∂α0/∂T (s) > 0 (9.35)
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The stationary solutions can be found by plotting α0(T ) on the same diagram as the
α0(T ) curves. At a given intensity the intercept of α0(T ) and α0(T ) determines the stationary
solution. If α0(T ) crosses the unstable region there is an intensity interval where the intercept
corresponds to an unstable solution: in this case oscillation occurs.

According to these considerations three laser intensity range can be distinguished:
(1) The intensity is smaller than the lower threshold for oscillation. In this case only

photodarkening takes place and a stationary state is established in the illuminated side.
(2) When no stable stationary solutions exists, the time-dependent Eqs. (9.31) and (9.32)

have to be used to calculate the time variation of α0 and T . Because the pseudo-thermal
equilibrium is established much faster than structural equilibrium, we can regard the α0, T
point (characterizing the state of the spot) as moving along the α0(T (s)) curve corresponding
to fixed intensity. It always moves in the direction in which the absolute value of α0 − α0

decreases. In the bright state of the curve α0 is smaller than α0 therefore photodarkening
occurs and the point moves towards the unstable region (the temperature of the spot increases).
When it reaches the boundary of the unstable region a discontinuous switch takes place into
the dark state of the curve. The switch is fast therefore there is no time for photostructural
change to take place, i.e. α0 remains the same. Along the dark state of the curve, α0 is larger
than α0 so photobleaching occurs and the α0, T point moves back towards the unstable region
(the temperature of the spot decreases). At the boundary, the next switch takes place to the
bright state again fast enough to avoid any change in α0. Thus α0 again becomes smaller than
α0 and the whole cycle starts again resulting in oscillation of the optical properties with time.

There is a good correspondence between the theory and the experimental results [35, 37].

9.5 Conclusion

Our model of the optical anisotropy shows clearly that the reorientation of the optical aniso-
tropy cannot consist of collective rotation of atomic or molecular units as is the case in liquid
crystal, for example. The rather unusual logarithmic time dependence of the orientation and
reorientation processes can be explained by the plausible assumption that the heights of the
barriers hindering the atomic displacements have an energy distribution whose spread is much
larger than kT .

The observed optical anisotropy and reorientation effect can be used to fabricate fast, high-
capacity digital or analogue optical memory devices.

According to our models of optical bistability and oscillation, both phenomena can be
expected to occur in any amorphous semiconductor film provided that:

• α0 is a strongly (exponentially) increasing function of T (Urbach rule)

• the sample thickness, wavelength of the light and film temperature are properly selected

• α0(T ) is a decreasing function of T

The observed optical bistability can be used to fabricated optical switching elements per-
forming “optical transistor” function.
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10 Optically-Induced Diffusion and Dissolution of Metals in
Amorphous Chalcogenides

Tomáš Wágner and Miloslav Frumar

10.1 Introduction

A wide range of photo-induced phenomena exhibited by chalcogenide thin films enables them
to be utilized in a variety of optical applications [1–4]. Among these phenomena optically-
induced diffusion and dissolution (OIDD), also known in the literature as photodoping or
photodissolution, of some metals (Ag, Cu, Zn, Cd) in a wide range of compositions in glassy
chalcogenide films has been observed [4–10]. In the bilayer or multilayer metal/chalcogenide
structure, light illumination induces fast migration of metal atoms into chalcogenides, as
shown schematically in Fig. 10.1. The amorphous Ag/As33S67 and Ag/Ge30S70 films have re-
cently been shown to be useful materials for fabrication of phase gratings and other diffractive
optical elements [11, 12] with relief nano-structures. There are also other related phenom-
ena in Ag-rich chalcogenide glasses e.g. in ternary systems Ag–As–Se, Ag–As–S, Ag–Ge–S,
which exhibit so-called photo-induced surface deposition of metallic Ag, i.e. photoinduced
segregation of fine particles on the glass surface [13, 14]. A similar effect is known for some
minerals, e.g. Ag3AsS3 or Ag3SbS3, during their exposure to light. Furthermore, it was found
that silver-containing chalcogenide films exhibit reversibility in optical writing and thermal
erasing of the Ag patterns [15].

chalcogenide

metal (Ag,Cu)

substrate

Ag-doped
chalcogenide

Ag-doped
chalcogenide

h

h

Figure 10.1: A schematic cross-section through a sample of Ag/chalcogenide during the OIDD process.
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Another potential option in optical recording of information is to make use of glasses or
their films with stoichiometric composition such as AgAsS2 [16]. Such glasses are potentially
applicable to phase-change optical recording based on a phase transition between amorphous
and crystalline states [17, 18]. Generally, such a transition can be induced by light exposure
of different energy to perform irreversible or reversible recording. The glasses of Ag–Ge–S,
Ag–Ge–Se, Ag–As–S and Ag–As–Se systems belong to the so-called super ionic conductors
[19] and this quality has been demonstrated to be beneficial, e.g. in reversible opto-electrical
switching [20].

In order to consider the further development of such applications, it is essential to un-
derstand the physical principles of the OIDD and other optically-induced effects. It is also
important to know a definite and reproducible way for the preparation of silver-containing
chalcogenide glass films and their physico-chemical properties, especially optical, thermal and
structural properties, since they are closely related to the mechanism of the above-described
phenomenona. Recent methods of amorphous film preparation, description of the physico-
chemical origin of the process of silver optically-induced dissolution and diffusion into thin
films of amorphous films such as As33S67, Sb33S67, Ge30S70, Ge10Sb30S60, As30Se70 and
Ge20Se80, and their physico-chemical properties will be the focus of this review.

10.2 Preparation of Bulk Glasses and Thin Films

Amorphous chalcogenide films are usually prepared using a vacuum evaporation technique
[8]. The bulk chalcogenide glasses used as an evaporation source are prepared from the con-
stituent pure elements that are weighed and placed into pre-cleaned and outgassed (by heating
under vacuum to 900 ◦C) quartz ampoules. The ampoules are then evacuated to a pressure
of 1 × 10−3 Pa for 30 min and sealed. The synthesis is performed in a rocking furnace with
ampoules exposed to a temperature of 700 or 1050 ◦C for 24 h. The fragments of the bulk
material are evaporated from a quartz crucible to avoid any contamination of the prepared
films during the evaporation process [8]. The films are usually prepared on glass substrates in
a 1 × 10−4 Pa vacuum, at a rate of 1–5 nm/s. Other deposition techniques such as chemical
vapor deposition [21], laser ablation [22] or magnetron sputtering [23] are also used to prepare
chalcogenide films.

Thin films of chalcogenide glasses can also be prepared from organic amine (e.g. n-
propylamine, n-butylamine) solutions of bulk glasses. Organic solutions of chalcogenide
glasses are deposited e.g. by spinning, spraying, dipping or casting on substrates and the
amorphous films are formed upon evaporation of the volatile solvent [24, 25]. All deposition
techniques allow one to obtain films with a uniform thickness in the range 0.1–2 μm. The
silver layers are typically evaporated on top of the amorphous chalcogenide films either in
full thickness (typically between 80 and 150 nm of silver) [26] for kinetic measurements or in
portions (∼10 nm of silver) for the step-by-step optically-induced dissolution technique [27]
which allows one to prepare Ag-chalcogenide films with desired composition and silver con-
centration. Recently, we have succeeded in depositing thin Ag–As–S amorphous films directly
from a mixture of organic solutions by the spin-coating method [28].
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10.3 Kinetics

10.3.1 Kinetic Measurement Methods and Kinetics of OIDD Process

The OIDD reaction kinetics have been studied using various techniques, e.g. measurement
of the optical transmittance [29] or X-ray diffraction of the Ag (111) peak [30]. The most
convenient and reliable is the reflectivity technique which was first developed by Firth [7],
and later modified by Ewen et al. [31], Wagner et al. [26, 32] and Marquez et al. [33, 34]. The
modified computer-controlled reflectivity technique [32] was used to measure the kinetics
of OIDD of silver (d = 80 nm) in As30S70, Sb33S67 and Ge30S70 (d = 800 nm) films by
monitoring the change of thickness of the undoped chalcogenide. The measurement of the
rate of OIDD is based on periodic variations of the reflectivity of a weakly absorbing film
with its thickness, due to interference between the light reflected from the top and bottom
surfaces of the film. A typical plot of reflectivity as a function of exposure time during one
of these experiments is shown in Fig. 10.2. The time between successive maxima or minima
on the curve corresponds to a decrease in the thickness of the undoped layer by λ/2n, or to
an increase of the thickness of the doped layer by zλ/2n, where λ is the wavelength of the
detected light (λ = 550 nm), n is the refractive index of the undoped As30S70, Sb33S67 and
Ge30S70 layer at this wavelength (n = 2.3, 2.65 and 1.9, respectively) and z is a constant
relating the thickness of the doped layer to the thickness of the undoped material consumed
(z = 1.07).
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Figure 10.2: A typical reflectivity curve as a function of illumination time, for the Ag/As30S70 bilayer
system during the OIDD process.

The silver layer thickness during the course of the reaction was determined following the
technique proposed by Goldschmidt and Rudman [35] and later improved by Fernandez-Pena
et al. [29], which is based on the measurement of the variation of the electrical resistance of
the silver film during the OIDD process. Simultaneous measurements of optical transmittance
(or reflectivity) and electrical resistance [29,36] allow one to measure the OIDD kinetics with
good accuracy.
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10.3.2 Kinetic Curves of the OIDD Process

The kinetics of OIDD in e.g. an Ag/As33S67 bilayer was monitored by using simultaneously
two independent techniques (reflectivity and resistance measurements) at room temperature
using an Ar-ion laser beam (λ = 514 nm) for the sample exposure [36]. The monitoring of the
electrical resistance of the silver layer is certainly a very important tool to establish accurately
the time when the entire elemental silver source is completely consumed during OIDD. The
monitoring of electrical resistance change during the OIDD process helped to calculate the
initial silver-consumption rate vAg (vAg = 1.26 nm/s), which is exactly the same as the rate
of Ag-doped/undoped boundary movement obtained from the reflectivity technique [36].

The reflectivity oscillation curve (i.e. the position of the maxima and minima) shown in
Fig. 10.2 is used to derive the experimental points for the kinetic curves (Fig. 10.3). As can be
seen from the reflectivity curve, the amplitude of oscillations decreases gradually with time
and at a certain point they die out, and then the value of the reflectivity increases monotonically
to a new level. The intensity change in the reflectivity curve during the OIDD process can be
attributed to the changing refractive index value of the reflecting layer, from that of the initial,
elemental Ag layer to that of an As33S67 layer doped with different levels of Ag. The final
increase of the reflectivity at the end of the OIDD effect is certainly due to the leading edge
of the boundary (doped/undoped) region, reaching the top surface of the film, so that the
Ag concentration at this surface then gradually increases up to a constant value. The electrical
resistance and optical reflectivity kinetic curves demonstrate that the OIDD process continues,
very efficiently, even after the elemental Ag layer is used up, i.e. the Ag exhaustion has no
effect on the OIDD kinetic curve [36].

In order to find the best physical model to describe and interpret such experimental ki-
netic data corresponding to the metal-dissolution kinetic measurements, four different fitting
functions have been tested [36]. It is clear that the measured kinetic curve (i.e. doped layer
thickness vs. exposure time), shown in Fig. 10.3 has a more complex character than usually
reported. It cannot be fitted by a simple linear term [37] or a square root function [7,9,38–40]
as suggested earlier.

A more complex character of the kinetic curves during OIDD process of silver is observed
in many chalcogenide systems (As–S, Sb–S, Ge–S [12,26,32]) depending on the silver-doped
chalcogenide film thickness. The kinetics can be fitted using a composite function consisting
of a single exponential and steady-state terms [12, 26, 32] or a single exponential and square
root terms described in Ref. [36]. The latter function is appropriate when the thickness of
the chalcogenide exceeds 1500 nm [36]. The former two-stage exponential/linear function,
f(t) = −a exp(−bt) + ct + d, where b and c are the rate coefficients, and a and d are two
constants seems, to be appropriate for films with a thickness d < 1500 nm. The parameters b
and c are reaction rate coefficients (a = kexp, b = klin in units of s−1). The parameters a and d
correspond to the photodoped layer thickness at the end of stage 1 and at the beginning of stage
2, respectively. The kinetic curve shows that there are two stages of OIDD. The first stage is
characterized by the rate coefficient kexp and the second stage by klin, where kexp > klin.
The OIDD rate, as expressed by two rate coefficients (kexp and klin), depends strongly on
temperature [12, 26, 32], the chalcogenide film thickness [12], exposure light energy [41, 42]
and the intensity of the light [43–46]. The values of the activation energies during the two
stages (Eexp and Elin) calculated from typical Arrhenius plots (ln k vs. T−1 or ln k vs. I−1)
are shown in Table 10.1.
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Figure 10.3: A typical kinetic curve for OIDD of Ag into an As33S67 glass film. The solid line is a fit
to the experimental points [36].

Table 10.1: Comparison of the results of kinetic parameters of OIDD obtained in Ag/As30S70 and
Ag/Ge30S70 systems [46].

Conditions Sample kexp (s−1) klin (s−1) Ea,exp Ea,lin

T = 120 ◦C T = 120 ◦C (kJ mol−1/eV) (kJ mol−1/eV)

k = f(T ) As30S70 3.4 × 10−2 6.1 × 10−3 22.5/0.21 33.3/0.31

I = 90 mW/cm Ge30S70 1.2 × 10−2 4.6 × 10−4 20.5/0.19 40.2/0.37

k = f(I) As30S70 1.7 × 10−2 3.0 × 10−3 0.102/9 × 10−4 0.108/1 × 10−3

(I = 70%) (I = 70%)

T = 120 ◦C Ge30S70 1.1 × 10−2 1.0 × 10−3 0.094/8 × 10−4 0.096/9 × 10−4

(I = 70%) (I = 70%)

10.3.3 Mechanism of the OIDD Process

The OIDD process is generally considered to be a solid-state chemical reaction [52]. The
detailed physical or physico-chemical interpretation of the process can be found in models
[26, 47–56]. The understanding of the OIDD process is still far from being complete and e.g.
the kinetics of the process need to be studied.

The measured kinetic curves and different activation energies in different stages of OIDD
show the complex character of the process [32, 36]. The composite mathematical functions
need to be applied to find the best fit to experimental kinetic data and then the physico-
chemical mechanism of the OIDD process can be suggested. The kinetic curves character-
ize two different velocity constants (exponential and linear stages or exponential and square
root stages for different thicknesses of the reaction products), which support the idea of two
or three consequent physico-chemical processes, depending on the OIDD product thickness
(Fig. 10.4), described also in other systems by Schmalzried [57].



10.3 Kinetics 165

Ag+ e-

e-

photons

(a)

hole

e-Ag+

e-

photons

(b)

hole
chalcogenide

Ag-doped
chalcogenide

Ag layer

Model of the OIDD process

Figure 10.4: A schematic diagram of the proposed model for the OIDD process in the Ag/chalcogenide
system.

It is suggested that during the first stage when a very thin film of a reaction product is
formed, the OIDD process rate can be determined by space charge at the Ag/Ag-doped/un-
doped chalcogenide boundary, which is built in after the originally two-layer system Ag/chal-
cogenide is exposed to light. The light with the energy higher than the optical gap of the
chalcogenide Eg,opt is absorbed in close vicinity of the chalcogenide surface or of the metal-
doped/undoped boundary and electron–hole pairs are excited. The electrons are likely to be
trapped within a short distance and form negatively charged centers located at the chalcogen
sites while the holes can migrate for much longer distances, e.g. 10 μm [58]. The accumula-
tion of the holes at the Ag/chalcogenide boundary leads to the formation of pairs of Ag+ ions
and electrons. The holes and Ag+ ions are introduced into the chalcogenide leaving behind
a part of silver species bonded to the chalcogen sites and a part of free unbonded Ag+ ions,
which are able to move forward and neutralize the electrons. The electron tunneling from
metallic Ag into the chalcogenide can speed up the overall process. The described processes
refers to the silver-containing thin chalcogenide film formed during the exponential stage of
OIDD.

The silver-doped film thickness increases and influences the boundary space charge. At
the same time, the electron tunneling diminishes. The rate of the Ag-doped film formation
goes through a linear stage, when the supply of ions and charged particles (electrons, holes)
is sufficient. When the silver-doped film is formed, holes have to migrate through the silver
doped part towards the ‘Ag/Ag-doped film’ boundary and the Ag+ ions need to migrate in the
opposite direction. The slowest part and the driving force of the OIDD is the chemical reaction
at the ‘Ag-doped/undoped chalcogenide’ boundary (e.g. 2Ag + S = Ag2S). The difference in
silver chemical potential ΔμAg and silver isothermal activity aAg in the doped part and on the
boundary between the doped and undoped parts of the film is the measure of the reaction rate
in the studied solid-state system. The silver activity aAg depends on the silver solubility in
amorphous chalcogenide and the phase in which it is present [57]. The source of silver or silver
ions is changing during the course of OIDD. At the beginning, the source is elemental Ag, it
then changes to a solid solution of silver in chalcogenide but the kinetics are not influenced
by this fact [36]. The linear rate (linear reaction law) applies for product film thicknesses of
1–1.5 μm [12, 36].
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When the thickness of the Ag-doped chalcogenide becomes larger than 1–1.5 μm, the
reaction rate slows down. Gradually, a change to a parabolic rate of OIDD is observed. This
means that the OIDD is no longer determined by the reaction rate (e.g. 2Ag + S = Ag2S) but by
the diffusion of the silver ions and other charged particles through increasing thickness of the
reaction-product film (Ag-doped chalcogenide). The overall process rate becomes diffusion
limited. The diffusion coefficient calculated from such kinetic curves [12,36] is DAg+,optical =
1.16 × 10−11 cm2/s (the light intensity used in the experiment was 200 mW/cm2). The value
of thermal diffusion coefficient DAg+,thermal = 4 × 10−14 cm2/s for Ag+ ion self-diffusion in
darkness has been obtained [59]. A similar result, namely that DAg+,optical > DAg+,thermal by
three orders of magnitude, has been also obtained in [60].

The values and origin of the activation energies at the two stages (Eexp and Elin) were dis-
cussed by Dale et al. [61] and also by the present authors [12]. The activation energy of OIDD
(Ea ∼ 0.1–0.3 eV, temperature range 20–120 ◦C) decreases by one order of magnitude com-
pared to thermally-activated silver diffusion and dissolution (Ea ∼ 1.3 eV, in the temperature
range 20–120 ◦C) in the dark [12, 61, 62]. The activation energies of two Ag/chalcogenide
systems for stage 1 and stage 2 (Ea, exp, Ea, lin) described earlier are shown in Table 10.1.
Their values are close to those characteristic of the activation energy of the diffusion process
of Ag+ ions in ion-conducting chalcogenide glasses, namely, in sulfides Ea = 0.23 eV and in
selenides Ea = 0.14 eV [59] at T = 175 ◦C. In order to explain the differences in activation
energies between optically and thermally activated diffusion, the activation energies of ionic
conductivity and self-diffusion of Ag+ ions [63] and the Anderson–Stuart model of strong
electrolytes [64] have to be considered. The Anderson–Stuart model correlates the activation
energy with the energy needed for metal ion transition between bridging and non-bridging
chalcogen atoms [62]. The light energy absorbed generates valence alternation pairs (VAP)
which could contribute to a decrease of the activation energy [55] of OIDD.

It is also known from the chemical kinetic theory that processes with activation energies
Ea > 10 kJ/mol ∼0.1 eV can be connected with chemical processes. Ongoing chemical
processes during OIDD and the resulting changes of structure of the optically-doped films
have been proved, e.g. by EXAFS [65, 66], IR spectroscopy [26, 67], Raman spectroscopy
[68, 69] and photo differential scanning calorimetry (DSC) [60].

10.3.4 Location of Actinic Light Absorption During OIDD

A number of models have been proposed to describe OIDD taking into account different
kinetics. The models described the kinetics according to where the actinic light is absorbed.
We believe that the light most effective for OIDD is absorbed in close vicinity of the metal-
doped/undoped boundary [8,9]. The role of the light is to excite the holes (the majority carriers
in most chalcogenide glasses) and to enable their diffusion through the boundary. However,
on the basis of the observation that the light which is hardly absorbed in the doped or undoped
chalcogenide film can also cause, to some extent, silver diffusion and dissolution effects [35,
70, 71] it was concluded that photon absorption in the metal layer could also contribute to
OIDD. Within the frame of those observations, Goldschmidt and Rudman [35] and Lis and
Lavine [70] concluded that the absorption of light in the silver layer generates hot electrons,
which overcome the energetic barrier between metal and chalcogenide films leaving behind
Ag+ ions. The generated electrons are trapped in the chalcogenide. This process produces
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electrostatic attraction and starts enhanced transfer of Ag+ ions into the host chalcogenide
film. Recent experiments on a Ag/Sb2S3 bilayer films by Lee et al. [71] shed some light on
such a mechanism using two different wavelengths of the light, one being absorbed by the
silver layer and the other which is not absorbed in the 10 nm film of Ag deposited on top of
the chalcogenide film. It was demonstrated [71] that for the OIDD process more effective is
the light which was absorbed by the Ag film. In our opinion, however, the question remains
open because immediately after the silver-doped chalcogenide is formed the absorption in
it cannot be avoided. In fact, the OIDD process can be activated with light in a wide energy
range from X-ray [72,73] through ultraviolet [70] and visible [12] to near-infrared [74], which
also determines the light penetration depth and the number of electron–hole pairs excited.
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The silver diffusion and dissolution process of metals in chalcogenides can be induced
by exposure to light of different energies, or at elevated temperature without light, or to a
combination of both light and elevated temperature. The OIDD process rates, e.g. in the
Ag/As30S70 [69] bilayer system (Fig. 10.5a and b), show typical kinetic curves from which
the reaction rates can be calculated according to the model discussed above. The OIDD pro-
cess rate is 2–3 orders of magnitude higher than the rate of thermally induced diffusion and
dissolution (TIDD) [69].

10.3.5 Diffusion Profiles

The silver diffusion profiles during OIDD can measured by different techniques such as tracing
of the 107Ag and 109Ag isotopes during the process [75, 76] or by Rutherford backscattering
spectroscopy (RBS) [76] using α particles or carbon ions (e.g. C+) as projectiles. RBS is the
only method enabling practically non-destructive qualitative and quantitative analysis of the
films during OIDD. The depth resolution of the method is from 10 nm to a few micrometers
and the accuracy (in the range 2–5%) depends on the knowledge of stopping powers, which
enables one to evaluate the depth dependence due to the energy losses of the projectiles.

Typical RBS spectra (Fig. 10.6a, b and c) can be converted into depth-concentration pro-
files of present elements (e.g. Fig. 10.5c, d and Fig. 10.6d, e, f) using the GISA program [77].
The depth profiles of silver in chalcogenide films exhibit step-like profiles, which cannot be
fitted by standard error or Gaussian functions usually used to describe diffusion. The step-like
silver profile is a unique feature found in several systems such as Ag/As–S [12,32,63,78,79],
Ag/Ge–S [46] and Ag/Ge–Se [76, 80, 81] during OIDD. Its origin is still a subject of discus-
sion. Some authors suggest that it is due to the presence of two immiscible glass-forming
regions in Ag-chalcogenide glass systems [26, 49]. Alternatively, the step-like profile may
be due to the space charge [52] formed at the Ag-doped chalcogenide/undoped chalcogenide
boundary because the holes, being majority carriers, can migrate a longer distance after the
excitation while electrons are trapped and localized in the undoped part of film [58] as is
schematically shown in Fig. 10.4.

The step-like silver profiles are found in samples during both OIDD and TIDD. The RBS
spectra corresponding to these experimental conditions show similar Ag-diffusion profile de-
velopment as shown in Fig. 10.5c and d. The final product of OIDD or TIDD of silver in
chalcogenide films has, according to RBS measurements, a constant value of silver depth
profile [12].

10.4 Reaction Products and Their Properties

The silver diffusion and dissolution process leads to homogeneous products in a wide span
of compositions based on the dissolution limits of silver in different compositions of chalco-
genides [4,12,35,46,82–86,88]. Silver dissolution limits in different chalcogenide films given
in Table 10.2 were obtained using step-by-step OIDD, which allows one to prepare films with
a wide range of silver concentrations. The silver concentration in chalcogenide films strongly
influences their physico-chemical and mechanical properties.
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Figure 10.6: Typical RBS spectra are shown in (a)–(c), obtained in an Ag/a-As30S70 sample after dif-
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profiles, shown in (d)–(f), were obtained from corresponding RBS spectra (a)–(c) [83].

Table 10.2: Limits of the silver concentration obtained by OIDD in different chalcogenide systems.

Composition As33S67 As30S70 As30Se70 Ge30S70 Sb33S67 Ge10Sb30S60

cAg,OIDD limit (at.%) 30 31 20 25 10 7

10.4.1 Optical Properties

The OIDD process allows the preparation of chalcogenide films with the silver content in a
wide concentration range. A silver concentration increase leads to a red shift of the optical
absorption edge of the doped films [4, 12, 46, 82–86]. Typical optical transmission curves of
the film before and after OIDD are shown in Fig. 10.7 together with the calculated values of
the spectral dependence of the refractive indices n shown in the inset. The refractive indices
increase with increasing silver content for different film compositions measured at a fixed
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wavelength (λ = 800 nm) as shown in Fig. 10.8. As a consequence of optically-induced
dissolution and diffusion of silver in chalcogenide films of As–S, As–Se, Sb–S, Ge–Se, Ge–S
and Ge–Sb–S systems, the values of the optical bandgap, Eg,opt, significantly decrease with
increasing Ag content in the films (Fig. 10.9).
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Figure 10.7: Transmission spectra and calculated spectral dependence of the refractive indices (insert)
of the undoped and optically doped Ag–Sb–S films prepared by the OIDD process [85].

Optical transmission, T , refractive index, n, and optical gap, Eg,opt, show strong evidence
that silver has been incorporated into and reacted with the host matrix of the chalcogenide
films. The decrease of Eg,opt with increasing Ag content can be explained by the fact that the
binding energies of Ag–S and Ag–Se bonds, As–As and Ge–Ge bonds are higher than those
of As–S, As–Se, Se–Se and S–S bonds [89] as shown in Table 10.3. Therefore, it leads to
significantly smaller energy splitting between the states forming the valence and conduction
bands and the optical bandgap decreases.

Table 10.3: Bonding energies of homopolar and heteropolar bonds present in chalcogenide systems [89].

Bond As–S As–Se Ge–S S–S As–As Ge–Ge Se–Se Ag–S Ag–Se

Energy (kJ/mol) 260 230 265 280 200 185 225 217 202

Non-linear optical properties of Ag–As–S films were studied by Kosa et al. [90]. A high
value of the non-linear index of refraction and related parameters, i.e. the third order of non-
linear polarizability were established. Ag–As–S amorphous chalcogenides were proved to be
optically self-defocusing materials for high light intensities.
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10.4.2 Mechanical and Thermal Properties

The Vickers hardness, Hv , of the films prepared by OIDD of Ag in As33S67 [82] was measured
by means of depth-sensing microindentation using a Fischerscope H100 V microindentometer
with the Vickers indentor tip. The hardness of the samples was measured in a load range of
10–30 mN. The maximum indentation depth was ca. 0.9 μm, which is about 40% of the film
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thickness. The hardness of the glass substrate (∼430 kg/mm2) is much higher compared with
the chalcogenide films which provides good conditions for the measurements. The hardness is
load independent in the load range (10–30 mN), as is seen in Fig. 10.10. The elastic modulus,
E, which is a measure of the elastic deformation of the materials evaluated from the load-
relieving curve [91], was also determined (Fig. 10.10). The values of mechanical parameters
such as Vickers hardness, Hv , and elastic modulus, E, increase with increasing silver content
in Agx(As0.33S0.67)100−x films (Fig. 10.10) up to the maximum, where x = 25 at.% Ag. This
solid solution has a composition close to the stoichiometric one, i.e. AgAsS2 [82].
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Figure 10.10: Glass transition temperature, Tg , Vickers hardness, Hv , and elastic modulus, E, vs. silver
content in prepared Ag–As–S films [82].

The dependence of the glass transition temperature Tg (taken at three important points
on the sigmoidal curve Cp versus T curve [92], namely, Tg,onset, Tg,inflex and Tg,end), on
the composition of the Ag/As33S67 [82] films is shown in Fig. 10.10. The glass transition
temperature in all three datasets first decreases with increasing Ag concentration down to a
local minimum at 10 at.% Ag, then Tg increases up to a local maximum at 25 at.% Ag. After
that, Tg decreases again for Ag contents, exceeding 25 at.% Ag. Similar results were obtained
in other systems (Fig. 10.11).

Because Tg, Hv , and E are structurally sensitive parameters [92], the measured thermal
and mechanical properties also support the idea of an optically-induced solid-state reaction of
silver with As33S67 films [82]. The silver atoms play a glass-forming role in the composition
of AgAsS2 and because they are three-fold coordinated, the structure of the glass is strength-
ened. The minimum at 10 at.% Ag on Tg vs. xAg curves is not fully understood. It could
be phenomenologically described as due to a change in the role of silver from that of a glass
modifier to a glass former. Alternatively, it can be related to the glass-formation region gap in
the Ag–As–S system between 10 and 15 at.% of Ag described in melt-quenched bulk glasses.
The role of silver as a glass modifier or maybe as a depolymerizer is evident from the Raman
spectra [82] (Fig. 10.12) for an Ag concentration of about 10 at.%.
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10.4.3 Structure

Optically induced diffusion and dissolution of metals results in changes of structure of the
optically-doped chalcogenide films. Such changes of structure were identified by several
methods, e.g. EXAFS [65, 66]. Four-fold coordination of Cu atoms was found in As2Se3

glass [93] and also in the As2S3 glass [94] with low Ag concentrations. For higher concen-
tration of Ag in chalcogenide glasses, silver atoms were found to be three-fold coordinated in
Ag–As–S [94], Ag–As–Se [95] and Ag–Ge–Se [96].

Far-IR spectroscopy of optically doped materials [26, 67] also proves the existence of
Ag–S or Ag–Se bonds. Raman spectroscopy results described in [68] and applied to our
recent Raman measurements for films of Ag–As–S, Ag–As–Se, Ag–Ge–S and Ag–Sb–S sys-
tems [82–85] verified and expanded the knowledge about the changes of structure due to
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Figure 10.12: Raman spectra of Ag–As–S films (a) and Ag–Ge–S (b) prepared by the OIDD process.

OIDD (Figs. 10.12 and 10.13). The spectra of Ag–As–S films [82, 83] were interpreted us-
ing references [97–99]. The illuminated As30S70 film (Fig. 10.12a, x = 0) contains strong
bands at 333, 344 (AsS2/3 units) and 364 cm−1(As4S4 units), and also weak bands at 474
and 496 cm−1(S8 rings or S ring fragments), respectively. The consequent step-by-step silver
photodoping leads to the appearance of a new strong band at 376 cm−1(AsS3 pyramids con-
nected by an S–Ag–S linkage), and to a decrease of intensities of the main bands and weak
bands described for As30S70 film, S8 rings or S ring fragments included (Fig. 10.12a, curves
from x = 0 to x = 27 at.%).

The Raman spectra measured in Ag–Ge–S [46] films are shown in Fig. 10.12b. The spec-
tra were interpreted using references [100–103]. The Ge30S70 film (Fig. 10.12b) contains
strong bands at 343 cm−1 (units GeS4/2, corner sharing type [102]), 374 cm−1and 436 cm−1

(GeS4/2 units, edge sharing type [102]), and also a weak band at 250 cm−1(GeS4/2 units,
ethane-like type “ETH” [102]), and at 485, 218 and 155 cm−1 (S8 rings or S ring fragments),
respectively. The consequent step-by-step silver photodoping leads to an increase of intensity
of the Raman band at 250 cm−1 (GeS4, ETS units), and to a decrease of intensities of the
main bands 374 and 436 cm−1 (GeS4/2, edge-sharing units), and the disappearance of the
weak bands 485, 218 and 155 cm−1 assigned to S–S bonds (Fig. 10.12b, curves from x = 0
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to x = 31 at.%).
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Figure 10.13: Raman spectra of Ag–As–Se films (a) and Ag–Sb–S (b) prepared by OIDD.

The results of Raman spectroscopy studied in Ag–As–Se [84] films are shown in
Fig. 10.13a. The spectra were interpreted using references [104–106]. The As30Se70 film
(Fig. 10.13a) contains strong bands at 227, 238, 256 and 270 cm−1 (AsSe3 pyramids), multi-
ple weak bands in the spectral region 50–180 cm−1 and a weak band at 485 cm−1. A silver
step-by-step concentration increase leads to the appearance of new strong bands at 248 and
205 cm−1, which can be assigned to As-rich structural units (e.g. As4Se4), and to an increase
of the main band intensity 238 cm−1 (development of the Se-chain vibration). The decrease
of the 270 cm−1band intensity and a further shift of the main vibration band from 256 to
248 cm−1 can be assigned to a decrease of Se “ring-like” unit and –Se–Se– unit vibrations.

The Raman spectra measured in Ag–Sb–S films [85] are shown in Fig. 10.13b. The spectra
were interpreted using reference [107]. The illuminated Sb33S67 film (Fig. 10.13b, x = 0)
contains a strong band at 292 cm−1(units SbS3), band at 170 cm−1 due to Sb–Sb vibrations
in S2Sb–SbS2 units and also bands at 140 and 475 cm−1(S ring fragments). The consequent
step-by-step silver photodoping leads to a decrease of intensities of S–S unit bands and an
increase of the intensity of the 170 cm−1 band and shift of the main band at 290 cm−1 to
lower frequencies as shown in Fig. 10.13b (curves from x = 0 to 11.2).
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Based on the observed results we conclude that silver can either form a bond with the S-
or Se-chain end or it can break S–S or Se–Se bonds in chains or rings. Their disappearance
during OIDD is clearly seen in the Raman spectra (Figs. 10.12 and 10.13).
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Figure 10.14: A typical photo DSC heat flow curve during obtained OIDD process in a sample of Ag/a-
As30S70 (a) and typical quasi-isothermal modulated DSC non-reversing heat flow and heat capacity
curves during TIDD in a sample of Ag/a-As30S70 (b) [60].

Raman spectroscopy together with the results obtained by other methods demonstrate that
OIDD is a photo-induced solid-state reaction. The enthalpic changes connected with OIDD
and TIDD were measured for the Ag/As30S70 system (Fig. 10.14) [60]. The enthalpy change
could represent the Ag+ ion formation or the formation of new Ag–S bonds (2 Ag + S = Ag2S;
ΔG0

298 = −19.9 kJ/mol [8]), which is a part of the overall chemical reaction reaction, i.e. Ag
+ AsS2 = AgAsS2. Such a solid-state chemical reaction leads to the same reaction products as
a high temperature synthesis of chalcogenide glasses by the melt-quenching technique [82].
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10.5 Applications

The optically-induced diffusion and dissolution of metals in chalcogenide films has many po-
tential applications in areas requiring the fabrication of high resolution or high aspect ratio
surface relief or embedded structures such as gratings, microlenses, photonic bandgap devices
and also for high-resolution optical recording. In view of the good transparency of these mate-
rials in the IR region, the technique is also suited to producing components for operation at IR
wavelengths inclusive of optical switches. Various applications of this process are reviewed
elsewhere in this book.
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11 Photo-Induced Deposition of Silver Particles on
Amorphous Semiconductors

Takeshi Kawaguchi

11.1 Introduction

Glasses which contain chalcogen elements (S, Se, Te) as a constituent are called “chalcogenide
glasses or chalcogenide amorphous semiconductors”. A wide variety of photo-induced phe-
nomena have been discovered in these glasses and amorphous films and numerous studies on
the phenomena are now in progress [1, 2].

Ion-conducting glasses, containing a metallic element, can exhibit ionic conduction of the
metal at room temperature. In the case of silver, for example, the Ag atoms usually exist in the
glass as ions with the valence of +1. When an electric field is applied to the glass, the Ag+ ions
migrate toward the negative electrode and an ionic current flows through the glass. Chalco-
genide glasses containing more than 5 at.% Ag are an example of ion-conducting glasses [3].
Ag-rich glasses with Ag content above 30 at.% exhibit a marked ionic conduction of Ag (su-
perionic conductors) [4]. These glasses exhibit several unique photo-induced phenomena, a
major role in which belongs to Ag+ ions [5, 6].

Photodoping (or photodissolution) of metallic Ag into chalcogenide glasses is the best
known photo-induced phenomenon accompanied by the long-range movement of Ag+ ions
[7]. Photodoping is observed in samples in which the chalcogenide glass is in contact with
an Ag layer. The Ag atoms dissolve into the glass and move into its interior as Ag+ ions
during illumination (light with a photon energy equal to the bandgap of the glass is usually
effective). A similar process may also be induced by heat treatment (thermal doping) but the
rate is much lower than that of photodoping. The depth profiles of the doped Ag atoms are
also different in the cases of photodoping and thermal doping. The light absorbed in the glass
affects the diffusion process of Ag+ ions and enhances the diffusion rate. The Ag photodoping
process is a photochemical reaction, producing e.g., an Ag–As–S glass (∼25 at.% Ag) from
Ag and As–S glass. According to Elliott [8] and Tanaka [9], the Ag–As–S glass is a mixed
ion–electron (hole) conductor and the electronic properties are essential in order to understand
the photodoping mechanism.

Ag-rich chalcogenide glasses containing more than 30 at.% Ag have long been studied for
applications as solid-state electrolytes for batteries, since they exhibit a marked ionic conduc-
tion [4]. In 1975, Maruno and Kawaguchi [10] reported that Ag-rich Ag–As–S glasses exhibit
a phenomenon opposite to photodoping. When the bandgap light illuminates the surface, a
large number of fine particles are deposited in the illuminated region. The particles are pure
metallic silver and are formed from Ag+ ions in the glass. This phenomenon is referred to as
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“photo-induced surface deposition” (PSD) of silver. The PSD phenomenon is a purely optical
phenomenon and any thermal effects are secondary [11].

In 1993, Tanaka et al. [12] reported that Ag–As–S glass with 25 at.% Ag exhibits a
photo-induced phenomenon which they referred to as “photo-induced chemical modification”
(PCM). The Ag concentration increases under illumination by the bandgap light
(25 → ∼30 at.%). Since the increase is caused by Ag+ migration from the dark region to
the illuminated region in a sample, the PCM phenomenon seems to be similar to the PSD phe-
nomenon. However, no deposition of Ag particles occurs and the PCM process is reversible
without annealing [13].

Figure 11.1 illustrates a comparison of the Ag photodoping, PCM and PSD phenomena.
These phenomena are due to the long-range movement of Ag+ ions under illumination but the
direction of the ionic migration is opposite between photodoping and the other two effects, as
shown by the arrows in the figure.

Ag

Ag
particle

AgAg

Ag film

+
++

doped layer

L I G H T
L I G H TL I G H T

(a) (b) (c)

Figure 11.1: Comparison of (a) photodoping, (b) photochemical modification (PCM) and (c) photo-
induced surface deposition (PSD) phenomena. The arrow shows the direction of the Ag+ migration.
The small dots schematically represent the Ag concentration.

The PSD phenomenon resembles a photochemical reaction of silver halide crystals in
conventional photographic films but the basic process is different from the silver halide pho-
tographic process. Strangely, the electrical properties of the Ag-rich glasses (mixed ion–hole
conductors) may also be responsible for the PSD process, although the Ag migration in the
PSD effect is seemingly opposite to that in photodoping [14].

The segregation of Ag in the PSD process is due to the long-range movement of Ag+

ions caused by illumination with the bandgap light. The ionic flow towards the illuminated
surface is caused by the counterflow of photoexcited holes, since the mobility of electrons is
negligibly small. This idea proves a unified concept for the photodoping, PSD and PCM phe-
nomena [5, 6]. On the other hand, these phenomena can also be related to the thermodynamic
metastability of glasses [5,15]. The PSD phenomenon may be considered to be a photochemi-
cal reaction leading towards a thermodynamically more stable state caused by the segregation
of excess Ag+ ions [5].
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The PSD phenomenon is potentially applicable in novel high-density rewritable optical
recording devices. Direct positive patterning with high contrast can be obtained by photode-
posited Ag particles [5]. The Ag pattern can be completely fixed by coating with a semi-
transparent metallic film such as Au [16]. The Ag deposits are less than 0.2 μm in diameter,
i.e. the resolving power of the Ag pattern is superior to that of conventional photographic
films [17]. Furthermore, the Ag pattern can be erased by annealing at temperatures below the
glass transition temperature [18]. The processes of optical recording and thermal erasure can
be successfully repeated for at least 20 cycles although the recovery after the thermal erasure
gradually degrades with the number of repetitions [18].

Holographic and/or bit-by-bit Ag patterns can be recorded by photodeposited Ag nanopar-
ticles on Ag-rich films. Recording is performed using a blue laser beam and for read-out of
the signal a red or infrared laser beam is usually used [17]. If a simple optical system is re-
quired, very weak blue light can also be used as the probing light in the read-out process. If
the Ag pattern is fixed by a semitransparent Au film, intense blue light can be used in both the
recording and and read-out processes.

11.2 Photodeposited Ag Particles

The As-based bulk glasses were prepared by conventional melt-quenching from 1000 ◦C into
water or ice-water. The surface of the glass was mechanically polished with alumina powder
(0.3 μm diameter) and subsequently with AB MIROMET polishing compound (Buehler) [11].

The S(Se)-based films (100–700 nm thick) were prepared by co-evaporation of Ag metal
and Ge30S(Se)70 glass fragments onto cleaned Pyrex glass or quartz glass substrates. The
substrate temperature was usually maintained at 20 ± 2 ◦C by cooling with water. The Ag
content of the films was evaluated from the thicknesses of the Ge30S(Se)70 and Ag films
individually measured using two monitors, as reported [19]. In addition, the composition
of the films was checked using an electron-probe microanalyzer (EPMA) with an energy-
dispersive X-ray instrument (EDX) [19]. The Ag content determined by the monitor system
was almost equal to that obtained by the EPMA analysis. The Ge content of the films was
slightly greater than that of the raw Ge30S(Se)70 glasses, but this difference was within the
experimental error of the EPMA analysis.

The PSD phenomenon was investigated using light from an ultrahigh-pressure Hg lamp
(500 W) or Xe lamp (500 W) passing through an IR-cut filter. Illumination was usually made
in air at room temperature. For the film samples, the chalcogenide surface was illuminated
directly (i.e. not through the substrate).

Figure 11.2 shows SEM photographs of photodeposited Ag particles on (a) Ag-rich Ag–
As–S bulk glass (hereafter, As-based glass) and (b) Ag-rich Ag–Ge–S amorphous film (here-
after, S-based film). In (a), the overall shape of Ag deposits is disc-like but on a finer scale
each disc consists of an assembly of many dendrites growing radially. The profile was mea-
sured using a mechanical stylus instrument [11]. The profile suggests that the deposits stand
out from the surface of the glass, as if they are adsorbed on the surface. The profile is ap-
proximately flat except around the center. The height of the flat part is 0.5–0.6 μm and is
independent of the radial size of the deposits. In (b), the Ag deposits are pebble-like and are
much smaller than those found on the As-based glass. It should be noted that all the deposits
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consist of pure Ag polycrystallites with no preferred orientation [10]. The photograph (c) is
an optical micrograph of the Ag pattern formed on an S-based film by Ag nanoparticles. It
is a demonstration of an optical recording device using the PSD phenomenon (direct positive
patterning). The contrast is very high because of the brilliant white color of the Ag deposits
and the dark brown color of the Ag-rich chalcogenide film itself.

Figure 11.2: SEM photographs of photodeposited pure Ag particles on (a) bulk glass and (b) amor-
phous film. Light from an ultrahigh-pressure Hg lamp with an IR-cut filter illuminated the samples: (a)
at an intensity of 200 mW/cm2 for 15 min on Ag45As15S40 bulk glass; (b) 80 mW/cm2 for 2 min on
Ag65(Ge0.3S0.7)35 film. The optical microphotograph (c) shows an Ag pattern formed by Ag nanoparti-
cles on Ag60(Ge0.3S0.7)40 film by illumination (Xe lamp, 110 mW/cm2, 3 min). In this study, the SEM
photographs were usually taken with an acceleration voltage of 20 kV after carbon-coating the samples
(∼200 Å thick).

Figure 11.3 shows SEM photographs of (a) an as-prepared and (b) an illuminated S-based
film and (c) an illuminated Ag-rich Ag–Ge–Se film (hereafter, Se-based film). The Ag de-
posits occur densely on the S-based film and sparsely on the Se-based film. The reason is
due to the difference in Ag content of the films. The size and density (number per unit area)
of the Ag deposits depend significantly on the composition of the sample (especially the Ag
content), photon energy, intensity of light, illumination time, sample temperature and surface
condition, atmosphere, etc. [5].

11.3 Compositional Dependence of Photodeposition

The compositional dependence of the PSD effect was examined for three kinds of systems: (i)
AgxAs60−xS40 system (35 ≤ x ≤ 45) for As-based glasses, (ii) Agx(Ge0.3S0.7)100−x system
(0 ≤ x ≤ 80) for S-based films and (iii) Agx(Ge0.3Se0.7)100−x system (0 ≤ x ≤ 50) for
Se-based films [5].
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Figure 11.3: PSD phenomenon of Agx(Ge0.3S(Se)0.7)100−x films [20]: (a) as-prepared S-based film
(x = 60); (b) after illumination of (a); (c) illuminated Se-based film (x = 35). Illumination (Xe lamp,
110 mW/cm2) was performed for (b) 5 and (c) 30 min.

Figure 11.4 shows the AgxAs60−xS40 system studied, together with the glass-forming
region of the Ag–As–S system. The hatched area shows the region (38 ≤ x ≤ 45) in which
the PSD phenomenon is effectively observed. Below 38 at.% Ag, the sample was a partially
crystalline (x = 25) or phase-separated glass (30 ≤ x ≤ 35) [11]. Above 45 at.% Ag, the
samples are partially crystalline, containing β-Ag2S (acanthite) (x = 50). On the other hand,
crystals of β-Ag2S, Ag3AsS3 (xanthoconite, proustite), and Ag7AsS6 (billingsleyite) exhibit
no PSD effect, even if the Ag content is larger than that of the glasses showing the PSD
effect [11].

Similar results were obtained for the Agx(Ge0.3S(Se)0.7)100−x systems [20]. In S-based
glasses the PSD is effectively observed for 55 ≤ x ≤ 67 while for Se-based glasses it is
observed for 30 ≤ x ≤ 40. The films with lower Ag content are amorphous but do not
exhibit PSD effect. The films with higher Ag content are partially crystalline and also do not
exhibit the PSD effect [20]. We thus conclude that the PSD phenomenon is only observed for
amorphous films in a special region which is close to the maximum Ag content of the system.

Figure 11.5 shows the PSD phenomenon in As-based glasses (35 ≤ x ≤ 45). The SEM
photographs suggest that the size of the Ag deposits increases with the Ag content, while their
density (number per unit area) decreases. The Ag deposits in (c) and (d) possess a disc-like
shape. The occurrence of the disc-shaped particles is confined to finely polished surfaces. If
the surface is rough and/or polishing scratches are prevalent, the growth of Ag particles is
affected significantly by the surface roughness and the scratches.
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Figure 11.4: A phase diagram of the Ag–As–S system and the glass-forming region: dashed curve, the
glass-forming region determined experimentally [34]; dotted curve, the glass-forming region predicted
from condensed phase relation above 575 ◦C [35, 36]. The PSD effect in bulk glasses was examined
in the AgxAs60−xS40 system. The hatched region represents the glasses which exhibit strong PSD
effect [20].

The photosensitivity of the PSD effect is evaluated by the total amount of segregated Ag
metal [11]. For the As-based glass, the total amount is obtained from the surface area occu-
pied by the Ag deposits, since the height of the Ag deposits is almost constant (0.5–0.6 μm)
irrespective of the radius. The total amount is also obtained from the area of the Ag(111)
peak in the X-ray diffraction pattern using a suitable scaling [21]. The PSD effect of As-
based glass appears at around 38 at.% Ag and the photosensitivity increases with increase in
the Ag content of the sample up to the maximum Ag content (45 at.%) of the glass-forming
region [21].

In the case of film samples, measurement of optical properties or X-ray diffraction are
suitable for evaluation of the PSD photosensitivity rather than the method used for As-based
glass, because the Ag deposits on the film samples are much smaller. In view of a possi-
ble application in an optical recording device, we have mainly used changes in the optical
properties at 800 nm for evaluation of the PSD effect, since the X-ray diffraction method has
considerable errors for low-sensitivity films [18].

Two methods are considered for the evaluation based on optical properties. One is the
detection of a change in the reflectivity before and after the illumination, and the other makes
use of a change in the transmission. The reflectivity method is not suitable in the present
case, since the shape and orientation of photodeposited Ag particles are random and cannot
be controlled. In contrast, the transmission method is useful, since the transmission change in
the longer wavelength region depends only on the surface area occupied by the Ag deposits
[16]. Thus, the PSD photosensitivity of film samples can be evaluated using the parameter
−ΔT/T (0) = −[T (t) − T (0)]/T (0), where T (t) is the transmission after illumination for
time t.

The PSD effect of the S-based film appears at around 55 at.% Ag and the photosensitivity
increases with Ag content up to the maximum Ag content (67 at.%) in the amorphous region.
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Figure 11.5: Compositional dependence of the PSD phenomenon for AgxAs60−xS40 bulk glasses [11]:
x = (a) 37.5; (b) 40; (c) 42.5; (d) 45. Illumination (Hg lamp, 110 mW/cm2) was performed for 15 min
at 21 ◦C.

The photosensitivity of Se-based films is very different from that of S-based films but the
compositional trend against the As concentration is similar. For the film samples, the size and
morphology of the Ag deposits do not depend significantly on the Ag concentration.

In summary, the PSD phenomenon is characteristic of Ag-rich glasses or amorphous films
and the photosensitivity increases with increase in the Ag content. None of the related crys-
talline materials exhibit the PSD effect, even if the Ag content is sufficiently high. This point
is essentially different from the photochemical reaction in conventional photographic films.

11.4 Effect of Light Intensity, Photon Energy and
Temperature

The As-based bulk glasses are suitable for the study of the basic properties and the mechanism
of the PSD phenomenon because of the large Ag deposits that are found. The sample with
45 at.% Ag was mainly used for this study, since the PSD effect is the most sensitive and the
photodeposited Ag particles are the largest in this glass.
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Figure 11.6 shows the change in morphology of the Ag deposits as a function of the in-
tensity of the illumination light. In (a) and (b), the disc-like deposits are seen and their size
decreases with increasing light intensity. In (c), which is representative of relatively large
deposits, the peripheral region is higher than the central region, so that the particles have the
appearance of a flower. Numerous small deposits are also observed between the flower-like
deposits. The nucleation of small deposits seems to occur after the growth of the flower-like
deposits.

Figure 11.6: Effect of light intensity for Ag45As15S40 bulk glass [11]. Illumination with light (Hg
lamp) of (a) 80, (b) 200 and (c) 530 mW/cm2 was performed for 15 min at 21 ◦C.

For various illumination times, a marked difference in density is not seen over all the
intensity ranges. The nucleus formation of Ag deposits may be completed at an early stage of
the illumination. The amount of Ag segregated by the PSD effect increases in proportion to
the logarithm of the light intensity in the range 40–300 mW/cm2, as does the optical density
curve of photographic films [22].

A photon energy higher than the optical band gap is needed to induce PSD and the photo-
sensitivity of the PSD effect increases with increase in the photon energy [23]. These results
suggest that photoexcitation of electron–hole pairs is vital for the PSD to take place.

The effect of temperature on the PSD phenomenon was examined in a temperature range
of 0 to 50 ◦C [11]. The temperature dependence of the size of the Ag deposits shows a
maximum at around 30 ◦C, but the density decreases with increasing temperature. Thus, the
photosensitivity, proportional to (density) × (area), shows a maximum at around 20 ◦C. The
PSD effect could not be observed at low temperatures (e.g. 77 K) and at temperatures above
80 ◦C [11].

11.5 Erasing, Rewriting and Fixing of Ag Patterns

The As-based bulk glasses are not suitable for optical recording devices, because the Ag de-
posits are large and the photosensitivity is low. We have thus carried out basic research for
applications using S-based films with 60–67 at.% Ag [18]. The photosensitivity of the PSD
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effect in these films is much larger than that of the As-based glasses. The photodeposited Ag
particles are less than 0.2 μm in diameter, i.e. smaller than the Ag particles found in conven-
tional photographic films. Thus, it can be expected that the films are superior to photographic
films in the resolving power of the Ag pattern; 200–300 nm thick S-based films with an Ag
content of 60–65 at.% are optimal for applications in optical recording devices [24].

Figure 11.7 shows the alternate photodeposition and thermal erasure below the glass tran-
sition temperature (Tg) of Ag deposits. Figure 11.7(a) is an SEM photograph of an as-prepared
S-based film. The particles in Fig. 11.7(b) are the Ag deposits resulting from the first illumi-
nation. In Fig. 11.7(c), the disappearance of the deposits can be recognized, but very small
white particles and dark spots of relatively large size are observed. The white particles pos-
sibly are the residue of Ag deposits and the dark spots may be due to an inhomogeneous Ag
distribution caused by the thermal erasing.

Figure 11.7: SEM photographs of as-prepared and variously treated Ag61.5(Ge0.3S0.7)38.5 films [18]:
(a) as-prepared film (1400 Å thick); (b) after the first illumination (Hg lamp, 160 mW/cm2, 10 min,
20 ◦C); (c) after annealing of (b) (150 ◦C, 10 min, in Ar gas); (d) after illumination of (c) (Hg lamp, 160
mW/cm2, 10 min, 20 ◦C)

The particles in Fig. 11.7(d) are the Ag deposits caused by the second illumination. They
are larger in size and fewer in number than those in (b). The PSD effect in the second illu-
mination seems to appear preferentially at the Ag-rich region and/or around the residual fine
Ag particles on the erased sample. The increase in the particle size and the decrease in the
number of particles with repetitions are not desirable for applications, since these quantities
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are related to the resolving power of the Ag pattern. Further changes in the size and number
are rarely observed for repetitions after the first cycle.

The PSD effect does not occur in the region overlaid by metallic films. This is illustrated
in Fig. 11.8, which shows fixation of the Ag pattern by an overlaying semitransparent Au
film. This suggests that the Ag pattern printed by PSD can be fixed by coating the sample
surface with a semitransparent metallic film. Au film is the most suitable with respect to
chemical stability. In fact, the fixation by the Au film was very effective and almost permanent
under sunlight. No fixing effect was observed for electrically non-conducting films such as
MgF2 [16]. Thus, the mechanism of the suppression of PSD effect can be considered as
follows [11]. The dendritic shape of Ag deposits shown in Fig. 11.2(a) suggests the existence
of diffusion-limited growth associated with lateral diffusion of Ag+ ions at the glass surface.
The diffusion can be induced by the Coulomb force of the negatively charged Ag deposits, as
discussed in Section 11.6.1. The metallic overlayer can lead to a constant surface potential,
eliminating the surface fields, and thereby stopping the lateral surface diffusion of the Ag+

ions.

Figure 11.8: Fixation of Ag pattern by coating with a semitransparent Au film [16]. (a) A test sample;
a white circular pattern was recorded at the center of Ag45As15S40 bulk glass by the PSD effect. Then,
the left side of the sample was coated with Au film, as illustrated in (b). (c) A test sample after exposure
to Hg lamp light of 30 mW/cm2 for 2 h. The color of the uncoated region (right side) changed from
black to white due to the PSD effect, while no change was observed for the coated region (left side).

11.6 Mechanism of Photodeposition

The formation of Ag particles by illumination in the PSD phenomenon resembles the photo-
chemical reaction in conventional photographic films. In the case of photographic films, the
formation of Ag particles on AgBr(Cl) crystals is induced by photoexcited electrons trapped
at the crystal surface [25]. The theory is based on the fact that the crystals are n-type for elec-
tronic conduction (the mobility of electrons is larger than that of holes). However, the glasses
exhibiting the PSD effect are p-type semiconductors [11]. This difference in the electronic
conduction may be essential in understanding the mechanism of the PSD effect.
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On the other hand, for the Ag photodoping phenomenon, Ag+ ions move in the doped
region, whose composition is close to AgAsS2 for the Ag/As–S system [7]. Since the doped
region is a p-type semiconductor, a new idea has been proposed for explaining the Ag+ migra-
tion, viz. a counterflow of Ag+ ions in the direction opposite to the motion of the photoexcited
holes [8, 9]. In addition, Tanaka et al. [12] observed a photo-induced chemical modification
(PCM) phenomenon in AgAsS2 glass, and this effect has been explained by the same concept
as that for photodoping. The photoelectro-ionic interaction in Ag-rich glasses may also be
responsible for the PSD phenomenon, even if the direction of ion flow in PSD is seemingly
opposite to that in photodoping.

11.6.1 Photoelectro-Ionic Processes

The photodeposited Ag particles were found to be negatively charged under illumination [14].
This result fits very well into the explanation of the crystal growth of the Ag particles – Ag+

ions are attracted by the Coulomb force of the negatively charged Ag deposits. However, it
was still unclear why the Ag deposits acquire a negative charge under the illumination. To
study this problem, we examined the difference in the photovoltaic effect when Ag and Au
electrodes were used [23].

Figure 11.9(a) shows the sample configuration and the illuminated area. A small electrode
(∼0.5 mm in diameter and ∼500 Å thick), simulating an Ag deposit, was prepared on the
glass surface by evaporation in vacuum. A back counter-electrode covered the opposite sur-
face. Figure 11.9(b) shows the time dependence of the photovoltage of a small Ag electrode
with respect to the Ag back counter electrode (Ag–Ag electrodes). The corresponding result
for Au–Au electrodes is shown in Fig. 11.9(c). The photovoltage for the Ag–Ag electrodes is
negative and seems to saturate at a negative value under illumination. This may support the
fact that the Ag deposits are negatively charged under illumination. In contrast, the photovolt-
age for the Au–Au electrodes is positive and decays rapidly. The polarity of the photovoltaic
effect is related to the energy-band bending of the glass in contact with Ag and Au electrodes
(the electronic bands in the p-type glass bend downward for contact with Ag and upward
for contact with Au (the work function is 4.3 eV for Ag and 5.1 eV for Au [26])). The time
dependence of the magnitude is associated with the migration of Ag+ ions under illumination.

For the crystal growth of Ag deposits in the PSD phenomenon, it may be essential that
the Ag particles are negatively charged under illumination. The Ag+ migration under the
illuminated surface could then be due to the Coulomb force caused by the negatively-charged
Ag particles, in a similar way to the formation of Ag clusters on n-type AgBr(Cl) photographic
crystals.

However, the effect of the Coulomb force is limited to a depth of ∼1 μm (corresponding
to the optical absorption depth, α−1) from the illuminated surface, since in deeper regions,
the force is be screened by the holes diffused into the interior of the glass (Fig. 11.10). If the
Ag+ migration is induced only by the Coulomb force, the amount of Ag metal segregated by
PSD (much greater than that in photographic crystals) suggests that the Ag concentration at
the illuminated surface should decrease strongly following the photodeposition.

In order to investigate the consumption of Ag+ ions in the glass by PSD, the depth profile
of the Ag concentration was measured from the illuminated surface to ∼50 μm depth, using a
sample of As-based glass (45 at.% Ag) cross-sectioned after sufficient photodeposition [23].



11.6 Mechanism of Photodeposition 193

hν

Figure 11.9: Photovoltaic effect of Ag45As15S40 bulk glass measured by means of a small metal elec-
trode [23]. (a) Illustration of the sample configuration and illuminated area. The small electrode is ∼0.5
mm in diameter and ∼500 Å in thickness. (b) The voltage of a small Ag electrode measured against the
back counter electrode of an Ag film (Ag–Ag electrodes). (c) Data obtained for Au–Au electrodes. The
experiments were done under illumination by 10 mW/cm2 light Hg lamp at 20 ◦C.
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Figure 11.10: (a) Schematic steady-state distribution of photoexcited electrons (ne) and holes (nh) in p-
type glasses (μh > μe, where μh and μe are the mobilities of holes and electrons) [23]. (b) The electric
potential induced by this distribution [proportional to (nh − ne)]. α−1represents the region (∼1 μm in
depth) within which most incident photons are absorbed.

The analysis was carried out by an electron-probe microanalyzer with an energy-dispersive
X-ray instrument. Accumulation of Ag+ ions by the electron-beam irradiation was scarcely
detected during the analyses, since the sample was coated with a ∼200 Å thick carbon film.

Under the glass surface that is not covered by the Ag deposits, the depth profile of Ag
concentration was almost constant (∼45 at.%) throughout the sample depth and very different
from the profile which might be expected if the Ag-ion movement were only caused by the
Coulomb force due to the negatively-charged Ag deposits (cf. Fig. 11.3 in Ref. [23]). Fur-
thermore, the Ag concentration under the Ag deposits was also constant at ∼45 at.% over the
depth. The constant depth profile suggests that the Ag+ migration in the PSD process may
occur even in regions deeper than ∼1 μm (the penetration depth of the ∼700 nm light).
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Since the glass is a p-type semiconductor, it may be considered that the Ag+ ions in the
deep region move toward the illuminated surface to counterflow the hole motion, as illustrated
in Fig. 11.10(b). Consequently, the Ag+ migration in the PSD process can be accounted for
both by the Coulomb force induced by the electrons localized at the illuminated surface and
coupled ion–hole fluxes in the deeper region.

The photoexcitation of electron–hole pairs does not occur at the glass surface under the
Ag deposits, since the incident light cannot penetrate the Ag deposits with a thickness of ∼0.5
μm. Thus, the Ag+ migration in the PSD process may occur only at the surface which is
not covered by the Ag deposits. The Ag+ ions diffuse to the surface, come into contact with
the negatively-charged Ag deposits, and change to Ag atoms (Ag+ + e− → Ag0). This idea
can account for the preferential radial growth of the Ag deposits [11, 27] and also explain the
suppression of the formation of Ag deposits by overlaying metallic film [11].

Ag
+

Ag
+

Ag
+

Ag film

L I G H T L I G H T

(a) (b)

Figure 11.11: Schematic illustration of the mechanism of Ag+ migration: (a) PSD phenomenon; (b)
Ag photodoping. The solid and open circles represent the photoexcited electrons and holes, respectively.
In both phenomena, the photoexcitation occurs in a region less than 1 μm from the illuminated surface.
The region in (b) is enlarged for the depth direction.

The model proposed for the PSD process is illustrated in Fig. 11.11, together with a model
for Ag photodoping. The PSD process can be described as the following steps:

(i) Photoexcitation of electron–hole pairs near the chalcogenide surface.

(ii) Diffusion of the holes into the interior of the glass.

(iii) Migration of Ag+ ions toward the illuminated surface.

(iv) Formation of Ag nuclei on the surface.

(v) Crystal growth of the Ag nuclei.
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The following points are essentially different from the photochemical reaction occurring
in conventional photographic films. (i) The glasses showing the PSD effect are p-type semi-
conductors. (ii) The Ag+ ions in the interior of glass can migrate in counterflow to the motion
of the photoexcited holes. Thus, the amount of Ag metal segregated by PSD becomes much
greater than that in photographic crystals.

For As-based glass (45 at.% Ag), the quantum efficiency of the PSD effect can be deter-
mined to be ∼1 % on average for the wavelength range from 300 to 600 nm [11]. This low
efficiency may be ascribed, e.g. to recombination of the photoexcited electrons and holes.

11.6.2 Thermodynamic Aspect

The mechanism of Ag migration in the PSD process can be explained by diffusion of pho-
toexcited holes, as for Ag photodoping and PCM phenomena. However, the following issues
are still unclear. (i) Why does the PSD effect appear at very high Ag contents and why does
it increase with the increasing Ag content? (ii) Why is the PSD phenomenon irreversible?
(iii) Why can the photodeposited Ag particles be dissolved by annealing? (iv) Why does the
temperature dependence of the PSD effect exhibit a maximum at around room temperature?
These issues may be closely related to the thermodynamic properties of Ag-rich chalcogenide
glasses [15].

In the case of photodoping in Ag/As2S3 samples, the As2S3 glass and metallic Ag form
a glass with ∼25 at% Ag [7]. The total free energy of the system presumably decreases as
a result of the solid-state reaction between Ag metal and As–S glass. Thus, Ag photodoping
is an irreversible phenomenon, since the solid-state reaction is followed by a decrease in the
total free energy (unstable → stable).

For the PSD phenomenon, excess Ag atoms (Ag+ ions) are segregated by illumination
with bandgap light and the Ag concentration of the glass itself decreases. If the free energy of
metallic Ag is less than that of the Ag-rich glasses, in the same way, the total free energy of the
system may decrease by the segregation of metallic Ag [15]. The reaction is also represented
by an “unstable → stable” process and is an irreversible reaction. Thus, the PSD phenomenon
is considered to be a photochemical reaction leading towards a thermodynamically more stable
state caused by the segregation of excess Ag+ ions.

The photosensitivity of the PSD effect is related both to the thermodynamic instability
of the glasses with excess Ag+ ions and to the diffusivity of the Ag+ ions. These factors
are closely connected with each other and may become largest at around the maximum Ag
content in the corresponding chalcogenide system. In fact, for all the systems examined so
far, the appearance of the PSD phenomenon is limited to concentrations near the maximum
Ag content and the photosensitivity increases with increasing Ag content [5].

On the other hand, the PCM phenomenon is observed only at around 25 at.% Ag. In
the PCM effect, the Ag concentration of a sample increases in the illuminated region and
decreases in the unilluminated region [13]. The free energies of both regions increase by the
migration of Ag+ ions, since the free energy of Ag-rich Ag–As–S glasses takes a minimum
at around 25 at.% Ag. This suggests that the system changes from stable to unstable under
illumination. Thus, the PCM phenomenon can occur reversibly without annealing, in contrast
to the PSD phenomenon. The lack of formation of Ag particles in the PCM process seems to
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be due to the reaction of the “stable → unstable” type, rather than to a small increase of Ag
concentration in the illuminated region (25 → ∼30 at.%).

It is an important question whether or not the PSD phenomenon can be observed for other
metals, e.g. copper. It is known that Ge–S films can dissolve a large amount of Cu and the
maximum content (62 at.%) is almost the same as the case of Ag (67 at.%) [28]. The Cu-
rich Cu–Ge–S films with excess Cu atoms may also be unstable, since the films containing
more than 62 at.% Cu precipitate Cu particles during preparation in the same way as for Ag–
Ge–S films above 67 at.% Ag. However, the photo-induced surface deposition of Cu was
not observed, although the Cu-rich films are p-type semiconductors [28]. We believe that the
reason is that the Cu–Ge–S films do not exhibit ionic conduction of Cu even at 62 at.% Cu.

The erasure of Ag deposits means rediffusion of Ag+ ions from metallic Ag into the
interior of Ag-rich glass by pure thermal effects. The Ag+ rediffusion can be explained by the
idea that the solubility of Ag+ ions in the Ag-rich glass increases with increasing temperature.
This idea is based on the fact that no PSD effect is observed at temperatures above 80 ◦C [11].
When the solubility of Ag+ ions is low, the glass becomes stable by segregation of Ag+ ions.
On the other hand, when the solubility of Ag+ ions is sufficiently high, the glass can contain
more Ag+ ions. In this case, the metallic Ag can diffuse into the glass even if the glass is
Ag-rich, in the same way as for Ag thermal doping observed in Ag/As2S3 samples. Thus, the
thermal erasure of Ag deposits may be due to the higher solubility of Ag+ ions at elevated
temperatures.

The PSD effect has a maximum at around 20 ◦C and is not observed at either low tem-
peratures (e.g. −196 ◦C, i.e. liquid N2) or at high temperatures above +80 ◦C [11]. The
diffusivity of Ag+ ions generally decreases with decreasing temperature. Thus, the decrease
of the PSD effect below 20 ◦C is explained by a decrease in diffusivity of Ag+ ions at low
temperatures (suppression of Ag+ migration). On the other hand, the decrease of the PSD
effect above 20 ◦C can be explained by an increase in solubility of Ag+ ions at high tem-
peratures. In view of the thermodynamic properties of Ag-rich glass, the peculiar temperature
dependence of PSD effect can be understood in terms of a competition of two different factors,
namely the diffusivity and solubility of Ag+ ions in the glass [23].

11.7 Other Observations

In the case of photographic films, addition of small amounts of Au or S has long been known
to increase the photosensitivity (sensitization ) [25]. These additives have been considered to
act as electron traps and subsequent nucleation centers for the formation of stable Ag specks in
AgBr(Cl) photographic crystals. If such sensitization is applicable to the PSD phenomenon,
a new photosensitive device with a very high resolution can be expected due to a marked
increase in the nucleus density of Ag deposits.

We directly added 0.1–0.5 wt% (0.037–0.185 at.%) Au into the host glass (Ag45As15S40).
The effect of the addition of this small amount of Au on the PSD phenomenon was studied as a
function of the Au content [29]. SEM observations have clearly shown that the nuclei density
of Ag deposits increases by at least two orders of magnitude with an increase in Au content
from 0 to 0.5 wt.%. The shape of the Ag deposits also changes from disc-like to pebble-like
with increasing Au content. For the S-based films, the PSD effect of the samples with low
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Ag content was enhanced by the addition of Au but little change was observed for the nuclei
density and the shape of the Ag deposits [30].

The structure of Ag-rich glasses that exhibit the PSD effect was studied using
AgxAs60−xS40 bulk glasses (35 ≤ x ≤ 47.5) [31]. The network structure of the glasses
is similar to that of xanthoconite (Ag3AsS3 crystal). The local structure may be different in
the composition ranges of 35 ≤ x ≤ 40 (group I) and 40 ≤ x ≤ 47.5 (group II, these exhibit
the PSD effect). Group I contains excess As atoms that link the isolated AsS3 pyramids. In
contrast, group II contains excess Ag+ ions that may lie between the AsS3 pyramids and bind
loosely with the surrounding S atoms. The excess Ag+ ions may make the glasses thermody-
namically unstable. As mentioned in Section 11.2, when the excess Ag+ ions are segregated
by illumination the glasses become stable.

Furthermore, surface deposition of fine Ag particles by electron-beam irradiation is ob-
served for Ag-rich films on a glass substrate [5, 32]. This phenomenon is referred to as
“electron-beam surface deposition” (ESD) of silver. The ESD phenomenon is mainly due
to electron-induced charging of the irradiated region. Ag+ ions in the films accumulate in the
irradiated region, driven by the electric field induced by the charging, and fine Ag particles
are formed by recombination of Ag+ ions and electrons. The change in the optical properties
of samples caused by the ESD effect is dramatic at wavelengths of 650–800 nm, in the same
way as that caused by the PSD effect.

In the case of glasses with Ag contents below 30 at.%, only a volume expansion is ob-
served in the irradiated region and surface deposition of Ag metal does not occur [33]. Since
the Ag concentration in the irradiated region increases markedly (up to ∼60 at.%), the volume
expansion is likely to be caused by the accumulation of Ag+ ions. It is interesting that the
surface deposition of metallic Ag is limited to Ag-rich glasses with excess Ag+ ions for both
photo-induced and electron beam induced phenomena.

11.8 Concluding Remarks

Ag-rich amorphous chalcogenide semiconductors exhibit a wide variety of changes in their
physical properties due to long-range migration of Ag+ ions, particularly when exposed to
the bandgap light. This chapter reviewed the photo-induced surface deposition (PSD) of pure
Ag particles on Ag-rich Ag–As(Ge)–S(Se) glasses, both bulk samples and thin films. This
phenomenon have been explained in terms of the fact that Ag-rich chalcogenide glasses are
mixed ion–electron (hole) conductors and are thermodynamically metastable.

The PSD phenomenon resembles the photochemical reaction in conventional photographic
films. However, three points essentially distinguish the photochemical reaction and the PSD
phenomenon: (i) the PSD phenomenon is only characteristic of Ag-rich glasses containing
excess Ag+; the crystallized samples do not exhibit the PSD effect; (ii) the Ag-rich glasses
are p-type semiconductors; (iii) a large amount of Ag can be segregated by the PSD.
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12 Photo-Induced Changes in Liquid Sulfur and Selenium

Yoshifumi Sakaguchi and Kozaburo Tamura

12.1 Introduction

It is well known that chalcogenide glasses containing sulfur and selenium show remarkable
photo-induced changes [1]. However, it is not well known that elemental liquid sulfur and
selenium also show significant photo-induced changes. Elemental liquid sulfur and selenium
are semiconductors, which is due to their electronic structure. They belong to group VI of the
periodic table and possess four valence p-electrons. Two of the p-electrons form covalent σ-
bonds giving rise to a ring or polymeric structure in liquid sulfur and selenium. The remaining
two electrons enter the lone-pair (LP) orbital. These p-electrons, especially LP electrons, play
an important role in photo-induced changes.

From the viewpoint of photo-induced changes, liquids are positioned between isolated
molecules and crystalline solids. It is known that photo-induced changes in electronic and
structural properties are often observed in isolated molecules but hardly observed in crystalline
solids, which is due to the fact that excitation of an electron hardly affects the whole crystal
because of the strong constraint coming from the crystallinity with the long-range order. The
effect may easily propagate and percolate the liquid, which enables us to observe the photo-
induced cooperative phenomena in liquid sulfur and selenium.

In the present chapter we describe recent experimental and theoretical studies on the photo-
induced changes in liquid sulfur and selenium. We start with the photo-induced polymeriza-
tion in liquid sulfur in which S8 ring molecules change to polymeric chains upon illumination
by a laser. Polymerization in liquid sulfur has been attracting considerable experimental and
theoretical attention for many decades [2–4]. Between the melting point (113 ◦C for or-
thorhombic sulfur) and the polymerization temperature of 159 ◦C sulfur forms a light-yellow
low-viscosity liquid consisting of S8 molecules which have the shape of a puckered ring.
Above 159 ◦C it forms a highly viscous liquid in which a significant fraction of S8 rings poly-
merize to form long polymeric chains. It is known that the structure [5–7] and thermodynamic
properties such as viscosity [8], heat capacity [9,10] and density [11–14] substantially change
at the polymerization temperature. The measurements of the optical reflectivity [15, 16] and
the optical absorption coefficient [17] also revealed that the polymerization produces consid-
erable changes in the electronic energy levels of liquid sulfur. Tobolsky and Eisenberg [18]
discussed the polymerization process based on an idea of a chemical reaction to explain the
abrupt increase of viscosity at the polymerization temperature. For the understanding of the
mechanism of the polymerization, studies on the dynamic behavior of the conversion between
S8 rings and polymeric chains are important.
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Recently, the present authors have performed measurements of transient absorption spec-
tra induced in liquid sulfur by illumination with a pulsed laser [19]. The study was performed
with the following main objectives. The first objective was to study whether or not the poly-
merization can be induced when a pulsed laser with the bandgap energy illuminates S8 rings
in liquid sulfur. The second aim was to study the relaxation process in which photo-induced
polymeric chains are relaxed to rings in thermal equilibrium. The results of these experiments
are described below in detail.

Next we consider a possibility of the photo-induced semiconductor–metal (SC–M) tran-
sition in liquid selenium. Liquid selenium in the vicinity of its melting point consists of
long polymeric chains, each containing as many as 105 atoms, and exhibits semiconducting
behavior. With increasing temperature, the chain length becomes short [20,21], electrical con-
ductivity increases [22] and the optical gap decreases [23]. It is known that further increase of
temperature with application of pressure gives rise to the SC–M transition near the liquid–gas
critical point (Tc = 1615 ◦C, Pc = 385 bar, ρc = 1.85 g cm−3 [24]) [25–29]. An NMR
study [21] revealed that the chain molecule contains about ten atoms on average when the
SC–M transition occurs. Tamura and collaborators carried out X-ray diffraction and EXAFS
measurements [30–34] for fluid selenium up to the supercritical region, including the SC–M
transition. It was found that the local structure substantially changes when the transition takes
place. In an ab initio molecular-dynamic simulation by Shimojo et al. [35] it was found that
the chain-like structure persists even in the metallic state, although the chain structure is dis-
rupted. The SC–M transition in liquid selenium seems to be strongly related to the instability
of the chain structure.

Trigonal selenium, the most stable crystalline form under normal conditions, consists of
helical chains. LP electrons which are localized around selenium atoms and do not participate
in covalent bonding play a crucial role in stabilizing the helical structure of trigonal sele-
nium [36, 37]. LP electrons occupy the highest filled state forming the valence band, while
the empty antibonding σ*-states form the conduction band. Between the valence and con-
duction bands there is an energy gap of about 2 eV, so that trigonal selenium behaves as a
semiconductor. The bond length, bond angle and the dihedral angle of long polymeric chains
in liquid selenium near the melting point are almost the same as those in trigonal selenium.
The structural disorder in liquid selenium comes from the random variation of the sequence
of dihedral angles along the chain in liquid selenium.

The SC–M transition observed near the critical point in liquid selenium must be related
to instability of the chain structure, in which LP electrons play a crucial role. Therefore, it
is interesting to study the effect of the photo-excitation of LP electrons on the structural and
electronic properties of liquid selenium. The excitation of LP electrons to σ*-orbitals may
affect the properties of liquid selenium, changing the strength of bonds, the conformation of
the chain and the electronic states.

Recently, the present authors carried out measurements of transient absorption spectra
of liquid selenium after illumination with a pulsed laser which excites LP electrons into the
σ*-orbitals [38]. They observed an enormous change in the transmitted light intensity upon il-
lumination with the pulsed laser. In addition, detailed analysis of the results suggested that the
optical gap decreases with time and disappears after 0.5 μs when the pulsed laser illuminates
liquid selenium at 350 ◦C with intensity of 15 mJ/pulse. They also carried out measurements
of transient direct-current (dc) conductivity and observed a large increase of dc conductiv-



12.2 Experimental 201

ity by a factor 105 on laser illumination [39]. The details of the transient dc conductivity
measurements are described in a later section.

Finally, we discuss the results of ab initio molecular-dynamics simulations, which are very
helpful for the understanding of the photo-induced changes in liquid sulfur and selenium and
the possibility of the photo-induced SC–M transition [40], in the following sections.

12.2 Experimental

12.2.1 Optical Cells

The optical absorption spectrum in the high absorption region of semiconductors generally
provides information about the inter-band transitions. The energy gap can be estimated from
the fundamental absorption edge of the spectrum. To measure the spectrum in the high absorp-
tion region and to achieve homogeneous excitation of the sample, the use of a very thin film
of the order of the light penetration depth, typically < 1 μm is needed. We have developed an
optical cell for obtaining such thin films of liquids.

The cell is composed of a quartz tube connected to quartz plates with a thin sample space.
The edges of the two plates were connected together by glass fusion and a thin and uniform
gap was made between them. The space was filled with a liquid sample in the following way.
The inside of the cell was evacuated, the solid sample in the reservoir was melted and Ar gas at
atmospheric pressure was introduced into the cell to force the liquid specimen into the sample
space.

For measurement of the transient dc conductivity of liquid selenium a different optical cell
was developed. A thin liquid film is held between two quartz plates. Two electrodes made
of gold were put into the channels on the quartz plates and the conductivity of the liquid film
between the electrodes was measured. The distance between electrodes was about 0.1 mm.
For more details about the cell structure see [41].

12.2.2 Measurement Set-Up

Figure 12.1 shows a schematic diagram of the apparatus used for the optical absorption mea-
surements [19]. The third harmonic (355 nm) of the Nd:YAG pulsed laser was used for the
photo-excitation of LP electrons in liquid sulfur and the second harmonic (532 nm) was used
for liquid selenium [38]. The pulse width was 5–6 ns and the repetition rate was 10 Hz. The
intensity of the pulsed laser was measured using a power meter combined with a beamsplitter.
The pulsed laser beam was reflected by a mirror and illuminated the liquid sample contained
in the quartz cell. A tungsten lamp was used as the probe light transmitted through the sample.
The intensity was measured using a monochromator and a photomultiplier.

For the transient dc conductivity measurement of liquid selenium [39, 41] a standard re-
sistance of 50 Ω was placed between the sample and a dc battery. The time variation of the
voltage across the standard resistance before and after the laser illumination was measured
using a wide-band preamplifier and a digital oscilloscope. The variation of the voltage reflects
the change of the conductivity of liquid selenium.
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Figure 12.1: Schematic diagram of the apparatus used for the transient absorption measurements.

12.3 Photo-Induced Changes in Liquid Sulfur

12.3.1 Transient Absorption Measurements

In this section we discuss the results of transient optical-absorption measurements for liquid
sulfur [19]. Figure 12.2 shows a logarithmic plot of the change in the transmission, ΔT/T,
versus time of liquid sulfur at 130 ◦C, where T is the transmittance in the thermal equilibrium
state and ΔT the photo-induced change of the transmittance. The wavelength of the transmit-
ted probe light is 390 nm, i.e. corresponds to an energy that is slightly larger than the optical
gap of liquid sulfur [17] below the polymerization temperature Tp in thermal equilibrium. The
intensities of the pulsed laser are denoted on the right-hand side of each curve in the figure.
The photo-induced change, photodarkening in this case, is clearly observed upon illumination
with the pulsed laser with intensity of about 1.0 mJ/pulse. With increasing laser power the
value of ΔT/T increases, while the relaxation time remains unchanged. With further increase
of the laser power, higher than 10 mJ/pulse, a new absorption feature with a short relaxation
time appears. The values of the short and long relaxation times at 130 ◦C are found to be 60 s
and 40 min, respectively. With increasing temperature, the relaxation time becomes shorter.

In order to understand the origin of photo-induced changes in liquid sulfur below Tp, the
possibility that the laser-induced heating causes the changes, raising the temperature of liquid
sulfur above Tp, was examined. Figure12.3 shows the plots of ΔT/T versus time at 130 ◦C
during repeated illumination by a pulsed laser at 10 Hz and after stopping the illumination.
Four curves are obtained for different intensities of the laser (0.05, 0.1, 0.2 and 1.0 mJ/pulse).
The intensity of the pulsed laser is quite small compared with that used for the experiment
depicted in Fig. 12.2. When the pulsed laser with 0.05 mJ/pulse is used, ΔT/T gradually
increases with time and eventually saturates after 15 min. After stopping the illumination,
ΔT/T decreases exponentially. When a stronger laser pulse (0.1 mJ/pulse) illuminates the
sample, the saturated value of ΔT/T becomes larger and the time to reach the saturation value
becomes shorter. The fast relaxation process becomes clearer when the intensity of the pulsed
laser increases. The logarithmic plots of ΔT/T after stopping the illumination are shown in



12.3 Photo-Induced Changes in Liquid Sulfur 203

Figure 12.2: Logarithmic plots of ΔT/T versus time for liquid sulfur at 130 ◦C after the illumination by
a single pulse of the laser with different intensities.

Fig. 12.4. One can clearly see a crossover between the fast and slow relaxation processes. The
values of the relaxation time are 60 s and 10–20 min, respectively.

Figure 12.3: Plots of ΔT/T versus time for liquid sulfur at 130 ◦C during repeated illumination by a
weak pulsed laser at 10 Hz and after stopping the illumination. The origin of the horizontal axis indicates
the instance at which the illumination stops.

Assuming that the photon energy is totally consumed for heating the sample, the tem-
perature of liquid sulfur is estimated to increase by 1 ◦C when a laser pulse (0.1 mJ/pulse)
illuminates the sample, i.e. the temperature increase of the sample is negligibly small.
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Figure 12.4: Logarithmic plots of ΔT/T versus time for liquid sulfur at 130 ◦C after stopping the re-
peated illumination of the pulsed laser.

12.3.2 Short- and Long-Living Products

The characteristic features of the photo-induced phenomena observed in liquid sulfur below
Tp are as follows. First, the phenomena are not caused by laser heating. They must be strongly
related to the structural instability of the S8 ring induced by the photo-excitation of LP elec-
trons located at the highest occupied states of molecular orbitals of the S8 ring. Second, we
have two kinds of photo-induced products with different relaxation times, namely short- and
long-living products. The concentration of the long living products seems to be accumulated
by repeated illumination with weak laser pulses. When the concentration of the long-living
products exceeds a critical value the short-living products are created. It is interesting to note
that when the short-living products are on the way back to the thermal equilibrium state af-
ter stopping the illumination, the long-living products start to appear with the same critical
concentration corresponding to a value of ΔT/T equivalent to 10%.

12.3.3 What is a Short-Living Product?

The transient absorption measurements described in the previous section were made using a
single wavelength of the probe light. In order to identify the short- and long-living products,
it is important to know the spectral shape of the transient absorption spectra.

The transient absorption spectrum after illumination by a single laser pulse during re-
peated illumination by the pulsed laser was found to be quite different from that before the
illumination: the spectrum substantially shifts to the low-energy side and a shoulder appears
around 3.5 eV. The original spectrum is recovered after cessation of the illumination. Fig-
ure 12.5 shows the plots of the photo-induced deviation from the absorption coefficient in
thermal equilibrium, Δαp, during the repeated illumination of liquid sulfur at 130 ◦C by a
weak pulsed laser with intensity of 1.0 mJ/pulse (©), and 20 s (�) and 180 s (�) after cessa-
tion of the illumination. As seen in the figure, a clear maximum in the spectrum was observed
around 3.5 eV. Comparing the times at which the spectra in Fig. 12.5 were obtained with
the horizontal axis in Fig. 12.4, we can see that the spectra denoted by (©, �) and by (�)
correspond to the short-living and long-living products, respectively.
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Figure 12.5: Plots of Δαp versus photon energy for liquid sulfur at 130 ◦C, where Δαp is the photo-
induced deviation from the absorption coefficient in thermal equilibrium. Plots of Δαp during repeated
illumination by a weak pulsed laser with an intensity of 1.0 mJ/pulse are indicated by open circles, and
those 20 and 180 s after stopping the illumination are shown by open squares and triangles, respectively.

Figure 12.6 shows difference spectra, ΔαT , ΔαT = αT − α130◦C, at different tempera-
tures, where αT means the optical absorption coefficient in the thermal equilibrium state at a
certain temperature T . These difference spectra are obtained by analyzing the optical absorp-
tion data without illumination [17]. As seen in Fig. 12.6 a distinct peak appears around 3.5 eV
in the spectra above the polymerization temperature. It is known that these spectral changes
originate from the creation of long polymeric chains containing 106 sulfur atoms [15, 17].
From the similarity between the spectra © and �, shown in Fig. 12.5 and the spectra in
Fig. 12.6, we can conclude that the short-living products are long polymeric chains. The
comparison between two spectra denoted by © in Fig. 12.7 and ♦ (the 400–130 ◦C data) in
Fig. 12.6 demonstrates that the concentration of the photo-induced polymeric chains in liquid
sulfur is about 60% [42].

Comparison of Figs. 12.5 and 12.6 also suggests that the long-living products are different
from long polymeric chains but they also exist in a small fraction below Tp in the thermal
equilibrium state.

12.3.4 What is a Long-Living Product?

An important conclusion deduced from the present experiments is that the long-living prod-
ucts are generated when a very weak laser illuminates S8 rings and that the concentration
increases with illumination time. When the concentration exceeds the critical value polymeric
chains are produced. These polymeric chains change back to the stable S8 rings after stop-
ping the illumination. It should be noted that long-living products appear intermediately on
the relaxation process from the polymeric chains to the S8 rings. Therefore, the long-living
products may consist of small molecules which eventually change back to S8 rings.

Figure 12.7 shows the variation of ΔT/T with time in a sample which is heated very
fast from the melting temperature to 130 ◦C and also cooled to 130 ◦C from 150 ◦C. The
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Figure 12.6: Plots of ΔαT versus photon energy. ΔαT is defined as ΔαT = αT − α130◦C at different
temperatures, where αT is the optical absorption coefficient in thermal equilibrium state at a certain
temperature T .

corresponding curves are denoted by open circles and triangles, respectively. It was found
that the relaxation time is about 200 min for the heating procedure and about 45 min for the
cooling procedure, which is almost the same as the relaxation time of the long-living products.
The observed difference suggests that it is more difficult to generate the long-living products
through the thermal rupture of the covalent bond of the S8 ring than to change the excess
long-living products back to the S8 ring.

Figure 12.7: Variation of ΔT/T with time when the liquid sulfur is heated very fast to 130 ◦C from
the melting point and cooled to 130 ◦C from 150 ◦C, which are denoted by open circles and triangles,
respectively.

The effect of light illumination on physical and chemical properties of liquid sulfur near
the melting point was first investigated more than 100 years ago. Lallemand discovered that a
kind of sulfur insoluble in carbon disulfide (CS2) [43] appears in a liquid mixture of sulfur and
CS2 illuminated by solar light. Berthelot [44] found that such insoluble sulfur can be created
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in liquid sulfur by illumination with solar light which decreases the freezing point. From this
result result Wigand [45] estimated the molecular weight of the insoluble sulfur molecule and
predicted that the insoluble sulfur must consist of eight sulfur atoms. We can consider that the
insoluble sulfur found by these previous investigations might be the same as the long-living
product generated by weak illumination with a pulsed laser.

Charge-Transfer Complex

The most probable candidate for the long-living products may be a charge-transfer complex
proposed by Wiewiorowsky and Touro [46] in order to explain the presence of metastable S8

molecules below Tp produced by light illumination. The charge-transfer complex is consid-
ered to consist of an S8 chain and the surrounding S8 rings. Two electrons at the ends of the
S8 chain transfer to the surrounding S8 rings and move around with paired spins. The idea
of the charge-transfer complex having delocalized electrons with paired spins explains the ex-
perimental observation that ESR signals [47] can not be detected in spite of the existence of
S8 chain molecules below Tp [48]. It reminds us of spin pairing due to the so-called negative
U with the help of a lattice deformation in solids. Wiewiorowsky et al. [49] considered that
the freezing point depression observed in liquid sulfur is caused by the existence of a small
number of charge-transfer complexes. They also studied the creation process of the ‘charge-
transfer complex’ and found that 200 min are needed to reach thermal equilibrium when the
sample is heated very fast to 130 ◦C from low temperatures, which is consistent with the data
obtained by Sakaguchi and Tamura [19].

An Alternative Idea for Long-Living Product

An alternative idea to explain the origin of insoluble species existing below Tp was proposed
by Steudel and Mausel [50]. Their basic idea is that insoluble species consist of a variety
of Sn rings (n = 8) such as S6, S7, S9, S12 and S20. At present it is difficult to give a
definite answer to the question of which one is the most likely candidate for the long-living
products, the charge-transfer complex or Sn rings. The results shown in Figs. 12.3 and 12.4,
however, may be helpful for the differentiation. The most important relevant result is that
repeated illumination by a very weak pulsed laser accumulates the long-living products and
the polymerization starts to occur when the critical value of ΔT/T is exceeded. Furthermore,
in the relaxation process the slow relaxation appears when ΔT/T during the fast relaxation
process decreases to the critical value, about 10%, which does not depend on the laser power.
To explain such cooperative nature, the charge-transfer complex seems to be a more likely
candidate.

12.3.5 Temperature Variation of Relaxation Time

Figure 12.8 shows the temperature variation of the relaxation time in a wide temperature range
both below and above Tp. One can see that there are two relaxation processes below Tp and
only one above Tp. The relaxation time of the slow relaxation process substantially decreases
with increasing temperature and drops by a factor of 102 around Tp; the relaxation time of
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the fast relaxation process gradually decreases. Note that the curves of the relaxation time for
slow and fast relaxation processes cross at Tp.

Figure 12.8: Temperature variations of relaxation time, τ , in a wide temperature range below and above
Tp.

A possible explanation for these photo-induced phenomena is as follows. Below Tp, we
may have three states, namely, rings, charge-transfer complexes and polymeric chains. The
ring is the most stable species, the charge-transfer complex is metastable and the polymeric
chain is unstable. A single shot of a weak pulsed laser easily produces the charge-transfer
complex through the excitation over the potential barrier between two minimum states cor-
responding to the ring and the complex. With increasing intensity of the single shot of the
laser a direct excitation from the most stable state (ring) to the unstable state (polymer) may
occur in which instantaneous polymerization is expected because a large number of S8 chains
are instantaneously produced. The fast relaxation from the polymer to the complex, being
followed by the slow relaxation from the complex to the ring, takes place below Tp.

Above Tp there exist a large number of S8 rings together with polymeric chains. The
illumination by a pulsed laser causes the opening of S8 rings. The transient spectra above Tp,
obtained by the measurement of ΔT/T at different photon energies, revealed that the products
must be polymeric chains because the transient spectra also show maxima around a photon
energy of about 3.5 eV.

12.3.6 Photo-Induced Polymerization as a Cooperative Phenomenon

The phenomenon induced by repeated illumination with a very weak pulsed laser shown in
Figs. 12.3 and 12.4 is very interesting. The results reveal that the number of complexes be-
comes large with repeated illumination and polymeric chains can be generated when the con-
centration of long-living products exceeds a critical value. This fact suggests that a kind of
structural instability takes place in long-living products at critical concentration. The insta-
bility may be caused by an electrostatic interaction such as dipole–dipole interaction between
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them. The nature of the polymerization induced by repeated illumination with a weak laser
seems to be cooperative.

Sakaguchi and Tamura [19] studied the photo-induced polymerization in detail, focusing
on what happens when the intensity of the laser is increased. It was found that repeated illu-
mination by a very weak laser (less than 0.07 mJ/pulse) only produces long-living products,
probably charge-transfer complexes, while repeated illumination with pulses stronger than
0.07 mJ/pulse but less than about 20 mJ/pulse always produces polymers. They also investi-
gated the effect of much stronger illumination than 20 mJ/pulse and found that there appears
a visible pattern in the laser-illuminated area of liquid sulfur at 130 ◦C during repeated illu-
mination with the pulsed laser [19,51]. There are two different regions in the pattern, namely,
homogeneous and inhomogeneous. The homogeneous region is transparent; in the inhomo-
geneous region parallel lines appear. The distance between the lines was found to be about
10 μm. It seemed that giant molecules with colloidal form lie along parallel lines. Such a
pattern was observed when the quartz cell with a 1.0 or 0.3 μm thick sample space was used
but never observed with a 7 μm thick sample space. Therefore, the appearance of the pattern
must be strongly connected with the restricted geometry. In fact the length of one random
chain [52] containing 105–106 sulfur atoms is estimated to be 0.1–0.3 μm, assuming that the
bond length and the amplitudes of bond angle and dihedral angle are the same as those of S8

ring but only the sign of the dihedral angle along the chain changes randomly. Therefore, it is
not so unreasonable to consider that a thickness of 1.0 or 0.3 μm gives a two-dimensional re-
striction to the random chain. A kind of structural change from randomly oriented to densely
packed chains may thus occur.

12.4 Ab Initio Molecular-Dynamics Simulation for Liquid
Sulfur

12.4.1 Photo-Induced Bond Breaking in Isolated S8 Ring

Shimojo et al. [53] performed ab initio molecular-dynamics (MD) simulations of an isolated
S8 molecule in order to investigate the instability of an S8 ring illuminated by a pulsed laser.
They showed that a bond in the S8 ring is broken immediately after an electron in the highest
occupied molecular orbital (HOMO) is excited to the lowest unoccupied molecular orbital
(LUMO). This result strongly supports the possibility of photo-induced bond breaking in the
S8 ring followed by polymerization in liquid sulfur below Tp.

Figure 12.9 shows the time dependence of the S–S bond lengths in an S8 cluster. The
origin of time (t = 0) is the time at which an electron in the HOMO is excited to the LUMO.
Before that (t < 0), the S–S bond lengths oscillate around their equilibrium distances, and the
ring structure is retained. After the excitation (t > 0), where the LUMO as well as the HOMO
are occupied by one electron, the length of one of the bonds suddenly increases, which means
that the bond breaking takes place in the S8 ring.

Figure 12.10 shows the evolution of the single-electron eigenvalues as a function of time.
The electronic states below and above −0.4 au are characterized mainly as 3s and 3p orbitals,
respectively. For t < 0, the electronic states below −0.17 a.u. are occupied by electrons, and
there is a gap of about 0.1 a.u. between HOMO and LUMO. After the electron is excited,
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Figure 12.9: Time dependence of the S–S bond length in an isolated S8 ring molecule studied by Shi-
mojo et al. [53]. The bond lengths for eight S–S bonds are displayed. The origin of time is the instant at
which an electron in the HOMO is excited to the LUMO.

the electronic structure is changed. At t = 0, the eigenvalue of the HOMO starts to increase,
while that of the LUMO starts to decrease. They intersect at around 0.07 ps. This change in
the electronic structure is considered to include the bond breaking, in other words, the bond
breaking occurs to release the electronic energy due to the electron occupation of the LUMO.

Figure 12.10: Time evolution of the single-electron eigenvalues of an isolated S8 ring molecule studied
by Shimojo et al. [53].

Shimojo et al. [53] also investigated the time evolution of the spatial distribution of wave-
functions for the HOMO and LUMO. Before the excitation of an electron, both wavefunctions
spread over the whole ring, and the HOMO has bonding and LP character, while the LUMO
has mainly antibonding character. After the excitation of an electron, the distribution of the
wavefunction for the LUMO starts to change in a way that the amplitude of the wave function
increases around the S–S bond which will break and decreases around other S–S bonds of the
S8 ring. Accompanying this change, the wave function for the HOMO changes its amplitude
in the same way as that for LUMO does, and eventually the HOMO and the LUMO form
bonding and antibonding orbitals, respectively, at the S–S bond to be broken. These facts are
important for the bond breaking in the S8 ring. It was asserted that the bond breaks so as to
stabilize the antibonding LUMO when an electron is excited to the LUMO.
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12.4.2 Photo-Induced Structural Change in Liquid Sulfur

In order to understand the photo-induced polymerization and the relaxation process in liquid
sulfur, Munejiri et al. [54] performed first-principle MD simulations for the system consisting
of a number of sulfur atoms. They revealed that the photo-induced bond breaking in liquid
sulfur below Tp occurs in the same way as was observed in the isolated S8 ring. They also
proposed the molecular structure of the experimentally observed long-living products appear-
ing in the relaxation process and a possible scenario of how the photo-induced polymerization
occurs.

In their MD simulation, a system of 80 atoms, i.e. 10 S8 molecules, was used. They
confirmed that liquid sulfur consists of S8 molecules with the shape of a puckered ring. The S8

rings are very stable and no S–S bond broke during the simulation without electron excitation.
When an electron is excited from HOMO to LUMO, it was found that one of the S8 rings
breaks immediately in the same way as was seen for an isolated S8 ring. It was also found
that when a bond in the S8 ring breaks upon excitation, the S8 ring changes its structure, while
other S8 rings remain in almost the same position maintaining the shape of the puckered ring.

12.4.3 Relaxation Process. A New Candidate for Long-Living Product

Munejiri et al. [54] also investigated the relaxation process. The most interesting finding is
that the S8 chain produced by the electron excitation does not reconstruct the original S8 ring
during the relaxation process but forms a ‘tadpole-shaped’ structure. Figure 12.11 shows the
S8 ring, the S8 chain with a broken bond and the ‘tadpole-shaped’ S8 molecule found in their
simulation. The authors pointed out that the tadpole is very stable and suggested that the
tadpole is one of the possible structures for experimentally observed long-living products.

(a) (b) (c)

Figure 12.11: An S8 ring, an S8 chain with a broken bond and a tadpole-shaped S8 molecule appearing
in the relaxation process studied by Munejiri et al [54].

It is interesting to see that the tadpole has the shape of a three-fold coordinated site neigh-
bored by a one-fold coordinated site with dangling bond, which reminds us of the ‘valence
alternating pair (VAP)’ model proposed to explain the photo-induced changes in chalcogenide
glasses. Unfortunately, Munejiri et al. [54] did not give any detailed description about the
charge distribution in the tadpole.

They also investigated the photo-induced change when two electrons are excited at the
same time. The first excitation of an electron causes a bond breaking of a certain S8 ring.
They observed that the second excitation of an electron causes the bond breaking of ‘another’



212 12 Photo-Induced Changes in Liquid Sulfur and Selenium

S8 ring; the second excitation never breaks the bond in the same S8 ring. This permits us to
consider that S8 rings in liquid sulfur below Tp break one by one when illuminated by a very
weak laser. Their simulation also suggested that two S8 chains neither attack other S8 rings
nor change their own structures, maintaining the S8 chain structure. The observation seems to
contradict the theory by Tobolsky and Eisenberg [18] based on a chemical reaction in which
chain ends attack the surrounding S8 rings eventually causing continuous polymerization.

It is interesting to see what happens in the structure of these S8 chains during the relax-
ation process. It was found that when the electron excitation is stopped neither of the two
photo-created chains reconstructs the original S8 ring but forms a tadpole structure. The two
tadpoles are surrounded by S8 rings and do not approach each other. The tadpole structure
was found to be stable and survive for a long time, while the rearrangement of the bonding in
the tadpole occurs. These structural properties in the relaxation process are consistent with the
experimental suggestion: when the power of laser is weak, the S8 ring does not polymerize
but turns out to be a long-living product.

12.4.4 Polymerization

To investigate the polymerization process, Munejiri et al. [54] made a configuration in which
the polymerization may occur by increasing the number of broken S8 rings. They positioned
four S8 chains close to one another and performed the simulation, keeping four electrons in
the excited state. After the electron excitation was stopped, they found that two S16 chains are
formed by the four S8 chains. They suggested that there are two processes of polymerization.
One of the observed processes is that the two S8 chains are connected by the edge atoms and
turn into a long S16 chain. In another process, one of the S8 chains first becomes a tadpole.
When the other S8 chain approaches that tadpole at one edge, the tadpole transforms into an
S8 chain, and the two S8 chains become connected. The newly formed bonds were very stable
and the two S16 chains survived throughout the simulation.

There are several questions regarding the tadpole. Does it have a paramagnetic property
originating from unpaired spin at the dangling bond or is it non-magnetic? If an electron is
transfered from a three-fold coordinated site to a one-fold coordinated site with a dangling
bond, the paired spins at the one-fold site should be non-magnetic. Such a charge transfer is
considered to occur in chalcogenide glasses producing a C+

3 C−
1 defect pair which was sug-

gested to be the origin of the photo-induced changes. Why is the tadpole so stable? This
should be examined from the energetic point of view. What happens with the wavefunctions
of the tadpole when two tadpoles approach each other and S16 polymer is generated? It is
very important to investigate the elemental process of electronic and structural changes of two
tadpoles approaching each other.

12.5 Photo-Induced Changes in Liquid Selenium

12.5.1 Transient DC Conductivity Measurements

In this section results of transient dc conductivity measurements [39] are described, in which
the time variation of the voltage drop across the standard resistance after the laser illumina-
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tion was measured using the method described in Section 12.2. The studies were performed
changing two parameters: the intensity of the pulsed laser (over the 2–20 mJ/pulse range) and
the temperature (over the 285–580 ◦C range).

Figure 12.12: The voltage drop versus time when a pulsed laser with different intensities illuminates
liquid selenium at 450 ◦C. The curves, which have peaks at 0 ns, indicate the pulse shape.

Figure 12.12 shows the voltage drop versus time when the pulsed laser illuminates liquid
selenium at 450 ◦C. The intensities of the pulsed laser are indicated on each curve. The
curves, each of which has a peak at 0 ns, indicate the pulse shape as a function of time.
There is a small oscillation in the observed curves, which is considered to result from the
electric circuit [39]. As seen in the figure, photo-induced changes occur upon illumination
with a 6.2 mJ/pulse. With increasing laser intensity, the maximum voltage increases. The
conductivity of liquid selenium corresponding to the maximum voltage for the intensity of
19.8 mJ/pulse is estimated to be 3.1 Ω−1 cm−1 assuming that the photo-induced change takes
place in the region of the penetration depth (885 Å) at 532 nm and at 450 ◦C [23], and using
the value of the conductivity σ = 9.9 × 10−5 Ω−1 cm−1 [22] at 450 ◦C without illumination.
The conductivity changes by more than four orders of magnitude. The process of reaching the
maximum voltage takes about 5 ns for illumination with 6.2 and 8.0 mJ/pulse, and about 10 ns
for illumination with pulses stronger than 9 mJ/pulse. Warren and Dupree [21] measured the
correlation time for the molecular reorientation of liquid selenium over the temperature range
193–250 ◦C by means of NMR. When we extrapolate their data to 450 ◦C, the correlation time
is estimated to be 10 ns. Such a long time suggests the possibility that the gradual increase
of the voltage may be related to a gradual increase of the conductivity accompanying some
structural changes in the chains of liquid selenium.

Two relaxation processes were observed when the intensity of the pulsed laser was stronger
than 9 mJ/pulse. The relaxation times are 12 ns for the fast one and 94 ns for the slow one.
The existence of two relaxation processes indicates that there are two components of electrical
conduction and suggests that two different types of structure were formed after the illumina-
tion with the pulsed laser. On the other hand, there seems to be a single relaxation process with
a relaxation time of 25 ns when the intensity of the pulsed laser is weaker than 9 mJ/pulse.
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At 580 ◦C, the maximum voltage after the illumination with the 20.6 mJ/pulse reaches
about 26 mV. The conductivity corresponding to this voltage is estimated to be 12 Ω−1 cm−1.
It should be noted that the conductivity changes by five orders of magnitude. According
to Mott and Davis [55] and Mott [56], the minimum metallic conductivity should be about
20 Ω−1 cm−1 for liquid selenium. The value of the conductivity which we observed here is
very close to this proposed value for liquid selenium.

Figure 12.13 shows the voltage drop across the standard resistance versus time for different
temperatures. The laser intensity is fixed at 20 mJ/pulse. As clearly seen in the figure, the
temperature increase seems to help the photo-induced changes in liquid selenium.

Figure 12.13: The voltage drop versus time when a pulsed laser with the intensity of 20 mJ/pulse illu-
minates liquid selenium at different temperatures. The curves, which have peaks at 0 ns, indicate the
pulse shapes.

12.5.2 Maximum Voltage

Figure 12.14 shows the plots of the maximum voltage versus temperature for different laser
intensities. As seen in the figure, the maximum voltage becomes extremely large above 500 ◦C
for laser intensities of 10, 15 and 20 mJ/pulse.

Figure 12.15 shows plots of the maximum voltage versus laser intensity at different tem-
peratures. As seen in the figure, there is a threshold of laser intensity at which the increase
of the maximum voltage becomes large. At 450 ◦C, it is about 9 mJ/pulse. Above 500 ◦C,
however, the threshold shifts to the low-intensity side. In addition, the value of the maximum
voltage becomes large above 500 ◦C for laser intensities over the range 8–20 mJ/pulse. Thus,
one can conclude that the nature of the photo-induced effect is changed at around 500 ◦C. As
regards the structure of the selenium chain, at 500 ◦C, one selenium chain contains about 3000
atoms on average according to the estimation by Warren and Dupree [21]. When the pulsed
laser illuminates liquid selenium at 500 ◦C with an intensity of 20 mJ/pulse, the ratio of the
number of photons to the number of Se atoms in the illuminated region is estimated to be 1:2.
Therefore, if the excitation of LP electrons causes the bond breaking, the chain length can
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Figure 12.14: Maximum voltage versus temperature for different laser intensities.

Figure 12.15: Maximum voltage versus laser intensity at different temperatures.

become short. In a short chain, the electronic states at the chain end are considered to affect
the whole chain, resulting in a change of the chain conformation. Such short chains appear in
fluid selenium near the liquid–gas critical point and show metallic character.

12.6 Ab Initio Molecular-Dynamics Simulation for Liquid
Selenium

12.6.1 Bond Breaking in an Infinite Selenium Chain

To understand the experimentally observed photo-induced changes in liquid Se near the melt-
ing point, Hoshino and Shimojo [40] investigated the possibility that the bond breaking in an
Se chain occurs when an electron is excited from the HOMO to the LUMO.
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They took an Se helical chain composed of 14 atoms with 3.5-fold screw-rotation symme-
try in the rectangular-parallelepiped cell and the periodic boundary conditions were imposed
for the three directions. The neighboring chains were well separated, so that the model system
can be considered as an assembly of isolated infinite chains. Their simulation was carried out
at a temperature of 500 K.

When a photon is absorbed by an infinite Se chain, an electron in the HOMO is excited
to the LUMO and after that the electron configuration was fixed. It is seen that, after the
excitation, the LUMO and the HOMO are each occupied by one electron and one of the bond
lengths starts to increase suddenly. The bond is considered to be broken. They investigated
the time dependence of the single-electron energy eigenvalues. Before an electron is excited,
there is a gap of about 1.5 eV between the HOMO and the LUMO, which are characterized
mainly as the non-bonding 4p (LP) state and the antibonding 4p state, respectively. After the
electron is excited, the eigenvalue of the HOMO starts to increase, while that of the LUMO
starts to decrease. Since the LUMO is the antibonding state, it is energetically favorable to
release the high energy due to the electron occupation of the LUMO by the bond breaking.
Such a situation is similar to that observed in sulfur.

The time evolution of the wavefunctions of the LUMO was also investigated. Before the
illumination the wavefunction spreads over the whole chain and has an antibonding character.
After an electron is excited to the LUMO, the amplitude of the wavefunction increases around
the Se–Se bond which will be broken, and decreases around other Se–Se bonds of the Se
chain. At the same time the amplitude of the wavefunction of the HOMO is changed in a
similar way to that of the LUMO. From these facts it was concluded that, when an electron is
excited from the HOMO to the LUMO, one of the Se–Se bonds breaks so as to stabilize the
antibonding LUMO state. As a result of the bond breaking, there appear states which have
energy eigenvalues between the original HOMO and LUMO states whose wavefunctions have
large amplitudes near both ends of the chains.

Hoshino and Shimojo [40] asserted that this bond breaking can be considered as one of the
elemental processes of the photo-induced SC–M transition due to illumination with a pulsed
laser [39]. Since real liquid Se near the melting point is an assembly of long helical Se chains,
the laser illumination may produce many short chains which have energy eigenvalues in the
middle of the gap and have wavefunctions with large amplitude near the ends of short chains.
They considered that, as a result of these bond breakings, the gap of the electronic density of
states disappears and the system becomes metallic.

The above simulation was essentially made for the infinite isolated chain. In real liquid Se,
however, the inter-chain interaction is important. The bond breaking and the bond switching
between different chains occur frequently due to the interchain interaction, in which lone-
pair electrons play a crucial role. It would be interesting to study electronic and structural
changes of the system containing many interacting chains when many electrons are excited
simultaneously.

12.7 Final Remarks

In this chapter, studies of the photo-induced structural and electronic changes in liquid sulfur
and selenium were described, focusing on the experimental results obtained by the present
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authors. The photo-induced phenomena were discussed making use of the first-principle MD
simulation by Hoshino and collaborators.

Liquid sulfur was found to be very sensitive to light. The role of LP electrons is important
and the excitation of LP electrons from HOMO to LUMO induces enormous changes in the
structure and electronic states of sulfur molecules. The excitation from HOMO to LUMO
corresponds to illumination by a laser with the bandgap energy. When one uses a photon with
a high energy sufficient to remove completely an LP electron from the sulfur ring, nothing
happens because the ionized sulfur ring is stable. The use of a photon with the bandgap energy
is essential and the excited electron should be kept in the LUMO states. This demonstrates
that the photo-induced changes occur without a thermal origin.

The tadpole-shaped molecule discovered in the simulation for the relaxation process is
very attractive. It is helpful to identify the metastable species and to consider the elemental
process of the photo-induced polymerization. The structure and electronic properties of the
tadpole molecule are also informative for the understanding of the photo-induced changes in
chalcogenide glasses.

Photo-induced phenomena such as the generation of macromolecules of sulfur in strongly
restricted geometry are interesting, and may indicate a new direction in the field of studies on
photo-induced changes. Suppose liquid sulfur consisting of S8 rings in the very small space
with a thickness of, for example, 100 Å in which S8 rings can move freely. What happens to
the structure of liquid sulfur when a strong laser illumination produces long polymers instan-
taneously in such an extremely narrow space?

Concerning the photo-induced SC–M transition in liquid selenium, we do not have any
direct evidence and still have several problems to be overcome experimentally. If a photo-
induced SC–M transition in liquid selenium is confirmed, it will be very important from both
academic and application points of view.
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13 Staebler–Wronski Effect: Physics and Relevance to
Devices

Paul Stradins and Michio Kondo

Light exposure in a-Si:H produces changes in photoconductivity (the Staebler–Wronski ef-
fect), creates Si dangling bond defects and deteriorates device performance. The Staebler–
Wronski effect has been the most important issue of a-Si:H from both fundamental and appli-
cation points of view for the last two decades and its mechanism has been studied extensively
in terms of the carrier recombination processes and of hydrogen mediated structural change.
The non-radiative bimolecular recombination of photo-carriers gives rise to defect creation
during the dissipation of the phonon energy. Defect creation kinetics are insensitive to the
exposure conditions such as temperature and light intensity. This suggests that the defect
creation kinetics are not governed by the competition between different bulk recombination
channels. Nevertheless, defect creation efficiency and their thermal stability strongly depend
on the film microstructure and hydrogen content, particularly SiH2 density in the film. In-
dependent creation of defects in separated regions resulting in a wide distribution of defect
creation rates is suggested. Time scales involved in defect creation suggest longer-living de-
fect precursors. Another finding of much importance is that the carrier capture cross-section
of the defect is intimately correlated with its thermal stability. This explains the very large
changes in photoconductivity caused by relatively minor changes in defect concentration, as
well as hysteresis loops between electron lifetime and defect concentration. This result im-
plies a strong coupling between the electronic and structural nature of the defect. In fact,
experimental evidence suggests structural changes in the medium range during the defect cre-
ation. The degradation of the devices has been well correlated with the defect creation in
the bulk. The crucial parameter of the film property is the SiH2 density in the film, which is
mainly determined by the deposition rate. A successful control of the degradation by means
of suppression of the SiH2 density is demonstrated.

13.1 Introduction

Interaction between photons and material shows a wide variety of phenomena such as excita-
tion of electronic states and subsequent relaxation with radiative or non-radiative emission of
excess energy that sometimes results in the creation of new electronic or structural states. Ra-
diation damage is a common issue in solids and their devices, and possible radiation sources
are photons including cosmic rays, X-rays or γ-rays, and high-energy particles. When a high-
energy electron irradiates crystalline silicon, for example, with an energy of ∼106 eV, an
isolated vacancy in the neutral state, V0, is formed. The electronic state and thermal stability
of the vacancy have been extensively studied [1].
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In hydrogenated amorphous silicon (a-Si:H), on the other hand, it was found that the
bandgap light (hν > 1.7 eV), that is, at photon energies much lower than those for the ra-
diation damage of c-Si, causes large changes in photoconductivity (the Staebler–Wronski ef-
fect [2], 1977), indicating structural metastability of the amorphous network. Although the
origin of photodegradation has been ascribed to the defect creation with some relevance to
hydrogen, after more than 20 years of extensive research [3,4] the microscopic understanding
of the mechanism is still an open question. a-Si:H being one of the most promising materials
for inexpensive large area solar cell technology, this effect poses a challenge to the solar cell
industry [5]. It is also a challenge to our understanding of the structural changes in disordered
semiconductors.

Unlike in chalcogenide semiconductor glasses such as As2S3, in a-S:H light exposure
does not produce significant changes in bulk optical or structural properties. However, large
amounts of Si metastable dangling bond defects up to 1017 cm−3 are created, which act as
charge carrier recombination centers. Besides defects, small changes in network structure are
produced by light as confirmed by very sensitive detection techniques [6, 7]. These larger-
scale changes are more likely to affect the carrier transport, while the deep defects strongly
reduce the photocarrier lifetime.

It is largely accepted that the photodegradation is caused by Si dangling bond defects.
Several defect creation models have been proposed. They follow the suggestion that an elec-
tronic bimolecular recombination [8] or trapping [9] event is important to trigger the structural
reaction. The nature of the following structural reaction, however, is not clarified. The exist-
ing models suggest H atom insertion into a weak Si–Si bond [8] thus creating two spatially
separated Si dangling bonds; H atom detachment from Si–H followed by its diffusion, trap-
ping [10], and formation of double-H complexes [11]; creation of a pair of Si dangling bond
and a highly mobile floating Si–Si bond, the latter diffusing away and reacting with defects,
each other, or with Si–H [12–15]; and less specific atomic rearrangements involving wide
distributions of energy barriers [9, 16, 17]. Light-induced defects have a wide distribution of
annealing energy barriers [8, 18], thus they are unlikely associated with a single metastable
configuration. It remains unclear how the hydrogen is involved in the defect creation. Pulsed
ESR measurements reveal that H is excluded from the immediate vicinity of the light-induced
defects and the defects are spatially isolated from each other [19]. On the other hand, solid
evidence exists about the role of hydrogen in the annealing of the defects at elevated tem-
peratures (above 150 ◦C). The annealing behavior of defects correlates with the temperature
dependence of the atomic H diffusion, its dependence on doping, and the dispersive motion of
hydrogen [20]. Clustered H also seems to be involved in defect creation [21, 22].

Despite being caused by the defects, photodegradation is not related to the defect creation
in a straightforward and unique way [23–25]. Light exposures performed under different con-
ditions (low temperature vs. high temperature, intense laser pulses vs. constant light illumi-
nation etc.) yield very different magnitudes of photodegradation for the same total amount of
the defects created. As a consequence, hysteresis loops between the electron mobility–lifetime
product and the number of defects in exposure–annealing cycles are observed [23, 25]. De-
fects that are thermally more stable affect the photoconductivity to a lesser extent [23,25,26].
Therefore, either very different defects are created under various conditions, or other entities
are created along with defects that strongly affect carrier recombination. The existence of two
different kinds of defects [23], wide distributions of the defect capture coefficients [17, 24],
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and larger-scale structural changes in the network [6] accompanying defect creation were
suggested. Partly because of the above non-unique relation between defects and photocon-
ductivity, the photodegradation in solar cells is often difficult to relate to that in the i-layer
bulk films.

This chapter deals with the physics of light-induced defect creation and its relation to the
photodegradation in a-Si:H films and solar cells.

13.2 Creation of Si Dangling Bond Defects

Light-induced creation of Si dangling bond defects is likely initiated by a photocarrier recom-
bination event followed by a structural reaction. The role of recombination was demonstrated
by Staebler et al. by reduced photodegradation in pin structures under reverse bias [27]. Defect
creation generally follows sublinear dependences both on time t and on the cw photocarrier
generation rate G [8]:

ND ∼ Gmtn (13.1)

with m ≈ 0.6 and n ≈ 0.33 in the long-time limit. Defect densities ND are typically mea-
sured by electron spin resonance (ESR) or by optical sub-gap absorption using photothermal
deflection spectroscopy (PDS) or constant photocurrent method (CPM).

Stutzmann et al. [8] proposed that defect creation is triggered by bimolecular recombi-
nations via localized tail states, which correspond to distorted Si–Si bonds. These events
compete with recombinations via already existing defects. As the latter increase due to light
exposure, the bimolecular recombination rate decreases leading to Eq. (13.1) [8]. This model
assumes that defect creation rate mirrors the bimolecular recombination rate. This assumption
can be tested by studying the defect creation kinetics under conditions where the bimolecular
recombination dominates. Such a regime is realized at low exposure temperature Te or at very
high photocarrier generation rate G.

13.2.1 Defect Creation at Low Exposure Temperatures and Their
Thermal Stability. Effect of High Electric Fields on Defect
Creation

Light-induced degradation experiments were performed down to cryogenic temperatures [17,
24, 25, 28, 29]. At very low temperatures, recombination is mostly radiative and bimolecular
owing to the large population of ∼1017 cm−3 electrons and holes trapped in the band tails [20].
Large densities of trapped photocarriers were confirmed by ESR [30] and by the photocurrent
transients produced by re-excitation with IR light [31]. Thus at low T the defect recombination
is weak leading to an almost constant bimolecular recombination rate. Under these conditions
one expects to observe a linear increase of ND with time t.

In the experiment, the defect density was monitored by relative changes in the sub-gap
absorption α (1.3 eV) by CPM at 4.2 K. These relative changes in α agree well with those
measured by CPM at 300 K on a sample degraded at room temperature and thus serve as a
reliable measure of sub-gap absorption due to defects [24, 25]. Figure 13.1 shows the time
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evolution of α due to light-induced defect creation at different exposure temperatures Te [17].
At Te = 300 K, Δα/α0 increases with time sublinearly with n = 0.33 in agreement with
Ref. [8]. At Te = 20 K, the Δα/α0(t) is very similar to that at 300 K. These α changes
are not related to the trapped carriers because they persist after applying bandgap and sub-
gap measurement light, which greatly modifies the trapped carrier populations. Also, this
long-term increase in α (1.3 eV) is not affected by the following prolonged (∼1 h) exposures
by strong infrared light with photon energies of 1–1.3 eV. Thus, it is due to the creation of
metastable defect states at 20 K with very similar kinetics and efficiency as at 300 K. Similar
defect creation is observed also at 4.2 K [25, 28, 29]. Surprisingly, less defects are created in
the intermediate Te range between 80 and 250 K.

Figure 13.1: Kinetics of the increase in the sub-gap absorption due to the light-induced defect creation
at different temperatures Te. Cw light exposures were performed at photocarrier generation rate G =
3.7 × 1021 cm−3 s−1 [17].

All curves shown in Fig. 13.1 follow a sublinear tn dependence with n ≈ 0.3, despite large
differences in the relative contribution of bimolecular events in recombination. Figure 13.1
suggests that defect creation kinetics unlikely reflect the changes in the bimolecular recombi-
nation rate with the number of defects.

Therefore, even though the recombination processes over this wide Te range vary drasti-
cally (from defect-controlled to largely bimolecular and from non-radiative to largely radia-
tive), the defect creation remains remarkably robust and varies only within a factor of 3 in ef-
ficiency. Because the kinetics and G dependences are similar over the whole T range [17,25],
one can characterize the defect creation efficiency by ND created by the same exposure at dif-
ferent Te, see Fig. 13.2. Surprisingly, it exhibits a broad yet unexplained minimum between
80-250 K [17]. This is also observed in the degradation of photoconductivity [25].

Defect creation at low temperatures has been observed by other groups using ESR and lu-
minescence techniques [18,32–34]. Using the second harmonic ESR signal detection method
combined with bleaching of the trapped charges by sub-gap light, Schultz et al. confirmed by
ESR the creation of Si dangling bond defects at cryogenic temperatures [35].
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Figure 13.2: Increase in the sub-gap absorption due to the defect creation by identical cw light exposures
for 2 h at different temperatures [17].

Defects created at low Te have wide distributions of energy barriers for annealing [8, 18,
25]. Some of the defects created at 4.2 K are unstable at 200 K, while complete annealing
is achieved only at 450 K [25, 36]. Zhang et al. [18] studied thermal stability of the defects
created at 77 K by stepwise annealing. Their fitted distribution of activation energies is shown
in Fig. 13.3. The exact shape of the distribution may be somewhat uncertain [37], yet it clearly
spans over a wide energy range of 0.5–1.2 eV.

Figure 13.3: Fitted distribution of the annealing activation energies of the defects created by light ex-
posure at 77 K (solid curve) and after keeping the exposed sample at various temperatures for times
indicated [18].

In order to explain the robustness of the defect creation kinetics, one might consider that
defect creation is triggered by some special recombination events. For example, it may be
initiated by a geminate non-radiative recombination between the electron and hole. To test
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this possibility, high electric field was applied during the defect creation at 4.2 K [17]. A
30% reduction in the defect creation efficiency under a field of 105 V/cm was demonstrated
in a sample with coplanar electrodes. This effect is not due to the reduction of the total
recombination rate in the film by spatial separation of the photocarriers as in p–i–n structures
[27], but is rather due to changes in the recombination processes in the sample itself. It is
possible that reduced degradation in compensated a-Si:H is due to similar built-in electric
fields [3]. Despite the observed effect, geminate non-radiative processes are unlikely to be
the main reason for the defect creation. First, the defect creation is very effective at high
G (see the following section) where geminate recombinations are unlikely. Second, defect
creation efficiency weakly depends on photon energy and is effective even at 1.1 eV excitation
light [38]. Such a low-energy excitation is unlikely to provide enough energy for a single
geminate non-radiative recombination to create a defect.

13.2.2 Defect Creation at Very High Photocarrier Generation Rates

Recombination is mostly bimolecular also at very high photocarrier generation rates G, such
as during nanosecond laser pulses at ∼108 suns. Large concentrations of photocarriers trapped
in the valence (VB) and conduction band (CB) tails lead to the dominance of the bimolecular
events over those via defects. When the product of trapped hole concentration and capture
coefficient for electrons exceeds that for the defects, electrons in the extended states recombine
mostly with trapped holes. In intrinsic a-Si:H, photoconductivity σp is mostly due to electrons.
Thus, σp at very high G is expected to take the same value for different defect concentrations,
provided that the transport properties remain unchanged. This value is governed by G, by the
slopes of the CB and VB tails, by the capture coefficients into the tail states, and by extended
state mobilities [39]. Photoconductivity is expected to increase with G approximately as G0.5,
reflecting the decrease of electron lifetime with trapped hole concentration.

Owing to the very short photocarrier lifetimes at high G, the photoconductivity values
σp(t) during the pulse correspond to the steady-state condition. This is confirmed by plotting
σp(t) against the corresponding G(t) during the 5 ns laser pulse (Fig. 13.4). σp(G) forms a
single dependence σp ∼ G0.5 both for the rise and fall of the light intensity in the pulse and
does not depend on how the value is reached. This demonstrates that recombination proceeds
bimolecularly during the pulse with very short sub-nanosecond photocarrier lifetimes.

Similar behavior is observed for intense microsecond Xe flash pulses [39] where σp(t)
also takes quasi-steady-state values during the pulse. Thus, a graph of the steady-state photo-
conductivity in a-Si:H over 16 orders of magnitude in G can be composed from cw light, flash
and laser pulse measurements (Fig. 13.5).

The annealed state was measured with small number of pulses to avoid its degradation.
The photoconductivity dependences on G show two regions. In the first, low G region, σp

steeply rises with G as σp ∼ Gγ with γ between 1 and 0.7 and is strongly affected by the Si
dangling bond defects. The recombination is controlled by the defects and is monomolecular.
Strong photodegradation is observed here. Note that a 10-fold increase in defect concentration
produces more than 100-fold decrease in photoconductivity. This non-linear behavior is due
to the difference in capture coefficients for native and light-induced defects and is discussed
in Section 13.4.
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Figure 13.4: Instantaneous values of photoconductivity σp(t) during the laser pulse plotted against the
instantaneous values of the generation rate G(t). Up and down arrows indicate the beginning and the
end of the pulse, respectively [40].

Figure 13.5: Steady-state photoconductivity of a-Si:H as a function of photocarrier generation rate for
annealed (ND = 5× 1015 cm−3) and light-exposed (ND = 5× 1016 cm−3) states at T = 300 K. Data
for G ≤ 1025 cm−3 s−1 and crosses are from Ref. [39], highest G data – ns laser pulses [40].

At high G we observe γ ≈ 0.5. This is a bimolecular recombination regime where defects
become irrelevant. For the annealed state it sets in at G∼1020 cm−3 s−1 while for the exposed
state it takes over at G ∼ 1024 cm−3 s−1. This is due to the different concentrations of defects
to compete with the bimolecular channel. Annealed and degraded state curves merge at very
high G. Even the n-type and p-type a-Si:H approach the same dependence as doping also
becomes irrelevant at very large G [39, 41].

Thus, at high G the bimolecular regime dominates. One therefore expects very efficient
defect creation and linear dependences of ND(t) on both t and G because the bimolecular
recombination rate is equal to G. Indeed, it was discovered [42, 43] that defects are created
about 1000 times more efficiently by intense short laser pulses as compared with moderate
cw light of 1–10 suns. Nevertheless, the time dependence remains sublinear with n ≈ 0.5,
while the G exponent of Eq. (13.1) is indeed close to m = 1 [42–44]. To explain the observed
time dependence, Stutzmann et al. [42, 43] proposed that the defects are created by residual
bimolecular recombination events after the pulse. As the photocarrier concentration decreases
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after the pulse, the defects start to control the rate of the gradually weakening bimolecular
recombination channel. Thus the time interval during which the defect creation takes place
is given by the carrier lifetime after the pulse, which is inversely proportional to the defect
concentration: τ ∼ 1/ND. Solving the rate equation for defect creation in this case gives
m = 1 and n = 0.5 [43].

This model leaves it unclear why the other, much more numerous bimolecular recombi-
nation events during the pulse do not trigger the defect creation. These recombination events
are not influenced by defects [39, 45]. In addition, the decay of photoconductivity after the
pulse is independent of the pulse energy [45]. The above assumption that this recombination
tail controls the defect creation contradicts the experimentally observed linear G dependence
of defect creation (m = 1).

These arguments were tested experimentally [40, 46]. Figure 13.6 shows photoconductiv-
ity transients produced by an intense 5 ns long laser pulse. Transients a, b, c, and d were taken
at different stages of degradation by similar pulses at exposure times indicated on the figure.
Transient e results from two-fold more intense pulse applied to the 2 min exposed film.

Figure 13.6: Transient photoconductivity during exposure to intense 5 ns bandgap light laser pulses of
energy E = 1.5 mJ/cm2 and the residual photoconductivity tails after the pulse (see text for details),
after [40, 46].

First, the whole shape of the photoconductivity transient during the light pulse (within
5–20 ns) is independent of the state of degradation. This indicates that major recombination
processes are not influenced by the defects, and that there are no light-induced changes in
electron mobility or in CB and VB tails. It is only after the pulse, when conductivity drops
about 20-fold that the defect recombination sets in and affects the photoconductivity transient.
As shown above, a quasi-stationary state governed by very short (<1 ns) photocarrier life-
times is established during the pulse [40]. Most of the recombination events (of the total of
2 × 1019 cm−3) take place during the pulse and are bimolecular. Only a small fraction (esti-
mated 1%) take place after the pulse and proceed through the defects (tails of the curves a–d).
This small fraction of total recombination is unlikely to be responsible for the defect creation.
First, it is almost independent of the excitation pulse energy: the long-time tail of σp(t) re-
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mains the same when the pulse energy is doubled, see curves d and e. Second, in another
experiment, this tail of σp(t) was greatly enhanced by applying a weaker, 6 μs long flash bias
pulse simultaneously with the laser pulse. Nevertheless, no significant changes in the defect
creation were observed [40]. Third, as will be shown in Section 13.2.3, creation of the new
defects by pulses is not influenced by a large number of pre-existing defects. Therefore, de-
fect creation is unlikely to be related to the residual recombination after the pulse. Rather, it
is triggered by numerous bimolecular recombination events during the pulse.

To summarize, laser pulse exposure experiments show that defects are created very effi-
ciently at high G where bimolecular recombination dominates. However, the defect creation
kinetics even under these conditions are sublinear with n = 0.5. This dependence does not
originate from the influence of existing defects. The latter do not influence the bimolecular
recombination rate during the pulse. They do affect the residual recombination tail after the
pulse, but the experiments show that this tail has no relevance to the defect creation. Finally,
large amounts of pre-existing thermally stable defects have no influence on the creation of new
defects, see the next section. Therefore, the origin of the sublinear kinetics of light-induced
defect creation is neither related to changes in bimolecular recombination rate nor to any in-
fluence of the pre-existing defects on the creation of the new defects. It seems more likely
that these kinetics originate from a disorder-related wide distribution of the creation time con-
stants [17]. Experimentally observed wide distributions of the defect annealing activation
energies (Fig. 13.3) indirectly support the above suggestion.

13.2.3 Influence Between Groups of Defects with Different Stability

To understand the mechanism of defect creation it is important to clarify the origin of the
robust sublinear defect creation kinetics (Eq. (13.1)). The creation of new defects might be
suppressed by the presence of the existing defects. This interaction might be either via photo-
carriers [8] or other mobile species [11,13]. As shown above, the photocarriers seem unlikely.
Branz [11] suggested that defect creation is accompanied by a release of mobile H atoms
from Si–H bonds. These mobile H atoms either recombine with the dangling bonds or form
metastable complexes by pairing with each other on a weak Si–Si bond. The latter process
stabilizes the newly created Si dangling bonds. In this model, it is the mobile H that realizes
the interaction between the defects. When many defects pre-exist in the sample, mobile H
recombines with them and the creation of new metastable H complexes is suppressed, as is
the creation of new metastable defects. By solving coupled rate equations, sublinear creation
kinetics for cw and pulse regime were obtained in agreement with the experiment [11]. Simi-
lar arguments are the basis of model by Biswas et al. [13] where instead of mobile H, mobile
floating Si bonds are created together with the defects. They can either recombine with de-
fects or form weak Si–Si bonds by pairing with each other. Their steady-state concentration
depends on the defect concentration. In the above models, mobile atomic species establish
a global link between different defects in the sample. It is important to test experimentally
whether such an interaction between the defects exists.

For this, the following experiment was performed [47]. All light-induced defects were for-
mally divided into two groups, which differ by their thermal stability. The first group, “soft”
or S-defects, are those which anneal out by heating the sample to 360 K. The other group,
“hard” or H-defects, remain stable upon heating to 360 K. By performing 360 K annealing
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before and after exposure, one measures the changes in the concentrations of defects in both
groups. Samples were subjected to identical exposure at 300 K by laser pulses for 8 h in two
cases. In the first case, the films had been annealed at 470 K before the exposure and thus
contained only a small amount of H-defects. In the second case, films contained numerous
H-defects created by a prolonged pre-exposure at 360 K. Figure 13.7 shows the increase in
the S-defect concentration Δα(S) (given by sub-gap absorption α) due to exposure at 300 K
as function of the pre-existing H-defect concentration given by α(H).

Figure 13.7: Increase in the unstable (S) defect concentration by laser pulse exposure at 300 K in
the presence of different amounts of pre-existing stable (H) defects. Three different intrinsic a-Si:H
films were prepared by expanding thermal plasma (ETP), VHF SiH4 plasma, and deuteriated silane RF
plasma. Defect densities are measured by the sub-gap absorption α (1.24 eV). Data from Ref. [47].

Surprisingly, the amounts of S-defects created in the presence of very different concen-
trations of H-defects are almost identical within experimental error. The latest experiments
[48, 49] show that the creation of both S and H defects by laser pulses even follows similar
kinetics with n ≈ 0.5. These results strongly suggest that each group of defects is created
independently and there seems to be no entity that establishes “global” link between them.
Instead of the global interaction proposed in the above models [8,11,13], it seems more likely
that defect creation and annealing might be a very local process restricted to the vicinity of
special atomic structures like bivacancies [50], voids, or other unusual regions. In this case,
no global link establishes between defects created in these separated regions. Defect creation
rates might vary from region to region. Such a wide distribution of defect creation rates pro-
vides an alternative explanation for the sublinear creation kinetics without involving a global
link between different groups of defects.

13.3 Effect of H-Content and Microstructure. Defect
Precursors. Structural Changes

Defect creation depends on the film microstructure and hydrogen content. Defect creation
is very effective in disordered a-Si:H films deposited at low substrate temperature and having
high H content. In contrast, defect creation is suppressed in defective films with low H content
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prepared by H effusion [51]. These variations might be due to both the H-content and film
microstructure. The better correlation between the SiH2 density rather than the SiH density in
the film and the photocreated dangling bond density has been pointed out [52, 53]. Clustered
H is also likely to be involved in photodegradation [22]. These effects could be ascribed to
the structural flexibility of the network due to the lower coordination number of Si atoms, in
spite of the absence of the direct experimental evidence of the contribution of the SiH2 or SiH
cluster to the defect creation. On the other hand, the defect creation efficiency varies little in
a wide range of device quality films [24, 47]. However, defects created in these films have
different thermal stability depending on the deposition method [47].

Defect creation by cw light is reduced in amorphous a-Si:H films containing a small frac-
tion of microcrystallites [54]. This has been attributed to an alternative recombination path via
crystallites [54]. On the other hand, the amorphous phase itself appears more ordered in films
prepared near the microcrystalline threshold [55] and thus might have different light-induced
defect properties (e.g. thermal stability).

Light-induced defect distribution in the depth of the film suggests that there are no defect
precursors that diffuse long distances [56]. The defect depth profile is wider than that of
the photocarrier generation rate, yet it can be explained by the commonly observed sublinear
generation rate dependence (Eq. (13.1)) of creation efficiency [57].

Time scales of the defect creation were studied in order to establish the existence of slower
defect precursors [46]. A sample was degraded by pairs of intense nanosecond laser pulses.
Degradation was studied as a function of the delay time between the pulses in the pair. Defect
creation by the second pulse might be enhanced by the defect precursors left after the first
pulse. Experiment reveals two time scales in these dependences. The shorter one is approxi-
mately equal to the width of the light pulse and is likely due to the photocarriers surviving from
the first pulse that contribute to the bimolecular recombination events of the second pulse. The
second time scale is in the microsecond range and might be related to slower atomic precur-
sors [40,46]. If related to mobile hydrogen [11], this would correspond to its diffusion by only
few nm at room temperature. Separated regions suggested in Section 13.2.3 might restrict the
diffusion of the hypothetical precursors.

Besides the defect creation, larger scale structural changes take place under light expo-
sure [6]. The network flexibility allows spatially extended relaxation of the order of nm ac-
companied with defect creation. The photo-induced volume expansion (PVE) [7] has been
thoroughly studied. PVE does not apparently correlate with defect creation, since it exhibits
different kinetics and G dependence [58–61], and it strongly depends on the exciting photon
energy [62]. The deposition condition dependence of PVE has also been studied [63, 64] and
it does not apparently correlate with the defect creation efficiency. These effects are discussed
in more detail in another chapter. Larger scale structural changes possibly affect charge carrier
transport properties such as mobility, but this effect is too small to be detected in standard mea-
surements. Small light-induced changes in the photoconductivity at high G (Section 13.2.2),
drift mobility [65–67], and Urbach tail [68] all indicate small changes in transport properties.
As shown below, photodegradation is mostly due to the changes in the photocarrier lifetime.
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13.4 Light-Induced Degradation of Photoconductivity

At room temperature under a low photocarrier generation rate (<1019 cm−3 s−1), carrier
transport is in the extended states and their lifetime is largely controlled by defects. Indeed, the
inverse free electron lifetime τ−1 can be approximated by the following simplified expression:

τ−1 = c0N0 + c1N1 + c2N2 + c3pt + · · · (13.2)

where the products of concentrations of recombination centers Ni and their capture coeffi-
cients ci are summed over sets of species active in recombination [69]. They include N0 native
defects and pt holes trapped in the VB tail. Light-induced defects here are represented by two
sets N1 and N2. The latter reflect a wide range in the capture properties of the light-induced
defects, as will be demonstrated below. If the concentration of neutral defects is relatively high
and the photocarrier generation rate G is low, then the contribution of the VB tail states and
the charge transfer from these states into defects can be neglected and the defects dominate the
recombination. One would thus anticipate that a 10-fold increase in the defect concentration
by light exposure lowers the mobility–lifetime product μτ 10 times. One would also expect
the majority photocarrier lifetime to be a unique function of the total number of defects if they
all have similar properties. The experimental result, however, is different as demonstrated by
Fig. 13.8.

Figure 13.8 shows the normalized photoconductivity σp/eG temperature dependences for
different intrinsic a-Si:H samples. σp/eG is equal to the electron mobility–lifetime prod-
uct μτ except for the T < 40 K energy-loss hopping region. Standard glow discharge film
from the University of Chicago, remote plasma CVD by Xerox, heated mesh PECVD by
Electrotechnical Laboratory, and hot wire CVD film (with low 1.8% hydrogen content) by
National Renewable Energy Laboratory were studied [24]. In the annealed state, the films are
highly photoconductive at room temperature. After degradation for 120 h at room temperature
by G = 1022 cm−3 s−1 cw light, the σp at 300 K drops ∼100 times and takes similar values
in all samples [24]. Surprisingly, this corresponds to an only nine-fold increase in the defect
concentration (α/α0 = 9). This strong reduction in σp at high temperatures is not related
to possible shifts in the Fermi level [24]. The changes in σp are small in the low T region,
indicating small changes in CB tail according to the energy-loss hopping model [70].

The degradation of σp becomes even stronger when the light exposures are performed at
low temperatures. The bottom curve represents the same Chicago sample after 164 h light
exposure at 20 K performed at G = 3.7 × 1021 cm−3 s−1. This 20 K exposure produces al-
most the same number of defects (α/α0 = 8) as the above 300 K exposure, yet it degrades σp

much more. Thus, defects created at different temperatures have different effects on the pho-
toconductivity. This is further evidenced by stepwise annealing, which gradually eliminates
unstable defects. The 20 K exposed sample was annealed at 300 K for 30 min. This annealing
reduced the total number of defects by only 20%, while the photoconductivity increased by
more than a factor of 10 (dotted curve with double arrow), close to the 300 K exposure curve.

As seen from Fig. 13.8, the degradation of the photoconductivity is not related to the de-
fect creation in a simple inverse-linear and unique way. First, the photoconductivity degrades
by several orders of magnitude while the defect density is increased by less than a factor of
10 by light exposure. Second, equal numbers of defects produced under different conditions
(different exposure T , or after partial annealing) give rise to very different photoconductivity
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Figure 13.8: Normalized photoconductivity σp/eG as a function of T for different a-Si:H samples in
the annealed (upper family of curves) and strongly degraded states (lower curves). Bottom curve: glow
discharge a-Si:H after light-induced degradation at 20 K and the result of subsequent annealing at 300 K.
Defect concentrations relative to the annealed state are given by the sub-gap absorption ratios α/α0 at
1.3 eV; the measurement G is ∼1018 cm−3 s−1; after [24].

values. The defects created at higher exposure temperature or left after partial annealing to
higher temperature reduce the photoconductivity less. The latter effect was first demonstrated
by Han and Fritzsche [23] by hysteresis loops between photoconductivity and sub-gap ab-
sorption upon light exposure and subsequent annealing. These loops were observed later by
several groups [18,25,29,71,72]. It thus appears that more thermally stable defects have lower
capture coefficients for photocarriers, as first suggested by Shepard et al. [26].

In Figure 13.9 the inverse mobility–lifetime product (μτ)−1 is plotted as a function of
the number of defects produced by light exposure. Linear dependences are obtained [47],
similar to Refs. [73–75]. Thus Eq. (13.2) can be approximated by τ−1 = ceffND, where
ceff is the effective defect capture coefficient for the ensemble of defects created. They are
indeed strongly reduced at higher exposure temperatures (compare dark and open circles).
This explains the non-unique dependence of σp on ND. Large nonlinear changes in σp with
defect concentration (Fig. 13.8) can also be explained by large differences between capture
coefficients of defects having different thermal stability. Indeed, the capture coefficient of
native (stable) defects c0 in Eq. (13.2) is about 10 times lower than that for light-induced
defects ceff [47, 76]. Therefore, increasing ND by factor 10 by light exposure reduces the
photoconductivity by a factor of 100. In the experiment, this effect is typically seen as a sharp
drop in the photoconductivity at the beginning of light exposure. This behavior is not evident
from the linear plot of Fig. 13.9 since the native defect concentrations are low.

It may seem puzzling that the exposure curves in Fig. 13.9 are linear. Indeed, a whole
spectrum of defects is created during the 300 K laser pulse exposure, with a wide distribution
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Figure 13.9: Relation between (μτ)−1 and defect spin concentration NS due to light exposure (by
nanosecond laser pulses). Exposure was performed at 300 K unless otherwise specified. Closed circles,
Expanding Thermal Plasma film prepared at 250 ◦C; open circles, same sample exposed at 360 K. Dark
triangles, VHF 20 Å/s film deposited at 250 ◦C; crosses – PSU H-diluted R = 10 RF a-Si:H; diamonds,
D-diluted VHF film with D/(D+H) = 0.2. Open triangles, VHF 5 Å/s, 350 ◦C a-Si:H. Closed squares,
RF a-Si:D, open squares, same film exposed at 360 K [47].

of the annealing activation energies (see Section 13.2.1) and thus of their capture coefficients.
In Eq. (13.2), two model sets of light-induced defects N1 and N2 can be associated with two
different stability groups similar to S-and H-defects of Section 13.2.3. The capture coefficients
of S-defects are higher than those of H-defects. Nevertheless, the creation of S- and H-defects
has similar kinetics [48, 49]. Thus, their concentration ratio N1/N2 remains constant during
the creation and Eq. (13.2) can be approximated as τ−1 = ceffND. This might not be the case
for prolonged cw exposures where S-defects tend to saturate [76].

The relation between the defect annealing energy distribution and their apparent capture
coefficients is demonstrated in Fig. 13.10 [47]. The defects were created by laser pulse expo-
sures in three different films and subsequently stepwise annealed to the temperatures indicated
on the figure. Stepwise annealing destroys less stable defects with high capture coefficients,
thus the annealing curves lie below the exposure curves and form hysteresis loops of different
widths.

The width of the hysteresis loops depends on the width of the defect annealing energy
distribution. Defects created in the high deposition rate ETP film at 300 K are relatively
hard to anneal as demonstrated by the stepwise annealing experiments. They have a wide
annealing energy distribution [48, 49]. This sample has the widest hysteresis loop (left loop,
A). In contrast, light-induced defects in the R = 10 film (deposited near the microcrystalline
threshold) are quite unstable: about 25% anneal out within 2 days at room temperature [47].
Their annealing energy distribution is narrow [48,49]. This corresponds to a narrow hysteresis
loop (B, crosses). Wider spectrum of more stable defects is created in a standard VHF sample
(B, triangles) in which the hysteresis loop is wider than in the R = 10 film. Defects with
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Figure 13.10: (A) Relation between electron inverse μτ product at 300 K and sub-gap absorption in
Expanding Thermal Plasma (ETP) a-Si:H film. Closed circles, left exposure at 300 K; open circles,
exposure at 360 K, followed by additional exposure at 300 K (closed circles, right). Open squares and
the annealing temperatures indicate stepwise annealing. (B) Exposure at 300 K followed by stepwise
annealing in VHF low rate a-Si:H (triangles) and PSU R = 10 transition region sample (crosses). Upper
parts of the loops, exposure; lower parts, annealing [47].

a narrow activation energy distribution were created in the following experiment. The ETP
sample was first strongly pre-exposed at 360 K (A, open circles) producing numerous stable
H-defects. The exposure was continued at 300 K (A, closed circles, right). This exposure
mostly generates unstable S-defects and only a few additional H-defects. These S-defects
anneal out (open squares) at slightly above 360 K and thus have narrow activation energy
distribution. They have high capture coefficients as evidenced by the steeper slope of the
(μτ)−1 = f(α). They exhibit very narrow hysteresis loop upon annealing. Thus, narrow
defect annealing energy distributions correspond to narrow hysteresis loops, and vice versa.

Large variations in capture coefficients of the defects might be related to variations in
their atomic surroundings or energy levels in the gap. The latter were investigated by sub-
gap absorption α(hν) measurements by CPM at 4.2 K [36]. This technique detects optical
transitions of majority photocarriers – electrons from the gap states to the conduction band.
Figure 13.11 demonstrates changes in the spectral shape of α(hν). During the exposure at
4.2 K, α values at photon energies larger than 1.1eV increase monotonically (a) following the
defect creation kinetics: α ∼ t0.33, and they decrease monotonically (b) as defects anneal out.
The lower-energy values of α (<1.1 eV), however, remain constant or even decrease during
the exposure. Upon annealing, they exhibit an unexpected increase before the final decrease.
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This increase starts at the same temperature 200 K above which the degraded μτ - product
starts to recover, see Fig. 13.8.

Figure 13.11: Changes in the sub-gap absorption at different photon energies due to the light exposure
at 4.2 K (a) and subsequent partial anneal (b) at higher temperatures Ta [36].

These non-monotonic changes in α (<1.1 eV) might be related to changes in the defect
states density or in their occupancy. Lower energy photons can excite electrons from only a
part of the defect states distribution closer to CB, while higher energy ones are likely to excite
all the defect states. The surprising constancy or decrease of low-energy α during exposure
suggests that these states either become reduced in number, or their occupancy is lowered
owing a weak p-type doping effect by some newly created states closer to VB edge. Most
likely, additional states accessible for hν < 1.1 eV are also photocreated but they largely
remain empty and thus are not detected by CPM. Annealing behavior of α (<1.1 eV) might
be associated with a movement of defect energy levels closer to the CB edge as the metastable
changes in structure around them anneal out [17, 36]. The second possibility - replenishment
of the electron occupancy by annealing seems more consistent with the changes in α(hν)
during the exposure (Fig. 13.11a).

Spectral changes similar to those of Fig. 13.11 were observed also for 300 K exposures
[75, 77] and subsequent annealing [75] and were related to the disappearance of unstable de-
fects and changes in electron mobility–lifetime product. The capture properties of defects
seem to correlate with the spectral changes in α(hν). The explanation of this relation remains
a challenge, which may help to understand the mechanism of defect creation and photodegra-
dation. For example, floating bond states are expected to act as electron acceptors [14] and thus
might be candidates for the above light-induced p-type doping effect. According to Shimizu
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et al. [14] and Biswas et al. [13] they are created together with defects. On the other hand, the
light-induced p-type doping suggested above is inconsistent with experimental observation
that the Fermi level typically moves toward the midgap upon photodegradation independently
of the type of doping.

13.4.1 Photodegradation of Solar Cells

Since the carrier diffusion length in a-Si:H is much lower than in crystalline Si, the photogen-
erated carriers are collected by the internal field. The spatial separation of the photocarriers
prevents their recombination and accompanied defect creation. Under the open circuit condi-
tion, therefore, the degradation occurs most seriously, while under the short circuit or reverse
biased condition the degradation is much less. The effect of the magnitude of the internal
field also determines the thickness dependence of the degradation. The photocurrent and the
degradation have a trade-off relation as shown in Fig. 13.12. This relation limits the i-layer
thickness as well as the photocurrent value, resulting in the tandem cell structure to obtain
sufficient efficiency.

Figure 13.12: The fill factor FF of the a-Si:H solar cell before and after degradation, and its short circuit
current Jsc plotted as functions of the i-layer thickness. The light soaking condition was simulated
sunlight after standard atmospheric air mass (AM 1.5) at intensity 100 mW/cm2; after [78].

Another crucial factor for industrial application is the effect of deposition rate upon the
degradation. In the actual manufacturing process, a deposition rate of 1–2 nm/s is required
for the a-Si:H intrinsic layer. It has been known that the photodegradation becomes more sig-
nificant with increasing deposition rate [79]. The cause of this dependence has been ascribed
to the increase in the SiH2 density in the film with increasing deposition rate. The hydrogen
content as a function of the deposition rate has been reported in a wide range of deposition
rates [78]. As shown in Fig. 13.13, the reduction in the fill factor after the degradation in-
creases with increasing SiH2 density in the film.

It has been clarified that the SiH2 density is dominated by the higher silane related species
formed in the plasma particularly under high deposition rate conditions [80]. It has been
reported that the SiH2 density in the film is determined by the structural relaxation of adsorbed
radicals in the surface region accompanied by hydrogen evolution, i.e. 2Si–H → Si–Si + H2.
The structural relaxation is disrupted by the higher silane radicals such as Si2H5, Si3H7 and
so on because of their heavy mass and the steric hindrance [80], and the higher silane is more
effectively formed in the plasma with higher electron temperature [81]. Therefore, there are
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Figure 13.13: The reduction in the fill factor after the degradation as a function of SiH2 density using
a Schottky cell structure. The film thickness is nearly 1 μm. The films were deposited under various
conditions.

two possible ways to suppress the SiH2 density under a high deposition rate: to suppress the
electron density and to elevate the deposition temperature. The lower electron temperature
is obtained by means of plasma in the VHF region (>50 MHz). The structural relaxation is
activated at higher deposition temperatures even in the presence of the higher silane radicals
on the surface. As a consequence the photo degradation is significantly improved from 38% to
12% using the combination of the VHF plasma and a higher deposition temperature together
with moderate hydrogen dilution [82] as shown in Fig. 13.14. The low-temperature deposition
without hydrogen dilution results in severe degradation by 38%, which is improved by higher
deposition temperature (20%) and further improved by hydrogen dilution (12%). A stabilized
efficiency of 8.2% under 2 nm/s was obtained, which is the highest value among reported to
date.
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Figure 13.14: Photoinduced degradation behavior of the solar cell efficiency prepared under different
conditions. The solar cell had an n–i–p structure with a textured ZnO coated stainless-steel substrate.
The deposition rate is nearly constant at 2 nm/s for all of the cell; after [82].

To control degradation one needs to understand its mechanism and to relate the proper-
ties of bulk films with those in cells. Below we attempt to draw some link between them
based on the results in Sections 13.2 and 13.4. Depositing an amorphous i-layer near the
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microcrystalline transition by using H-diluted silane source gas has so far proven one of the
most promising approaches [5,83]. The photoconductive properties of the final degraded state
depend on the light-induced defect creation efficiency, their thermal stability (distribution of
annealing energies), and on their capture coefficients. The defect creation efficiency is re-
markably similar over a wide range of device-quality films (see Fig. 13.8 and Ref. [47]). Cells,
however, are operated at elevated temperatures and over extended periods of time, where de-
fect density tends to saturate. This saturation value is more related to the defect annealing
energy distribution than to their creation efficiency. These distributions depend on the film
microstructure [48, 49]. For example, light-induced defects in the R = 10 film near the mi-
crocrystalline transition are remarkably unstable [47]. At elevated exposure temperature they
saturate at low levels. This might explain the high stability of the solar cell with similar
i-layers. If the activation energy distribution is broad, hard defects continue to accumulate
under prolonged exposure at elevated temperature resulting in a high saturation value.

The capture properties of the defects are also likely to be important. Electron capture
by defects in films depends on the exposure temperature and on the film deposition technique
[47]. It is not clear whether the capture coefficients for electrons correlate with those for holes.
Cell efficiency is strongly governed by the hole mobility–lifetime product [20]. However, a
correlation of the cell properties with the electron μτ product has been emphasized [77]. In
the experiment below, light-induced degradation of the bulk a-Si:H film was related to that of
a solar cell with an identical i-layer [48]. The resulting changes in defect density of the film
and inverse mobility–lifetime product for electrons are plotted against the cell short circuit
current in Fig. 13.15. Photodegradation in both the film and the cell was performed at two
different temperatures at the same nanosecond pulse generation rate G.

Figure 13.15: Inverse electron μτ (circles) and defect spin density (triangles) of the a-Si:H film plotted
against the solar cell Jsc during the light exposure at 300 K (closed symbols) and 360 K (open symbols).
The cell i-layer material is identical with the film; after [48].

As seen from the figure, neither the defect concentration nor the inverse electron μτ prod-
uct uniquely correlates with the cell Jsc when defects are created at different exposure temper-
atures. The extent of cell degradation depends on the thermal stability of the created defects.
This implies different cell degradation by defects having different capture coefficients for



13.5 Summary 239

electrons. On the other hand, degradation of the cell in Fig. 13.15 is not fully governed by the
inverse electron μτ product either, which is proportional to the quantity ceffND. This is likely
due to a strong influence of hole processes and their different capture coefficients into defects.

13.5 Summary

Both the creation efficiency and kinetics of light-induced defects vary relatively little over
a wide temperature range down to liquid He temperature. They are not governed by the
competition between bimolecular and defect recombination channels. This is evidenced by
sublinear time dependences of defect creation at low temperatures and at high photocarrier
generation rate G where the bimolecular recombination dominates. These results indicate that
defect creation is not triggered by the recombination events that dominate in the bulk. Rather,
it might be triggered by recombination processes in special isolated regions such as near voids,
in H-rich or H-poor regions, etc.

To explain the above very robust kinetics of the defect creation, models involving other
metastable species created together with defects were proposed. These species might be mo-
bile hydrogen [11] or Si–Si floating bonds [13, 14]. Creation of new defects is suppressed via
capture of these species by the pre-existing defects. Experiment, however, does not provide
any evidence for such an interaction between the defects. Large amounts of thermally more
stable defects have no effect on the creation of less stable defects. Independent creation of
defects in separated regions with wide distributions of creation rate constants might provide
an explanation for the kinetics.

Photodegradation is caused by the changes in photocarrier lifetime. No significant changes
in the mobility or band tail states take place. Thus, photodegradation is caused by light-
induced defects that act as recombination centers. However, the capture properties of the
defects vary over a wide range and correlate with the defect thermal stability as first sug-
gested by Shepard et al. [26]. These large variations in capture coefficients are responsible
for the observed non-linear relation between the photoconductivity and defect concentration
and for the hysteresis loops between those quantities during the exposure–annealing cycles.
The changes in electron mobility–lifetime product are related to the creation or disappearance
of a certain number of defects with given thermal stability. Hence narrow hysteresis loops
between (μτ)−1 and defect concentration result from narrow annealing energy distributions
of the light-induced defects, while wide energy distributions produce wide loops.

Apparent capture coefficients might be influenced by hypothetical species that accompany
defect creation. It is essential that these species are created and disappear together with de-
fects because of the above relation between the defect capture coefficients and their thermal
stability. Possible candidates are mobile H or Si floating bonds. The capture properties of
the defect might be influenced by such a nearby species forming an electron trap [47]. Such
a nearby trap serves as an intermediate state for non-radiative tunneling into the defect [84].
Defect capture might also be influenced by a weak doping effect by other species acting as
electron acceptors, such as an Si floating bond. Identifying the cause of the large variations of
the capture coefficients and their correlation with defect thermal stability presents a significant
challenge and may elucidate the mechanism of photodegradation.
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Photodegradation in solar cells is reduced by deposition at higher substrate temperatures,
using deposition conditions that result in low plasma electron temperatures, and using H dilu-
tion. Defects having different thermal stability affect the degradation of solar cell differently.
This suggests that the extent of the solar cell photodegradation depends on the defect capture
coefficients for the photocarriers.
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14 Photo-Induced Structural Metastability in a-Si:H

Shuichi Nonomura

14.1 Introduction

Photo-induced metastability is a well-known phenomenon in amorphous materials [1] and is
often observed in optical, transport, magnetic and structural properties such as photodark-
ening [1, 2], photo-induced electron spin resonance (ESR) [3–5] and photo-induced volume
expansion [2,4] in amorphous chalcogenide semiconductors. In hydrogenated amorphous sil-
icon, the light soaking results in a decrease of photoconductivity (PC) and dark conductivity.
The initial parameters recover upon thermal annealing at ∼150 ◦C. This phenomenon [6,7] is
called the Staebler–Wronski effect. It was demonstrated by numerous studies that the decrease
of photoconductivity and dark conductivity caused by the light soaking is due to creation of
defect states [8], which are located at around the mid-gap energy level [9]. These defects
can be observed, for example, in ESR measurements (with g = 2.005) and the created de-
fect is ascribed to the Si dangling bond. The defect creation is also observed in the mid-gap
optical absorption spectrum [9] and as a decrease of photoluminescence intensity (PL). This
photo-induced defect state act as a recombination center [7] for the carriers excited by light
soaking, which produces the metastable change in PC, dark conductivity and PL [10]. Elec-
trically injected carrier recombination also induces the defect creation [11] which suggests
that the essential factor for the defect creation is a carrier recombination process. The photo-
induced defects disappear after thermal annealing, i.e. the defect creation and annihilation is
a reversible phenomenon. Although 25 years have passed after the first report of the Staebler–
Wronski effect, the final picture and the best experimental method to elucidate the origin of
the photo-induced metastability in a-Si:H remain unanswered questions until now.

In the application field of a-Si:H, especially in manufacturing activities of a-Si solar cells,
the photo-induced defect creation is an important problem to be solved, because an increase of
the recombination paths by the photo-induced defect creation results in lowering of the energy
conversion efficiency by up to 10–20% of the initial value [7]. At the present stage, the market
for Si thin film solar cells demands conversion efficiencies over 15%. A tandem type solar cell
of a-Si:H/μc-Si:H is one of the possible ways to meet this demand. However, if a decrease
of the current density due to photo-induced defect creation occurs in the a-Si:H top cell, the
current density of the microcrystalline bottom cell also decreases because the two cells are
connected in series. An improvement of the conversion efficiency for Si thin film solar cells is
making steady progress. Recently, Kaneka Corporation published a conversion efficiency of
14.1% for small area (10× 10 mm2) and 11.7% for large area (910× 455 mm2) tandem type
a-Si:H/μc-Si:H solar cells [12]. The conversion efficiency of 14.1% almost satisfies the target
value of 15%, but the photo-induced degradation in the a-Si:H top cell still does not allow one
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to achieve the goal value of 15%. The above aspects are the reason why the development of a
method for the elimination of the Staebler–Wronski effect is an important and urgent problem,
especially in thin film Si solar cells.

In 1995, Fritzsche [13] pointed out that the search for structural modifications by light
soaking could provide clues to the microscopic mechanism of the Staebler–Wronski effect.
Coincidentally with this suggestion, new results implying structural modifications have been
reported based on experiments using infrared absorption [14], photoemission [15], polar-
ized electroabsorption [16] and nuclear magnetic resonance [17]. In 1998, direct evidence
for the structural metastability, viz. the photo-induced volume dilation, in a-Si:H [18–22]
has been presented. In this chapter, we review the work done in our laboratory on struc-
tural metastability including the experimental technique (Section 14.2), fundamental proper-
ties (Section 14.3), and the effect of the deposition conditions of a-Si:H (Section 14.4.1) and
cyanide treatment (Section 14.4.2).

14.2 Experimental Details

The laser optical-lever bending method [19, 23] was employed for sensitive detection of the
volume change caused by light soaking in a-Si:H thin films. This technique is a derivative
method the photothermal bending spectroscopy [24] designed for measurements of the ab-
sorption spectrum of thin films in the spectral range of low absorption. The sample is an
a-Si:H film deposited on a thin quartz substrate, i.e. possessing a bimorph structure which
contributes to the “amplification” of the change. The laser optical-lever method used allows
for further “amplification”. One edge of the sample is held on the sample holder, and the other
edge is free. The expansion or contraction of the a-Si:H lattice is converted to the displacement
of the sample’s free edge.

Figure 14.1 shows a schematic diagram of the measurement system for the DC mode laser
optical-lever bending method [19, 23]. A multi-mode Ar ion laser (λ = 488 and 514 nm)
was used to induce the Staebler–Wronski effect in a-Si:H. A dye laser was used to provide the
laser light with wavelengths of 570–630 nm. The light power for the light soaking was about
300 mW/cm2, and the light soaking area on the sample was 2 × 10 mm2. The intermittent
light soaking was performed in order to avoid the temperature rise of the sample. The light-on
and light-off periods were 5 min each and were controlled by a mechanical optical shutter.
Under these light soaking conditions, the thermal annealing effect of the photo-induced defect
was not observed. We used super invar metal for the sample holder, because this metal has
extremely small expansion coefficient of 0.4 × 10−6 K−1 similar to those of glasses. The
use of super invar prevents the displacement of the sample holder itself affected by drifting of
the room temperature and the Joule heating generated from the laser light soaking in a-Si:H.
An He–Ne laser (λ = 632.8 nm) was used as a probe beam for detecting the displacement
of the sample’s free edge, which results from the structural volume change. The probe beam,
reflected from the sample’s free edge, is fed into the position-sensitive detector (PSD). As
shown in Fig. 14.1, the free edge is the smooth surface of quartz substrate without deposition
of a-Si:H in order to prevent the dispersion of the reflected He–Ne laser light. The displace-
ment of the probe beam is detected by PSD and magnified by a DC voltage amplifier after the
current–voltage conversion circuit.
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Figure 14.1: A schematic diagram of the DC mode laser optical-lever bending method in order to detect
the photo-induced structural metastability in a-Si:H films.

The initial internal stress σ resulting from an a-Si:H film and a thin substrate was obtained
from the bending angle θ using Stoney’s equation [25]:

σ = ESd2
S tan(θ/2)

/
3(1 − νS)dfa (14.1)

where Es is Young’s modulus, ν is Poisson’s ratio, θ is the bending angle and a is the sample
length. The subscripts s and f refer to the substrate and film, respectively. If y represents
the displacement of the sample edge, y/a = tan(θ/2). This equation is correct under the
condition Esds � Efdf , because the values of Ef , Es, nf and ns used in this study were
1.3 × 1011 Pa, 7.31 × 1010 Pa, 0.28 and 0.17, respectively. The photo-induced change of the
internal stress Δσ gives a photo-induced change of strain ε = Δa/a described as

ε = Δa/a =(1 − νf )Δσ/Ef (14.2)

The photo-induced volume change ΔV/V is calculated from the strain ε assuming the
homogeneous structure of the film in three dimensions. The obtained detection limit of ΔV/V
in our detection system was 2 × 10−7. This high sensitivity means that our method has high
potential for detecting small volume changes occurring due to thermal expansion, infinitely
small structural changes, etc.

In this study both hydrogenated amorphous silicon (a-Si:H) and microcrystalline silicon
(μc-Si) thin films have been used. The undoped films were prepared by two types of plasma
enhanced chemical vapor deposition (PECVD) methods. One is a diode type PECVD used in
our laboratory, and the other type used a triode type deposition developed by Matsuda [26].
Pure silane gas was used for preparation of a-Si:H films in our laboratory. In the case of the
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triode type deposition, silane was diluted by hydrogen (SiH4/H2 = 1:4 sccm). The substrate
temperature used was 100–550 ◦C. The substrate temperature was kept at 250 ◦C for the study
of hydrogen dilution ratio dependence. The H dilution ratio r (r = H2/SiH4) was changed
from 0 to 39. The substrate was mirror polished quartz with a thickness of 100 μm. The
dimensions of the sample were 2 mm × 20 mm.

The p-type a-Si:H films were prepared using the diode type PECVD apparatus. B2H6

gas was used as the doping gas, and the doping ratio, B2H6/SiH4, was changed from 10−4

to 10−2. The n-type a-Si:H films were deposited using PH3 and the same doping range of
PH3/SiH4 = 10−4–10−2. The samples were deposited using the same deposition conditions
as the undoped samples.

In order to study the influence of an externally applied stress related to the photo-induced
structural change, we tried to make a-Si:H films with different initial stresses [23]. For this
purpose, it is important to keep the same original amorphous structure in all samples. In order
to meet this requirement, a special substrate holder was designed (Fig. 14.2). The lower part
is a top view of the substrate holder. The three shaded rectangles are the setting positions
for three substrates. Each cross-sectional view of the setting position is demonstrated in the
upper part of the figure. The three holders have flat, convex and concave shapes and the quartz
substrates were fitted to the holder using metal hooks. The central holder has flat shape, which
produces a conventional standard sample. The left-hand side holder has a concave shape and
the quartz substrate produces the external tensile stress in the a-Si:H film after the deposition.
The convex shape sample holder supplies the compressive stress. Three types of a-Si:H films
have the same amorphous Si network structure, because a-Si:H films are deposited on three
substrates at one time.

It has been proposed [27–29] that crown-ether cyanide treatment is an effective method to
remove defects from the surface of a-Si:H films and c-Si wafers. The crown-ether molecule
possesses a hole of 2.7 Å diameter, which effectively captures a K+ ion with a diameter
of 2.66 Å. In this work, we used simple cyanide treatment without use of the crown-ether,
because the measurement of ΔV/V is not affected by adsorption of small amount of K+ ions
on the a-Si:H surface. The a-Si:H film deposited on a thin quartz substrate was immersed in
KCN solution (0.1 mol KCN in ethanol) for 2 min. Following this treatment, the sample was
rinsed in ultrapure water at 25 ◦C. See Ref. [27] for more details.

14.3 Fundamental Properties of Photo-Induced Structural
Metastability

In this section we describe the fundamental properties of photo-induced structural metasta-
bility responsible for the Staebler–Wronski effect. Figure 14.3 shows an example of the dis-
placement signal by the intermittent light soaking. The noise level in the PSD output voltage
before the light soaking corresponds to a normalized volume change of ΔV/V ∼ 1 × 10−7.
The rapid output voltage increase during the light soaking is caused by the thermal expansion
of an a-Si:H film due to Joule heating resulting from non-radiative recombination of excited
electrons and holes. This signal intensity is denoted by ΔVT . This change corresponds to a
compressive stress (a thermally induced volume expansion) in a-Si:H. After turning off the
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Figure 14.2: The top and cross-sectional views of the sample holder used for a-Si:H deposition.

light, the displacement signal quickly decreases (within 10 s) and returns to almost the same
position as that before the light soaking. After 20 cycles of light soaking, a clear residual
displacement signal ΔVS was observed. The ΔVS means a signal component induced by the
photo-induced structural change in a-Si:H, which can be converted to Δa using Eq. (14.2).
The value of ΔVS as a function of the light soaking time is plotted in Fig. 14.3.

Figure 14.3 shows the raw data for the temporal evolution of the output voltage of PSD,
ΔVS . The output voltage gradually increases with the light soaking time (until 7 h in our
experiment). The increase of the output voltage corresponds to the volume expansion of an
a-Si:H film. The light was turned off after 7 h in order to confirm that the increase of the
output voltage is irreversible. If the increase of the output voltage were caused by thermal
expansion of the sample and/or the sample holder, the output voltage would have decreased
during this longer light-off duration because of the cooling. The observed output voltage
remained constant for 2 h (7–9 h in Fig. 14.4). It has been demonstrated elsewhere [30] that
the photo-induced increase of the output voltage remained constant even for several days. No
change of the photo-induced output voltage means that the photo-induced structural change
is a persistent metastable state. If this photo-induced structural change is related to photo-
induced defect creation, then this expansion should recover after thermal annealing at 200 ◦C
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Figure 14.3: Raw data of PSD output voltage in the DC mode laser optical-lever bending system. The
light of the Ar ion laser was shed periodically on a-Si:H films in order to avoid the thermal effect. Both
light-on and light-off periods were 5 min. The detection limit of the ΔV/V estimated from the noise
intensity is ∼2.5 × 10−7.

and should exhibit an identical change in the second cycle of the light exposure. We observed
that, indeed, the photo-induced volume expansion completely recovered after in situ thermal
annealing at 200 ◦C for 2 h and that the identical volume expansion occurs in the second
measurement cycle (Fig. 14.4). The normalized photo-induced volume expansion ΔV/V is
characterized by a time evolution with light soaking similar to that of the photo-induced defect
creation, i.e. the Stabel-Wronski effect, as shown in Fig. 14.5. Here, the defect density denoted
by open squares was estimated using the constant photocurrent method (CPM). Figure 14.6
shows the log ΔV/V versus log t plot of the ΔV/V shown in Fig. 14.5.
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Using the analogy with the photo-induced defect creation studies [31], we assume a power
law of the form ΔV/V ∝ Gmtγ where G and t are the generation rate and the light soaking
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density estimated by the constant photocurrent method.

time, respectively, and γ is found to be 0.42. Other groups have also reported similar values
of γ = 0.42–0.45 [32] and γ = 0.44 [33] in undoped a-Si:H films. All these values are
larger than γ = 0.33 observed in the photo-induced defect creation [31]. The experimentally
obtained value of the exponential factor of the generation rate is m = 0.7 [32], which is close
to the 2/3 value widely accepted for the photo-induced defect creation [31]. The difference in
the γ values suggests that the mechanism of the photo-induced ΔV/V is not exactly the same
as that of the dangling bond creation observed in the ESR measurements.
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Figure 14.6: Log-log plots of ΔV/V versus light soaking time. The value of γ estimated from the slope
of the solid line is 0.42.

We have studied the relationship between the initial stress and the photo-induced stress
(volume expansion). In this experiment, the initial stress is derived from the curvature of a
100 μm thick a-Si:H film deposited on a thin quartz substrate. The sample has an upcurved
shape after the deposition of a-Si:H (the a-Si:H film is on top) which means that the obtained
initial stress was compressive. Its value was 300–400 MPa, in agreement with previous reports
[22, 32, 34]. The photo-induced stress was also compressive.
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The observed initial stress is considered to possess two components. One component is
intrinsic stress influenced by the amorphous Si network structure of an a-Si:H film itself, which
is determined by the deposition conditions. The other one is external stress induced by the thin
quartz substrate. In order to obtain a-Si:H films possessing different initial stress, we used the
special substrate holder described above. The concave shape sample holder produces a smaller
initial stress of ∼320 MPa compared with that of the flat holder. The convex holder results
in a larger initial stress of 600 MPa. Open circles in Fig. 14.7 denote the initial stress values
in three-a-Si:H films. Because all three a-Si:H films were deposited simultaneously under the
same deposition conditions they have the same amorphous Si network. The closed circles in
Fig. 14.7 show the values of ΔV/V after 2 h of light soaking. The change of the initial stress
was −34% (the convex shape sample) and +24% (the concave shape sample) compared with
the initial stress of 485 MPa in the flat shape sample. On the other hand, the difference of
ΔV/V was within 8%, and no correlation with the initial stress was observed. We can thus
conclude that ΔV/V is not correlated with the external applied stress due to the substrate. We
found that ΔV/V is strongly influenced by the intrinsic stress of the amorphous Si network
structure of a-Si:H itself which is determined by the deposition conditions. The initial stress
observed in a-Si:H films deposited in the flat substrate seems to correspond indirectly to the
intrinsic stress of amorphous network itself. We believe that the observed photo-induced stress
is the result of the dilatation, i.e. structural modification of the film.
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Figure 14.7: The changes of initial stress and the ΔV/V for a-Si:H films deposited on three quartz
substrates with concave, flat and convex shapes.

14.4 Effect of Deposition Conditions and Cyanide
Treatment on Photo-Induced Structural Metastability

14.4.1 Effect of Deposition Conditions on Photo-Induced Structural
Metastability

To study the effect of the deposition conditions on photo-induced structural metastability, we
performed measurements on various kinds of samples. Undoped a-Si:H films were prepared
by PECVD, photo-CVD and hot-wire CVD [12] for the study of a photo-induced volume
change, ΔV/V . Figure 14.8 shows the ΔV/V of a-Si:H deposited at different deposition
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temperatures from 100 ◦C to 550 ◦C. The ΔV/V value has a maximum around 300 ◦C and
decreases at deposition temperatures higher than 300 ◦C. This tendency correlates with the
smaller photo-induced defect creation at higher deposition temperatures and is explained by
the defects created by effusion of hydrogen atoms from the a-Si:H network. The reduction of
ΔV/V is also observed at lower deposition temperatures (100 ◦C to 250 ◦C). This reduction
is also consistent with the increase of initial defect density at lower deposition temperature
[30, 35]. The hydrogen content reaches ∼23% in the a-Si:H film at Td = 100 ◦C, as shown in
Fig. 14.9. In general, a-Si:H films prepared at lower temperature have a larger initial defect
density and higher microvoid density than a-Si:H films deposited at ∼250 ◦C. The larger
initial defect density allows for the non-radiative recombination path not contributing to the
photo-induced defect creation. On the other hand, a high hydrogen content makes the a-Si:H
network soft. These two reasons account for why the photo-induced defect creation is less
efficient in both cases.

-0.5

0

0.5

1

1.5

2

0 200 400 600

Δ V
/V

(
x
1
0
-6
)

Deposition Temperature (˚C)

Figure 14.8: Dependence of ΔV/V on the deposition temperature of a-Si:H. The closed circles, open
squares and crosses shows the ΔV/V of a-Si:H films deposited by PECVD, photo-CVD and hot-wire
CVD, respectively.

Morigaki [36] has recently reported an increase of the photo-induced defect states under
a light intensity of 700 mW/cm2 and the photo-induced annealing of the dangling bonds at
1500 mW/cm2 in a-Si:H with large hydrogen content. Our experimentally obtained small
value of ΔV/V at Td ∼100 ◦C is inconsistent with these results. The difficulty in the de-
tection of ΔV/V might imply that a-Si:H films deposited at low temperature might have a
different structure compared with that of a-Si:H with higher hydrogen content. Alternatively,
the softening of the network by higher hydrogen content might obscure the photo-induced
stress in spite of the defect creation.

The hydrogen dilution ratio is one of the important deposition parameters. High quality
a-Si:H films applicable to solar cells are obtained at H2/SiH4 ∼ 10. Fig. 14.10 shows the
change of ΔV/V in a-Si:H films at different H2/SiH4 ratios from 0 to 39. The ΔV/V value
becomes larger with increasing H2/SiH4 ratio and has a maximum value at H2/SiH4 = 10–15.
This is the same dilution ratio as is used to obtain the high quality a-Si:H films applicable to
solar cells.
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The situation with defect generation in μc-Si:H is rather complicated. Thus, Nickel et al.
observed photo-induced defect creation in a hydrogen passivated μc-Si:H film deposited at
∼600 ◦C [37]. Miere et al., on the other hand, reported that there was no change of photo-
conductivity induced by light soaking in a μc-Si:H film deposited at ∼200 ◦C [38]. Kondo et
al. [39] demonstrated that in high quality μc-Si:H film with defect density of 5× 10−15 cm−3

both an increase of defect creation and the formation of an oxide layer by the light soaking
were taking place. It was also demonstrated that when the μc-Si:H film is covered by a thin
a-Si:H layer (60 Å) no photo-induced defect creation occurs because covering by a-Si:H pre-
vents surface oxidation. It was concluded that the increase of defect creation is caused by
the band-bending resulting from the formation of an oxide layer on μc-Si:H films. The sur-
face oxidation of μc-Si:H film was confirmed by Kunii et al. [40], who observed an increase
of mid-gap absorption after exposure of μc-Si:H film to air. In a recent paper by Nickel et
Rakel [41] a metastable increase of electrical conductivity with the cooling rate was reported.
The possibility of creating a photo-induced metastable state might depend on the presence of
amorphous phase inclusions in μc-Si:H film as well as on the amount and structure of the
amorphous inclusions and the density of the defect states discussed above.
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No photodegradation was observed in μc-Si:H solar cells [37]. It was therefore interesting
to check whether or not such cells exhibit photo-induced dilatation. The μc-Si:H film used
in this work was deposited at H2/SiH4 = 39 and had defect density below 1016 cm−3. This
sample exhibited a negligibly small value of ΔV/V = 2.5 × 10−7. This result agrees with
the absence of photo-induced defect creation in our μc-Si:H film prepared under identical
deposition conditions and is also supported by the fact that prolonged light soaking of μc-
Si:H solar cells did not reveal any degradation of the device parameters, e.g. the conversion
efficiency [38].

We have demonstrated that the appearance of photo-induced structural metastability is
related to photo-induced defect creation in μc-Si:H film. Spanakis et al. [42] also reported the
qualitative correlation between the photo-induced ΔV/V and photo-induced defect creation
in the study of hydrogenated amorphous Si1−xGex alloys. It is well known that a-Si1−xGex:H
alloys possess a diminished photo-induced defect creation ability in the Ge-rich region [43].
A significant decrease in ΔV/V was observed in Si0.33Ge0.67, i.e. in the composition where
the photo-induced defect creation is greatly diminished.

We have studied the B2H6 doping effect on ΔV/V in a-Si:H films [44]. The doping
gas ratio, B2H6/SiH4, was changed from 10−4 to 10−2. Other deposition parameters were
kept constant in all a-Si:H films denoted in Fig. 14.11. The values of ΔV/V shown are for
a light soaking time of 4 h. The intrinsic a-Si:H (at B2H6/SiH4 = 0) has a photo-induced
volume expansion of ΔV/V ≈ 3 × 10−6. A large increase of ΔV/V is found for the doping
ratio B2H6/SiH4 = 10−4 and 10−3. The observed large increase of ΔV/V agrees well with
the photodegradation of the PC in a-Si:H films deposited with the same B2H6 doping gas
ratio of 10−4 and 10−3. An increase in the doping ratio to 5 × 10−3 resulted in a reduction
of the ΔV/V value and for an even higher doping ratio of 10−2 no change of the ΔV/V
could be observed. It should be noted that in the latter two a-Si:H films no photodegradation
degradation was observed and, in fact, they showed a gradual increase of PC (the inverse
Staebler–Wronski effect). This result correlates with the disappearance of ΔV/V (Fig. 14.11).
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The intrinsic a-Si:H film (i.e. B2H6/SiH4 = 0) has an initial stress of 314 MPa. The
initial stress becomes larger with an increase of the doping ratio and has a maximum value of
1016 MPa at B2H6/SiH4 = 10−3. The initial stress in films produced using higher doping
(B2H6/SiH4 = 10−2) is smaller (452 MPa). For a different doping gas, PH3, the magnitude
of ΔV/V and the initial stress show changes with the doping ratio that are similar to the case
of B2H6 doping [44]. This means that the behavior of ΔV/V is influenced by the incor-
poration of impurity atoms rather than by the position of the Fermi level. Incorporation of
small amounts of impurity atoms (>10−3) induces the creation of certain local regions in an
a-Si:H network that are characterized by a higher concentration of precursors responsible for
the photo-induced metastability. At higher doping gas ratio, the large amount of incorporated
impurity atoms increase the disorder in a-Si:H network, which strongly modifies the local
amorphous Si network and results in the reduction of photo-induced dilatation. The larger
modification of the lattice reduces the photo-induced dilatation around the precursor of the
photo-induced defect, which may decrease the probability of transformation of the precursor
into the photo-induced metastable state.

Structural modification in an a-Si:H film takes place on the medium-range scale [19]. The
obtained magnitude of ΔV/V in a wide range from 10−6 to 10−4 confirms that the appearance
of ΔV/V correlates with the appearance of photo-induced defect creation, but the magnitude
of ΔV/V has no one-to-one correspondence with the photo-induced defect density and the
decrease of PC. Thus, Spanakis et al. [42] reported the surprisingly large magnitude of ΔV/V
= 10−3 in a-Si0.6Ge0.4:H alloy with a photo-induced defect density of 4×1017 cm−3. Park et
al. pointed out that the photo-induced ΔV/V does not saturate even after 72 h of light soaking
although the photo-induced defect density saturated after 1 h of light soaking [33].

It is difficult to understand how a simple bond-breaking model can account for the large
values of ΔV/V . A possible model to account for the Staebler–Wronski effect can be the
following. First, the phonon energy released through the recombination of photoexcited car-
riers is consumed to transform the structure locally into a metastable, higher strained, state.
A precursor for a dangling bond, D0 [45], incidentally included in the strained area, changes
to the dangling bond with subsequent modification of the local structure. Recently, Wronski
et al. [45] reported that direct correlations were found between the electron mobility-lifetime
products and the cell fill factor while no direct relationship was observed with the dangling
bond density. It was suggested that presence of photo-induced defects different from the dan-
gling bonds (the non-dangling bond defects, or non-D0 defects), and the complexity of the
processes responsible for the defect creation are important to explain the Staebler–Wronski
effect. This approach is reasonable if one assumes that the structural change is an initial step
in order to induce the D0 and non-D0 defects in the Staebler–Wronski effect.

The question of what the driving force is for creation of structural metastability in a-Si:H
network is not clear at the present stage. Branz [46] came up with an idea that the photo-
induced strain and network disorder are due to mobile H atoms generated from Si–H bonds.
This is considered to be because Si-Si bonds are successively broken and reformed during the
H diffusion. Biswas and Pan [47] suggested that the photo-induced volume dilation is due to
flipped Si–H bonds accompanied by diffusion of hydrogen. Okamoto argued that none of these
models could account qualitatively for the their experimental results on the observed photo-
induced network distortion and the photo-induced structural dilation [48]. Our results suggest
that one possible way to decrease the Staebler–Wronski effect in a-Si:H is to make the network
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more rigid, which should prevent the transformation of the structure into the metastable state.
This approach is supported by an experimental result of Nishimoto et al. [49] that a decrease of
SiH2 bond density incorporated in the a-Si:H network results in a decrease of photo-induced
defect creation.

14.4.2 Effect of Cyanide Treatment on Photo-Induced Structural
Metastability

It has recently been suggested that cyanide treatment may be an effective way to elucidate the
nature of the Staebler–Wronski effect [27–29]. We have studied the effect of cyanide treatment
on photo-induced dilatation in a-Si:H. The results are shown in Fig. 14.12. The experimental
procedure was the following. Time evolution of ΔV/V was measured in an as-deposited a-
Si:H film for 4 h (crosses in Fig. 14.12). The a-Si:H film was then subjected successively to
cyanide treatment at 25 ◦C, rinsing in pure water and subsequent thermal annealing at 200 ◦C
for 2 h in order to anneal the photodegradation. Open circles in Fig. 14.12 show the photo-
induced ΔV/V in the film after the cyanide treatment. It is interesting that the magnitude
of ΔV/V was markedly reduced (to one third of the original value) in the cyanide-treated
film. The γ in the power law, however, remained unchanged (γ = 0.42–0.43). The latter
result suggests that either the concentration of dangling-bond precursors is decreased or the
structure of the film becomes more stable. More details can be found elsewhere [44]. We
believe that the observed reduction in ΔV/V is caused by diffusion of cyanide ions into the
a-Si:H network and their subsequent binding with either the photo-induced dangling bonds or
with the precursors for the photo-induced dilatation such as microvoids and/or hydrogen-rich
regions. We suggest that the binding of a cyanide ion with the precursors results in a more
stable structure which is more difficult to dilate by photoexcitation.
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Figure 14.12: The light soaking time dependence of ΔV/V in the as-deposited a-Si:H film and the
a-Si:H film subjected to successive cyanide treatment and the thermal annealing at 200 ◦C. The γ values
of the two films are 0.42 and 0.43, respectively.
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14.5 Summary

The photo-induced structural metastability of an a-Si:H film has been described. The volume
expansion (dilation) ΔV/V of a-Si:H film by light soaking was detected by a highly sen-
sitive laser optical bending method. The observed magnitude of ΔV/V changes in a wide
range of 10−6–10−4 in a-Si:H. The detected ΔV/V persists after light soaking but the ini-
tial parameters can be recovered by thermal annealing at 200 ◦C. Both of these features are
similar to the characteristics of the Staebler–Wronski effect. It has been demonstrated that
the photo-induced ΔV/V is determined by the intrinsic amorphous Si network structure, the
latter being determined by the deposition conditions. The externally applied strain caused by
a quartz substrate does not seem to play a role. Disappearance of the photo-induced structural
metastability correlates with the absence of photo-induced defect creation. On the other hand,
the obtained γ (assuming a ΔV/V ∝ tγ power law) is ∼0.42 and this value is larger than the
1/3 accepted in defect creation by light soaking time.

A possible scenario to account for the Staebler–Wronski effect can be the following. First,
the energy generated during the photoexcited carrier recombination is consumed to transform
the network structure locally into a metastable state characterized by higher strain. The pre-
cursors for D0 and non-D0 states are incidentally included in the strained local structure. The
transformation of the amorphous Si lattice to the metastable state changes the precursors into
D0 and non-D0 states. We believe that elimination of the local flexible regions in the structure
of a-Si:H films is a possibly way to reduce the photo-induced structural metastability. The
decrease (and, ideally, elimination) of ΔV/V is expected to solve the problems related to the
Staebler–Wronski effect. We demonstrated that the cyanide treatment is an effective method
to decrease the photo-induced structural metastability.
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15 First Principles Molecular Dynamics and Photo
Structural Response in Amorphous Silicon and
Chalcogenide Glasses

David Drabold, Xiaodong Zhang, and Jun Li

15.1 Introduction

There is a striking range of novel phenomena which occur in non-oxide glasses, especially the
chalcogenides (S, Se, Te), either in elemental form or alloyed with atoms from groups III, IV
or V. The materials tend to have similar electronic state densities, possessing an optical gap
of about 2 eV and exponential (Urbach) band tails at both band edges. They also have the
important property that, although there are some gap states, they do not carry the traditional
electron spin resonance (ESR) defect signature of unpaired spins. The lone-pair character of
both the conduction and valence tails leads to very rich behavior under the influence of light.
One light-induced process is “photo melting” of certain chalcogenide glasses such as a-Se [1]
and g-As2S3 [2]; in which weak (even sub-gap) light shone on the glass leads to a viscos-
ity change of several orders of magnitude. This process has been demonstrated not to be a
thermal heating effect (in As2S3 for example the effect is larger at lower temperatures [2]).
There is also the related property of giant photo-expansion [3]; large volume changes in light-
exposed thin films; some chalcogenide films change thickness when light-soaked by several
percent. Furthermore, there are also so-called “vector” effects [4, 5]; exposure to linearly
or circularly polarized light results in linear or circular dichroism (from a light-induced an-
isotropic dielectric tensor). Brillouin light scattering experiments also have revealed a large,
reversible and probably athermal photo-induced longitudinal acoustic mode softening in GeSe
glasses [6], which has been connected to the important concepts of constraint counting and
floppy modes [7]. The understanding of these effects is at present extremely incomplete, and
these effects are known only in disordered forms of matter.

These materials are technologically important. For example, a-Se is a classical material for
xerographic applications [9], and has recently been highlighted as a promising photoconduc-
tive material for digital X-ray radiography [10]. Certain chalcogenide alloys can be reversibly
interchanged from amorphous to crystalline by suitable light exposure, a property which has
been applied to high-density read–write memory/storage devices [11]. A new frontier which
has only just begun to attract interest is athermal optical micro fabrication (micrometer length
scale deformations can be accomplished via light exposure); this approach has already been
used to make optical gratings and micro lenses [3]. The origin of this process is closely re-
lated to photo-induced fluidity. Glasses such as As12Ge33Se55 are promising host media for
rare-earth photonic devices [12].
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For the case of chalcogenide glasses an important insight into the microscopic origin of
the light-induced effects emerged in the 1970s and 1980s thanks to the work of several authors
[13–19]. The lack of an ESR signal (implying no unpaired spins or a “negative Hubbard U”
character [13]) in a system known on other grounds to have gap states led Street and Mott
[14] to propose a picture in which photo-excited carriers thermalize rapidly into localized tail
states, chemical arguments were then used to atomistically justify the “negative U” behavior
(formation of valence alternation pairs with no ESR-active singly occupied electron states).
Subsequent developments have been published by Elliott [18], Fritzsche [15] and Tanaka [19].
Beyond doubt these models are correct in their essential content and it is quite impressive
how much progress can be made without detailed microscopic calculations. However, these
treatments are limited to assumptions of locality and simple chemical bonding arguments
which enable only a qualitative grasp of the phenomena (which vary considerably in detail
with materials, temperature, intensity of light and other parameters). For a proper discussion
of the experimental and theoretical situation, we recommend the review of Shimakawa and
co-workers [20].

In a qualitative way, it is not surprising that glasses should exhibit some significant sen-
sitivity to light, since the network is highly defective compared with crystalline forms of the
materials (when they exist), and the simplest way to think of the effect of light is to consider
the promotion of an electron to a low-lying antibonding state, which destabilizes the network.
The effect is naturally stronger in a disordered system because the states which suffer modi-
fied occupations are usually localized; thus the structural changes are (initially) focused in the
volume of space in which the electron wavefunctions associated with the occupation change
are localized.

15.2 Method

Our approach to this problem is to adopt the methods of so called first principles simula-
tions to the photostructural problem in glasses. Such a scheme has several key advantages:
(1) it is based on a completely defined atomistic structural model for the glass (typically a
cell with 100–300 atoms). It is possible to create models of amorphous silicon (a-Si), glassy
chalcogenides and oxide glasses which are quite satisfactory when compared with known
experiments (structural, electronic/optical and vibrational); (2) it is based upon a real elec-
tronic structure Hamiltonian, derived from density functional theory: the quantum mechanics
is built in at a fundamental level; (3) the coupling between the electrons and lattice is at least
reasonable; this electron–phonon coupling is obviously a key quantity for any simulation of
photo-induced structural response; (4) in these simulations the locality (or lack thereof) in
the rearrangements is not assumed; it is computed. These methods have been heavily applied
to problems throughout materials physics and we are attempting to extend them to problems
of light-induced effects in glasses. Our scheme also has weaknesses, particularly the short
(picosecond) time scales of the simulation. Also, as for any simulation, one has to be able
to interpret the mass of data spewing forth, and preferably learn something general about
the physics of the material after performing the simulation. Finally, significant approxima-
tions connected with the electronic structure of the glass are assumed. With all these caveats
however, this approach is comparatively “unbiased” and does not depend upon a priori as-
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sumptions about the mechanism, barrier heights, etc. All of this emerges automatically (albeit
approximately) from the computations.

15.2.1 Making the Structural Model of the Glass

We have empirically found that a simple simulation regime (molecular dynamics (MD) quench
from the melt) can work quite well with certain glasses with a suitable simplified ab initio den-
sity functional Hamiltonian. This scheme cannot be expected to work for general amorphous
systems [21]. We have conducted studies on a variety of Se alloy glasses which have con-
vinced us that it is relatively easy to make realistic models (meaning adequate agreement with
experiments) for stoichiometric compositions (such as As2Se3 [22] or GeSe2 [23, 24]), but
much more challenging to make models at compositions far from these. Almost certainly the
ease of making quality models of these special compositions is connected to the physical glass
forming process. In microscopic terms, this is connected to the similarity of the topological
(and chemical) order in the liquid not far above the melting point and the glass. From a naive
point of view this is altogether remarkable, since the time scale of quenching materials in the
laboratory is dramatically longer than what we simulate on the computer.

Unexpected difficulties in model making can also arise in materials often supposed to
be “simple” [25]. Beyond doubt, a-Si is the most studied disordered material. Yet “cook
and quench” does a rather poor job of making models [26]. This is initially puzzling, since
ab initio methods do accurately represent the relevant part of the Si phase diagram. This
by itself, however, is clearly not a guarantee that computer melt quenching will result in a
realistic physical model. There are at least two key limitations to these simulations: time
scales (radically shorter in the simulation), and length scales (many simulations have been
carried out for 64 atom cells, which are significantly strained). We note that one cannot make
respectable a-Si in the laboratory by melt quenching: microcrystalline samples are the product
of such experiments. One supposes that the problem for the simulation (and perhaps nature in
this case!) is that MD simulations simply cannot unravel all the changes in topology necessary
to model faithfully the amorphous solid state which is so topologically different from the six-
fold liquid. Fortunately, alternative methods based on the Wooten–Weaire–Winer [27] bond-
switching approach and Keating springs are brilliantly successful for a-Si. We suppose that the
efficacy of this scheme originates in its imposition of the constraint of four-fold coordination
for a-Si (an excellent approximation and a fine example of the use of a priori information in
model building.)

The remarks in this section are largely independent of the choice of energy functional
used. In some cases simple analytic interatomic potentials can succeed very well for modeling
glasses. In other cases, highly accurate force fields derived from a proper quantum mechan-
ical description of the material are necessary. However, the simulation regime (in the sense
of the cooking, quenching and “annealing” process) should be optimized for whatever energy
functional is chosen. Any MD approach suffers to varying degrees from the “time-scale prob-
lem” (unphysically rapid quenching in comparison to experiment). If one “anneals” a model,
virtually all of the MD steps consist of oscillating in a harmonic (or nearly harmonic) well
associated with the minimum in the system potential energy, which provides no information
about the energy landscape away from the minimum. Such simulated annealing is therefore
a very inefficient means to explore the configuration space of materials. One can instead go
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to very high temperatures (quite near the melting point) to force the emergence of “more in-
teresting” events, but the question arises of whether these are the same events seen (rarely) at
lower temperatures. A development of great importance is recent work to allow access to a
much larger part of the configuration space. A method which has been applied to amorphous
systems is the “Activation–Relaxation Technique” (ART) of Barkema and Mousseau [28]. In
this scheme, one “hunts” quite efficiently for saddles connecting basins of different energy
minima, and one can explore dynamic events which occur on time scales vastly longer than
the picosecond times of common MD simulations. Such calculations are also ideal for mod-
eling diffusive phenomena (such as ion motion in a glassy host), and we expect significant
advances to accrue from such studies.

15.2.2 Density Functional Theory and Molecular Dynamics

Since the application of density functional methods to problems of photostructural change
is a recent idea, we think that it is useful to include a short self-contained summary of the
method. For an authoritative review, see the book by Martin [29]. The complexity of electronic
structure and force calculations arises from the many-body nature of the interactions between
the electrons. Currently, it would seem that a direct attack on the many-electron problem is
too difficult to have direct impact on amorphous systems, requiring as they do a large number
of atoms to provide a model worth investigating. Thus, all the successful electronic structure
calculations salient to amorphous insulators have involved some kind of mapping of the many-
body problem into an effective one-electron problem. Historically, the Hartree and Hartree–
Fock approaches were the first success in this direction; descendants of these methods are
widely used today, particularly in quantum chemistry.

Of course, the true many-body Hamiltonian treats both the ions and electrons on a quantum
mechanical basis. Because of the large mass difference between the electrons and nuclei, it is
standard to decouple the nuclear and electronic degrees of freedom with the adiabatic or Born–
Oppenheimer approximation [30], in which the electrons are assumed to respond instantly to
motions of the ions (the electrons are taken to be in their ground-state for all instantaneous
ionic conformations). Moreover, the nuclei are treated as classical particles which move in
a potential determined by the electrons in their ground-state (computed for the given ionic
coordinates).

For atomistic force calculations on solids, the current method of choice is density func-
tional theory, due to Kohn, Hohenberg and Sham [29]. Its name comes from the predicted
connection between the total ground-state electronic energy of a system and the electronic
charge density. The following rigorous statements embody the foundation of zero-temperature
density functional theory:

(1) The ground-state energy of a many electron system is a functional of the electron density
ρ(x):

E[ρ] =
∫

d3xV (x)ρ(x) + F [ρ], (15.1)

where V is an external potential (due for example to interaction with ions, external fields,
e.g., not with electrons), and F [ρ] is a universal functional of the density. The trouble is
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that F [ρ] is not exactly known, although there is continuing work to determine it. The
practical utility of this result derives from:

(2) The functional E[ρ] is minimized by the true ground-state electron density.

It remains to estimate the functional F [ρ], which in conjunction with the variational prin-
ciple (2), allows real calculations. To estimate F [ρ], the usual procedure is to note that we
already know some of the major contributions to F [ρ], and decompose the functional in the
form:

F [ρ] = e2/2
∫

d3xd3x′ρ(x)ρ(x′)/|x− x′| + Tni(ρ) + Exc(ρ). (15.2)

Here, the integral is just the electrostatic (Hartree) interaction of the electrons, Tni is the
kinetic energy of a non-interacting electron gas of density ρ, and Exc(ρ) is yet another un-
known functional, called the “exchange-correlation” functional, which includes non-classical
effects of the interacting electrons. Equation (15.2) is difficult to evaluate directly in terms
of ρ (because of the term Tni). Thus, one introduces single electron orbitals |χi〉, for which
Tni =

∑
i occ〈χi| − �

2/2m∇2|χi〉, and ρ =
∑

i occ |χi(x)|2 is the charge density of the
physically relevant interacting system. The value of this decomposition is that Exc(ρ) is a
smoothly and reasonably slowly varying functional of the density: we have included the most
difficult and rapidly varying parts of F in Tni and the Hartree integral, as can be seen from
essentially exact many-body calculations on the homogeneous electron gas [31]. The Hartree
and non-interacting kinetic energy terms are easy to compute and, if one makes the “local den-
sity approximation” (taking the electron density to be locally uniform), then with information
about the homogeneous electron gas, functional (Eq. (15.2)) is fully specified.

With non-interacting orbitals |χi〉, (with ρ(x) = 2
∑

i occ |〈x|χi〉|2), the minimum princi-
ple plus the constraint that 〈χi|χj〉 = δij can be translated into an eigenvalue problem for the
|χi〉:

{−�
2∇2/2m + Veff [ρ(x)]}|χi〉 = εi|χi〉, (15.3)

where the effective (density) dependent potential Veff (in practical calculations orbital depen-
dent) is

Veff [ρ(x)] = V (x) + e2

∫
d3x′ρ(x′)/|x − x′| + δεxc/δρ. (15.4)

In this equation εxc is the parameterized exchange-correlation energy density from the homo-
geneous electron gas. The quantities to be considered as physical in local density functional
calculations are the total energy (electronic or system), the ground-state electronic charge den-
sity ρ(x), and related ground-state properties like the forces. In particular, it is tempting to
interpret the |χi〉 and εi as genuine electronic eigenstates and energies (and indeed this can
often be useful); such identifications are not rigorous [32]. It is instructive to note that the
starting point of density functional theory was to depart from the use of orbitals and formulate
the electronic structure problem rigorously in terms of the electron density ρ; yet a practical
implementation (which allows an accurate estimate of the electronic kinetic energy) led us
immediately back to orbitals! This illustrates why it would be very worthwhile to know F (ρ),
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or at least the kinetic energy functional since we would then have a theory with a structure
close to Thomas–Fermi form and would therefore be able to seek one function ρ rather than
the cumbersome collection of orthonormal |χi〉.

The usual implementation of the local density approximation (LDA) leads to a non-linear
set of coupled integrodifferential equations. The origin of this non-linearity is that Veff in the
Schrödinger-like Eq. (15.3) is ρ-dependent, which in turn depends on the eigenvectors |χi〉,
which in turn depend on Veff and so on. This non-linearity is dealt with in the usual way “it-
erating to self-consistency”, an expensive inner loop on an already challenging computational
task.

The development of practical density functional codes is a vast undertaking. Several “stan-
dard” codes are now in general use. Among these are SIESTA [33] and FIREBALL [34]
which employ local basis sets and VASP [35], CASTEP [36], CPMD [37] and FHI98MD [38]
which use a plane wave representation. Both classes of codes offer accurate solutions of the
Kohn–Sham equations and each has its own strengths and limitations. In our work, we use
FIREBALL and SIESTA.

15.2.3 Photostructural Change from Molecular Dynamics

In a single electron picture of the electronic structure of solids one imagines that in the pres-
ence of light the system Hamiltonian is [39]

HEM = (p + e/cA)2/2m + Veff (x). (15.5)

Here, Veff is the Kohn–Sham potential and A is the vector potential associated with the elec-
tromagnetic (EM) field in Coulomb gauge [39]. A has a time dependence A ∼ A0e−iωt,
where ω is the frequency of the light. One usually approaches this with time-dependent per-
turbation theory and Fermi’s Golden Rule to obtain light-induced transition rates between
valence and conduction states and quantities like dielectric functions. For our purposes, we
seek the electronic (and consequent structural) changes arising from the EM field. In princi-
ple the “right” thing to do would be to solve the time-dependent Kohn–Sham (Schrödinger)
equation:

i�∂ψ/∂t = HEMψ, (15.6)

while fully coupling the changes induced by A back to the ion dynamics. In this way, one
would directly model EM field-induced transitions.

The calculation of the preceding paragraph is very difficult to implement, particularly for
large supercell models of glasses (with typically 200+ atoms). As a way to alleviate these
serious difficulties, we handle the transitions by simply changing electronic occupations. Our
simulation of photostructural rearrangements is based upon the following reasoning: it is
well known that topological or chemical irregularities in an amorphous network may lead to
localized electron states in the gap or in the band tails. If such a system is exposed to bandgap
light, then it becomes possible for the light to induce transitions of electrons from the top
of the occupied states to low-lying unoccupied (conduction) states. For the present model we
will not concern ourselves with the subtleties of how the EM field introduces the transition; we
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will simply assume that a photo-induced promotion occurs. The key electronic band structure
contribution to the interatomic force is

Fα =
∑
n occ

〈ψn| − ∂H/∂Rα|ψn〉, (15.7)

where the index implies that the sum is carried out over occupied states. Then the effect of the
electronic promotion is to deplete the original set of occupied states by one electron and add
an electron to the unoccupied (conduction) states. If the light is exactly of bandgap energy,
the electron will be promoted exactly from the top of the valence states to the bottom of the
conduction states. Thus, the change in forces for atom/Cartesian component index α is

δFα = 〈ψN+1| − ∂H/∂Rα|ψN+1〉 − 〈ψN | − ∂H/∂Rα|ψN 〉. (15.8)

Here ψN+1 is the lowest unoccupied molecular orbital (LUMO) and ψN is the highest oc-
cupied molecular orbital (HOMO). There are in fact additional terms arising from charge
transfer, but these are relatively simple to handle. The likelihood of a light-induced struc-
tural change is then reduced in this model to the questions of whether δFα is large and if so,
whether a new conformation becomes favorable. The key requirements are then that either or
both of the states ψN+1 or ψN are well localized and that the network admits the possibility of
conformational change. If neither state is localized, then the change in forces from Eq. (15.8)
will be “diluted” over the volume in which the state extends. Thus, in crystals (where all the
states are extended), occupation changes of the type we describe here never lead to photostruc-
tural modification. Similarly, in models with overly large defect concentrations, no changes
are observed either since the banding between defects (artificially) reduces the localization
of the defect wavefunctions. Another statement is that a poorly localized wavefunction will
have a small electron–lattice coupling with all the phonons, and no important photostructural
effects are to be expected for this case. In general, it is necessary to investigate photostructural
changes due to a collection of different initial and final states, although we may expect that
only well localized states (necessarily near the gap) will be relevant.

It must be noted that the approach we suggest here is limited to very short (picosecond)
time scales; longer times and longer length scales require additional methods and study. Still,
we believe that the approach presented here is an essential first step to understanding these
problems as well. Another “knob” on these simulations is how long to maintain the system
in the excited state, which in turn depends on the size of models used. We have typically
used times of the order of a few hundred fs by which an obvious light soaking pattern arrives;
if times are much shorter than this, no rearrangements occur. This dimension of the “phase
space” also needs to be more thoroughly explored.

15.3 Applications

In this section we describe the applications of these methods to particular amorphous and
glassy systems. This work is in its infancy and more detailed studies are needed to understand
the full potential (and limitations) of the approach. We believe that the results have been quite
encouraging so far.
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15.3.1 Amorphous Silicon

The most studied amorphous material is surely hydrogenated a-Si:H. Device-grade thin films
of a-Si:H are routinely used in electronic applications (such as laptop displays), and are one
of the key materials for photovoltaic applications. For photovoltaic applications, the response
of the material to light soaking, and its resulting electronic degradation (the Staebler–Wronski
effect (SWE) [40]) is absolutely central. The first application of this method was by Fedders,
Fu and Drabold in 1992 [41].

There have been very many models put forward for the SWE. In analogy with the situa-
tion for the chalcogen glasses, these are usually plausible “cartoons” of what the SWE events
are and how the defect creation proceeds. The better proposals carefully exploit the (many
and complex) experimental properties of the effect and are well worth developing further with
detailed calculations. For a review, see [40]. The logic of our calculation is the following:
(1) there exist defects in a-Si which are uncommon (with a concentration less than 0.1%).
These defects can take various forms: certainly some are dangling bonds (three-coordinated
Si atoms) with an energy near mid-gap. Some are probably “strain” defects – nominally four-
fold sites with bond angles far from the tetrahedral angle. It is not impossible that some
are “floating” bonds (five-fold atoms), although the distinction from other defects can be
rather ambiguous in practice. (2) Wavefunctions associated with these structural irregulari-
ties will be localized. (3) Electrons in localized states are very sensitive to lattice distortions
(there is a large electron–phonon coupling for localized electrons [42]). (4) A large electron–
phonon coupling may open the way to large and non-local rearrangements of the amorphous
Si network. Note that the network must become “floppy” with light soaking for these rear-
rangements to occur – not only does the electron–phonon coupling have to be large, also the
network must be non-rigid enough to permit structural change.

We performed the calculation on a very small (63 atom) model of a-Si [43]. We found
that the simulation led to a complex sequence of bond forming and bond breaking with the
net effect that defects were created. The effect was found to be quite non-local in qualitative
agreement with spin resonance experiments [44]. In our simulation, there was a strained
region of the cell which was especially active in rearrangements. As we discuss in detail
elsewhere [41], the net effect of this process was to increase the number of dangling bond
defects. This type of simulation needs to be extended in many ways (with current models,
and more up-to-date electronic structure techniques), and a-Si:H is a particularly appropriate
material to study since there is a wealth of excellent experiments (and many interesting ideas!)
available.

This calculation is very interesting, and highly suggestive, but is far from a complete
explanation of the SWE. For one thing, the calculation did not involve H, which is widely
believed to be implicated in the SWE. Our approach needs to be applied to many different
types of defects and strains. To achieve this, a wide array of models properly sampling the
“space of defects” for a-Si:H needs to be assembled. We hope to pursue these studies in the
near future.
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15.3.2 Amorphous Selenium

Photostructural Effects in Models of a-Se

We made two models of a-Se (with 64 and 216 atoms) as described elsewhere [45,46]. These
models were in suitable agreement with experiment (structural, vibrational and optical). Fol-
lowing the procedure of Section 15.2.3, we observed “photoannealing” – the improvement of
the 64 atom model (initially this cell had a single “intimate” Valence Alternation Pair (IVAP);
after occupation change and quenching the resulting model had no defects and a total energy
improved over the first model. For the 216 atom model, which began with a single VAP, the
final model possessed a single IVAP – so that there was “defect diffusion”. It is quite possible
that repeating the process with the 216 atom model with IVAP would also yield a defect-free
model.

These results emphasize the effects of “local heating”. When the occupation of a defect
state (which may be localized in a compact volume of space) is changed, atoms which are
within the volume suffer large changes in forces (from Eq. (15.8)). Thus, it is the local en-
vironment of the defects which are preferentially affected by occupation change and not the
network at large (at least for sufficiently short times). Thus, the influence of light is locally to
heat (anneal!) just those parts of the network with defects. There is thus a reasonable chance
that the local annealing will improve the network rather than make it more defective. This
statement depends of course upon the quality of the network; defective networks (thin films
or systems which have not been annealed) are likely to improve.

Dynamical Inter-Chain Bond Formation [47, 48]

Recent experiments on optically induced ESR by Kolobov et al. [47,49] showed that the ESR-
active defect centers were created by breaking the inter-chain bonds under photo-excitation.
They also observed fast and slow ESR signals for the film previously irradiated for several
hours and then annealed at low temperature.

To attempt to elucidate the atomistics of this experiment, we began with an idealization:
a pair of perfect Se chains as shown in Fig. 15.1. As in Section 15.2.3, we modeled the
presence of light by promoting an electron from the top of the valence states to the bottom
of the conduction states. Since the system is initially perfect, all sites are equivalent, and
thus this amounts to putting an electron into an extended antibonding state and removing an
electron from an extended bonding (valence) state. Now we add thermal disorder (we perform
an MD simulation at T = 300 K). If the light was “off” (e.g. if the system was in the ground-
state occupation), the system would execute small oscillations near the perfect conformation.
In the excited state however, the system becomes unstable with respect to defect formation.
We show that this is a consequence of the Coulomb interaction between positively charged
threefold sites and negatively charged one-fold sites. We can also show how the defects change
character through the simulation.

The process of the photostructural change of the parallel chains is shown in Fig. 15.1. The
process can be understood in two stages. The first step is the defect creation process. This
process lasts around 250 fs as indicated by Fig. 15.1(a–e). The second step is the process of
stabilization of the defect as seen by Fig. 15.1(e–f). The dynamical inter-chain bond formation
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Figure 15.1: The simulation of photostructural change of parallel Se chain. We maintain light excitation
before 1500 fs; after 1500 fs, we relax the light excited conformation to optimal structure.

is clearly seen in Fig. 15.1b. To our knowledge, this is the first direct simulation to confirm
this dynamical inter-chain bond observed in experiment [49].

The chemistry behind this process can be understood by looking at the charge evolution
of the relevant atoms during the photo-excitation. The charges of the atoms are calculated by
the standard Mulliken population analysis [50]. The time evolution of the Mulliken charge
of relevant atoms during the photo-excitation is shown in Fig. 15.2. Initially, all the atoms in
this two-chain configuration are equivalent. The initial effect of random thermal fluctuation
and the photo-excitation process is to transfer charge from atoms 18 and 17 to atoms 1 and 2.
This process can be seen from Fig. 15.2 at the beginning of the simulation (from 0 fs to
150 fs), where the charge of atom 1 and 2 increases (more negative [electron rich]) and the
charge of atom 18 decreases (more positive [electron deficient]). However, with atoms 1
and 2 becoming more negatively charged, atom 18 becomes more positively charged, and
the Coulomb interaction between atoms 18 and 1 will attract atom 1 to atom 18. After atom
1 moves close to atom 18, atom 1 is not geometrically equivalent to atom 2. As atom 1
becomes a three-fold coordinated site due to Coulomb interaction, the role of atom 1 changes
after the transfer. As shown in Fig. 15.2, the charge of atom 2 has a transition around 150
fs. The dynamical bond shown in Fig. 15.1b is formed around this time. This means that
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Figure 15.2: Time evolution of Mulliken charge for the atoms involved during the photo-excitation
(parallel chain case). Atom 13 has charge near 6.0 and is shown as a reference atom which was inactive
during the simulation. Charges larger than 6 are electron rich, smaller are deficient.

electron charge will move away from atom 1 during the photo-excitation process, after atom 1
makes the transition from two- to three-coordination. So, we can see that the dynamical bond
formation is an intermediate process for defect creation by photo-excitation. The origin of
this dynamical bond is the positive and negative charge centers formed by the photo excitation.
The residual Coulomb interaction present during the photo-excitation causes atom 1 to become
three-fold coordinated.

Figure 15.1b–e shows the reaction 2 C3 → C+
3 + C−

1 . The two C3 centers are atom 1
and atom 4 shown in Fig. 15.2b, and C+

3 and C−
1 are atom 1 and 2 respectively shown in

Fig. 15.1f. This dynamical process involves relaxation of the photo-created VAP defect under
the condition of the photo-excitation. This relaxation process is also shown in Fig. 15.2 (150–
250 fs). In the time interval 250–800 fs, we can still see some fluctuation of the charge of
those relevant atoms. The photo-excited system is rather stable. It is interesting to observe
that the VAP defects are somewhat charged even for the photo-excited system. During the
time 250–1500 fs, the light excitation persists but the system reaches saturation and no new
defects are created.

From another point of view, the modification of the occupations created an uncorrelated
electron–hole pair, with both carriers in extended states (extended because the system was
initially perfect). In the simulation, thermal disorder destroys the equivalence of the sites and
causes the positive and negative charges to coalesce or “condense” onto defect centers (a VAP,
C+

3 and C−
1 ). What is initially an uncorrelated pair changes character and instead produces

stable charge defects in the chains.
After we turn off the light, the structure with light-created VAP defects takes about roughly

the same amount time (after 350 fs) to relax back to the initial structure as the time (around
300 fs as shown in Fig. 15.2) spent to create these defects. This can also be observed by
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tracking the time evolution of the energy of the system. Since the VAP defect created by light
is a local bond rearrangement in this simulation, the structural change is reversible. In the real
situation, the bond rearrangement is not necessary local and the structural change is also not
necessarily reversible.

Light-Induced Electron Spin Resonance for Se Chains

In his PhD thesis [25], Zhang took an important step beyond the (explicitly spin non-polarized)
local density approximation and examined the time dependence of the spin polarization for the
dynamics discussed in the preceding section. These results should be directly relevant to light-
induced ESR experiments. To enable this, it was necessary to use the powerful code SIESTA in
conjunction with the local spin density approximation. We used the efficient program FIRE-
BALL to generate the trajectory of the configuration for selenium parallel chain, and then
we used the SIESTA to calculate the spin polarization every 10 configurations (time steps).
Figure 15.3 shows the time evolution of the spin polarization of relevant atoms of selenium
parallel chain. For comparison, we also plot the Mulliken charge calculated by SIESTA. It is
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Figure 15.3: Time evolution of the spin polarization and Mulliken charge for selenium parallel chain
during the light illumination.
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Figure 15.4: An unpaired electron spin in Se, extracted from a local spin density calculation with
CASTEP (see text) for the Se chain during photo-excitation.

quite clear that those light excited defects carry net spin. Although the absolute charge calcu-
lated by SIESTA is not the same as that calculated by FIREBALL, they show a similar trend
suggesting that our understanding of dynamical bond formation by weak Coulomb interaction
is correct. In Fig. 15.4, we also plot the spin charge density of a light-excited configuration.
It is interesting to see that the most spin charge is localized in the one-fold coordinated defect
site. For this figure, we used the program CASTEP [36].

15.3.3 As2Se3

We have also simulated photostructural changes in g-As2Se3 [51]. For this system, it was not
difficult to make a reasonably realistic model with 215 atoms by quenching from the melt.
The predominant bonding unit in this material is the AsSe pyramid. Details on structural and
vibrational properties have been published elsewhere [22]. For the present purposes, we note
that the important defects in the model were miscoordinated As. In our model, there were
two four-fold As and one two-fold As. Both led to localized band tail states (with the LUMO
being associated with the four-fold defect and the HOMO with the two-fold as depicted in
Fig. 15.5). This study strongly suggests that major rearrangements in this glass are primarily
initiated from As-based defects rather than Se while adjacent Se-based defects are quite active
in ensuing reactions. Where Se defects are concerned, there were 26 valence alternation pairs
(26 three-fold and 26 one-fold coordinated atoms). Such a high density of Se-based defects,
confirmed by recent experimental 3d core levels analysis [52], greatly reduces the localization
of associated defect states. From the preceding paragraph, it can be seen that boosting an
electron from HOMO to LUMO will preferentially affect local defect groups related to the
HOMO and LUMO. In Fig. 15.6, we illustrate the effects of promotion.
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Figure 15.5: A view of atomic groups associated with edge states. Small circles stand for As and large
for Se. Black (white) depicts over(under)-coordinated As or Se in the main structure. All sites may have
unshown bonds with other atoms. (A), HOMO’s group; (B), LUMO group; (C), Homopolar-heterpolar
bond transformation within LUMO group at the onset of illumination.

We interpret the evolution in two time scales which emerge naturally from the simula-
tion, short time (ST) stage and long time (LT) stage, as indicated in Fig. 15.6, and adopt
the first minimum, about 2.8 Å, of the pair correlation function G(r) of g-As2Se3 as a crite-
rion to judge if a bond was broken or created. The ST phase involves two atomic reactions.
Bond breaking in LUMO’s group occurs at the onset of illumination and accounts for the
steep fall of the LUMO eigenvalue. The correlated coordination changes can be viewed from
Fig. 15.5B to Fig. 15.5C. Two homopolar bonds, As–As and Se–Se, around over-coordinated
sites have broken and a new As–Se bond has been created. This suggests that the anti bonding
character of the LUMO drives the weaker homopolar bonds to break and form energetically
favored heteropolar bonds. This homopolar-to-heteropolar transformation may correspond to
the experimentally observed “optical annealing” processes [20,53]. Associated with this rear-
rangement, energy is transferred efficiently from light (electrons) to lattice, yielding the rapid
growth of temperature indicated in Fig. 15.6, while other following reactions seem to be a
low-efficiency process for optical–vibrational energy transfer. This observation indicates that
As-based defects play a significant role in the photon absorption in this binary glass. The other
reaction is a bond switch process occuring near the end of ST stage as shown in Fig. 15.7A.
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Figure 15.6: The first 1 ps evolution of eigenvalues of bandtail states and average temperature simulated
for model of g-As2Se3 under illumination.

First an As–Se bond broke and an intimate pair (IP) was created. Subsequently As2 went to
combine with a nearby C2, which was converted into a C3 defect. This process indicates that
light-induced unstable IPs are transformed into more stable random (not nearest neighbor or
“intimate”) pairs (RP) by bond switch processes. We found that bond switches are the main
reaction in the relaxation of photoexcited states. The LT phase consists of a slow growth of
the HOMO eigenvalue and concomitant atomic reactions which lag about 500 fs behind ST
phase (see Fig. 15.6). The weaker response of the HOMO probably is due to smaller localiza-
tion of the valence tail states compared with the conduction tail states, as we can infer from
analysis of our computed eigenstates [54]. This also affects the time scale, since the local
force changes are smaller for more extended states. Bond switch processes in LT phase are
different from those at ST phase. An event is depicted in Fig. 15.7B. A bond around C3 broke
to create a P2 defect. Subsequently the new As2 defect combined with a nearby C1 defect.
Therefore, this bond switch process eliminates a random RP in as opposed to creating it at
ST stage. There is also a bond switch process which does not eliminate RPs but changes the
distribution of RPs that may be in the neighborhood of the original LUMO group. In other
words, at LT stage, RPs have been rearranged in the adjoined structures to edge states. Com-
bined with the bond switch at ST stage, Se-based defects are quite active during the relaxation
of optically excited structure. It is worth pointing out that the rearrangement of RPs is cou-
pled with the non-local vibration of the network, which is accumulated from ST stage. In
ensuing simulation, bond switch processes seem to cease after LT phase. A saturation pat-
tern occurs. A balance between network dynamics and photo-excitation develops after about
1.4 ps illumination. A regular non-local collective oscillation has been observed for later
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Figure 15.7: Two types of bond switch processes viewed from left to right. (A) ST stage: an intimate
pair was created and transfered to an RP. Involved atoms belong to adjacent atomic group to the LUMO’s
structure as in the right part of Fig. 15.5C; (B) LT stage: an RP was eliminated. Atoms shown are those
at the upper right corner of Fig. 15.5A. (C) Schematic of oscillating regions in the network. The arrow
indicates the atomic motion with magnitude proportional to displacement.

times. This non-local collective motion involves an oscillation around the rearranged atomic
groups of edge states and spans a long intermediate range (almost half of atoms in our model
are involved). Figure 15.7C depicts a section of such oscillating regions featuring a periodic
motion in the network. This may correspond to the self-trapped exciton effects proposed by
Fritzsche [15]. In this model an intimate VAP constitutes a self-trapped exciton and can end
up with random VAPs by further bond-switching reaction.

The above effects are certainly induced by light. If we let the model freely evolve for 1
ps without optical excitation, we observed no bond breaking, no bond switch, and no regular
collective oscillation. We also noted that the electron–lattice energy transfer efficiency is very
small in the whole process (Fig. 15.6).

Recently, Uchino and coworkers [55] have taken quite a different approach with quan-
tum chemical calculations on small As–S clusters. The advantage of this approach is that
the approximations for the electronic structure are probably more reliable than what we have
presented. The difficulty is that the system sizes are small (typically 23 atoms, not counting
passivating hydrogen), and also thermal simulation is not performed (local minima and tran-
sition paths are identified). It is encouraging that both calculations note the importance of
mis-coordinated As to the photostructural process. As with our work, this research deserves
further development.
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15.3.4 Discussion

We have outlined a novel approach to modeling light-induced rearrangements in glasses. The
method has some important advantages, mostly because it does not depend upon any a priori
assumptions about the light-related changes in the glass. It can be implemented with structural
models that realistically mimic the topology of a given network. Many features of the approach
can be improved in systematic ways (with improved basis sets, better exchange-correlation
functionals, etc.). The method also has weaknesses – probably most notably the use of Kohn–
Sham orbitals as quasiparticle states (despite the apologies above). The scheme needs further
development, both for theory and applications, but we believe that it is a promising tool in the
arsenal of methods for understanding photo-induced changes in disordered systems.
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16 Soft Atomic Modes and Negative-U Centers as Sources
of Metastable Transformations in the Structure and
Dynamics of Glasses

Michael I. Klinger

The recent theory of the photostructural changes (PSC) in glassy semiconductors (GS) is sur-
veyed. It appears to be the first quantum-mechanical theory of PSC actually based on the ex-
perimental observation that the PSC are found only in GS in which the basic localized charge
carriers interacting with gap light are the well-known negative-U centers. The theory is able to
answer the basic questions concerning the origin and features of the PSC. Explicit expressions
for the transition probabilities in the kinetics of the PSC can be obtained. Metastable transfor-
mations in the universal dynamic anomalies, related to the PSC, in GS may be predicted, in
accordance with some recently observed effects (in the tunneling dynamics) in GS. The most
essential test of the theory is to experimentally verify the predicted suppression of the PSC in
GS under moderately high pressures.

16.1 Introduction

As is observed in many experiments [1, 2], light of frequency comparable to the optical gap,
ω ≈ Eopt/�, can produce reversible metastable, sometimes long-lived, transformations in
the structure, called “photostructural changes” (PSC), in glassy semiconductors (GS), partic-
ularly in chalcogenide glasses with the mobility-gap width Eg ≈ 1 − 3 eV and Eopt � Eg.
In fact, EXAFS and Raman scattering experiments show that substantial changes occur in the
medium-range order (MRO) structures forming such glasses [3], as well as in their short-range
order [4]. Related considerable changes are produced in a variety of macroscopic physical and
chemical properties of these glasses. The most outstanding effect appears to be the so-called
“photodarkening” effect, a gap-light induced decrease ΔEopt of the original optical gap width
Eopt by up to around 10%, not observed in crystalline counterparts. Interesting anisotropic
effects, dichroism and birefringence, associated with the PSC have also been revealed re-
cently [1]. The nature of the PSC was one of challenging problems in the physics of GS
since they were discovered about three decades ago. A number of models, involving differ-
ent assumptions concerning the microscopic mechanisms, have been proposed to account in
general for photo-induced metastable effects in semiconductors and insulators, in which the
metastability was associated with generation and decay of electronic excitations (see, e.g.,
review [5]). However, as noted in some papers (see, e.g., [1], p. 481), such models, based
on the assumption that adiabatic potentials of the local atomic configuration in an important
atomic motion mode were different in its ground and optically excited electron states, were
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merely plausible suggestions which accorded with known features of the effect. In fact, even
for crystalline materials such models have been put on a proper theoretical footing only for
defect generation in alkali metal halides and crystalline SiO2. In other cases, the important
atomic mode, as well as the parameters of the local atomic configuration, actually were not
well defined. For the PSC [1, 2, 6], such models postulated that the adiabatic potential in its
ground and excited electron states consisted of a lower branch as a double-well potential and
an upper branch as a single-well potential, separated by a considerable split energy Δ with
Δ/� � ωv , the vibration frequency. The process of creation and destruction of metastable
defects was supposed to be due to competing light-induced Franck–Condon transitions from
the lower branch to the upper one, and standard activated hopping transitions between the
double-well potential minima. A standard kinetic equation for the metastable defects concen-
tration cd was analyzed and some features of its dependence on ω and T were revealed [1].
Experimental studies (see, e.g., [7]) of the phodarkening value ΔEopt, assumed proportional
to cd, have shown qualitative agreement of some observed features with the expected ones. In
spite of the stimulating role of the phenomenological models for experimental studies of the
PSC and their interpretation, basic questions remained unanswered: (1) Why do photostruc-
tural changes occur only in GS? (2) What is the criterion for the existence of the postulated
adiabatic potentials of a double-well potential shape, and is it realized in GS? (3) What are
the relations between the characteristic energies of the PSC and Eopt � Eg? (4) What are the
expressions for the transition probabilities in the kinetics of the PSC?

These questions can be answered in the recent consistent theory [8] (see also [9]), taking
into account that PSC are found only in GS in which basic localized charge carriers interacting
with the gap light are negative-U centers. The latter, of the kind postulated by Anderson [10],
have recently been theoretically identified [11] as electron (or hole) singlet pairs strongly self-
trapped due to their interaction with nearby localized atomic soft modes. The soft modes
were earlier theoretically found to contribute substantially, in general, to well-known low-
temperature (-energy) dynamic anomalies of glasses [12]. As was shown, most soft modes,
each of an average effective mass Msm for a typical number of involved atoms, are quasi-
harmonic ones. Their random spring constants k (measured below in the units of k0 ≈ 10 eV/
Å2 ) are considerably smaller than the value kac ≡ kac/k0 ∼ 1 typical of the vast majority of
atoms determining the standard acoustic dynamics.

Recently, a microscopic model for photo-induced metastability in amorphous As2S3 has
been presented [13], by using clusters of atoms that model the local structure of the material. It
seems that this structural model and the above-mentioned theoretical model of the PSC in GS
could be agreed with each other as the latter was essentially related to negative-U centers [8]
while the former was associated with the Street–Mott valence-alternating pairs of oppositely
charged coordination defects which, in some sense, might be treated also as negative-U centers
(see, e.g., [14]).

In what follows, Section 16.2 briefly describes the theory of the soft modes and their
dynamics, the basic concepts, results and problems, and Section 16.3 describes the nature
and properties of the negative-U centers as basic localized charge carriers with their ground-
states in the mobility-gap of the electron spectrum of GS. Section 16.4 reports on the above-
mentioned recent theory of the PSC related to the appropriate excited states of the negative-U
centers in GS while Section 16.5 discusses the expected metastable transformations in the uni-
versal dynamic anomalies, correlated with the PSC, actually in the widely discussed tunneling
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(non-vibrational) dynamics for very low excitation energies and the vibrational dynamics for
moderately low energies. Section 16.6 discusses a prediction on the suppression of the soft-
mode related metastable transformations under moderately high pressures. Some conclusions
are presented in Section 16.7.

16.2 The Soft-Mode Dynamics of Glasses

In this section, a brief discussion is given of the role of the soft (non-acoustic) atomic motion
modes and their excitations in the experimentally discovered [15] and widely studied [16]
universal anomalies in glass atomic dynamics related to excitation energies ε = �ω much
lower than the Debye energy �ωD, including some recent results. The concept of localized
soft atomic modes was introduced in the theory which was able to characterize (partly at least)
the dynamic anomalies in glasses [17,18], below referred to as the soft-mode dynamics theory
(SMD), originally named “soft configuration model” [12] or “soft potential model” [19].

The universal dynamic anomalies occur in thermal, acoustic, dielectric properties and in-
elastic (Raman, neutron, X-ray) scattering spectra of glasses for low ε � �ωD, 0 < ε � εb ≈
7.5 meV, e.g., low temperatures T � TD ≡ �ωD/k, 0 ≤ T � Tb ≈ 75 K, or frequencies
ω � ωD, 0 < ν ≡ ω/2π � νb ≈ 1.5 THz [16]. For very low ε � εa ≈ 0.1 meV, i.e.
T � Ta ≈ 1 K and ν � νa ≈ 10−2 THz, the most striking anomalies appear to be the
anomalous temperature dependence of the specific heat Cg(T ) ∝ Tα, α � 1 (instead of the
Debye T 3 dependence) and thermal conductivity χg(T ) ∝ Tσ, σ � 2. For moderately-low
ε, εa < ε � εb, i.e., Ta < T � Tb and νa < ν � νb, the most impressive anomalies seem
to be the THz frequency dynamics often referred to as high-frequency dynamics (HFD) and
the correlated broad maximum (“hump”) of Cg(T )/T 3 and “plateau” of χg(T ) (≈ constant)
around TM ≈ hνBP /4kB ≈ 10–20 K. Two types of glasses occur in experiments, in which
the HFD either (i) reduces to the boson peak, a rather broad maximum of width Δν � νBP /3
around νBP ≈ 1 THz in the vibrational density of states [20] in inelastic scattering spectra
observed in B2O3 and some related glasses [20]; or (ii) the HFD involves both the boson peak
and, above it, the accompanying high-frequency sound observed in SiO2, CKN and some
other glasses [21–23].

The BP intensity IBP (ω ≈ ωBP ), as well as the related dynamic structure factor, varies
with increasing T as the Bose–Einstein distribution for appropriate harmonic vibrational ex-
citations. The discovered anomalies suggested an existence of extra types of low-energy ex-
citations in atomic dynamics of glasses, compared with that of respective crystals. Two types
of such extra, non-Debye, excitations may exist with eigenstates of different nature. One type
is acoustic excitations of high enough ω ≈ ω

(el)
IR around the Ioffe–Regel crossover [24] from

weak elastic scattering of acoustic phonons by static-disorder induced structure fluctuations
with a long mean-free-path l

(el)
ac (ω) � λac(ω) � a1 for low ω � ω

(el)
IR to strong scatter-

ing with a short l
(el)
ac (ω) � λac(ω) for higher ω, ω

(el)
IR � ω � ωD; the phonon wavelength

λac(ω) � 2πs0/ω. s0 is a typical sound velocity. The characteristic Ioffe–Regel crossover

frequency ω
(el)
IR is defined by the equation l

(el)
ac (ω(el)

IR ) = λac(ω
(el)
IR ); a1 is the mean atomic

spacing. These excitations seem to predominate for glasses of the type (i); see, e.g., [25–28],
and references therein. The acoustic excitations, elastically interacting with the static fluc-
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tuations, can contribute to the atomic low-energy dynamics of glasses. In what follows, this
contribution is referred to as “acoustic dynamics”. Another mechanism for the HFD seems to
be decisive for glasses of the type (ii), in which both the boson peak and the accompanying
high frequency sound, essentially due to hybridization of acoustic excitations with some type
of non-localized excitations of which the nature does not seem to be exactly identified [29–31]
or with non-acoustic, non-localized but non-propagating, excitations identified [32] as the
above-mentioned atomic soft-mode excitations (Section 16.5) in local atomic soft configura-
tions which are characterized below.

In fact, at present some evidence exists in favor of an insufficiency of the acoustic dynam-
ics, including excitations associated with the “elastic” Ioffe–Regel crossover, for explaining
the universal dynamic anomalies of glasses. Indeed, a generally accepted fact is that the acous-
tic phonons are actually unimportant for very low ε � εa for which the basic contribution to
the dynamics is due to non-acoustic excitations which are atomic tunneling states in effective
local random double-well potentials introduced by postulates in the standard tunneling model
(see, e.g., [16]). On the other hand, there is experimental evidence that the tunneling dynam-
ics is not essential for higher ε, εa < ε � εb, and thus extra, non-Debye, types of vibrational
excitations, including the acoustic excitations in the “elastic” Ioffe–Regel crossover regime,
can be responsible for the dynamic anomalies of glasses in this energy range. At the same
time, it was shown in the SMD [12] that the tunneling states actually constitute only a part
of the soft-mode excitations, and so the SMD is an extension of standard tunneling model
to higher excitation energies ε, εa < ε � εb. The above-mentioned evidence in favor of an
insufficiency of the acoustic dynamics is that no dynamic anomalies due to tunneling states
are experimentally observed for very low T � Ta in cases where no boson peak is observed
for moderately low energies (see, e.g., [33]). This suggests that the contribution of the soft
modes to the dynamic anomalies may be essential not only at very low ε � εa where those
are decisive, but also at the moderately low ε.

The basic concept of the SMD [12] was that two types of motions and related excita-
tions, acoustic and soft-mode ones, co-exist and interact with each other, contributing to
the anomalies in the low-energy dynamics of glasses. The main idea was that big, though
rare, strongly anisotropic fluctuations of the local atomic configuration parameters (bond an-
gles, dihedral angles, etc.) from the average values in the basic medium-range-order struc-
tures [1] unavoidably occur in a glass, as a topologically disordered solid, and give rise to
the soft modes. The typical size of the soft modes, i.e., of the (quasi-) 1D fluctuations, is
Lsm ≈ (2 − 3)a1 ∼ LMRO; the latter denotes the length scale of the above-mentioned basic
medium-range-order structures forming a glass [34], while a1 is the mean atomic separation.
In this connection, both non-acoustic soft-mode vibrational excitations and non-vibrational,
tunneling states excitations were revealed in the soft-mode dynamics.

Actually, in the anomalous strongly anisotropic local configuration the motion of relatively
small groups of, say, of 5–10 atoms along the related distinguished mode x can just take place
in an effective local potential Vsm(x) with a small value of its spring parameter | k(x) |≡|
d2Vsm(x)/dx2 |� k0 and spring constant k ≡ k(xmin) � k0. Here, xmin (or xmax )
marks the potential minimum (or maximum) while k0 ≈ 10 − 20 eV/Å2 is the value typical
of the vast majority of atoms participating in the acoustic motions; both k(x) > 0, e.g.,
k(xmin) > 0, and k(x) < 0, e.g., k(xmax) < 0 for a double-well potential, may occur. Local
configurations with | k(x) |� k0, e.g., k � k0, are rather labile, easily rearrangeable with
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an anomalously high generalized susceptibility to distortions, χ = k−1 � χ0 = k−1
0 and

related large displacement Δx ≈ (0.1 − 1.0)a0 � (Δx)0; the atomic length a0 = 1 Å≡ 1 is
the length unity in what follows and (Δx)0 is the typical atomic displacement. Such a local
atomic configuration and the related (quasi-)1D mode have been referred to as soft ones, and
the local potential was expected, in general, to be anharmonic. In fact, it was shown that the
soft modes were characterized by small random spring constants, 0 < k � k0, in a rather
broad tail of the probability distribution density P (k), far below its highest maximum for
k = k0. The theory of the soft modes and related excitations reveals a crossover in a relatively
narrow energy range, εa < ε < w, from tunneling states in double-well potentials at ε � εa to
vibrational excitations (and classical overbarrier relaxations) at w < ε � εb; w is the revealed
new characteristic energy scale of the SMD (see below). The basic relation derived in this
theory characterizes the typical, i.e., most probable, anharmonic potential energy Vsm(x) in
the soft mode, which can be expressed, e.g., as follows [12]:

Vsm(x) ∼= w(ηx2 + ξx3 + λx4), (16.1)

instead of a standard harmonic single-well potential V0(x) ∼= wx2. Here η, ξ, λ and the soft-
mode displacement x (≡ u/a0) are dimensionless quantities. λ = 1, and w = Aη2

L ≈ 1 meV
at A = k0a

2
0/2 ≈ 10 eV; ηL = (ε0/A)1/3 ≈ 10−2 is a small “non-adiabaticity” parameter, a

measure of the effective atomic soft-mode mass Msm, and ε0 = �
2/Msma2

0. The unusually
small characteristic soft-mode energy scale w (� �ωD ∼ Aη

3/2
L ), actually corresponds to

the least possible (anharmonic) vibration energy; μ characterizes an effective quasi-molecule
moving in a soft mode and typically comprising several atoms. By definition of the soft
modes, basic random parameters of “softness”, η ≶ 0, and asymmetry, ξ ≶ 0, belong to
the tail of a characteristic broad probability distribution density F (η, ξ), far below its highest
maximum at η = η0 � 1 corresponding to k = k0 ≡ k(η0, 0) for the vast majority of atoms
with the noted standard single-well potentials. In fact, the tail comprises η and ξ, small in
magnitude, actually at |η| � ηsm ≈ 0.1 � η0 � 1 and ξ2 � ηsm, corresponding to the small
spring constants, k � k0. As noted above, the soft-mode potentials occur around a boundary
between harmonically stable (η � ηL) and unstable (η < ηL) single-well potentials which
include those with very small positive values of the “softness” parameter η, 0 � η � ηL, or
double-well potentials with alternative values of η, e.g., η < 0. The soft-mode excitations
were identified as the low-energy excited eigenstates ψexc, H ψexc = εexc(η, ξ)ψexc of the
Hamiltonian H = −ε0 d2/dx2 + Vsm(x), with the excitation eigenenergies ε ≡ �ω =
εexc(η, ξ) at ε � εb ≈ 7.5 w. Although the soft modes in a glass may be considered as
localized, their vibrational and non-vibrational (tunneling states) excitations, in principle, are
quasi-localized in the above-mentioned relatively small groups of, say, of 5–10 atoms, as also
confirmed by simulations. In other words, the excitation eigenstates are non-localized ones
but not propagating waves, in the same sense as resonant, or quasi-local, local vibrations
related to some kinds of defects in crystals are: such an excitation decays with its lifetime into
co-existing acoustic phonons of close energies, due to their interactions δVsm(x, e), but the
lifetime is still exceeding, though comparable to, the excitation frequency. In this connection,
as usual, the excitations are well defined for such energy eigenfrequencies ω (< ω

(in)
IR ), for

which their width γ(ω) < ω, i.e., not too close to the Ioffe–Regel crossover from weak to
strong inelastic scattering of acoustic excitations by soft-mode ones at γ(ω(in)

IR ) = ω
(in)
IR . The
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Hamiltonian δV (x, e) for the interaction of a soft mode (its excitations) with acoustic modes
(phonons) is so far approximately described in the simplest scalar form, as Vsm−ac(x) � βxe,
where β is the coupling-energy parameter while e is the “small” acoustic strain tensor in the
soft-mode location in the system. In general, both Msm and | β | are random parameters
subject to distribution densities which are rather narrow so that their mean values may be
used.

The soft-mode dynamics in glasses is actually characterized by the excitation spectra,
εsm(η, ξ), and by the transition (scattering) probabilities associated with the interaction Hamil-
tonian, as well as by the (single-) excitation density of states, nsm(ε), and the related atomic
soft-mode concentration, csm. It has to be added that the vast majority of the soft-mode exci-
tations are associated with (quasi-) harmonic vibrations, of which the low-temperature atomic
concentration c

(qh)
sm � csm is orders of magnitude higher than the concentration c

(TS)
sm of the

non-vibrational atomic-tunneling-states excitations only in double-well potentials, with the
typical very small value of the ratio c

(TS)
sm /c

(qh)
sm � c

(TS)
sm /csm ≈ 10−3–10−4. At ambient

pressure and low temperatures (p = 0, T/Tg � 1), the low-energy anomalies in glass dy-
namics can approximately be interpreted qualitatively and in scale, to a considerable extent at
least, with the concentration c0

sm = csm(p = 0) ≈ (1–5) × 10−2.
However, c0

sm should be much lower, c0
sm � 10−2, for “non-glassy” amorphous mate-

rials in which no pronounced low-energy dynamic anomalies are observed (e.g., in a-Si or
amorphous water) (see [35]).

16.3 Negative-U Centers in Glassy Semiconductors

A fundamental manifestation of the soft modes appears to be an occurrence of negative-U
centers which have been postulated to be the occupied localized states in the mobility gap of
GS, largely of chalcogenide glasses (g-As2S3, g-GeS2, etc.) with a typical mobility-gap width
Eg ≈ 1–3eV . A negative-U state was originally postulated by Anderson [10] to be a singlet
(“diamagnetic”) electron pair with energy (per particle) E < EF or hole pair with E > EF ,
characterized by a negative correlation energy U of value |U | � Eg/2 (EF is the Fermi level
located around the middle of the gap). This postulate and some theoretical conclusions have
been applied for interpreting a large variety of experimental data for a series of anomalous
electronic properties of GS: absence of a substantial paramagnetism and non-doping (pinning
of the Fermi level), as well as peculiar ac conductivity and some photo-induced effects.

The quantum-mechanical theory of the negative-U states (centers) presented by Klinger
and Taraskin [11] has shown that the states could be formed due to a non-polaronic self-
trapping of an electron (hole) singlet pair in an atomic soft mode of a GS. The actual mobility-
gap states are found in the theory to be the self-trapped pair states with characteristic self-
trapping energies W2(< 0) of a very large value:

W2 � −2Q2/kef � −Eg, at kef � kg � Q2/2Eg, and |W2| � Eg � |WSP |, (16.2)

where WSP ≡ W
(SP )
1 � Q2/2k0 is a self-trapping energy for a single standard small po-

laron, in a vibration mode with a typical spring constant, k ≈ k0, and Q is a typical electron-
vibration coupling energy, Q ≈ 3eV , for a GS. A standard small polaron is formed due
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to a single-band self-trapping with only the parent band states (e.g., conduction-band states,
for electrons) involved, at |WSP | � Eg. The inequality |W2| � |WSP | in Eq. (16.2) for
negative-U centers holds just because of small spring constants kef � kg � k0 for essen-
tial soft modes. Therefore, the negative-U state in a GS is formed, in the theory in question,
due to a non-polaronic, two-band self-trapping process involving the parent and non-parent
(e.g., valence) band states. This follows from direct calculations of the model Hamiltonian,
Ĥ(x) = Ĥsm(x) + ĤHA + Ĥel−sm(x). The latter takes into account the soft-mode dy-
namics Hamiltonian, Ĥsm(x) = −(�2/2μ)(d2/dx2) + Vsm(x) (with μ being the soft-mode
effective mass), the well-known Hamiltonian of Haldane and Anderson, ĤHA, characterizing
the hybridization of the “bare” electron parent band states ψi with each other (in the absence
of atomic vibrations), and the Hamiltonian, Ĥel−sm(x) for the electron–soft mode-vibration
interaction.

Moreover, Eq. (16.2) can be interpreted as due to the fact that the two-band pair self-
trapping is related to the “bare” electron energy level (ε0) lowering in the mobility gap and its
hybridization with the “bare” non-parent band states ψi. The hybridization becomes decisive
at the non-parent mobility edge (e.g., Ev ) and creates a renormalized single-electron state
Ψ0σ of a size R0 � a1, with an energy level E0σ,

Ψ0σ = C
(0)
00 ψ0 +

∑
i

C
(σ)
0i ψi and E0σ ≥ ε0, (16.3)

where C
(σ)
00 and C

(σ)
0i determine the contributions of the states ψ0 and ψi, respectively, and σ

standing for spin projections (σ = ±1
2 ). Since soft modes are characterized by small spring

constants k ∼ 0.1k0, the self-trapping energy |W2| could exceed Eg, at realistic Eg/|Wsp| ≈
10. Then, the renormalized energy level E0σ is repelling off the mobility edge Ev due to
the strong hybridization of states, so that indeed |W2| � Ec − Ev = Eg (similarly for hole
self-trapping). Thereby, essential soft modes are marked by a typical small spring constant
kg � Q2/2Eg � k0.

It is also established in the theory that, as well as in the small-polaron theory, W2 =
U − UH + 2W1 and, moreover, 2|W1| ≈ |W2|/2 � Eg/2 for the essential kef � kg � k0

and the Hubbard correlation energy UH � Eg. Thereby, the typical value of the negative
correlation energy is

|U | ≈ |W2/2 � Eg/2, (16.4)

just as it was additionally postulated earlier [14] for fitting the appropriate experimental data.
The theory under discussion and its basic Eqs. (16.2) and (16.4) allow us to characterize
the spectral and thermodynamic properties of an SG as a semiconductor with mobility-gap
negative-U states.

Excited electron states of the negative-U centers have been suggested in the theory in
question (see Section 16.4) to determine non-equilibrium processes such as photo-induced
phenomena in GS illuminated by gap-light of frequency ω ≈ Eg/�, including the photo-
induced structural changes (PSC) discovered long ago and studied in numerous experimental
works and theoretical models.
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16.4 Photo-Induced Metastable Transformations in
Structure (Photostructural Changes)

Recently a consistent quantum-mechanical theory of the PSC has been established, in which
the latter were identified with gap-light (radiation) generated structural defects associated with
appropriate excited states of the negative-U centers and the above-mentioned (Section 16.1)
basic questions on the origin and properties of the PSC in GS can be answered (see below).
In particular, the answer to the widely discussed question of why the changes occur only in
GS is that the negative-U centers in question are the basic localized charge carriers interacting
with gap light only in these materials. In other words, the present theory takes into account
that the PSC are found only in GS in which the basic localized charge carriers interacting with
gap light are the negative-U centers [8, 9].

16.4.1 Photostructural Changes as Metastable “Defects” Due to
Excited Negative-U Centers

The basic idea of the theory under discussion is that a high–energy excited state of a negative-
U center generated by gap light is formed from its ground-state by a large change Δxexc in the
atomic soft mode displacement x, with |Δxexc| ∼ 10x0 and x0 being a typical amplitude of
zero-point vibrations, e.g., x0 ≈ 0.03. Thereby, under certain realistic conditions (see below)
metastable “defects” as excited states of the negative-U centers can be created in the original
glass structure. As noted above, the displacement x, as well as a1 and other lengths, are
measured below in the atomic length units of a0 = 1 Å, e.g., a1 ≈ 2–3. In fact, metastability
of the high–energy excitations is a general property of electron excitations strongly related to
the soft modes, which is associated with the softness (relative ease of rearrangement) of the
local atomic configuration and with the resulting barriers in the lower branch of the adiabatic
potential for a negative-U center (see Fig. 16.1 and [12](a)). The most important result of the
theory of the negative-U centers [11], which has to be accounted for here, is that the ground-
state of such a negative-U center is characterized by a large change in soft-mode displacement,
|ΔxST | ∼ 10x0, with ΔxST ≈ −Δxexc, and by a self-trapping energy W2 (< 0) with a large
magnitude, |W2| � Eg (Eq. (16.2)).

The localized system that we consider is a singlet electron pair (with spatial coordinates
r1, r2) interacting with a soft mode x to give rise to a negative-U center in its ground-state,
with the wavefunction Ψ(0)

2 (r1, r2), or in the excited state, with the wavefunction Ψ(1)
2 (r1, r2).

The Hamiltonian of our system H2e,sm can be written in the form [8, 9]

H2e,sm(r1, r2; x) = H2e(r1, r2) + Hsm(x) + Hint(r1, r2; x), (16.5)

where H2e(r1, r2) = T2e + Vee is a standard Hamiltonian of a “fast” subsystem (a singlet
pair of electrons of effective mass m), actually with a predominant kinetic energy term, and
Hsm(x) = Tsm +Vsm(x) is that of a “slow” soft-mode sub-system with a harmonic potential
energy for most of the soft modes, Vsm(x) � kx2/2 at 0 < k � 0.1kac, and Tsm is a kinetic
energy determining a small non-adiabatic perturbation to the applied adiabatic approximation,
at a typical small parameter η ≡ (m/Msm)1/2 ∼ 10−3. The interaction Hint between the
electron pair and a finite soft mode displacement x in a basically covalent GS can be regarded
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Figure 16.1: The “defect” adiabatic potential E
(α)
2 (x) (in arbitrary units; α = 0, 1) as a function of the

soft mode displacement x. The continuous curve is for the ground-state, with its minimum at x
(0)
2 = −1,

and the broken curve is for an excited state, with its minimum at x
(1)
2 = 1.

as a short-range one with the length scale L0 ≈ a1 ≈ 2− 3, and be approximated, in general,
in an additive form as

Hint(r1, r2; x) �
∑

j=1,2

δΦ(rj ; x), (16.6)

where

δΦ(r; x) � [D1(Θ)x + 0.5D2(Θ)x2] exp(−r/L0).

with the electron radius-vector presented as r ≡ (r, Θ, ϕ). The parameter D1 ≈ C0L
−1
0 , with

C0 being the interaction energy scale. On the other hand, D2 ≈ C0L
−2
0 gives rise to an extra

contribution Δk ∝ D2 to the soft mode spring constant k, k −→ kef = k + Δk, where
kef is the renormalized, effective, spring constant. In other words, a ground-state negative-U
center may be considered as an extra weak effective covalent bond (kef � k0) which is also
characterized by a negative pair correlation energy of the same order of magnitude. Such weak
effective bonds may relatively easily rearrange and thus favor either a decrease or an increase
of the related local volume. Then, a metastable transformation may occur from a double-well
potential to a single-well potential or vice versa, depending on the value of the light frequency
in the gap light range (see [11](a)).

For the Hamiltonian H2e,sm of the system in question, the adiabatic potentials appear to
be different for the ground and excited states of a negative-U center, of which the excited
state corresponds to a metastable “defect” only when its adiabatic potential and that of the
ground-state cross each other in accord with a relevant criterion discussed below. Two limit
cases can be distinguished in Eq. (16.6): (I) both D1 and D2 do not depend on the angle Θ;
(II) the angle dependence of δΦ(r; x) is most pronounced. The limit case (I) appears to be
of the simplest possible form Hint(r1, r2; x) which is mainly explored below, giving rise to a
small splitting of the crossing adiabatic potentials from each other. Some brief comments will
only be addressed concerning the other limit case which rather corresponds to a large splitting
of the crossing adiabatic potentials. As is common, it is assumed that the interaction energy
C0 is of the scale of a typical atomic elasticity energy measured below in the energy units of
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ε0 = 1 eV, |C0| ∼ 10. Moreover, the distributions of the random C0 and L0 are assumed such
(e.g., sufficiently narrow) that their most probable values are close to the average values, so
that the latter can be used for estimates.

As seen below, the resulting adiabatic potentials E2(x) of the soft mode may have a

structure which is similar to that of a double-well potential with a deeper well, E
(0)
2 (x),

related to a ground-state wavefunction Ψ(0)
2 (r1, r2) of the negative-U center and a shal-

lower one, E
(1)
2 (x), associated with a relevant, gap-light generated excited state wavefunction

Ψ(1)
2 (r1, r2) of the negative-U center. In order to describe the adiabatic potentials E

(α)
2 (x)

(α = 0, 1) it is necessary to specify the form of the wavefunctions Ψ(α)
2 (r1, r2), which is

approximated in the usual way:

Ψ(α)
2 (r1, r2) ≈ (1/2)1/2 [φ(β)

1 (r1)φ
(γ)
1 (r2) + φ

(β)
1 (r2)φ

(γ)
1 (r1)], (16.7)

with the single-electron ground-state wavefunction φ
(0)
1 (r) = (πρ3

0)−1/2 exp(−r/ρ0) and lo-

calized or non-localized excited-state wave functions φ
(1)
1 . The latter in what follows are

singly ionized excited states (near the mobility edge), with largest soft mode displacements,
orthogonal plane waves or equivalently excited bound states of size ρ1 −→ ∞ (these are the
only excited states for non-adiabatic small polarons). With the above choices, the pair wave-
function Ψ(1)

2 (r1, r2) is orthogonal to Ψ(0)
2 (r1, r2), and the present theory is qualitative and

in some respects semi-quantitative, giving scale estimations but not numbers which could fit
experimental data. Then, the adiabatic potentials E

(α)
2 (x) related to the “defects” in question

can be expressed in a standard way as

E
(α)
2 (x) =

∫∫
(dr1)(dr2)Ψ

(α)
2 (r1, r2)H2e,sm(r1, r2; x)Ψ(α)

2 (r1, r2) (16.8)

= T
(α)
2 + 2Q(α)x + (1/2) k

(α)
ef x2

= W
(α)
2 + (1/2) k(α)(x − x

(α)
2 )2. (16.9)

Here W
(α)
2 = E

(α)
2 (x(α)

2 )k(α)
ef and x

(α)
2 are functions of the model parameters C0, k and L0.

The soft-mode coordinates of the two minima are x
(α)
2 = −2Q(α)/k

(α)
ef , and W

(α)
2 (< 0) is

the pair self-trapping energy in the ground or excited state. In Eq. (16.9), W
(α)
2 � T (α) −

2(Q(α))2/k
(α)
ef ; in terms of Λα = 1+ρα/2L0, the kinetic energy T (α) = (2−α)E0 (Λ0−1)−2

where E0 = (�2/8mL2
0) and m is the electron effective mass. Moreover, Q(0) = D1/Λ3

0

and Q(1) = Q(0)/2, while the mentioned changes Δk(α) in the effective spring constant
k

(α)
ef = k + Δk(α) are Δk(0) = k

(0)
ef − k = D2/Λ3

0 and Δk(1) = Δk(0)/2. Then, as
follows from Eq. (16.2), most soft modes that contribute to the formation of ground-state
negative-U centers are characterized by an effective spring constant k

(0)
ef � kg = MsmΩ2

sm =
2(Q(0))2E−1

g [1+2E0(Λ0−1)−2E−1
g ]−1, and the electron-induced additional spring constant

Δk(0) can be appreciably less than kg for appropriate realistic values of the parameters (Ωsm

is a typical soft mode frequency). In this connection, for the sake of simplicity of the following
analysis, we confine our attention to the case of D2 � 0, so that the spring constants are all
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equal, k
(α)
ef � k � kg ≈ 0.1kac. Then, with the obtained simple expressions for the adiabatic

potentials E
(α)
2 (x), our calculations show that the value of Λ0, i.e., of the ground-state size

ρ0, found by minimizing the ground-state energy E
(α)
2 (x(α)

2 ), with respect to ρ0, is a solution
of the equation

E0/(Λ0 − 1)3 = 3D2
1/(kgΛ7

0) � γΛ0, (16.10)

where γ = �
2/3mL2

0Eg � 0.1 for realistic values of the effective mass m � m0, the
free electron mass. For such γ, ρ0/2L0 � γ1/3(1 + γ1/3/3), as also confirmed by numeri-
cal calculations. The combination of Eq. (16.9) and an extra energy minimum requirement,
E0/(Λ0 − 1)4 > 7D2

1/(kgΛ8
0), leads to the condition (1 <) Λ0 < 1.75, i.e., (0 <) ρ0 < 1.5

L0, which is realized with the found value of ρ0(γ).
Finally, the criterion for an existence of metastable “defects” is that the soft-mode co-

ordinate of the crossing point xc for the adiabatic potentials in Fig. 16.1 lies between the
coordinates x

(α)
2 of the ground-state and excited-state minima. As by definition E

(0)
2 (xc) =

E
(1)
2 (xc), after simple algebra one finds that

xc = −3D1(Λ0 − 1)/(kgΛ4
0), (16.11)

and so the criterion for the existence of a “defect” state is that Λ0 should lie between 1.5 and
3. Then, one concludes that actually 1.5 < Λ0 < 1.75, so the criterion is realizable for GS. In
accordance with Eqs. (16.2) and (16.9)–(16.11), at Eg = 2D2

1/(kgΛ6
0), E

(α)
2 (xc) is higher in

energy than the minimum of the energy of the excited state by the value of activation energy

E1c = kg(xc − x
(1)
2 )2/2 = [2D2

1/(2kgΛ6
0)](1 − κ/Λ0)2 ≡ Egζ

2, (16.12)

with κ = 1.5 and ζ2 ≈ 1/49 here. For finite D2, at Δk(0) = D2/Λ3
0 still noticeably less than

k(0) � kg , similar estimation results are expected, as confirmed in numerical calculations. In
Eq. (16.12), the noted value of κ and upper limit of ξ2 should not be understood too literally
in this semi-quantitative theory. However, the scale of ζ2 is still considerably less than the
empirical one, e.g., ζ2 ≈ 0.5–1.0. It may be anticipated that this smallness is related to the
fact that in the limit case (I) under discussion, for which non-diagonal matrix elements of the
interaction of Eq. (16.6) in the approximate negative-U states of Eq. (16.7) are zero and also
the distributions of D1, D2, and D0 are assumed to be such that their most probable values
are close to the average valus and the latter can be used for estimates. A different situation in
this connection may be characteristic of the other limit case (II), in which much larger non-
diagonal matrix elements of Hint are expected to occur due to pronounced angle dependence
in Eq. (16.9) (e.g., with D1 = C1L

−1
0 cos2 Θ and D2 = 0.5C0L

−2
0 [cos2 Θ − (L0/r) sin2 Θ]

at C1 ∼ C0). In this case, the activation energy E1c and ζ2 may be much larger, even close
to the empirical scale, e.g., with ζ2 � 1.0. Accordingly, in some intermediate cases when
an expression for Hint(r1, r2; x) more general than in Eq. (16.6) is relevant, the activation
energy E1c may be close to the empirical scale of 1 eV. This suggestion has still to be checked
more carefully in numerical calculations elsewhere, but the preliminary results are encourag-
ing. It is worth adding that Eq. (16.10) is relatively weakly sensitive to the exact form of the
expressions of D1,2(Θ), while Eq. (16.12) is expected to be considerably more sensitive.
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16.4.2 Kinetics and Transition Probabilities

Now, for the above theoretical model, a brief discussion is presented of kinetics of the PSC
and the related probabilities for transitions between the adiabatic potential wells, E

(α)
2 (x)

(α = 0, 1) in Fig. 16.1, giving rise to metastable “defects”. The basic kinetic equation for the
time evolution of the concentration c1(t) ≡ cd(t) of the metastable “defects” is applied in a
standard form,

dc1

dt
= [P (r)

0t1c0(t) − P
(r)
1t0c1(t)] + [P (nr)

0c1 c0(t) − P
(nr)
1c0 c1(t)], (16.13)

for the simplest case with a steady-state concentration of the negative-U centers, cnuc =
c0+c1 (e.g., cnuc ≈ 10−3). The transition probabilities (per sec) P

(r)
0t1 and P

(r)
1t0 for successive

inter-well radiative (via a transient state (t)) and intra-well relaxation transitions, as well as
P

(nr)
0c1 and P

(nr)
1c0 for successive inter-well non-radiative (via an activated state at xc) and intra-

well relaxation transitions, are rather related to a bottleneck-like situation and can be expressed
in terms of the above-mentioned parameters D1, D2, L0 and k(0) = kg.

If the photon flux Q0 = {constant > 0 for t > 0 or 0 for t < 0}, the fractional concentra-
tion f1 = c1/cnuc of “defects” can be described by a standard phenomenological equation [6]:

f1(t) = (f0 − f∞) exp(−t/τf ) + f∞, at t > 0, (16.14)

where f0 ≡ f(0) ≥ 0 and f∞ = f(t � τf ) is the steady-state value. Moreover, in terms

of P
(r)

αtα′ and P
(nr)

αcα′ , f∞ = τfτ−1
0 at τ−1

0 = P
(r)
0t1 and τ−1

f
∼= P

(r)
0t1 + P

(r)
1t0 + P

(nr)
1c0 , since

actually thermally induced “defects” are unimportant when the PSC are pronounced, i.e.,
P

(nr)
0c1 /P

(nr)
1c0 � 1. In terms of generalized cross-sections σαtα′ ≡ P

(r)

αtα′ /Q0, one can

see that f∞ � Q0/Q∗ for small Q0 � Q∗ = P
(nr)
1c0 /σ0t1 while f∞ exhibits a “satura-

tion” for Q0 � Q∗, as far as an (experimentally) accessible Q∗ exists. If light is switched
off at a time t = τ∞ > τf , an effect of thermal relaxation of “defects” occurs, f1(t) �
f∞ exp[−(t − τ∞)/τb], for t > τ∞, with a characteristic time τb(T ) (see below).

For not too large Q0, including Q0 � Q∗(see below), the effective time τ
(r)

αtα′ of the light-

induced transitions actually is the time τ
(FC)
αt of the related Franck–Condon transition from a

vibrational state around the minimum in the α-th potential well to a respective transient state
in the α

′
-th one,

τ
(r)

αtα′ ≡ 1/P
(r)

αtα′ � 1/Q0σ
(0)
αt = τ

(FC)
αt , with σ0t1 � σ

(0)
0t . (16.15)

The Franck–Condon cross-section σ
(0)
αt can be readily obtained by equation for the adiabatic

potentials of a negative-U center a well known formula of the cross-section associated with
multi-phonon processes in self-trapped states [35]. In the case under discussion,

σ
(0)
αt (ω, T ) ≈ σ0 tanh(�Ωsm/2T ) exp[−E(α)

a (ω)/θT ], (16.16)

where E
(α)
a (ω) = (E(α)

m − �ω)2/Eg is the activation energy at “high” T � �Ωsm/2, σ0 �
4πω|Mαt|2(2Msm)1/2/3cmε(ω)�E

1/2
g ∼ 10−14 cm2 (≈ L2

sm). Mαt is a standard electric
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dipole transition matrix element, cm is the light velocity and ε(ω) is the dielectric parameter
of a GS. In Eq. (16.16) θT = (�Ωsm/2)coth(�Ωsm/2T ) and a typical soft mode frequency
Ωsm ≈ 5 × 1012/s, while E

(1)
m = γ1Eg/4 and E

(0)
m = γ0Eg < Eg at 3/4 � γ0 � 5/6 <

γ1 � 4/3, not contradicting the fact that the observed maximum of light excitation spectrum
occurs in the Urbach absorption tail at ωmax < Eopt/�.

Thus the Frank–Condon cross-section changes with T as T−1exp[−E
(α)
a (ω)/T ] for T >

�Ωsm/2 ≈ 25 K while it almost does not change at lower T , and, most importantly, E
(α)
a (ω)

is simply related to Eg due to Eq. (16.2). Certainly, Eqs. (16.13)–(16.16) hold in the present
theory independent of the exact form of the expressions of D1,2(Θ) in Eq. (16.6), as well as
the expressions describing the probabilities of the intra-well relaxation transitions, included in
the probabilities P

(nr)
0c1 and P

(nr)
1c0 in Eq. (16.13), estimated in what follows.

On the other hand, the expression for the probability (per second) of the thermal inter-well
relaxation processes, in general, can be approximated in the present theory as

P
(nr)
1c0 � Wb ≡ τ−1

b = Ωb exp(−E1c/T ) (� Ωsm), (16.17)

as long as the finite time of intra-well vibrational relaxation τV R is in fact small, τV R � τb

(see below).

However, the expression for the probability Ωb may be noticeably different in the two
above-mentioned limit cases (I) and (II) of Eq. (16.6), as well as in intermediate cases. For
the case (I), the effective frequency Ωb for inter-well transitions at the activated state near the
crossing point xc of the adiabatic potentials (Fig. 16.1) is Ωb = wLZ , the probability (per
second) of the well-known semi-classical Landau–Zener transition, determining a small split-
ting Δ ≈ �wLZ of the curves at xc, basically due to weak non-adiabaticity. In fact, a typical
estimation wLZ/Ωsm ≈ Q2η2/�ΩsmEg ≈ 10−3–10−4 for appropriate realistic values of the

parameters gives an accessible Q∗ � Wb/σ
(0)
0t � wLZ/σ

(0)
0t ≈ (1023 − 1024)/cm2s, which

significantly increases with T at T < E1c. Eq. (16.15) holds not only for Q0 < Q∗ but in gen-
eral for not too large Q0 < Q∗∗, as the cross-sections σ0t1 � σ

(0)
0t (1+Q0σ

(0)
0t τ

(1)
V R)−1 accounts

for the finite value of τ
(1)
V R ≈ Nα/w

(1)
1 ; w

(1)
1 is the probability (per sec) of a single-phonon

relaxation processes and Nα ≈ [E(α)
m − E

(α)
2 (x(α)

2 )]/�Ωα is the number of such processes

from the transient state energy to E
(α)
2 (x(α)

2 ). One can estimate N1 ≈ Eg/4�Ωsm ≈ 102

and W
(1)
V R ≡ 1/τ

(1)
V R ≈ (10−2 − 10−3)Ωsm for actual 2T � T

(GS)
g ≈ 500 K, the glass

transition temperature. Thus, as implied in Eq. (16.17), τ
(1)
V R � 0.1τb. Then, the value of

Q∗∗ � (σ(0)
αt τ

(1)
V R)−1 is considerably larger (although still accessible) and increases with T

more weakly than Q∗, Q∗∗ ≈ (10 − 102)Q∗. In this connection, f∞ changes considerably
with ω, T and Q0 at Q0 < Q∗. However, it almost does not change with Q0 and changes more
weakly with T at Q0 > Q∗. At the same time, the noted “saturation” is different at Q∗ <

Q0 < Q∗∗, f∞ ≈ σ
(0)
0t (σ(0)

0t + σ
(1)
0t )−1, and at Q0 > Q∗∗, f∞ � W

(1)
V R(W (1)

V R + W
(0)
V R)−1.

This holds in general as far as Wb � Ωsm, including the other limit case (II) and inter-
mediate cases for which the explicit expressions for Ωb and E1c, presumably closer to the
empirical values, will be considered elsewhere.
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16.4.3 Concluding Remarks

In the cases with Wb � Ωsm, including the simplest case of Eqs. (16.11)–(16.12), Eqs. (16.5)–
(16.17) of the present theory appear to answer the basic questions formulated in Section 16.1
and can be used for calculations of the kinetic characteristics of the PSC. The answer to the
first question is that the PSC are due to metastable “defects” produced by the gap light gen-
erated excited states of negative-U centers which are basic localized charge carriers only in
glassy semiconductors, in particular in chalcogenide glasses. The answer to the second ques-
tion is that the explicit expression for the PSC criterion, i.e. for the existence of the negative-
U center adiabatic potentials of the mentioned double-well potential shape, can indeed be
obtained and shown to be realizable in GS. Moreover, it is shown in the theory that the charac-
teristic energies of the PSC are proportional to the optical gap width Eopt � Eg, in accordance
with the experiment. Finally, explicit expressions for the transition probabilities in the kinetics
of the PSC can be obtained from the theory (Eqs. (16.16)–(16.17)).

16.5 On Correlations Between Photo-Induced
Transformations in Atomic Dynamics and
Photostructural Changes

The purpose of this section is to discuss the possibility of occurrence of pronounced metastable
transformations in the above-mentioned (Section 16.2) universal dynamic anomalies and some
related recently observed effects in the tunneling dynamics in GS. As demonstrated in Sec-
tion 16.5, the PSC occuring in these materials originate from excited negative-U centers ulti-
mately related to the soft modes.

16.5.1 Are Pronounced Metastable Transformations Available in
Atomic Tunneling Dynamics?

One can see from Section 16.4 that the negative-U centers excited by the gap-light are charac-
terized by small effective spring constants k

(exc)
ef , which are even smaller than that, k

(gr)
ef (�

k0), for the ground-states (Eqs. (16.6) and (16.9)), corresponding to an extra weak cova-
lent bond which is even weaker than that for the ground-states. In general, this expected
effect favors a relatively small increase of the volume and thus a transformation of a rela-
tively small number Δcsm (> 0) of soft modes “located” in single-well potentials into those
in double-well potentials, particularly (but not limited to) for the gap-light of frequencies
ω � ωg = Eg/� at 0 � ωg −ω � ωg in the optical-bandgap Urbach tail efficient also for the
PSC in GS, with Δcsm � csm. Thus, the expected effect can give rise to a relatively consid-
erable increase of the atomic concentration of the soft modes in double-well potentials, and
thereby of the concentration of the related atomic tunneling-states excitations with very small
energies ε � εa = kBTa at Ta ≈ 1 K, provided that Δcsm is not too small compared with
the tunneling-states concentration c

(TS)
sm , e.g., at Δcsm ∼ c

(TS)
sm . In other words, the PSC are

expected (at least for some frequency range of the gaplight) to enhance the universal dynamic
anomalies associated with the atomic-tunneling states of the very low excitation energies.
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This interpretation actually is in a qualitative agreement with the ideas suggested in recent
experimental work [36]. While theoretical estimations of Δcsm/c

(TS)
sm have still to be given

elsewhere, this ratio at present could presumably be estimated from interesting experimental
data of the work cited above on the changes in low-temperature sound velocity and acoustic
absorption around 150 MHz in a-As2S3 films illuminated at 5 K by the gap light. The absorp-
tion and the temperature dependence of the sound velocity are enhanced dramatically, and the
elastic constants are softened by 8± 1%. The structure of the films becomes more floppy, and
this appears to be plausibly interpreted in this paper as due to an increase of the number of
soft modes. This view is supported by the observed absolute decrease of the sound velocity
during illumination, as well as by a decrease of the medium-range order in a-As2S3 earlier
reported earlier [37]. Then, one could suggest that Δcsm/c

(TS)
sm is here still smaller than unity

but considerable, e.g., Δcsm/c
(TS)
sm ∼ 0.1. It is not excluded, however, that the sign of Δcsm,

and thus the effect may become opposite for gap-light frequencies considerably exceeding the
optical-gap width (see [11](a)).

16.5.2 Can Pronounced Metastable Transformations be Available in the
HFD Related to Soft Modes?

The metastable transformations might occur also in the HFD related to vibrational soft-mode
excitations (Section 16.2). For this case, a theoretical model and the resulting HFD, including
both the boson peak and the correlated high-frequency sound, has recently been proposed [32],
in which an isotropic elastic continuum matrix is considered, containing randomly distributed
localized “defects” being atomic soft modes, of concentration csm(∼10−2), with their “bare”
harmonic (quasi-local) vibrational excitations. The only characteristic frequency of the model
is a given random “bare” soft-mode frequency ω

′
0, around its typical value ω0 ≈ 2π THz,

chosen from the (vibrational) density of states g0(ω
′
0). The spectral properties of such a

macroscopic system, which can be revealed from (e.g., scattering) experiments, such as the
characteristic single-excitation density of states g(ω), can be calculated from the spectrum of
eigenfrequencies ω = ω(q; ε

′
) for propagating collective excitations with wavevector q, at a

given value of ω
′
0. The excitation spectrum is found to consist of two branches with the dis-

persion law ω = ω1,2(q; ω
′
0), which are separated by a gap of width Δ(ω

′
0) = ω2 min−ω1 max

at ω2 min = ω
′
0, with a typical value of Δ(ω0) ∼ 0.1ω0 (see Fig. 16.1 in [32](a)). Ac-

tually, this spectrum corresponds to strong hybridization of the acoustic vibrations with the
soft-modes. This hybridization is an essential feature of the excitations around the gap and is
associated with an “inelastic” Ioffe–Regel crossover from weak inelastic scattering of acoustic
phonons by soft-mode vibrations to strong scattering. In fact, the related acoustic mean-free
path l

(in)
ac (ω) around the gap (ω ≈ ω

′
0 ≈ ω0) is short in accordance with the definition of

this crossover, l
(in)
ac−sm(ω) ≈ λac(ω) = 2πs0/ω at ω ≈ ω

(in)
IR ≈ ω0 and ν0 ∼ 1 THz,

and the characteristic frequency ω
(in)
IR ≈ ω0 is practically independent of q, in accord with

the physical sense of any Ioffe–Regel crossover. In the crossover range, the widths γ1,2 of
the eigenfrequencies ω1,2 are large in a sense that γ1,2 = κω1,2 with 0 < κ � 1. The
lower branch ε1(q; ε′) considerably below the gap edge ε1 max is largely of acoustic origin,
ω1(q; ω

′
0) � s0q. Moreover, the upper branch ε2(q; ε′) considerably above the gap edge
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ε2 min = ε′ (at ω ≤ ω2 max � ωD) is of “mixed”, strongly hybridized nature, although with
an acoustic-like dispersion law, ω2(q; ε′) � ω

′
0 + s0q. The latter is expected to mark also

non-localized, propagating, excitations of relatively high ω, ω0 < ω � ωmax ≡ pmaxω0

for ω
′
0 ≈ ω0, similar to the observed high-frequency sound, with an experimental upper

value p
(exp)
max = ω

(exp)
max /ωBP � 2–3 [22]. The mentioned vibrational excitations around the

(pseudo)gap are also expected to be non-localized states, although different from the propa-
gating high-frequency sound like states, because inelastic scattering is related to dephasing
effects due to energy exchange.

Then, the basic spectral property under discussion, the density of states g(ω), as well
as g(ω)/ω2 measurable in inelastic incoherent neutron scattering experiments, can be ap-
proximately calculated [32](b). The results are presented in Fig. 16.2 at a typical gap width,
δ = Δ(ω0)/ω0 = 0.1, and mean that J(ε = ω2) = g(ω)/2ω, as well as g(ω)/ω2, exhibit
in a qualitative accordance with recent experiments (see, e.g., [22]) both the broad asymmet-
ric peak similar to a boson peak and the acoustic-like behavior similar to that of the high-
frequency sound with g(ω) ∝ ωδ at δ � 2.

Figure 16.2: The vibrational DOS J(ε = ω2) = g(ω)/2ω (in arbitrary units), at typical δ = 0.1 and
κ ≈ 0.3; the dashed curve describes the Debye (gapless) spectrum.

The above-mentioned relatively small increase of the local volume and thus the transfor-
mation of few soft modes “located” in single-well potentials into those in double-well po-
tentials by the gap-light can be characterized for the harmonic soft-mode vibrations under
discussion by a much smaller parameter csm/c

(qh)
sm (� c

(TS)
sm /csm � 10−3 − 10−4). How-

ever, this possible weak transformation does not necessarily affect the concentration c
(qh)
sm of

the (quasi-) harmonic soft modes involved here in the HFD. In fact (unlike the effect for the
tunneling dynamics), it might give rise to a considerably weaker transformation (if any) in the
HFD, due to effects in the location and shape of the boson peak and/or in the parameters of
the high-frequency sound. Such effects appear to be weaker (to be discussed elsewhere) than
the direct change of the soft-mode concentration.
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16.6 Suppression of Photostructural Changes at High
Pressure

The soft-mode excitations and related dynamic anomalies in glasses can be suppressed at a
pressure much lower than, p � pac ≈ E

(s)
B /a3

1 ∼ 106 bar (for typical strong-bonding energy

E
(s)
B of about a few eV) which significantly affect the acoustic excitations of the same low

energy. This essential difference is eventually associated with the very nature of the SMD
of glasses (Section 16.2). On the one hand, one can characterize significant displacements
as those of the Lindemann scale, δL ≡ uL/a1 ≈ 0.1, in both soft (Δxsm) and acoustic
(Δxac) modes, as follows: Δxsm = χsmpsma2

1 ≈ δL ≈ Δxst = χstpsa
2
1, where psm

denotes the introduced pressure scale characteristic of soft modes. On the other hand, in
general, glasses contain both strong bonding forces, with E

(s)
B ≈ 1 eV, and weak (weak

covalent, van der Waals, etc.) bonding forces, with a typical energy E
(w)
B ≈ 0.1 E

(s)
B . For

the latter, the characteristic pressure scale pw ≈ E
(w)
B /a3

1 ≈ 0.1 ps. Since the soft modes
are characterized by small spring constants k ≈ 0.1k0, and thus by weak bonding forces,
the atomic displacements in soft modes indeed have to become significant, and the above-
mentioned modes and their excitations are predicted to be strongly affected by moderately-
high pressures around psm [12](b), [38], at

p � psm ≈ ps(χst/χ0) ≈ 0.1 ps ≈ 105 bar ≈ pw. (16.18)

Numerical calculations give rise to a relevant approximation for the PSC intensity IPSC(p),
IPSC(p)/IPSC(0) ∝ csm(p)/csm(0) ≈ exp[−ψ(p)], as IPSC(p) ∝ csm(p), the soft-mode
concentration. The latter strongly decreases (by orders of magnitude) down to zero with in-
creasing p, because the function ψ(p) increases more rapidly than p (Fig. 16.3). This variation
characterizes the predicted strong suppression of the soft modes and their excitations and thus
the predicted effect of strong suppression of the related photostructural changes and possible
metastable changes in the universal dynamic anomalies of glassy semiconductors, which is
particularly strong for p ≈ psm ≈ 105 bar. The theoretical prediction under consideration
appears to be supported, in scale at least, by some recent experimental data [39] for the bo-
son peak (Section 16.2) in glassy SiO2 densified under an applied pressure p ≈ 105 bar, as
discussed in [12](b), [38](b), and some earlier data [40] concerning the PSC related photo-
darkening effect in GS (Sections 16.1 and 16.4).

16.7 Conclusions

The recent theory of the photostructural changes [8] (see also [9]), surveyed above in Sec-
tion 16.4, appears to be the first theory actually based on the experimental observation that the
PSC are found only in GS, in particular in chalcogenide glasses, in which the basic localized
charge carriers interacting with gap light are the well-known Anderson negative-U centers.
The latter have been shown to be related to a non-polaronic kind of self-trapping of electron
(hole) singlet pairs due to the electron (hole) interaction with the soft atomic motion modes
characteristic of glasses, their low-energy excitations and related dynamic anomalies (Sec-
tions 16.2 and 16.3). As noted in the concluding remarks to Section 16.4, the theory under
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Figure 16.3: The dependence of the PSC intensity (in arbitrary units) on hydrostatic pressure, y =
p/psm at 0 < y ≤ 1.5.

discussion is able to answer in a natural way the basic questions concerning the origin and
features of the PSC (Section 16.1).

The photostructural changes, induced by the gap light of substantial intensity I , are ex-
pected to give rise to the occurrence of additional localized electron states close to the mobility
edges in the mobility gap, in the local atomic soft configurations containing actually a single
soft mode. As far as this takes place, the optical gap width decreases, Eopt(I) < Eopt(I −→
0), which may correspond to the experimentally observed photodarkening. Since soft modes
correspond to rare, highly anisotropic, quasi-1D fluctuations in atomic spring constants (Sec-
tion 16.2), one also expects that anisotropic effects, e.g., dichroism and birefringence, that
strongly depend on the light polarization, may occur in connection with the PSC, in accor-
dance with recent experimental observations (see, e.g., [1, 41, 42] and references therein).

One problem of the theory under consideration is consistently to characterize qualitatively,
and to a possible extent quantitatively, both the photodarkening phenomenon and the aniso-
tropic effects, while another problem is to improve the quantitative aspect of the theoretical
description of the metastable transformations (Section 16.5) in the soft-mode dynamics and
related dynamic anomalies of the glasses (to be discussed elsewhere).

It appears that the most essential test of the relevance of the theory is to verify exper-
imentally the predicted suppression of the soft modes (their dynamics and contribution to
the dynamic anomalies) and thereby of the essentially related photostructural changes in
glassy semiconductors, particularly in chalcogenide glasses, under moderately high pressures
p ∼ psm ≈ 105 bar (Section 16.6).
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17 Hypervalent Bonds as Active Centers Providing Photo-
Induced Transformations in Glasses

Sergei A. Dembovsky and Elena A. Chechetkina

A consistent chemical bond approach is used for explanation of photostructural changes and
related phenomena (photoluminescence, photo-ESR, mid-gap absorption) in chalcogenide
glasses. In contrast to the overwhelming majority of the models that use chemical-bond ar-
guments, our model is supported by direct quantum-chemistry calculations made on an ab
initio level. The proposed active centers are hypervalent bonds (HVB) that interact with the
surrounding continuous random network in both local and collective ways. The collective
behavior of HVB, which leads to dramatic macroscopic change (photodarkening, photoex-
pansion, etc.), is assumed to be a result of self-organization of HVB in the form of a bond
wave. Contemporary computation chemistry and physics of evolving systems are combined
in order to achieve a deeper understanding of photo-induced instability in glasses.

17.1 Introduction

The major problem with the present-day understanding of photo-induced phenomena in glassy
semiconductors seems to be a gap between “good physics”, that reveals in a wide variety of
experiments and their model interpretations (see, e.g. review [1]), and “poor chemistry”.
The latter means that the chemical-bond arguments used in the models fail when tested by
direct quantum-chemistry studies. A notable example is VAP, a defect that was proposed in
1976 [2] and remains the most popular up to now. When the first quantum-chemical study of
Se was undertaken [3], VAP occurred not as the negative-U defect as required tentatively. The
arguments that Se is a particular glass, in which photostructural changes at room temperature
and some other features are absent, are erroneous. Even in 1980 it was shown [4] that the
difference in the photodarkening ability between Se and “typical” glasses such as As2S3 is
only due to the relatively low glass transition temperature of Se. Provided the temperature
is low enough, the photodarkening is clearly observed in Se. Thus, in order to describe the
specificity of glassy semiconductors as negative-U materials, one needs a defect of another
type than VAPs.

The second problem is that both “microscopic” properties, such as luminescence [5] and
ESR [6], and “macroscopic” properties, such as density [7] and fluidity [8], are sensitive to
photo-excitation and are often related to each other (see, e.g., photoluminescence, photoex-
pansion and photoconduction as a function of temperature in Ref. [9]). This means that active
centers to be found possess a strong coupling between electronic and atomic (nuclear) subsys-
tems, on the one hand, and between different scales, on the other hand. The latter is observed
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clearly in atomic structure, for which the photo-induced changes in the short-range order, SRO
(e.g., in the form of first coordination number [10]), medium-range order, MRO (first sharp
diffraction peak [11]), and long-range order, LRO (anisotropy [12]), have been reported.

We focus our attention on a chemical bond, because it is just the object whose atomic
and electronic components are naturally related with each other (compare bond length and
bond order, radial distribution function and electronic density distribution along and in the
orthogonal direction, etc.). To be a well defined “defect”, the chemical bond that one needs
should differ essentially from ordinary bonds that form a continuous random network (CRN).
Since CRN represents the ideal structure of a glass, incorporation of a “defective” chemical
bond into CRN is a necessary step for approaching the real glass structure. Below we consider
the hypervalent bond (HVB) as a decisive defect, and we believe that self-organization of HVB
in the form of a bond wave is a way to describe the real glass on every structural level, from
SRO to LRO.

17.2 What Kind of Bond is Needed?

One of the principal recent results in the field of light-induced effects in glassy semicon-
ductors is the fact that the first coordination number, Z1, increases in the process of photo-
excitation [10]. This fact is disastrous for most existing models since they are based either on
the formation of light-induced dangling bonds which decrease Z1, and/or VAP which, being
a combination of a super-coordinated chalcogene atom and a sub-coordinated one, keep the
average Z1 constant.

On the other hand, the problem of increased atomic coordination in a glass as compared
with the corresponding crystal was a stimulus that initiated our approach. Already in 1981
one of the authors [13] collected available structural data and emphasized the situation of
the increased first coordination number (especially in liquid and amorphous film states of
chalcogenide glasses) – the fact that has led him to the conclusion that, in addition to ordinary
bonds forming both ideal CRN and crystalline lattice, hypervalent bonds (HVB) must exist
in glasses (see also review [14] for details). In this way the notion about HVB as a specific
chemical-bond defect in glass was introduced more than 20 years ago.

The first model of HVC in glass was electron-rich three-centered bonds (TCB), analogous
to those realized in molecules of halogens and rare-gas halides (XeF2, etc. [15]). This analogy
arises naturally since glasses have a relatively high concentration of lone-pair (LP) electrons
[16] that are needed for the formation of TCBs starting with an ordinary two-center covalent
bond. The distinction is that the TCB in a glass does not belong to a free molecule, like in
XeF2, etc., but rather exists as a “defect” bonding state, being the so-called “quasi-molecular
defect” embedded into ideal CRN.

The TCB was used for interpretation of various features of glasses observed in a wide
temperature range, from melt temperatures (T > Tm, Tm being the melting point of the cor-
responding crystal) to a few kelvin [16–18]. At high temperatures, the thermally-generated
HVB replace dangling bonds in the process of thermally-induced destruction of CRN, creating
a dynamic continuous mixed-bonded network that explains the characteristic high-viscosity of
glass-forming liquids. At the other side of the temperature range (at about 1–10 K) HVB, rep-
resenting naturally soft atomic configurations and two-well potentials, provide the well-known
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low-temperature anomalies in heat capacity, heat conduction, etc. However, the question of
whether TCBs are realized in glasses remained open. Molecular dynamic simulation of a-Se
by Hohl and Jones [19] confirmed the TCBs geometry (C3–C3 pairs were found to represent
82% of defects in liquid Se), but the TCBs also require a specific electronic structure (two
bonding electrons and two non-bonding electrons are shared between three atoms), the real-
ization of which can be proved only by quantum-chemistry methods that give both atomic and
electronic structure.

17.3 A Quantum-Chemistry Study: HVB versus VAP

In our early quantum-chemistry work performed on a semi-empirical MNDO (modified ne-
glect of differential overlap) level we detected the TCBs in a-S [20] and in a-Si:H [21]. In the
latter case the TCBs belong to the class of electron-deficient TCBs, analogous to that realized
in boron hydrides and in substances with hydrogen bonds [15], in contrast to electron-rich
TCBs in glasses. Soon after that the TCB in SiO2 was described by Dianov et al [22] in
the framework of MNDO. Although this TCB, namely, ≡Si- - -O- - -Si≡, has the parame-
ters surprisingly similar to those predicted by us for TCB in SiO2 earlier [18], this is not HVB
since all atoms have a normal coordination (four-coordinated silicon, Si4, and two-coordinated
oxygen, O2). On the other hand, in a series of our following studies, which were made on a
non-empirical level, it was shown that “classical” TCB in glasses is a rather rare case, while a
number of low-energy HVB configurations is a standard situation (see reviews [23] and [24]
for oxide and chalcogenide glasses, respectively, and [14] for a brief summary). Thus, the
TCBs represent a first generalized image of HVB. However, special quantum-chemical study
is needed in order to estimate what exactly HVB realize in the glass under consideration. For
example, in a-Se we investigated a number of HVB configurations having three- and four-fold
coordinated atoms, the Se0

4 center being the lowest-energy one among them [25].
According to our study, HVB in a glass represents the negative-U defect (neutral state

is diamagnetic) in contrast to VAP, as is illustrated in Fig. 17.1 for Se. The same result
was obtained earlier for S [24], although the S0

4 energy with respect to the ground S0
2 state

is somewhat higher, and the well is less pronounced, than for Se0
4. It should be noted that

the bonds of the C0
4 center are not equivalent: two of them are shorter and stronger than the

other two, and an interchange between the pairs of bonds requires overcoming a barrier in the
two-well potential of C0

4.
Thus, a widely used model of VAP as a metastable negative-U defect needs serious re-

consideration, also taking into account the results of Vanderbilt and Joannopoulos [3]. The
VAP concept seems to be regenerated now on a new computational level. Namely, although
classical VAP and IVAP suggested in [2] hardly exist, a specific VAP-dipole (VAP-d), in which
C+

3 and C−
1 atoms are linked directly (e.g. >Se–Se), represents a metastable center with a

relatively low energy (0.9 eV for VAP-d versus 0.4 eV for C0
4 in the case of Se [25]). Note that

MD simulation [19] also reveals defects of the VAP-d geometry, whose relative concentration
was evaluated to be about 12% in liquid Se.

By means of contemporary quantum-mechanical methods not only the atomic and elec-
tronic structures of a hypervalent bonding configuration but also their contribution into the
gap states and vibration spectra can be evaluated. As to photo-induced phenomena, addi-
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Figure 17.1: Transformation of VAP through IVAP to HVC of the C0
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space between C3 and C1 centers (after [25]).

tional vibration bands that develop under photo-excitation, e.g. two peaks at about 160 cm−1

and 275 cm−1 for a-Se [26] are of particular interest. Computational IR spectra of differ-
ent defect-containing clusters in a-Se reveal for C0

4 two strong bands located at 181 cm−1

and 261 cm−1 [27]. Taking into account the method uncertainty for the band position (about
20 cm−1), the calculated bands coincide well with the experimentally observed ones. Note
also that computational bands for VAP-d in a-Se are located at 200, 286, and 337 cm−1 [27].
Although IR and Raman spectra are not equivalent, first of all in terms of the relative inten-
sities of the individual bands, this is a good argument that HVB in the form of Se0

4 can be an
active center playing an important role in photo-induced phenomena in a-Se.

17.4 General Model of PSC and Related Phenomena

The first model that used HVB (in the form of hypothetical TCBs) and that connected natu-
rally “macroscopic” and “microscopic” aspects of the photo-induced transformation in glassy
semiconductors was proposed by us 15 years ago [28]. In our opinion, the general points of
the model remain valid and in this section we briefly describe this model and formulate new
problems that go beyond its limits.

The initial structure is considered as CRN, e.g. the network of two-folded atoms in the
case of Se which is used as the simplest prototype. A mesoscopic region of such CRN with
conditionally regular arrangement of C2 atoms is shown as the first line in Fig. 17.2. Then the
defects in the form of HVB/TCB are introduced in CRN; one of them is shown in the second
line in Fig. 17.2. Bandgap light (Eexc≥Eg , where Eg is the optical bandgap energy) induces
excitons that couple with pre-existing HVB (Fig. 17.3, region (a)) and drag them through
CRN, as is shown by lines 2–4 (and so on) in Fig. 17.2. The elementary stage of this transfer
is the B1D + B2→(B1DB2)→B1 + B2D process, where B denotes the basic/ground state or
an ordinary covalent bond, and (B1DB2) is the transition state (not shown in Fig. 17.2) arising
when HBV links the initially separated chains. The details of this process, namely, the nature
of the transition state (B1DB2) and the energy of elementary transfer εt, remain unknown.
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We believe that the LP excitation with the subsequent formation of a many-center complex
(B1DB2) corresponds to the εt barrier, and both the complex formation and its destruction
proceed without breaking of strong covalent bonds, so εt � εDB , where εDB is the energy
for creation of a dangling bond which can be estimated from the atomization energy as εDB =
Ea/N= 49 kcal/mol = 2.1 eV for Se (compare with Eg=1.9 eV for a-Se).

Initial structure (εB)

Distorted
structure (ε'B)

, etc.

εt

εt

Figure 17.2: Light-induced drift of HVB (in the hypothetical form of TCB), after [28]. The atoms which
are part of HVB are shown by black circles. Two jumps of HVB are shown. The CRN structure behind
is distorted and the atoms that are shifted from their initial positions are shown by shaded circles.

A series of such transfers/jumps of HVB takes place until the exciton energy is exhausted
(see Fig. 17.3, region (b)), the number of jumps being n < Eg/εt. Since the structural re-
laxation is arrested below Tg (remember that T � Tg is the condition for the photostructural
changes under consideration), each HVB leaves a distorted track behind it (see shaded atoms
in Fig. 17.2), so a mesoscopic structural change appears. Provided that the track structure
imitates the structure of a defect which forms the track, then the average coordination in the
track, < Z1 >, increases in accordance with the increased coordination of atoms belonging
to HVB. Of course, in order to obtain a macroscopic effect, a relatively high concentration of
HVB and a relatively long migration path, n, are needed.

When HVB stops, one or several of the following microscopic events at the terminal point
take place. If the remaining energy is too low for the excitation of the defect, HVB is either
preserved in CRN or decays producing an ordinary bond (D→B). The probability of each
pathway is determined by the CRN configuration near the terminal point. When the energy
reserve is sufficient, excitation of HVB, D→D*, is possible with the subsequent appearance
of photo-ESR and photoluminescence (PL), as is shown in Fig. 17.3, region (c). The excited
paramagnetic state D* has a mid-gap energy, ε∗D, because of a large Stokes shift of the PL
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Figure 17.3: A generalized scheme of photo-induced phenomena (after [28]). Photostructural changes
(PSC) as a result of HVB jumps (three jumps with the activation barriers εt are shown), photo-ESR and
two-band photo-luminescence (PL). The energies are those for Se.

line(s). The mid-gap absorption, that develops together with photo-ESR [6] may indicate a
direct excitation of a trapped HVB with the subsequent thermalization. One can also propose
a continuous process D→(+hνMGA)→D*→(−νL2)→D→(+hνMGA)→D*, as a model for
the non-Stokes PL; however, detailed experiments on the spectral response of PL are needed
to investigate this possibility.

The terminate HVB-defect “waits” for a next exciton, and then migrates further with a final
destruction or excitation. As a result, all the pre-existing HVB/defects either disappear (D→B)
or get stuck in CRN, so photostructural changes are saturated. “Microscopic” response, photo-
ESR and PL, proceeding in terminal points, seem to have slower kinetics, but eventually all
the system reaches a stationary state. The next cycle of illumination–annealing reproduces
the initial one, i.e. annealing at about Tg restores the initial structure completely, including
the restoration of all pre-existing HVB and their distribution in CRN. This is the origin of the
characteristic reversibility of photo-induced phenomena. It should be noted that a deviation
from completely reversible behavior is possible (the first cycle can differ from the following
ones [29]); however, a general model aims only at explanation of general features of the
phenomena.

Comparing our model [28] with the existing ones, one can see both similarities and dif-
ferences. The light-induced creation of an exciton which finally recombines either to the new
localized or to the old group-state geometry as considered in [30] correlates with our exciton-
assisted HVB drift followed by the exciton recombination at the terminal point (see Fig. 17.3).
However, the exciton in our model is only a conductor for the optical excitation, while HVB
play an active role in structural and electronic changes. The formation of dynamical interchain
bonds after [10] correlates with our transfer of HVB from one chain to another (Fig. 17.2) and
with the formation of the (B1DB2) interchain complex. Note, however, that HVB is an “in-
terchain” bond itself. Finally, we agree completely with Kolobov et al. [1,10] as concerns the
decisive role of LP electrons (which is not surprising just because valence band in glassy semi-
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conductors is formed by LP electrons) in both the formation of “dynamical interchain bonds”
and ESR effects, although the detailed interpretations differ. The chemical bond arguments
in [10] are similar to that used for VAP in the classical paper [2]. However, the attractive
simplicity can lead to erroneous conclusions. It is a too rough approximation to use the initial
molecular orbitals and/or their energy for describing a new bonding state. For example, when
TCB is realized, a new, non-bonding molecular orbital appears [15]. Thus, ab initio quantum-
mechanics calculations seem to be the only way to probe one or another model, excited and
transition states being a special problem.

For example, let us consider the LP excitation under illumination. In our model we con-
sider two types of excitation: (i) the paired one, that corresponds to HVB migration (Fig. 17.2)
with the formation of (B1DB2) complex as a transition state, and (ii) the unpaired one, that
corresponds to the formation of an ESR-active state D*. Using the description of this center
as a hole localized on an Se atom [6], we proposed that one of the LP electrons moves away
from the Se atom, although still belonging to this atom. As a result, a positively charged and
electron-deficient state of Se atom (hole) arises and, as to the LP electrons, the splitting of
the LP orbital takes place with the appearance of two unpaired electrons of different origin.
They can be compared with interconnected T (triclinic) and B (broad isotropic) ESR centers in
a-Se, whose concentrations are equal at low temperature [31]. It seems likely that the T center
corresponds to the nearest strongly localized (LP)* electron, while the B center corresponds
to the distant and slightly localized (LP)* electron.

In fact, the considered one-electron LP excitation corresponds to the principal scheme of
the well-known “harpoon mechanism”, proposed by Polanyi [32] in the early 1930s and con-
firmed later using special methods of study of kinetics of elementary reactions in the gaseous
state (see, e.g. [33, 34]). This mechanism describes a general class of reactions initiated by
long-range one-electron transfer with the formation of hypervalent intermediates. In our case,
the “harpoon” is a distant (LP)* electron, which can correspond to both the defect state and
the ground/basic state, as is shown in region (c) in Fig. 17.3 (D ↔D*↔ B). The latter means,
however, that the formation of a new HVB (B→D*→D) is initially a one-electron process
as was proposed earlier [17]. Moreover, it seems likely that switching of covalent bonds – a
necessary stage of viscous flow – is initiated by means of one-electron LP excitation too. This
conclusion follows from our experiment of the giant influence of an alternating magnetic field
on viscosity of selenium (up to several times) [35]. This possibility is very attractive because
in such a way a really non-breaking mechanism of the bond switching – the lowest-energy
one – can be realized in the form of directed percolation of one-electron excitations. Thus,
the harpoon-like excitation of LP has to be carefully tested by means of ab initio quantum-
chemistry study, like the one performed in Ref. [34] for a classical harpoon reaction.

17.5 Self-Organization of HVB: a Bond-Wave Model

Photo-induced phenomena are known to proceed at the same time on different levels/scales:
microscopic (registered by photo-ESR and photoluminescence), mesoscopic (on the scale of
the so-called medium-range order, observed primary by first sharp diffraction peak, FSDP),
and macroscopic (photoconduction and photostructural changes such as photodarkening, pho-
toexpansion, etc., photo-induced anisotropy being a particular case). The existing models
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(see, e.g. review [1]) consider primarily the microscopic level, while a need for meso- and
macroscopic description becomes more and more evident. See, e.g., ref. [36], in which a
“macroscopic” model of layer- or chain-like clusters is used (in our opinion, this is more
likely a “mesoscopic” model due to the cluster scale). In our model [28] we tried to reach
the macroscopic level by an assumption that one defect (HVB) interacts with the continuous
random network (CRN) many times, being dragged through the CRN by means of excitons
during continuous bandgap illumination. However, there exists a much more effective way of
such an interaction that is realized not by means of single defects (HVB) but by their collective
formation named a bond wave.

The bond wave represents a spatio-temporal correlation of elementary acts of bond ex-
change, D(HV B) ↔ B(ordinary bond) in our case. The bond-wave model was introduced
by one of the present authors earlier in order to explain thermodynamic (relatively low melt-
ing and boiling points of glass-forming substances) [37], structural (FSDP) [38], and dynamic
(viscosity–temperature dependence) [39] properties of glasses. For the convenience of the
reader a simplified image of the bond wave is given in Fig. 17.4 in the form of a TCB wave in
two-coordinated CRN. From a structural point of view, the bond wave represents an equidis-
tant system of planes (surfaces) populated with “defect” bonds, HVB in our case; the system
dimensions are not restricted, in principle. From a dynamic point of view, the planes move as
a whole at T > Tg (above Tg the wave velocity is temperature dependent), and stop below Tg,
when the bond wave “freezes” (strictly, only the 3D wave stops, and the waves of reduced di-
mensionality, 2D, 1D, 0D, can exist below the glass transition causing the so-called secondary
relaxation processes). From an electronic point of view, both one-electron and two-electron
waves can be realized, depending on the nature of the transition state in the elementary act of
bond exchange.

Remember that above we related the two-electron LP excitation with the HVB jump be-
tween two adjacent chains using the scheme B1D +B2 → (B1DB2) → B1 +B2D. As long
as the chains (1 and 2) remain separated after the defect moves away, there is no switching of
covalent bonds as a result of the process. On the other hand, taking into account that HVB is
weaker and longer compared with an ordinary covalent bond, one can conclude that the wave-
front/layer populated by HVB represents a region of expansion in a more dense/rigid CRN.
This means that the corresponding HVB wave, as a system of such layers moving through
CRN, can be identified as an acoustic bond wave. In the case of one-electron LP excitation,
which was related above with the magneto-active D ↔D*↔ B process at the terminal point
(see region c in Fig. 17.3), the corresponding HVB wave is magneto-active too. Using the
above assumption that such a one-electron process is the initial stage for switching of covalent
bonds, we introduce a switching bond wave as a collective one-electron excitation of LP. This
wave is able to provide viscous flow, considered as collective bond switching, on one the hand,
and can interact with magnetic field, on the other hand. Then our experiments on the magnetic
field influence on the viscosity of Se [35] can be interpreted in the following way.

Since the magnetic field in the above experiments [35] was very weak compared to kT, the
field action is not a trivial force interaction between the field and spins. It seems likely that the
field, using collective D* states as sensors, gives the direction in which the bond wave moves
in CRN. Indeed, the sign of the effect (a decrease or an increase of viscosity) depends on the
field direction with respect to the flow direction [35]. Thus, the magnetic field plays a role of
an information field for the switching bond wave in the glass; the term “information field” used
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Figure 17.4: An “elementary cell” of the bond wave after [38]. Two wave-fronts populated with HVB
(black circles linked by a string), ‘1’, and a piece of CRN between them, ‘2’, are shown. Λ is the
wavelength and d = 2πQ1 is the layer thickness (Q1 is the FSDP position). The Bragg reflection from
the layers that corresponds to the FSDP is shown by arrows.

here has the same meaning as in the theory of self-organization [40]. Using information fields
of different nature (magnetic, electric, polarized light, mechanical stress, temperature gradient,
etc.) one can form a required structure. For example, an anisotropic cell-like structure, which
forms when three randomly directed bond waves intersect each other, is shown in Fig. 17.5.
When an internal information field forces the bond wave to select a particular direction, then
anisotropic layer-like structure arises. This is the key point for the interpretation of light-
induced anisotropy.

To be more consistent, we should propose a quantum-chemical method for modeling of
HVB waves. Unfortunately, it is too large a formation for such a study. On the other hand, it is
possible to use a mixed approach. For example, the quantum chemistry/molecular mechanics
method [41] permits the investigation of a large cluster as consisting of a central part mod-
eled by quantum-chemistry methods, and its environment modeled using classical molecular
mechanics methods.

17.6 Conclusions

Both chemical-bond analogies (TCB, harpoon mechanism) and quantum-chemistry ab initio
calculations were used for discussion of photo-induced phenomena from the point of view of
chemical bonding. The calculations reveal a variety of hypervalent configurations in glasses,
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Figure 17.5: Three co-existing bond waves in the random case; Vi is the ith wave velocity vector (after
[38])

both transient and metastable, the low-energy metastable hypervalent bonds (HVB) being
also negative-U centers. An interconnected understanding of light-induced phenomena at
different levels, from microscopic to macroscopic, however, can not be solved on the chemical
level only. In order to describe a collective behavior of HVB, the notion about HVB wave
that spread within the continuous random network, thus modifying its initial state, is used.
Although quantum-chemical modeling of HVB wave is impossible at this stage, contemporary
methods of computational chemistry that combine opportunities of different approaches can
give us a good approximation. Since the characteristic metastability of glass is determined by
specific instability of chemical bonding, both computational chemistry and physics of evolving
systems (synergetics) are needed for a real progress in our understanding of how the glass
responds to external stimuli.
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18 Phase-Change Optical Storage Media

Takeo Ohta and Stanford R. Ovshinsky

18.1 Introduction

In modern society, dramatic changes are taking place in the fields of energy and information.
There is a deep connection between them – information is encoded energy and it is energy
in the form of light and electric fields that couples to the atomic orbital to bring about the
changes in materials that represent information.

Soon after starting in the mid-1950s of an unexpected field of amorphous and disordered
materials wherein the constraints of the crystalline lattice were lifted so that new degrees
of freedom for the atomic design of synthetic materials were made possible Ovshinsky an-
nounced amorphous semiconductor switching and memory effect “Ovonic” in 1968 [1].

This opened a new materials research area [2, 3] and since 1971 both OMS (Ovonic
memory switching) and laser recording phase-change memory have been rapidly develop-
ing. Significant progress was made increasing the data rate, reliability and in other related
areas [4,5]. A landmark was reached in 1989 when Ohta announced over million-cycle stable
phase-change optical disc technology [6]. Matsushita/Panasonic were the first to succeed in
the development of new rewritable phase-change optical disc products with first shipments in
1990 [7]. Now phase-change rewritable optical disc technology has become the main stream
of the optical disc world as demonstrated by the new rewritable compact discs (CDs) and
digital versatile discs (DVDs), which are based upon it [8].

In the present chapter we describe how amorphous order–disorder phase-change memory
became the enabling technology for DVD media, high-density technology developments and
the next generation phase-change media.

18.2 Phase-Change Overwrite Optical Disc

18.2.1 Phase-Change Optical Memory Phenomena

Phase-change chalcogenide materials was first reported by Feinleib et al. in 1971 [3]. Fritzsche
made a groundbreaking presentation on amorphous semiconductors at the American Physical
Society Meeting held in Philadelphia, Pennsylvania (USA) and also in Japan at the conference
of Japan Applied Physics (Spring) in 1971 [9]. Ovshinsky’s pioneering patents in 1968 [10]
and 1972 [11] established the phase-change data storage field.

Ohta proposed sub-oxide thin film phase-change media (TeOx) which led to write-once
optical disc products for video image file storage in 1982 [12, 13]. There are many thin film
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sub-oxide materials such as GeOx, SbOx, and MoOx with additives of Sn or In that undergo
a structural transformation. All of these materials, when in the as-deposited state, are amor-
phous. Upon heating, they exhibit a darkening effect [12]. Table 18.1 shows change in the
optical constants of the sub-oxide films following heat treatment. For rewritable phase-change
optical disc, chalcogenide systems including GeSbTe and SbTe eutectics with various modi-
fiers are applied to achieve reversible direct overwrite cycle performance.

Table 18.1: Optical constants of suboxide films at λ = 830 nm [12]

Suboxide As deposited After heat treatment Conditions

α1(cm−1) n1 α2(cm−1) n2

SbOx 2.5 × 104 1.8 6.1 × 104 1.9 250 ◦C, 5 min

TeOx 0.8 × 105 3.1 1.0 × 105 3.6 250 ◦C, 5 min

MoOx 5.6 × 103 1.8 1.1 × 104 2.1 250 ◦C, 5 min

GeOx(Te) 4.9 × 104 2.5 1.8 × 105 2.8 250 ◦C, 5 min

18.2.2 The Phase-Change Memory Mechanism

Figure 18.1 shows the model of phase-change data storage. The enthalpy of the material when
in the amorphous phase is higher than when the material is in the crystalline phase. When the
structure changes from amorphous to crystalline, the optical absorption edge of the material
shifts to a longer wavelength. This is accompanied by a change in the complex refractive
index N = n + ik (n is the refractive index and k is extinction coefficient). This causes the
reflectivity of the film to change, which is the basis of the storage and retrieval means. The
information can be detected by changes in the reflectivity just like CD disc playback. When
crystalline film at “a” is exposed to a high-power laser spot, the temperature of the irradiated
region increases to over the melting temperature Tm and the state changes “b” to “c” and “d”,
as show in Figure 18.1. After the laser irradiation, the temperature decreases rapidly through
a super cooled state between “c” and “e” to room temperature, “f”. When the cooling rate
is above the critical cooling rate (3.4 K/ns) [14], the portion of the film at “f” remains in
the amorphous phase. When a lower power level laser spot irradiates the amorphous region
“f”, the temperature increases above “e”, the glass transition temperature (Tg), and then the
amorphous structure is transformed to the crystalline structure and the mark is erased. Above
Tg , when softening – not melting – takes place, a higher mobility state initially induced by lone
pair electron absorption provides the ability for atoms to move slightly at very high speed to
establish the new configurations leading to either crystallization or returning to the amorphous
state, depending on conditions.

18.2.3 Phase-Change Overwriting Method

The requirement for overwriting a phase-change material is a high enough crystallization so
that in the time the laser spot moves the distance of its diameter, the irradiated region can be
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Figure 18.1: Model of the phase-change memory (Tg, glass transition temperature; Tm, melting tem-
perature).

changed to a fully crystalline state and previously recorded information is erased [15]. Terao
et al. announced the overwrite data on In–Se phase-change material in 1986 [16]. The critical
cooling rate depends on the constituent atomic elements and their concentrations. Our exper-
iments [14] have allowed us to estimate that the critical cooling rate of the GeTe–Sb2Te3–Sb
system is 3.4 K/ns, which is sufficient for application as direct overwrite media at linear speed
above 8 m/s.
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Figure 18.2: Direct overwriting method by optical mean only on phase-change optical disc [15,16].

Figure 18.2 illustrates the operating principle of phase-change overwriting: Figure 18.2(a)
shows a laser power modulation waveform, Fig. 18.2(b) shows written marks on a track before
and after overwriting, and Fig. 18.2(c) shows a read-out signal after overwriting.
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18.3 Phase-Change Materials

18.3.1 Bonding Features of Chalcogenide Phase-Change Materials

Chalcogenide compounds are notable for their easy transition from the crystalline state to
the amorphous states. Those compounds include the elements Te, Se and/or S, which are in
the group VI of the Periodic Table and show the chain structure in the amorphous state [17].
Additive of As in Te works to form the ring network structure as As25Te75 [17, 18]. The
chain-like bonding in Te and Se is important in facilitating the structural changes.
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Figure 18.3: T–T–T curve (time–temperature–transformation curve) for Co, Cu, Ag, Sb and Pb elements
corresponding to a volume fraction crystallization of 1 × 106 [20].

Okuda et al. reported [19] the mechanism of amorphous-crystalline phase change in terms
of Avrami equation and investigated its dynamic transition using T–T–T (time-temperature-
transition) curves [20]. The T–T–T curves of Co, Cu, Ag, Sb, Pb are shown in Figure 18.3.
The nose temperature (Tn) and the time (tn) of the temperature coming to Tn, the melting
temperature (Tm), and the critical crystallization time (volume fraction of crystallization of
10−6) are given in Table 18.2. The critical cooling rates of crystallization of these elements
are given by the equation Rc = (Tm − Tn)/tn. The log Rc values of these elements decrease
in the order Sb > Ag > Cu > Co > Pb. These elements will control the crystallization rate of
the phase-change materials.

18.3.2 Phase-Change Optical Disc Materials for Optical Disc Memory

Functional phase-change rewritable media can be made based on the Te85Ge15 eutectic com-
position [3, 4, 21]. The melting temperature shows a minimum (375 ◦C) at the eutectic com-
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Table 18.2: Estimated values of Tg , Tg/Tm and calculated values of Tn, tn, log Rc of elements [19]

Element Tm(K) Tg(K) Tg/Tm Tn(K) tn(s) Log Rc (K/s)

Sb
Ag
Cu
Co
Pb
Te
Ge

895
1235
1357
1768
601
722
1212

182
250
298
445
152
285
750

0.20
0.20
0.22
0.25
0.25
0.39
0.62

600
800
900
1200
375
500
945

7.41 × 10−8

2.98 × 10−7

3.38 × 10−7

6.54 × 10−7

7.07 × 10−7

5.75 × 10−6

8.96 × 10−4

9.61
9.16
9.13
8.94
8.50
7.54
5.47

position, and it is expected that the viscosity will increase at this composition. Addition of
small amounts of Sb and S increases both ease of formation and stability of the amorphous
phase as e.g. in the material of composition Ge15Te81Sb2S2 [3].

Phase-change materials for overwriting by one laser spot need to have high-speed crystal-
lizing characteristics. Three different families of phase-change material systems that are suit-
able for this application are In–Sb–Te [22], Ge–Te–Sb [6,23-25], Ag–In–Sb–Te [26]. These
families have different crystallization processes. The two major kinds of phase change opti-
cal disc materials are nucleation dominant materials typified by Ge–Sb–Te, and edge growth
dominant materials typified by the Sb69Te31 eutectic material system.

In–Sb–Te

Crystalline growth dominates over nucleation in In–Sb–Te. When the erase laser power irra-
diates written marks to a point where the film just melts, after irradiation recrystallization will
proceed from the mark edge and the mark is erased. In the In–Sb–Te alloy, careful choice of
overwrite laser power levels allows one to achieve very high erase ratios.

GeTe–Sb2Te3–Sb (GST)

In GST media, the crystallization process is governed by nucleation rather than crystal growth.
Recrystallized amorphous marks in GeTe–Sb2–Te3–Sb films have a large number of small
crystallites in their grain structure. This suggests a two-step erase process. In the first step, a
large number of crystalline nuclei are formed and then crystal grain growth occurs leading to
erasure of the amorphous mark. The erase process proceeds in the solid state and the power
tolerance becomes comfortably wide. However, the erase ratio is lower than in In–Sb–Te
films.

Ohta and Yamada’s groups developed the GeTe–Sb2Te3–Sb system and achieved a crys-
tallization speed of 30–100 ns with small crystalline grain size [6, 23]. Figure 18.4 shows
the crystallization temperature of this system. The latent heat of transformation from crys-
talline to liquid (16.3 kcal/kg) and amorphous to liquid (8.5 kcal/kg) was obtained from these
measurements [27].
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Ag–In–Sb–Te (AIST)

The AIST family is generally characterized as having growth dominated crystallization and
high erase ratio [26]. The origin of the large erase ratio is ascribed to the low thermal con-
ductivity components present in the thin film structure, which is composed of a mixture of
AgSbTe2 phase-change component in an amorphous In–Sb matrix. The overwrite cycle per-
formance of Ag–In–Sb–Te system is around 10 000 or more, and the limitation of this over-
write cycle is still being investigated.

Sb-rich, Sb–Te (FGM)

At the Optical Data Storage Conference in 2000, eutectic composition systems such as Sb69Te31

were proposed [28, 29] as fast growth materials (FGM). These crystal growth dominant com-
positions might be superior for high-density, high data rate recording, phase-change optical
discs. As the density of the phase-change optical disc increases, the recorded marks become
smaller (<200 nm), and growth dominant material can lead to shorter crystallization times.
The eutectic composition of Sb69Te31 is indicated on the line from Sb2Te3 to Sb in Fig. 18.4.
The composition at that point is 0.18 (Sb2Te3) and 0.82 Sb. The reason why this eutectic
composition shows rapid crystallization characteristics is being investigated.

GeTe

Sb2Te3 Sb

200°C

172°C

162°C 177°C

172°C152°C

170°C

(Sb69Te31)
120°C

Figure 18.4: Crystallization temperature of quasi ternary GeTe–Sb2Te3–Sb alloy system [6]. Heating:
100 ◦C /min

GaSb system

At the PCOS2002 conference, Okuda suggested that explosive material elements such as Ga,
Ge, and Sb will assist the crystallization process and Tashiro announced high-speed crystal-
lization material in the GaSb system [30, 31].
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18.4 Breakthrough Technologies of the Phase-Change
Optical Disc Media

18.4.1 Basic Layer Structure

In the early phases of its development, the most important subject of phase-change optical
discs was performance degradation over write–erase cycles. A basic phase-change optical
disc is a four-layer structure. The four layers are a bottom dielectric layer (155 nm), an active
layer (24 nm), an upper dielectric layer (45 nm), and a reflection layer (100 nm).

The total layer structure design is based on optical and thermal considerations. The first
priority is the amplitude of the optical signal. This corresponds to the reflection difference
between that of the amorphous state (Ra) and of the crystalline state (Rc). These reflectivities
can be calculated using multi-layer optical methods. Next, the disc sensitivity is optimized by
simultaneously considering optical absorption for the amorphous state and for the crystalline
state, and the thermal structure to introduce a rapid cooling structure.

In early phase-change media, the overwrite cycle life characteristics on a spinning disc
were rather small compared with the static cycle test. This was resolved by selecting materi-
als that are thermally stable and whose thermal expansion coefficients are rather small. The
optical, thermal, and mechanical characteristics of the layers used in phase-change optical disc
media are summarized in Table 18.3. One difficulty in modeling the thermal characteristics
of recordable optical media is use of accurate values for the thermal constants. The ther-
mal coefficients of most materials are different when in bulk and thin-film forms. Peng and
Mansuripur addressed this issue by developing a new method for measurement of the thermal
coefficients of the layers in phase-change optical disc media. This method can determine the
coefficients of the various layers by reflectivity measurements of heated and laser-exposed
samples [32]. The principle of this elegant method is use of the basic thermal diffusion equa-
tion along with known transition temperatures for melting and the crystallization of phase-
change thin films [32, 33].

The newly developed materials of GeTe–Sb2Te3–Sb used in the active layer and ZnS–
SiO2 used in the protective layer have resolved the issue of variations of signal amplitude and
noise level with cycle life. The grain size of ZnS–SiO2 is very small at around 2 nm [34].
The ZnS–SiO2 dielectric layer is thermally stable and does not show grain growth even after
annealing at 700 ◦C for 5 min.

18.4.2 Million Overwrite Cycle Phase Change Optical Disc [6]

Another degradation mechanism which has to be counteracted to extend rewrite cycle life
is space deformation of the disc layers on a sub-nanometer level, which works as a motive
force for sub-nanometer displacement of the active layer components. The deformation is
driven by thermal expansion of the layers during the recording process. The deformation is
generally asymmetric along the laser scanning direction, greater toward the forward edge and
less toward the backward edge. Inoue et al. calculated the thermal deformation of the phase-
change optical disc layers [35] during the recording process. This phenomenon can be reduced
by adding a layer that has small thermal expansion coefficient between the phase-change layer
and the upper dielectric layer. The thermal expansion coefficient of SiO2 (5.5 × 10−7) and of
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ZnS–SiO2 (6.1 × 10−6) serves this purpose very well. Use of an added SiO2 layer increases
the dynamic overwrite cycle characteristics to over 2 × 106 cycles [6, 35]. The new five-layer
structure, which has the additional SiO2 layer, shows more than 1 000 000 overwrite cycles.
Figure 18.5 shows more than 2 million cycle characteristics of the phase-change optical disc
with the additional SiO2 layer [6, 35].
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Figure 18.5: Two million overwrite cycle test results of phase-change optical disc with additional SiO2

protection layer [6].

The sensitivity of the phase-change optical disc was rather low in the first commercial
disc products, requiring 21 mW of laser power on the disc. We found that the sensitivity
and the cycle characteristics are basically not a trade-off relation. It has been shown that the
overwrite cycle characteristics and record sensitivity can be simultaneously optimized, and
the high sensitivity PD phase-change optical disc was developed that has more than 500 000
overwrite capability and 10 mW recording sensitivity optimized through layer thickness [36].

18.5 Thin Substrate Technology of Phase Change Optical
Disc Promotes DVD

Increased storage density can be achieved in optical discs by using more powerful, larger
numerical aperture (NA) lens to form a smaller laser spot. However, the sensitivity to tilt
angle in the disc increases dramatically with increasing numerical aperture. Satoh and Ohta
were the first to demonstrate that a thin disc substrate, which is effective for resolving the disc
tilt sensitivity at high numerical aperture, could be successfully made and used in an optical
disc during high-density recording [37]. Their system combined emerging technologies such
as a red laser diode, a large numerical aperture (0.6) lens, and thin disc substrate (0.6 mm)
[37, 38]. They proposed a high-density 90 mm diameter phase-change optical disc for ISO
standardization in 1995 [39]. Figure 18.6 shows the crosstalk characteristics of optical discs
made using 1.2 mm and 0.6 mm substrates with a high numerical aperture lens (NA = 0.6). As
can be seen in the figure, the thinner substrate shows lower crosstalk than the thick substrate
disc when the tilt angle increases. These technologies were adopted into DVD in 1995.
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Figure 18.6: Comparison of the tilt angle dependence of crosstalk for substrate thickness of t = 1.2 mm
and thin substrate of t = 0.6 mm [37]. Lens numerical aperture: NA = 0.6. Laser wavelength: 680 nm.

A simple overwrite disc function and compatibility of the phase-change with ROM discs
is also featured in the DVD specification of rewritable DVD-RAMs, DVD-RWs and +RWs.

18.6 High-Density Recording Technologies for Phase
Change Optical Discs

18.6.1 Short-Wavelength Blue Laser and High Numerical Aperture
Lens Recording

Phase-change optical storage discs have high signal output and record sensitivity over a wide
spectrum of light from infrared of 830 nm to blue–violet of 405 nm. When blue laser light
of wavelength 425 nm and lens numerical aperture of 0.6 [40] are applied, the recording
density is estimated to be 9 Gbit/in2. The next increase in recording density will result from
a combination of an even larger numerical aperture lens and a short wavelength (405 nm)
blue laser. The newly proposed blu-ray disc technology incorporates these components with
a 0.85 numerical aperture lens and a new disc structure incorporating a thin (0.1 mm) cover
layer, with recording and reading of the data done through the thin, cover-layer side. This new
system has a recording capacity of 22.4 GB/side on a 120 mm diameter disc [41].

18.6.2 Dual-Layer Recording

Another approach to increase the storage capacity is dual-layer recording, creating volumetric
rather than two-dimensional surface recording. Dual-layer DVD optical discs that read out
from one side have been commercialized for 8.5 GB discs for longer cinema titles. Nagata
et al. announced a phase-change rewritable dual layer optical disc also having a capacity of
8.5 GB, and a density of 6.4 Gbit/in2, nearly doubling the previous density [42]. The first
layer in a dual-layer, phase-change optical disc should have transmission of about 50% in the
crystalline state for recording in the second layer through the first layer. Using a blue laser
with a 0.6 NA lens gives a capacity of 27 GB in a dual-layer disc [43].
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Blue lasers and a high (0.85) NA lens can be used together in dual-layer, phase-change
optical discs and this combination increases the density even more. The recording capacity
of the dual-layer structure is between 40 GB and 50 GB/side, and the carrier-to-noise ratios
(CNRs) of the layers are 51 dB and 49 dB, respectively [44, 45].

18.6.3 Multi-Level Recording

A third approach to increased storage density is multi-level (ML) recording on phase-change
optical discs. Ovshinsky demonstrated ML recording of phase-change electric switching
memory in 1997, showing 16 switching levels [46]. ML recording, for example, 4-ary record-
ing gives log24 = 2 bits per mark, doubling the recording density of conventional binary
recording.

ML recording requires a high C/N ratio for accurate detection of the M -ary signal. At
ODS2000, O’Neil and Wong demonstrated eight-level phase-change recording technology
and announced a CD-RW system having a capacity of 2 GB [47]. Horie et al. proposed a
new recording strategy for multi-level recording on a phase-change optical disc, the phase-
change film material being FGM [48]. Flynn et al. proposed In–(SbTe) as a new material for
ML recording media and found that slow melt crystallization characteristics are required for
high-quality signal recording [49].

Ohta et al. proposed to divide this large reflectivity signal into multi-level signals on a
phase-change optical disc using the Mark Radial Width Modulation (MRWM) method [50].

Although most multi-level recording strategies use a fixed mark length, Honguh and Mu-
rakami proposed a run-length-limited (RLL) code for multi-level recording adding spacing to
the minimum and maximum run-length constraints. This code shows a magnification factor
of 1.76 for a (1,7) code applied to multi-level recording [51].

Miyagawa and Mansuripur showed a different multi-level recording method using a phase-
change optical medium. They define 256 distinct patterns that are each recorded in a data
block length of 1.6 μm. Each block corresponds to 8 bits of information [52]. Tsu and
Strand demonstrated that the short pulse write strategy improves the mark shape and mark
edge quality [53].

18.6.4 Near-Field Recording and Super-RENS Recording

The storage capacity of optical media can be increased by using more powerful high NA
lenses. Terris et al. proposed to use a solid immersion lens (SIL) [54] which has a numerical
aperture larger than 1.0. Kishima et al. developed a near-field optical head using a super-
hemispherical solid immersion lens (Super-SIL) to increase recording density of phase-change
optical discs [55]. They used a spin on glass (SOG) disc medium designed to optimize the
coupling of the evanescent field present in near-field systems. The laser beam is incident on
the coated side of the disc, which is coated with a multi-layer stack comprised of SiN (25 nm)
/ SiO2 (SOG) (82 nm groove and 57 nm land)/SiN (20 nm)/ZnS–SiO2 (85 nm)/Ge2Sb2Te5

(12 nm)/ZnS–SiO2 (20 nm)/Al alloy (100 nm)/glass substrate. In order to couple efficiently
the evanescent field to the medium, the air gap between the disc surface and the optical head is
only 50 nm. A recording density of 50.4 Gbit/in2 is achieved using an extremely small 160 nm
track pitch and an 80 nm minimum bit length.
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In 1999, Tominaga announced a new high-density recording method called Super-RENS
(Super-REsolution Near-field Structure) that can record and read marks beyond the diffraction
limit [56]. Super-RENS is unique for optical near-field recording whose near-field aperture
is generated within the optical disc itself with an added Sb mask layer. During the recording
process, the laser spot heats up the Sb layer, which shows non-linear optical characteristics
at higher temperatures. When the laser beam heats the Sb layer in the center of the Gaussian
spot, a small aperture opens and functions to create an evanescent field so the laser can record
marks smaller than the diffraction limit. Recently Super-RENS media using AgOx as the
mask layer were reported showing an improved CRN of 32 dB using reflection readout mode
at a mark size of 200 nm [57]. For comparison, in a conventional 4.7 GB DVD, the minimum
mark size is 400 nm. Super-RENS near-field recording shows potential for four times higher
density recording.

18.6.5 High Data Rate, High-Density Recording on Phase-Change Disc

The maximum data rate of a phase-change optical disc is related to the crystallization speed of
the active layer. When overwriting data on the track, the previously recorded data are erased
by the laser spot within the time the spot traverses over each location on the disc. Rewritable
DVD materials such as GST and AIST have a crystallization time of 30–50 ns and, therefore,
have the characteristic of a more than 10 Mbps recording data rate. A second limit comes
from the cooling speed of the disc structure. If the cooling speed is low, the laser spot cannot
form amorphous marks because the heat does not diffuse away fast enough to quench the
amorphous structure. At ISOM2001, Kato et al. announced a 140 Mbit/s recording rate [58]
in the disc structure with a rapid cooling layer of Al2O3, and using an AIST recording material
modified with germanium.

18.6.6 Combination Technology

Short-wavelength blue lasers increase the density by the ratio of the wavelength (650/405)2 to
produce an increase of about 2.6-fold.

Introducing a magnification factor of multi-level recording of M = 4(×1.76), the record-
ing density will further increase. Using a combination of multi-level recording with a dual
layer disc structure and blue lasers, the density reaches 30G bit/in2 with a 0.6 lens NA.

The second strategy to increase storage density is to use a lens of 0.85 NA and a 0.1 mm
thin overcoat layer. The recording density can be double [(0.85/0.6)2] that of a conventional
DVD by using the larger numerical aperture lens. The recording density is predicted to be 60
Gbit/in2 and the capacity will rise to 83 GB on a single side of a 120 mm disc. Figure 18.7
shows the area recording density growth of phase-change optical discs.

The Super-RENS effect can be combined with the above technologies, resulting in the
potential for increasing the density by a factor of four to achieve 240 Gbit/in2 in the future.
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18.7 Future Directions of the Phase-Change Storage Media

18.7.1 Ultra Short Pulse (Femtosecond) Laser Recording

Recent advances in lasers having pulse widths in the pico- and femtosecond regime have
allowed new studies of materials. High-speed fiber communication, high-resolution laser pro-
cessing and ultra short time resolution measurements are important applications. Femtosec-
ond laser pulses are used to observe ultra high-speed chemical reactions and bio-molecular
dynamics. Photo-induced refractive index changes in silicate glass induced by multi-photon
absorption process [59] can be observed using 120 fs laser pulses at a laser wavelength of
800 nm. Laser processing on metals and ceramics can be done almost without laser ablation
using femtosecond laser irradiation.

Although phase changes are initiated by direct electronic excitation through optical ab-
sorption, the thermal energy created when the electrons drop to their ground state must be
controlled in order to provide for optimal recorded mark formation. The heating time of the
phase-change material as a result of conventional laser spot recording on a disc is rather long
and therefore there is substantial heat diffusion during the recording process. Heat diffusion
accompanying conventional laser recording can limit the performance of future high-density
and high data rate optical discs. Space that is heated by thermal diffusion must be left between
the recorded marks. The variation of the position of the mark and its edges during writing are
the major limiters jitter characteristics and hence conventional recording density.

Ohta et al. were the first to examine the response of phase-change thin film media to
femtosecond laser pulses to investigate capabilities for ultra short pulse laser recording [60].
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Figure 18.8: TEM observation of amorphous marks formed by femtosecond laser pulse on the phase-
change optical disc media [60].

The sample disc had a structure comprised of a polycarbonate substrate/155 nm ZnS–SiO2

layer/24 nm GeSbTe layer/ 45 nm ZnS–SiO2 layer. The disc did not have the conventional
reflection layer. The femtosecond laser beam was incident on the coated side. Figure 18.8
shows the transmission electron microscope (TEM) observation of the mark formed by the
120 femtosecond laser exposure. Shaw et al. predicted femtosecond switching in Ovonic
memory devices [61], and this experiment shows that order-to-disorder phase-change can be
completed using a single 120 femtosecond laser pulse. The femtosecond response experiment
of the phase-change materials and the observations of the process provide mean to more fully
expand the fundamental understanding of the phase-change phenomena. This first experiment
shows the amorphous mark recording data rate of phase-change optical disc is expected to be
more than Tbit/s.

18.8 Conclusion

An innovative proposal of Ovshinsky on amorphous phase-change memory in 1968 was at-
tractive for the material science and research and technology development field. Due to en-
gineering and analytical efforts the advantage of this technology became obvious. A million-
overwrite cycle performance of the phase-change optical disc was a major breakthrough in the
technology which realized the first product. The next major step in high-density rewritable
phase-change optical disc development was the use of a thin disc substrate which led to a
appearance of DVDs and rewritable DVDs in 1996. These consumer-use rewritable phase-
change optical disc became the mainstream of the optical disc world. Phase-change tech-
nology can be expected to advance significantly in the coming decades. Optical discs with
dramatically increased density (240 Gbit/in2) and data-processing rate (Tbit/s) are expected
in the near future.
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19 Application of Ge–Sb–Te Glasses for Ultrahigh-Density
Optical Storage

Junji Tominaga

Te-based chalcogenides remain materials of interest for ultrahigh density optical data storage.
A multilayer combination of GeSbTe and Sb allows one to obtain less than 100 nm optical
resolution due to electromagnetic field interaction between optical near-field and surface plas-
mons generated on the films. Super-resolution near-field structure (super-RENS) may provide
new ideas for applications of chalcogenide thin films.

19.1 Introduction

Chalcogenide glasses, mainly composed of Ge, Sb and Te, have long been attracting atten-
tion as one of the key materials for erasable optical data storage [1–3]. In the late 1990s,
research and development activities finally led to the realization of optical data storage with
a 4.7 GB capacity in a 12 cm plastic disc, the so-called digital versatile disc random access
memory (DVD-RAM) [4, 5]. Here, a GeSbTe thin glass film with a thickness of only 20 nm
is used for photo-thermal switching between amorphous and crystalline phases for recording
and reproducing digital data. As is well known, chalcogenide glasses are photosensitive and
a change of the refractive index can also be reversibly induced entirely within the amorphous
state (reversible photostructural changes). However, the change of the refractive index due
to the photostructural change is rather small in comparison with the index change required to
reproduce the signals and is not sufficient to circumvent large noise levels caused by the media
structure and the laser source. In compact disc, for example, a large contrast in reflection is
needed with a modulation of more than 60%.

The usefulness of GeSbTe glasses in optical data storage is determined not only by the
large refractive index difference between the amorphous and crystalline states, but also by
the structural transition time being matched to the data access speed of computer systems.
Since the great invention using TeGeSbS by Ovshinsky in the 1960s [6], laser-induced phase
transition and its application to optical data storage have attracted much attention with the
objective of developing an erasable type of optical disc systems without any magnetic heads.
Especially during the last decade, a great amount of R&D effort was expended by various elec-
tric and chemical companies and several universities with the goal to increase the refractive
index difference and improve the reliability in erasing cycles. Since the 1980s, different com-
binations of chalcogenides have been examined, however, only two compounds have finally
survived, namely, GeSbTe and AgInSbTe [7,8]. The most useful and valuable composition in
the GeSbTe system is Ge2Sb2Te5, which is a pseudo-binary Sb2Te3–GeTe composition; the
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other two compositions are GeSb4Te7 and GeSb2Te4. As is well known, Ge2Sb2Te5 glass
is now used as a recording layer of DVD-RAM. On the other hand, several different compo-
sitions of AgInSbTe are adapted in compact disc re-writable (CD-RW) and DVD-RW discs.
With both Ge2Sb2Te5 and AgInSbTe glasses, the storage capacity in a 12 cm disc is expected
to be pushed up to 25-30 GB in the near future by using a 405 nm blue laser source. In order
to increase further the storage capacity of optical disc (up to 100 GB), a modified structure
and recording method have been proposed such as a multilayer medium with double recording
layers and mark area recording. However, almost all current optical readout systems utilize
far-field optics which imposes the diffraction limit on their resolving power, similar to Heisen-
berg’s uncertainly principle in quantum physics [9]. In other words, the optical beam spot size
cannot be reduced beyond the diffraction limit, which is defined as

Φ > λ/(2NA) (19.1)

Here, Φ, λ and NA are the laser spot diameter, light wavelength and numerical aperture (<1.0)
of the lens, respectively. As two marks or pits are not allowed in the same spot, the mark
resolution readable in the optical system Δ is Φ/2. In the most advanced optical system using
a blue laser (405 nm), the available lens NA is 0.85. These values limit the resolution Δ
at 120 nm. As long as the far-field optics is used, the resolution is strictly determined by
Eq. (19.1).

In order to overcome the limitations imposed on Δ by the far-field optics and to increase
the optical capacity further beyond 100 GB, application of near-field optics was proposed in
the early 1990s and several different types of near-field recording (NFR) have been devel-
oped [10–12]. To realize NFR with higher data capacity, one has to take care of both the
recording media and the detailed nature of near-field optics including surface or localized
surface plasmons. In the initial stages of research it was not clear whether the current optical
recording materials – GeSbTe and AgInSbTe – were still applicable to record rigidly a small
size pit or mark in a less than 100 nm region and to hold it thermally stable for a long time at
room temperature. It was also unknown if the refractive index change caused by the structural
phase transition of the chalcogenides can produce a large enough optical contrast (modulation)
by electromagnetic field coupling with optical near-field generated very close to the layer. Al-
though such unavoidable issues have been unsolved, the research and development of NFR
have been carried out due to the efforts of few chemists who have joined the research.

In this chapter, we describe NFR from the point of view of chemistry and materials science,
and discuss the future of NFR with optical nonlinear films.

19.2 Optical Near-Field and Surface Plasmons

Optical near-field is a non-propagating electromagnetic field, the so-called trapped light or a
photon at a small optical aperture (smaller than the wavelength of the light) or at a protrusion of
a metallic surface. Unlike propagating far-field light, the electromagnetic near-field intensity
exponentially reduces with the distance from the aperture or the protrusion. Let us imagine
a pinhole on a non-transparent screen as shown in Fig. 19.1. A relatively large hole whose
diameter of more than the wavelength of the light is depicted in Fig. 19.1(a), and a small hole
whose diameter is less than the wavelength of the is shown in Fig. 19.1(b).



19.2 Optical Near-Field and Surface Plasmons 329

λ

Φ Φ"

λ

Diffracted beams

Trapped light

(a) (b)

Figure 19.1: Diffraction from pinholes. (a) Diameter φ is lager than the incident light wavelength λ,
and (b) smaller than the wavelength.

The Fraunhofer diffraction problem is easily solved [9], and the diffraction angle θm is
given by

φ sin θm = mλ (19.2)

Here, φ is the pinhole diameter, λ is the wavelength of the light, and m are integers
(±1, 2, 3, . . .). Therefore, if φ > λ, Eq. (19.2) can be satisfied; however, sin θm has to be
>1, if we require φ < λ. This means that the light cannot penetrate the pinhole and most of
the incident light bounces. However, if the screen is made of metal or is covered with a metal
thin film, the incident light wave swings electrons on the surface, resulting in the generation
of a trapped electrical field at the pinhole. This trapped electromagnetic field is optical near-
field. According to Eq. (19.2), the field cannot propagate as far-field light or as a diffracted
beam because this requires an unrealizable condition of sin θm > 1. Therefore, the trapped
photon cannot interact with anything, unless a probe is placed close to the near-field source
(<100 nm).

Surface plasmon is an electromagnetic field normally generated at an interface between a
dielectric medium and a metal [13]. However, the propagation normal to the interface is not
allowed, and the intensity reduces exponentially. Both optical near-field and surface plasmon
are thus spatially restricted electromagnetic fields, which are completely or partially prohibited
from propagation. In order to generate, for example, a surface plasmon, specific conditions
must be satisfied. In Fig. 19.2(a), propagation of electromagnetic field in two different media
characterized by ε1 and ε2 is schematically shown assuming a two-dimensional model (x–z
plane). According to Maxwell’s equations the field in the media is described by

E = (E1x + E1z) exp(jk1xx − jk1zz − jωt) (19.3)
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in medium 1 (z > 0) and

E = (E2x + E2z)exp(jk2xx − jk2zz − jωt) (19.4)

in medium 2 (z < 0).
It should be noted that dispersion relationship between kis and εi (i = 1, 2 and s = x, z)

is determined by

k2
ix + k2

iz = (ω/c)2εi (i = 1, 2) (19.5)

At the boundary (z = 0), the electrical field E must be equal in medium 1 and 2, that is,
E1x = E2x and, according to Eq. (19.4),

ε1E1z = ε2E2z (19.6)

In addition, the electrical field divergence in each medium 1 and 2 must be zero. Therefore,
we obtain the following relationship among εi and kiz (i = 1, 2):

ε1/k1z = −ε2/k2z (19.7)

The dispersion relation of kx is finally

k2
x = (ω/c)2[ε1ε2/(ε1 + ε2)] (19.8)

In comparison with Eq. (19.5), in order for the field not to propagate along z, kiz has to
be imaginary, but kx must be real. This condition is only satisfied when one of the dielectric
constants εi is εi < 0 and | εi |> εs(i = s). Generally, dielectric constants of metals have
negative values. Therefore, the requirements can be satisfied if one selects a combination of
a dielectric medium and metal for generating the surface plasmon. As shown in Fig. 19.2(b),
Eq. (19.5) describes a momentum circle composed of kx and kz . Both kx and kz move on the
circle to satisfy the dispersion relation. However, once kx goes beyond the circle, kz has to be
imaginary in order to satisfy Eq. (19.5). Thus, the electrical field can only propagates along x
as a surface plasmon, and the field along the z direction is exponentially reduced.

19.3 GeSbTe Glass and its Characteristics for NFR

As discussed in Section 19.2, the optical near-field and surface plasmons are special electro-
magnetic fields generated only on a material surface. Although the penetration depth of the
field normal to the surface depends on each material, the field intensity is exponentially weak-
ened on a scale of less than 100 nm. However, Eq. (19.2) does not impose any restrictions on
the pinhole diameter φ and, therefore, the optical near-field is not restricted by the diffraction
limit of Eq. (19.1). The intensity of the field localized at a small aperture or pinhole generally
decreases as the size becomes smaller. Therefore, if one uses optical near-field in ultrahigh-
density optical data storage, the output signals from smaller data pits are weakened as the data
storage capacity is increased. This is an important trade-off in any NFR system.

Of course, in order to realize NFR, not only the optics for the recording and readout but
also the proper choice of a recording material are very important factors. Although the first
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Figure 19.2: A model for the explanation of surface plasmon generation, and (b) the angular momentum
relationship between kx and kz , for the condition of surface plasmon generation.

NFR was proposed and demonstrated using a magneto-optical (MO) metal alloy, almost all
subsequent studies of NFR have been oriented to developing NFR flying heads with a small
optical aperture or specially designed lens, the so-called solid immersion lens [12]. Also, nu-
merous and different attempts have been made to control with the needed precision the space
required to feel the near-field, the task being complicated by the high-speed requirement in
order to increase the data transfer rate up to the current DVD systems [11,14]. Unfortunately,
very few groups including ours have paid sufficient attention to materials [15, 16]. Even now,
it remains unknown whether the current magneto-optical or phase-change materials including
GeSbTe or AgInSbTe are truly applicable to produce a nanometer-size pit and stable mark.
In an MO film, the thermal stability of a magnetic domain is an issue when the mark size
is smaller than 100 nm; in phase-change (PC) media, stability of the amorphous mark sur-
rounded by the crystalline phase becomes a fatal issue for such small bit sizes. In both MO
and PC data storage, small-size mark recording remains terra incognita while reliability at
room temperature has to be guaranteed for more than 100 years. Moreover, the media sur-
face has to be tough to withstand a flying NFR head crash, i.e. the surface has to be covered
with a hard coating, whose thickness introduces a trade-off with the near-field signal inten-
sity. Because of the nature of the near-field, the medium design should be simpler and thinner
(<50–100 nm) in order to retrieve the signal intensity with low intensity loss. Otherwise the
flying head would cause a crash at the medium surface with a small shock, resulting in data
loss in the worst case. Therefore, the recording materials for NFR have to satisfy the following
conditions:

1. Large optical contrast of refractive index change before and after recording.

2. Negative dielectric constant of one of the phases.
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3. Toughness and hardness.

4. Small crystalline grain and good thermal stability.

5. Smooth surface on a nanometer scale.

From the point of view of the above severe restrictions, unfortunately, GeSbTe can only
satisfy the first two conditions; other conditions are not satisfied. Especially the thermal sta-
bility of the recorded marks (amorphous) is not high (∼160 ◦C), because it is expected that a
huge amount of laser energy will be dissipated and produce heat around the pinhole in attempts
to retrieve the near-field signal with good signal-to-noise ratio (SNR) using a flying NFR head
(see Fig. 19.3). Additionally, GeSbTe exhibits a volume change between the amorphous and
crystalline states.

20

15

10

5

0

180160140120100

Temperature (°C)

R
e
fle
ct
io
n
(a
rb
.
u
n
its
)

Figure 19.3: Typical phase transition of as-deposited amorphous Ge2Sb2Te5 layer against temperature
change. The heat ramp rate is 10 ◦C/min.

Figure 19.4 shows an atomic force microscope (AFM) image of a crystalline GeSbTe
mark recorded by using an NFR fiber probe. The film thickness is 50 nm. After the NFR, the
thickness is reduced by approximately 10% of the initial thickness. As mentioned before, the
near-field intensity decreases exponentially with the distance from the surface. Thus, a 10 nm
thickness variation may cause a quite large artifact in the signal intensity. According to the
above discussion, we cannot say that GeSbTe glass is a suitable recording medium for NFR.

However, its large optical constant variation before and after the phase transition (the
dielectric constants of the crystalline phase and of the as-deposited amorphous phase are
−7.76 − 35.19j and 12.58 − 20.03j, respectively, at 635 nm which is a typical wavelength to
read DVD data) is a very attractive property. A protection film generally used in DVD-RAM
is a composite of ZnS and SiO2, whose dielectric constant is 4.41. Therefore, the crystalline
phase has a potential to generate a surface plasmon: kx > (ω/c), while the as-deposited amor-
phous area cannot. Thus, surface plasmon is expected to be generated only at the crystalline
marks. The extension of the surface plasmon along the crystalline mark is ∼170 nm and the
plasmon penetration depth is ∼40 nm in ZnS-SiO2 and ∼20 nm in GeSbTe [13]. Therefore,
the GeSbTe has a potential for reducing the mark size down to 20 nm. This would allow the
data capacity to be increased up to 1 Terabyte!
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Figure 19.4: AFM image of GeSbTe thin film (50 nm thickness) on a glass substrate by NFR.

19.4 NFR Optical Disc Using GeSbTe Glass

Up to now, we have discussed the issue of NFR and the required characteristics. In order
to realize NFR using GeSbTe glass, we need a second probe disturbing the generated near-
field or surface plasmon, and evacuating it as light scattering in far-field. A new technique
not using mechanical systems – NFR flying aperture or solid immersion lens – but an optical
nonlinear Sb film was proposed in 1998 by our group. This multilayered structure is depicted
in Fig. 19.5 and is called super-resolution near-field structure (super-RENS). Super-RENS is
not a “lens” but works like an objective lens very close (<50 nm) to the GeSbTe recording
film. A SiN layer (dielectric constant ∼4.4 at 635 nm) is sandwiched between the Sb and
GeSbTe layers. The Sb film is deposited by sputtering and is crystalline because of the low
phase-transition temperature (<80◦C). The refractive index of the film with a thickness of
more than 10 nm is 3.11 + 5.66j at 633 nm. The penetration depth of the optical near-field
into the Sb film is ∼20 nm, and that into SiN is ∼100 nm. The extension of the plasmon into
the Sb layer is an order of magnitude larger than that into GeSbTe, and is ∼1300 nm. The
thickness of the Sb film is selected to be about the plasmon’s penetration depth. Even when a
higher numerical aperture of ∼1.0 is used, there is no way to generate surface plasmon at the
interface between the SiN and Sb films unless total attenuated reflection is used. On the other
hand, if small mark trains are once recorded in the GeSbTe layer, the surface plasmon may be
generated over the trains. As discussed above in relation to Eq. (19.2), if the mark size and
space between the marks are smaller than the wavelength, the condition sin θm > 1 has to be
fulfilled and the incident laser beam partly generates surface plasmon.

The super-RENS was formed on a transparent polycarbonate substrate disc in the order
shown in Fig. 19.5 by a vacuum deposition technique such as sputtering, and the disc charac-
teristics were investigated. The disc was set in an optical disc drive tester (DDU-1000, Pulstec
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Figure 19.5: Super-resolution near-field structure (super-RENS) using Sb and GeSbTe layers.

Industrial) with a laser wavelength of 635 nm and a lens numerical aperture of 0.6. The laser
spot size was approximately 1000 nm, the diffraction limit was ∼530 nm, and the resolution
mark size was ∼265 nm. The disc was rotated at a constant linear velocity of 3.0–6.0 m/s and
a recording high power laser beam irradiated the disc along tracks to record several different
mark trains. The mark sizes could vary. The duty was set at 50%. The recording power of the
laser was 5.5 mW. As shown in Fig. 19.6, in reading the recorded tracks containing trains of
marks of different sizes (same mark size within the train) with a 1.0 mW readout power, the
measured resolution (300 nm) is in good agreement with the theoretical one and smaller mark
signals are not at all reproduced. However, smaller marks beyond the resolution limit (down
to 60 nm in size) are clearly detected if the readout laser power is increased up to 3.5 mW.
Even the 100 nm mark trains possess a carrier to noise ratio of 25 dB.

Figure 19.7 shows actual output signals detected spectrum analyzer at 1.0- and 3.5-mW
readout. The signal was reversibly detected (or not) by changing the readout power. The
super-RENS effect is scientifically very interesting and has a potential to read out small marks
beyond the diffraction limit. The transmission electron microscope (TEM) images of the Sb
and GeSbTe layers after the recording of a 150 nm mark trains are shown in Fig. 19.8.

In the recording track (groove), the 150 nm marks were not clearly identified in the
Ge2Sb2Te5 layer. Rather unexpectedly, the recorded marks seem to be crystalline. At the
same time, the non-recorded area also changed to the crystalline state. The non-recorded lands
clearly show the as-deposited amorphous phase. On the other hand, the Sb layer looks similar
on lands and grooves; the phase is crystalline in both cases. No specific damage was observed
after the recording and reading out. Based on this TEM image, it is suggested that the recorded
groove be transformed from the as-deposited amorphous to the crystalline state, which means
the groove is exposed to a very high temperature of more than 160 ◦C. The recorded marks are
also once heated up to the high temperature, but after the short-pulse recording, the mark is
rapidly cooled; the cooling time overcomes the phase-transition time to the crystalline phase.
It is clear that the heat source to transform the Ge2Sb2Te5 layer to the crystalline state is gen-
erated by the Sb layer. Our computer simulation predicts the temperature at the center of the
Sb layer to be more than 600 ◦C, which is close to the melting point of bulk Sb. Therefore,
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Figure 19.6: Readout characteristics of a super-RENS disc. Dotted line, 1.0-mW readout power, and
solid line, 3.5 mW readout power [17].

Figure 19.7: Actually observed readout signals from a100 nm mark train recorded in a super-RENS
disc. Output signal at readout power of 1.0 mW (a) and 3.5 mW (b). The disc rotation speed is 6.0 m/s.
The wavelength and NA used in the readout were 635 nm and 0.6, respectively [17].

an optical aperture generated by the refractive index change of the heated Sb film must be the
main reason for the observed super-resolution [16, 18]. It was found that the ability of the Sb
film to retrieve the small mark signals critically depends on its thickness (Fig. 19.9).

The most suitable Sb film thickness is approximately 15 nm. If the thickness is further
increased, the intensities drop considerably, while the intensities decrease gradually in the
case of thinner films. As discussed above, the penetration depth of the surface plasmon in the
Sb layer is roughly 20 nm, which may correlate with the thickness dependence of the signal
intensity from the super-RENS disc.
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Figure 19.8: TEM images of the super-RENS disc after recording 150 nm mark trains and reading out
at 3.5 mW. a, Ge2Sb2Te5; b, Sb.
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Figure 19.9: Signal intensity dependence on the Sb film thickness. The read-out intensities from marks
with size smaller than the resolution limit is shown for two different mark sizes [17].

19.5 Summary

GeSbTe and Sb phase-change layers remain valuable for research and study in order to in-
crease the optical data storage density in phase-change recording. Their optical properties,
especially related to optical near-field and surface plasmons, have not yet been completely
revealed. The potential of PC recording and its data capacity are very high – no limit on
the recording mark size has been detected, although thermal stability becomes the main issue
in the current optical recording systems using a focused laser beam. We expect that further
research on super-RENS technology can solve the problem in the near future.



References 337

Acknowledgment

The author wishes to thank to Dr. T. Nakano of LAOTECH for helpful discussions on near-
field optics and surface plasmons.

References

[1] N. Yamada, E. Ohno, K. Nishiuchi, N. Akahira, and M. Takao, J. Appl. Phys. 69, 2849
(1991).

[2] K.A. Agaev and A.G. Talybov, Sov. Phys. Cryst. 11, 400 (1966).
[3] I.I. Petrov, R.M. Imamov and Z.G. Pinsker, Sov. Phys. Cryst. 13, 339 (1968).
[4] M. Terao, A. Hirotsune, Y. Miyauchi, M. Miyamoto, T. Nishida, and K. Andoh, Proc.

SPIE 3109, 60 (1997).
[5] M. Miyamoto, K. Andoh, Y. Anzai, A. Hirotsune, J. Ushiyama, T. Toda, H. Kando, M.

Terao, T. Nishida, and T. Maeda, Technical Digest ODS 98, p. 142.
[6] J. Feinleib, J. DeNewfville, S.C. Moss, and S.R. Ovshinsky, Appl. Phys. Lett. 18, 254

(1971).
[7] H. Iwasaki, M. Harigaya, O. Nonoyama, Y. Kageyama, M. Takahashi, K. Yamada, H.

Deguchi, and Y. Ide, Jpn. J. Appl. Phys. 32, (1993) 5241.
[8] H.J. Borg and J.P.W.B. Duchateau, Proc. SPIE 3109, 20 (1997).
[9] E. Hecht, Optics, Addison-Wesley, Reading MA, 1987.

[10] E. Betzig, J. K. Trautman, R. Wolfe, E. M. Gyorgy, P. L. Finn, M. H. Kryder and C. H.
Chang, Appl. Phys. Lett. 61, 142 (1992).

[11] H. Ukita, Y. Katagiri and H. Nakada, Proc SPIE 1499, 248 (1991).
[12] B. D. Terris, H. J. Mamin, D. Rugar, W. R. Studenmund and G. S. Kino, Appl. Phys.

Lett. 65, 388 (1994).
[13] H. Raether, Surface Plasmons on Smooth and Rough Surfaces and on Gratings, Springer-

Verlag, Heidelberg, 1988.
[14] B. D. Terris, H. J. Mamin and D. Rugar, Appl. Phys. Lett. 68, 141 (1996).
[15] J. Tominaga, T. Nakano and N. Atoda, Appl. Phys. Lett. 73, 2078 (1998).
[16] J. Tominaga, T. Nakano, T. Fukaya, N. Atoda, H. Fuji and A. Sato, Jpn. J. Appl. Phys.

38, 4089 (1999).
[17] J. Tominaga, H. Fuji, A. Sato, T. Nakano, and N. Atoda, Jpn. J. Appl. Phys. 39, 957

(2000).
[18] A. Sato, J. Tominaga, T. Nakano, H. Fuji and N. Atoda, Proc. SPIE 3864, 157 (1999).



20 Evaluation of Multiplexing in High-Density Holographic
Memories

Juan Maria González-Leal, Pavel Krecmer, Jiri Prokop, and Stephen R. Elliott

The design and realization of a unique instrument capable of concurrently recording and eval-
uating various types of multiplexed holograms is described. Theoretical considerations on the
specific criteria that holographic media need to satisfy, as well as the analysis of the diffrac-
tion efficiency of thick holographic diffraction gratings, are also presented. Some preliminary
results of the recording and evaluation of chalcogenide films, which have recently emerged
again as potentially promising holographic data-storage media, are reported.

20.1 Introduction

In the last decade, enormous improvements in computer technology have meant a renaissance
of holography as a new potential solution for the ever-growing demand for faster and bigger
data-storage devices, and/or faster data-transfer rates over optical networks. Indeed, it is only
holography that promises true, massively parallel data writing and retrieval on optical discs,
speeding up current data-storage technology by orders of magnitude [1–3]. At the same time,
it also provides the capability of storing several terabits of data on a single CD-type format
optical disc.

Unlike conventional optical data storage (CDs or DVDs, for instance), where individual
bits are stored as distinct optical changes on the surface of a recording medium, in holographic
data storage an entire page of information of around 1 Mbit, which is arranged by a spatial
light modulator (SLM), is stored as an optical interference pattern within a thick, photosensi-
tive material. A sketch of the basic principles of this technology for the writing and reading
process is shown in Fig. 20.1. It is obvious that the parallel character of holography massively
increases the read/write rates. They can be even further increased by using pulsed lasers.
Optical transfer rates as high as 10 Gbit/s have been demonstrated with a 500 μJ/pulse laser,
pulsed at 1 kHz [4].

On the other hand, the three-dimensional character of the (thick) recording media and,
thus, the physics fundamentals of volume holography, make it possible, in addition, to super-
impose a large number of these interference patterns or gratings in the same location; these
can be recovered independently, as long as they are distinguishable by the direction or the
period of the gratings. Such methods of overlapping pages of information are generally re-
ferred to as hologram multiplexing, and there are several basic ways to carry it out, namely,
angle multiplexing, phase-coded multiplexing, peristrophical multiplexing, shift multiplexing
and wavelength multiplexing [3]. Once several pages have been recorded at the same location,
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Figure 20.1: Basic principles of the recording and readout processes in holographic data-storage tech-
nology. The SLM arranges the digital data to be stored, in the form of a matrix of bits (page of infor-
mation). The optical interference pattern of this object beam delivering the data and a reference beam is
recorded through the medium volume. The page of information stored can be recovered by illuminating
the medium with the reference beam at the same angle as used for recording.

any particular data page can then be read out independently by illuminating the stored gratings
with the reference light beam that was used to record that page. Because a hologram is stored
throughout the thickness of the medium, this reference light beam is diffracted by the interfer-
ence patterns in such a fashion that only the desired object beam is significantly reconstructed.
Figures 20.2 and 20.3 illustrate the recovery of two different pages of information stored in
the same volume of the recording medium, which were recorded by changing the angle of the
reference beam (angular multiplexing) or by rotating the sample (peristrophical multiplexing),
respectively.

By their very nature, different holographic materials will perform in different ways, and
for various ways of multiplexed-hologram writing. Moreover, the above multiplexing methods
are also, by their very nature, dependent on each other and, thus, to use the full dynamic range
of a material (i.e., how many independent holograms can be written in the same volume of the
sample) it is necessary to combine several methods of multiplexing.

Although some efforts have been made to develop specific instrumentation for holographic
data storage [4, 5], current research on glassy holographic media still suffers from a lack of
suitable systems capable of concurrently recording and evaluating various types of multi-
plexed holograms. The Holographic Optical Storage Tester (HOST) built in the IBM Re-
search Division [5], for instance, was designed to perform only angular multiplexing in pho-
torefractive crystals, paying special attention to the signal-to-noise ratio (SNR) of retrieved
holographic data and the resulting bit-error rate (BER) of the retrieved digital data. The
Stanford/HDSS digital holographic disc storage demonstrator [4], on the other hand, is an-
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Figure 20.2: Angular multiplexing is performed by changing the direction of the reference beam relative
to the surface of the sample; the holograms are distinguished by the period of gratings.

Figure 20.3: Peristrophical multiplexing of the holograms is performed by rotation of the sample with
respect to the axis perpendicular to its surface. Holograms are distinguished by the direction of the
gratings.

other high-precision tester but, like the previous one, performs only one type of multiplexing,
namely, shift multiplexing. The aim of this chapter is to present the system concept, the imple-
mentation, and the performance of a unique precision tester for the recording and evaluation
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of volume holograms using different multiplexing methods, the so-called HOLOMETER. Af-
ter completion, the HOLOMETER will provide a very useful tool for the characterization of
a variety of materials for holographic data storage.

Finally, we also give an overview of the specific criteria that holographic media need to
satisfy, as well as some theoretical considerations on the analysis of the diffraction efficiency
of thick holographic diffraction gratings.

20.2 Holographic Data-Storage Media

As usual, new technologies are always supported by other, previously established technolo-
gies. Thus, the availability of new short-wavelength solid-state lasers and high-precision lin-
ear and rotary micropositioners, and the improved performance of SLMs and CCD or CMOS
photodetector arrays, among other facilities, have been necessary to make holographic data
storage a viable technology. The main challenge from now on is, therefore, to find suitable
holographic storage media. In the few past years, most of the efforts in this search have
been addressed towards photorefractive crystals and both organic and inorganic photopoly-
mers [2, 6–8]. Nevertheless, some of the properties of these materials are currently less than
optimal. Hence, a search for new materials is essential.

The properties of foremost importance for holographic storage media can be broadly char-
acterized as ‘optical quality’, ‘recording properties’, and ‘stability’. These directly affect the
data density and capacity that can be achieved, the data rates for input and output, and the
BER. Optical quality requires very high standards of optical homogeneity and fabrication
over the full area of the storage medium. Recording properties are characterized in terms
of sensitivity and dynamic range: sensitivity refers to the extent of refractive-index modula-
tion produced per unit exposure (energy per unit area). Recording sensitivity is commonly
expressed in terms of the square root of diffraction efficiency, η:

S = η1/2/(Ilt) (typically in cm/J) (20.1)

where I is the total incident light intensity, l = 1/α is the effective optical thickness (α being
the intensity absorption coefficient), and t is the exposure time. Nevertheless, for the sake of
comparison of different media, it is more useful to define the sensitivity as

S′ = S × l (typically in cm2/J). (20.2)

Dynamic range concerns the total response of the medium when it is divided up among
many holograms multiplexed in a common volume of material. This property, which depends
on the magnitude of the modulation in both the refractive index and the absorption coefficient,
is often parameterized by the so-called M -number (M#):

M# =
N∑

i=1

η
1/2
i (20.3)

where N is the maximum number of holograms that can be stored in a location of the recording
medium, and ηi is the maximum diffraction efficiency of the ith hologram. Finally, thermal,
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environmental and long-term (ageing) stability is a desirable property, indeed for any data-
storage medium.

Challenges to be achieved for volume holographic data-storage media can be summarized
as follows:

• Amplitude of the modulation of refractive index: Δn ≥ 0.004.

• Record wide range of spatial frequencies: 0.1 μm � Λ �10 μm.

• Medium thickness: L ≥ 200 μm.

• Low exposure threshold: �25 mJ/cm2.

• Stable image for low diffraction efficiencies.

• Small angular deviations from Bragg-matching condition: volume shrinkage �0.1%.

• Low light scattering: �10−4 sr−1, ∼10−6 η.

• Low absorbance after recording: (αL) < 0.05.

• Phase uniformity/homogeneity: <π/5.

• Lifetime (after recording): >10 years.

• Pre-recording shelf life: >1 year.

20.3 HOLOMETER

20.3.1 Concept

The HOLOMETER is a fully automated apparatus that has been designed to explore the pa-
rameter space of holographic recording materials and recording physics. To accomplish this,
the tester must not only have the highest possible precision in all its controlled and measured
parameters, but must allow the operator to have complete computer control of all of them.

20.3.2 Implementation

A sketch of the HOLOMETER is shown in Fig. 20.4. The device is composed of two mechan-
ical arms (Newport, model X95-1), a photodiode for the measurement of diffraction efficiency
(Centronic, model OSI100), a laser source and the necessary focusing and collimating optics,
an SLM (Kopin, model CyberDisplay 320 mono), CMOS camera (Navitar, model 1-13664)
and Fourier lenses for imaging experiments, electronics and a controlling PC, and the sample
holder. The object arm is fixed and bears the object-beam optics. The reference arm is placed
on a precision rotation stage (PI, model M-062.DD), enabling measurement over a wide range
of angles (resolution 5 μrad) and holds the reference-beam collimating optics and/or phase
mask and polarization optics (waveplates). To allow flexibility of the system over a wide
range of angles, the beam is delivered to both arms by fiber optics from the output of a laser.
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The universal sample holder (see Fig. 20.5) allows shifting in the three spatial directions, as
well as rotation of the sample around both the axes parallel and perpendicular to its surface,
in order to perform angular multiplexing and peristrophical multiplexing, respectively.

Figure 20.4: Schematic drawing of the HOLOMETER. The reference and object beams are delivered
to both arms by fiber optics from the output of a laser. Fourier lenses are arranged in the so-called 4-f
configuration for imaging experiments. The system is fully controlled by a PC.

Figure 20.5: The universal sample holder provides five degrees of freedom for the positioning of the
sample and performing different kinds of multiplexing.

As in systems dealing with time, in which the frequency domain shows notable advan-
tages over the time domain as far as the stability of the system and, therefore, the SNR, is
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concerned, in holographic data-storage systems it is also convenient to work in the spatial
frequency domain, in such a way that the precise positioning of the recording medium is less
critical. Bearing in mind this principle, a lens of focal length f is used in a Fourier con-
figuration to image the Fourier transform of the page of information arranged by the SLM
onto the storage medium. The reconstructed wave front is then transformed back by another
Fourier-transform lens and imaged onto the CMOS camera. Figure 20.4 shows the so-called
4-f configuration for the system SLM–lens–medium–lens–camera. The recording medium is
placed in the common focal plane of the two lenses, and the SLM and CMOS camera in the
other focal planes of the lenses.

The HOLOMETER is fully controlled by a personal computer (AMD Athlon 600 MHz).
The various components of the tester are controlled through a variety of interfaces. The
general-purpose interface-bus (GPIB) interface is used to monitor the intensity of the diffracted
light beam through the digital multimeter (Agilent, model 34401A), which is connected to the
photodiode. Parallel ports (COM 1 and COM 2) are used to control both the translation and
rotation stages. A timer/counter module (National Instruments, model NI PXI 6601) performs
the synchronization of the shutters (Vincent Associates, model UNIBLITZ VS25V2T1), via
the corresponding connector block (National Instruments, model BNC-2121) which controls
the four-channel driver (Vincent Associates, model VMM-D4).

The control software has been developed by using the object-oriented graphical-program-
ming language LabVIEW 6.i (National Instruments). LabVIEW allows the implementation of
virtual instruments (VIs) that have interactive user-interface controls, indicators, graphs, etc.,
which simulate the front panel of a physical instrument.

20.3.3 Performance

Basically the tester is based on the recording of the interference pattern of two non-collinear
laser beams. Analysis of the diffraction efficiency of an individual volume holographic diffrac-
tion grating provides crucial information about the angle, phase, shift or wavelength selectiv-
ity of the photosensitive materials under test and, consequently, about the potential maximum
number of holograms that can be stored by using a particular multiplexing method. Apart from
revealing information about the dynamic range of a recording medium, these measurements
also provide information about the magnitude of the changes induced by light in the optical
properties of the material under study.

As already mentioned, the HOLOMETER allows control by computer of the angle be-
tween the laser beams, the phase of the reference beam, the orientation of the sample with
respect to the laser beams, the position of the light spot on the sample, and the wavelength of
the laser, in order to perform different multiplexing methods. Thus, the recording and read-out
of an individual hologram, or a sequence of multiplexed holograms by using different types of
multiplexing methods, are simple routines. Furthermore, long-term tasks can be run without
user action. In addition, specific algorithms have been developed and implemented into the
main software for the analysis of the measurements, e.g. the measurement of the so-called
parameter M#, which is a figure of merit for holographic data-storage media, is automatically
calculated after running a writing/reading sequence of multiplexed holograms.
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20.4 Diffraction of Light by a Volume Grating

The diffraction of a plane electromagnetic wave by a sinusoidally stratified thick hologram
grating (see Fig. 20.6) has been investigated theoretically by a number of authors and many
methods have been suggested. Most entail some form of approximation, and some are more
accurate than others. For an in-depth discussion of a variety of different methods, see Ref. [9].
Among these, one of the simplest, but the most successful, approaches in the Bragg regime is
the use of coupled-wave theory, making the study of Kogelnik’s work [10] compulsory read-
ing. However, although most of the problems concerning diffraction gratings with sinusoidal
fringe patterns uniform throughout the depth can be solved by his extensive study, the formula-
tion does not consider any possible attenuation in the refractive-index modulation, Δn, and/or
in the absorption modulation, Δα, along the thickness of the holographic media, L, which
is the case, for example, for chalcogenide glasses when the light used has a photon energy
comparable to the bandgap of the glass. Attenuation in Δn and/or Δα leads to a consider-
able deviation in the angular selectivity profiles from the line shape predicted by Kogelnik’s
formulation [11, 12].

Figure 20.6: Schematic of recording and readout geometry of a diffraction grating: θr is the angle
of incidence of the reference beam, θ0 the angle of incidence of the object beam, and θ the angle of
incidence of the probe beam during reading.

Starting with Maxwell’s equations for a nonmagnetic medium (μ = 1):

∇2E + k2E = 0 (20.4)

where

k2 = ε(ω/c)2 − jωσ,

with ω being the frequency of the wave and c the speed of light in vacuum, and considering a
sinusoidal spatial modulation defined by the so-called grating vector, K, for both the dielectric
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constant,

ε = ε0 + Δεcos(K · r)

(or equivalently, the refractive index, n = n0 + Δncos(K · r)) and the conductivity,

σ = σ0 + Δσcos(K · r)

(or equivalently the absorption coefficient, α = α0 + Δα cos(K · r)), where r = (x, y, z)
is a position vector, and the subscript ‘0’ stands for the average value of these quantities, it is
possible to derive, after some algebra, the coupled-wave equations with respect to the probe,
Ep, and diffracted, Ed, waves for the case of uniform gratings:

cp
dEp

dz
+

α0

2
Ep = −jκ exp(jΔkzz)Ed, (20.5)

c′d
dEd

dz
+

α0

2
Ed = −jκ exp(−jΔkzz)Ep, (20.6)

where

j =
√−1,

cp =cosθ,

c′d = −cos(2φ − 2θBragg + θ),

Δkz = K[cos(φ − θBragg + θ)−cosφ],

and κ is the coupling constant, which is defined as

κ =
1
2
(kΔn + j

Δα

2
). (20.7)

Here, θ is the angle of incidence of the probe beam measured inside the medium, θBragg

stands for the internal angle of incidence satisfying the Bragg condition, φ is the so-called
slant angle, which is the angle of the grating vector, K, with respect to the normal of the
medium, Δkz is the z component of the wavevector mismatch Δk given by kd = k′

d + Δk =
kp −K, and k = 2π/λ is the wavenumber of the incident light in free space with wavelength
λ. All of these quantities are clearly illustrated in Fig. 20.7.

It is important to note that the present approach is somewhat different from the original
work of Kogelnik [10] concerning the definition of the wavevector, Δk, modelling the Bragg-
angle detuning. This is because Eqs. (20.5) and (20.6), and the factor c′d introduced here,
have different forms to those from [10]. The present definition of Δk is plausibly valid when
working around the Bragg angle, which is the case for the measurement of the selectivity
profiles for the diffraction efficiency.

The system of differential equations defined by Eqs. (20.5) and (20.6) can be solved
analytically by using the boundary conditions: Ed(0) = 0 and Ep(0) = 1. Since we are only
concerned with an analytical expression for the diffraction efficiency, which is given by

η =
c′d
cp

Ed(L)E∗
d(L)

Ep(0)E∗
p(0)

=
c′d
cp

Ed(L)E∗
d(L), (20.8)
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Figure 20.7: Schematic of grating vector components (a) and a cross-sectional view of the k-sphere
showing the present approach for the mismatch vector (b). kp is the wavevector of the probe wave, kd

the wavevector of the diffracted wave, the grating vector, Λ the grating period, φ the slant angle, r

the wavevector of the reference wave, 0 the wavevector of the object wave, Δ the mismatch vector
and ′

d = p – – Δ .

only the solution for the amplitude of the diffracted wave, Ed(z), for a uniform thick lossy
dielectric grating, is given:

Ed(z) = j2a

√
cp

c′d
exp(−bz/2)

sinh[
√

b2 − 4(a2 + c)z/2]√
b2 − 4(a2 + c)

(20.9)

where

a = κ/(4
√

cpc′d),

b = α0(1/cp + 1/c′d)/2 − jΔkz,

c = α0[α0/(2cp) − jΔkz]/(2c′d).

The measurement of the dependence of the diffraction efficiency, η, on the angle or wave-
length around the values of these quantities for which the Bragg condition is verified, as
shown in Fig. 20.8, gives relevant information about a potential holographic data-storage
medium. Plots obtained in such a fashion are usually called Bragg-selectivity profiles and
they are strongly dependent on the medium thickness (see Fig. 20.9) and both the refractive-
index and absorption-coefficient modulations (see Fig. 20.10). Looking at these figures, the
basic principle of multiplexed holographic data storage is clear: new gratings (holograms) can
be recorded at the diffraction minima of the closest adjacent gratings without any significant
overlapping between them. This principle is illustrated in Fig. 20.11.

So far, we have followed the traditional model for the definition of the modulation of
the refractive index and absorption coefficient, i.e. a sinusoidal variation around both the
background refractive index and absorption coefficient, as shown in Fig. 20.12(a), with a
mathematical formulation given by n = n0 + Δn0 cos(K · r) and α = α0 + Δα0 cos(K · r).
However, this is not a realistic model because it would involve changes in these quantities at
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Figure 20.8: Analysis of the selectivity profiles for the diffraction efficiency provides crucial informa-
tion on the holographic recording process.
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Figure 20.9: The selectivity profiles are strongly dependent on the medium thickness. Thus, the thicker
the material, the higher is the selectivity and, in turn, the larger the number of holograms that can be
stored in the same volume of the medium. Normalized selectivity profiles have been obtained for λ =
633 nm, θr = θ0 = 15◦, n0 = 1.5, α0 = Δα0 = 0 and Δn0 verifying πΔn0 L/(λ cos θr) = π/2 in order
to reach maximum diffraction efficiency for this grating [10].

the zero-intensity locations of the holographic pattern. Such a modulation would also suggest
that both positive and negative light-induced changes would occur in the material at the same
time. Therefore, a more realistic model accounting for the modulation in a so-called uniform
thick grating would be given by n = n0 + Δn0 [1 + cos(K · r)] and α = α0 + Δα0 [1 +
cos(K · r)], which is illustrated in Fig. 20.12(b). It is easy to prove that the above-introduced
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Figure 20.10: The selectivity profiles are also dependent on the amplitude of the changes in both the
refractive index and absorption coefficient. The higher the modulation in the refractive index, for in-
stance, the higher is the maximum diffraction efficiency and, in turn, the clearer the distinction between
the different holograms. Selectivity profiles have been obtained for λ = 633 nm, θr = θ0 = 15◦, n0 =
1.5, α0 = Δα0 = 0 and L = 100 μm.
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Figure 20.11: New gratings (holograms) can be recorded at the diffraction minima of the closest adja-
cent gratings without any significant overlapping between them. Selectivity profiles have been obtained
for λ = 633 nm, n0 = 1.5, α0 = Δα0 = 0, Δn0 verifying πΔn0 L/(λ cos θr) = π/2 [10], L = 100 μm,
and for the same angles θr and θ0, ranging from 15 to 19◦.

system of coupled differential equations now reads as follows:

cp
dEp

dz
+

1
2
(α0 + jκ)Ep = −jκ exp(jΔkzz)Ed, (20.10)

c′d
dEd

dz
+

1
2
(α0 + jκ)Ed = −jκ exp(−jΔkzz)Ep, (20.11)
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Figure 20.12: Sinusoidal modulation of the refractive index, n, and the intensity absorption coefficient,
α, for a uniform grating (b) and a non-uniform grating (c). The modulation that was considered originally
by Kogelnik [10] to develop the coupled-wave theory is also plotted in (a) for illustrative purposes. The
surface of the medium is in the x–y plane, with the thickness direction being along the z-axis.

and the amplitude of the diffracted wave is

Ed(z) = j2a

√
cp

c′d
exp(−bz/2)

sinh[
√

b2 − 4(a2 + c)z/2]√
b2 − 4(a2 + c)

(20.12)

where

a = κ/(4
√

cpc′d),

b = (α0 − jκ)(1/cp + 1/c′d)/2 − jΔkz,

c = (α0 − jκ)[(α0 − jκ)/(2cp) − jΔkz ]/(2c′d).

However, we can still go a step further in the definition of an even more realistic model
accounting for the modulation in thick gratings. The magnitude of the photo-induced local
structural changes in amorphous chalcogenide films, which are the basis of the holographic
recording in such materials, is expected to follow an exponential decrease with thickness,
corresponding to the exponential decrease in light intensity along the thickness (Beer–Lambert
law). Therefore, an exponential attenuation, both in the modulation of the refractive index,

Δn = Δn0 exp(−αrecz/sin|φ|), (20.13)
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and in the modulation of the absorption coefficient,

Δα = Δα0 exp(−αrecz/sin|φ|), (20.14)

as shown in Fig. 20.12(c), are also expected. Δn0 and Δα0 stand for the largest modulation of
the refractive index and absorption coefficient (at z = 0), respectively, and αrec is the intensity
absorption coefficient for the recording wavelength, λrec, which would differ from α0 when
light beams with different wavelengths are used for recording and readout. However, the
HOLOMETER works at the same wavelength in both cases and, for the sake of a reduction
in the number of parameters involved in the formulation presented in this chapter, we will
consider that αrec = α0 from now on.

The system of differential equations defined by Eqs. (20.10) and (20.11) can now be
rewritten for a non-uniform thick lossy dielectric grating as

cp
dEp

dz
+

1
2
(α0 + jκ0 exp[−α0z/ sin |φ|])Ep

= −jκ0 exp[−α0z/ sin |φ|] exp(jΔkzz)Ed, (20.15)

c′d
dEd

dz
+

1
2
(α0 + jκ0 exp[−α0z/ sin |φ|])Ed

= −jκ0 exp[−α0z/ sin |φ|] exp(−jΔkzz)Ep, (20.16)

where

κ0 =
1
2
(kΔn0 + j

Δα0

2
). (20.17)

Owing to the extreme difficulty of solving this system of equations analytically, a numer-
ical method has been used to determine the amplitude of the diffracted wave emanating from
the medium, Ed(L), when reading is performed at angles, θ, around the Bragg angle, θBragg.
As in the previous case, the same set of boundary conditions, namely, Ed(0) = 0 and Ep(0) =
1, is considered.

20.5 Testing the Holographic Data-Storage Potential of
Chalcogenide Glasses

The variety of light-induced effects that chalcogenide glasses exhibit is well known [13], and
many efforts have been made to exploit their technological potential. So far, the development
of the phase-change rewritable optical memory disc by Energy Conversion Devices Inc. has
been by far the most successful application of chalcogenide glasses. Another technological
field which has attracted the interest of researchers is the fabrication of diffractive optical ele-
ments. Although there are a few reports in the literature dealing with holographic diffraction
gratings [14–20] based on chalcogenide films, they have been mostly concerned with thin
films, and thus with thin gratings. Typical thicknesses of the chalcogenide films studied in the
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cited representative papers have always been less than 10 μm. However, volume holographic
data storage crucially depends on the thickness of the medium and this is a key factor for
this technology: Bragg selectivity, and hence data density, increases with increasing thickness
of the recording medium [1–3, 9, 10]. Therefore, revealing data about the potential use of
chalcogenide glasses as holographic data storage recording media do not exist so far.

Amorphous chalcogenide films of different compositions, both reasonably thick
(∼65 μm) and thin (∼1 μm), were deposited onto silica glass substrates (refractive index,
1.51) by thermal evaporation in vacuum from the melt-quenched bulk glasses. Antireflection
layers (refractive index, 1.38) were evaporated onto the thick-film samples (see Fig. 20.13)
in order to improve the transmission of the optical system. Optical characterization of the
thin films from transmission spectra, taken at normal incidence [21], allowed the determina-
tion of both the refractive index and the absorption coefficient at the laser wavelength for the
blank holographic medium. Values for these optical parameters were found to be 2.40 and
197 cm−1, respectively, for a representative chalcogenide composition.

Figure 20.13: Cross-sectional view of the samples used in this work. A sketch of the light path through
the sample showing the reflection losses is also displayed.

A number of diffraction gratings, with both different periods, Λ, and slant angles, φ, were
recorded in the samples by using the HOLOMETER. The diffraction efficiency for the first-
order-diffracted light was measured around the Bragg angle in order to check the angular
selectivity of the grating. It is important to note that Ed(L) and, in turn, the value for the
diffraction efficiency, η, derived from it, in the whole of the above-introduced mathematical
formulation, does not take into account either losses due to the reflections at the interfaces of
the sample, or the presence, for example, of an antireflection coating, as in the present case.
Hence, these features have been included in the formulation as an additional term giving the
maximum transmission, Tmax, of the blank thick sample (see Fig. 20.13) at the wavelength
used for readout, as a function of the angle of incidence:

Tmax =

4∏
i=1

(1 − r2
i )√

(A + B)(C + D)
(20.18)
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where

ri =
ni+1 cos θi+1 − ni cos θi

ni+1 cos θi+1 + ni cos θi

is the Fresnel reflection coefficient for light polarized perpendicular to the plane of incidence,
at the interface separating media i and i + 1, and angles with respect to the normal of the
interface in each media being θi and θi+1 (see Fig. 20.13), and

A = [−1 + r1(r2 − r3) + r2r3]
2
,

B = [r2 − r3 + r1(−1 + r2r3)]
2
r2
4,

C = [1 − r1(r2 + r3) + r2r3]
2 ,

D = [r2 + r3 − r1(1 + r2r3)]
2
r2
4.

Absorption effects are not considered in Eq. (20.18) because they already appear intrin-
sically within the system of equations. Therefore, the diffraction efficiency for such a three-
layer (antireflection coating/chalcogenide/substrate) holographic recording system is finally
given by

η′ = Tmaxη. (20.19)

Analysis of the experimental selectivity profiles of non-uniform volume hologram diffrac-
tion gratings, written in chalcogenide-based three-layer samples, was carried out by using a
best-fitting algorithm on the basis of Eq. (20.19).

Figure 20.14 collects the experimental results for η′ as a function of Bragg-angle detun-
ing, Δθ = θ− θBragg, for a representative ∼1000 lines/mm unslanted thick hologram grating
(θr = θ0 = 15.5◦) based on a thick (65 μm) amorphous chalcogenide film. Readout was
performed by using a laser intensity 20 times lower than the laser intensity used for record-
ing. The maximum diffraction efficiency for this particular holographic grating was 12.5%.
Angular selectivity was around 2◦. Values of the grating parameters, Δn0 = 0.0061 and Δα0

= 173 cm−1, as well as the hologram thickness, L = 65.64 μm, were obtained by using the
already-mentioned best-fitting algorithm based on Eq. (20.19), and the corresponding best-
fitting curve is shown in Fig. 20.14. Values of Δn0 = 0.0039, Δα0 = 128 cm−1 and L =
61.29 μm were found when the uniform-grating approach presented here was considered in
Eq. (20.19). The corresponding best-fitting curve in this case is also plotted in Fig. 20.14 for
the sake of comparison.

As already mentioned, attenuation in Δn0 and Δα0 leads to a considerable deviation in
the angular selectivity profiles from the line shape predicted by Kogelnik’s formulation. In
particular, minima in the diffraction efficiency around the central maximum at Δθ = 0 no
longer decrease to zero. Moreover, it can be seen in Fig. 20.14 that the experimental selec-
tivity curve for the diffraction efficiency shows an asymmetric shape, which is also caused
by the non-uniformity of the grating recorded in the material. The traditional coupled-wave
formulation does not account for these effects, at least for physically reasonable values of the
magnitude of the modulation (minima uplift can be obtained, but at the expense of involving
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Figure 20.14: Experimental angular selectivity profile of a ∼1000 lines/mm unslanted diffraction grat-
ing recorded in a 65 μm amorphous chalcogenide film with refractive index n = 2.40 and absorp-
tion coefficient α0 = 197 cm−1. Recording angles for the reference and signal beams were both
θr = θ0 = 15.5◦. Solid and dashed lines correspond to, respectively, the best-fitting curves on the
basis of the formulation presented in this work for both non-uniform and uniform thick holographic
gratings. Values for the amplitude of the modulation of the refractive index, Δn0, and absorption coef-
ficient, Δα0, as well as the medium thickness, L, derived from the data fit, in both cases, are shown in
the insets.

unphysical negative values for the intensity absorption coefficient(!)). The formulation de-
veloped here matches the experimental results in an excellent way, and physically coherent
results have been found. It is worth noting that the value found from this curve fitting for the
film thickness, L = 65.64 μm, is in good agreement with the value, 64.57 μm, measured by
a quartz microbalance placed in the evaporation chamber, as well as with the mechanically
measured value, 68 μm, using a depth gauge (Mitutoyo, model 547-257, the resolution of this
gauge being ±1 μm).

20.6 Summary

Details about the building of the HOLOMETER instrument, as well as theoretical consider-
ations about the requisites for holographic data-storage media, and a formulation suitable for
the analysis of thick holograms based on chalcogenide glasses, have been provided. A more
realistic model for the modulation of the refractive index and absorption coefficient, which
considers their light-induced attenuation along the thickness, has been taken into account for
the analysis of the Bragg-selectivity profiles. The coupled-wave formulation developed here
matches the experimental results in an excellent way. Some preliminary results of the record-
ing and evaluation of thick hologram gratings based on thick amorphous chalcogenide films
have been reported. These results seem to be very promising with regard to the possibility
of the HOLOMETER becoming a standard characterization set-up available to a wide com-
munity of researchers concerned with holographic data storage, as well as the suitability of
chalcogenide glasses as holographic media.



References 355

Acknowledgments

This work was partially supported by the Paul Research Instrument Fund of the Royal Society
and by a Marie Curie Fellowship of the European Community programme “Improving Human
Research Potential and the Socio-Economic Knowledge Base” under contract number HPMF-
CT-2000-01031.

References

[1] J.F. Heanue, M.C. Bashaw and L. Hesselink, Science 265, 749 (1994).
[2] J. Ashley, M.-P. Bernal, G.W. Burr, H. Coufal, H. Guenther, J.A. Hoffnagle, C.M. Jeffer-

son, B. Marcus, R.M. Macfarlane, R.M. Shelby and G.T. Sincerbox, IBM J. Res. Dev.
44, 341 (2000).

[3] G. Barbastathis and D. Psaltis, in Holographic Data Storage, (Springer Series in Optical
Sciences, Vol. 76), H.J. Coufal, D. Psaltis and G. Sincerbox (Eds.), Springer-Verlag,
Berlin, 2000, p. 21.

[4] S.S. Orlov, E. Bjornson, W. Phillips and L. Hesselink, in Proceedings of the 29th Applied
Imagery and Pattern Recognition Workshop (AIPR’2000, Washington, DC), J. Aanstoos
(Ed.), IEEE Computer Society, Los Alamitos, USA, 2000, p. 71.

[5] M.-P. Bernal, H. Coufal, R.K. Grygier, J.A. Hoffnagle, C.M. Jefferson, R.M. Macfarlane,
R.M. Shelby, G.T. Sincerbox, P. Wimmer and G. Wittmann, Appl. Opt. 35, 2360 (1996).

[6] R.R.A. Syms, Practical Volume Holography, Clarendon Press, Oxford, 1990, p. 132.
[7] S.J. Zilker, ChemPhysChem 1, 72 (2000).
[8] See Part II: Recording Media, in Holographic Data Storage, (Springer Series in Optical

Sciences, Vol. 76), H.J. Coufal, D. Psaltis and G. Sincerbox (Eds.), Springer Verlag,
Berlin, 2000.

[9] L. Solymar and D.J. Cook, Volume Holography and Volume Gratings, Academic Press,
New York, 1981.

[10] H. Kogelnik, Bell Syst. Tech. J. 48, 2909 (1969).
[11] N. Uchida, J. Opt. Soc. Am. 63, 280 (1973).
[12] D.A. Waldman, H.-Y.S. Li and M.G. Horner, J. Imag. Sci. Technol. 41, 497 (1997).
[13] A.V. Kolobov and Ka. Tanaka, in Handbook of Advanced Electronic and Photonic Ma-

terials and Devices, Vol. 5, H.S. Nalwa, (Ed.), Academic Press, San Diego, 2001, p.
47.

[14] C.H. Kwak, J.T. Kim and S.S. Lee, Opt. Lett. 13, 437 (1988).
[15] E. Hajto, P.J.S. Ewen, R.E. Belford and A.E. Owen, Thin Solid Films 200, 229 (1991).
[16] V. Boev, E. Sleeckx, M. Mitkova, P. Markovsky, P. Nagels and K. Zlatanova, Vacuum

47, 1211 (1996).
[17] A. Ozols, N. Nordman, O. Nordman and P. Riihola, Phys. Rev. B 55, 14236 (1997).
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21 Optical Waveguides Photo-Written in Glasses with a
Femtosecond Laser

Kazuyuki Hirao and Kiyotaka Miura

21.1 Introduction

In general, it is difficult to produce an interaction effect between glass and light by a one-
photon process when the excitation wavelength does not agree with the absorption region of
the glass. However, various types of interactions with glass can be produced by using an
ultrashort-pulse laser operating at the nonresonance wavelength with pulse widths of fem-
tosecond order [1, 2]. Ultrashort light pulses are useful for observing and evaluating at a very
high time resolution the dynamics of the phenomena that occur in materials at speeds rang-
ing from pico- to femtoseconds. Such phenomena include direct interaction between light
and atoms or molecules, the saturation processes associated with the coherent state of mate-
rials, and the elementary processes of chemical reactions. A short pulse width also means
that extremely high peak power can be obtained and that high-intensity light can easily be
achieved by focusing the laser. The development of high-energy-density femtosecond pulse
lasers prompted us to investigated the unexplored potential for inducing multiphoton photo-
chemical reactions.

We recently discovered that refractive index changes of the order from 10−2 to 10−3 can
be induced within various types of glasses by irradiating the glass with focused femtosecond
laser pulses [3]. By using a femtosecond laser with a high repetition rate, permanent optical
waveguides can be successfully written in various glasses, where refractive index changes
are continuously induced along a path traversed by the focal point [4, 5]. We found that the
photo-reduction of samarium ions can occur simultaneously with the refractive index change.
More recently, it was confirmed that photo-reduction of rare earth ions in several glasses can
be produced by irradiation with femtosecond laser pulses [6].

In this chapter, we describe the preparation and optical characterization of photo-written
optical waveguides formed in bulk glasses by ultrashort laser pulses in the femtosecond re-
gion. The combination of photo-induced refractive index change and photo-reduction is also
discussed.

21.2 Experimental Details

The irradiation source employed was a regeneratively amplified 800 nm Ti:sapphire laser that
emitted 10 Hz or 200 kHz mode-locked pulses. The pulse width of the laser was continuously
adjusted from 110 to 250 fs by changing the dispersive pathlength of a pair of prisms. The
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average power of the laser pulses at the sample location was approximately controlled in the
1–800 mW range by using neutral-density filters inserted between the laser and the prism
compressor.

As samples we used fused and synthetic silica, Ge-doped silica, borosilicate, borate, phos-
phate, fluorophosphate, fluoride, and chalcogenide glasses. All experiments were performed
at room temperature.

21.3 Experimental Results

21.3.1 Photo-Written Waveguides

Figure 21.1 shows an array of the refractive index changes inside a silica glass induced by a
single pulse, the peak power being 109 W/cm2. The spots have diameters of roughly 400 nm,
as measured with a confocal laser scanning microscope. This is significantly smaller than the
focal-beam size and the wavelength of the laser (800 nm). This may be due to the self-focusing
of the laser and non-linear effect of the glass, which resulted from the interaction between
the laser and the glass. The spot size of refractive index change increases with increasing
number of irradiation pulses and the peak power of each pulse. Using a microellipsometer, we
measured refractive index profiles across the cross-sections of refractive index change lines
that were formed perpendicular to the laser beam with a 10× lens. The laser power, pulse
width, and repetition rate were 470 mW, 130 fs and 200 kHz, respectively. For pure silica
and the Ge-doped silica glasses, the laser irradiation produced refractive index increases of
approximately 0.015 and 0.01, respectively, at the center.

The refractive index increase values observed here are large enough for the creation of
optical devices or three-dimensional memory. We observed a densification phenomenon in
the silica glass irradiated by the femtosecond laser from the measurement of Raman spectra.
Therefore, the increases in the refractive index can be related to local densification which
finally occurs inside the glass, though the initial process of refractive index changes may be
accompanied by various phenomena such as the formation of color centers or lattice defects,
or melting of a very small area.

Figure 21.1: Refractive index changes inside silica glass induced by a series of single pulse shots.

By using a femtosecond laser with a high repetition rate, it is possible to write wave-
guides, where laser damage spots are continuously induced along a path traversed by the focal
point. Waveguides could be written inside various glasses such as fused and synthetic silica,
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Ge-doped silica, borosilicate, borate, phosphate, fluorophosphate, fluoride, and chalcogenide
glasses. Typical photo-written waveguides formed inside fluoride glass are shown in Fig. 21.2;
the waveguides shown were created using 800 nm, 120 fs, 200 kHz mode-locked pulses. The
waveguides were written by translating the sample (a) parallel or (b) perpendicular to the axis
of the laser beam at a rate of 20 μm/s and focusing the laser pulses through a 10× or 50×
microscope objective, respectively. The cross-section of a waveguide written by translating
the sample parallel to the axis of the laser beam is shown in Fig. 21.3 (a) and that written by
translating the sample perpendicular to the axis of the laser beam is shown in Fig. 21.3(b).
Both cross-sections are almost circular. When the samples were translated parallel to the laser
beam, the shape of the cross-sections remained unchanged despite changes in the average laser
power or the magnification of the objective, with diameters of approximately 7–30 μm. The
core of the waveguides produced when the samples were translated perpendicular to the laser
beam became more elliptical as the numerical aperture was decreased because of the self-
focusing. Therefore, a high-numerical-aperture objective should be used to form waveguides
with a circular core. Writing waveguides perpendicular to the incident laser beam provides
most flexibility for writing planer patterns and allows one to create multiple-pattern layers by
simply changing the focus depth of the beam. To obtain information on the densification due
to structural changes in the laser-irradiation region, we observed the unpolished surface of the
core-end of the waveguide using atomic force microscopy. We found that the shrinkage of the
surface gradually increased from the outside of the core towards the center, which allows us
to conclude that the densification of the glass occurs in the laser-irradiated region.

(a) (b)

100 μm

Figure 21.2: Photo-written waveguides in fluoride glass formed using 800 nm 200 kHz mode-locked
pulses. The waveguides were written by translating the sample (a) parallel or (b) perpendicular to the
axis of the laser beam at a rate of 20 μm/s and focusing the laser pulses through a 10× or 50× microscope
objective, respectively.

21.3.2 Power Dependence

We examined the effects of the average power, the pulse width, and the number of laser passes
on the refractive index and core size of optical waveguides. The relationship between the
diameter of the core formed by translating the sample parallel to the axis of the laser beam
and the average power of the laser is shown in Fig. 21.4. The core diameters increased with
increasing average laser power at a constant pulse width.
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Figure 21.3: Cross-sections of waveguides written by (a) translating the sample parallel to the axis of
the laser beam, and (b) translating the sample perpendicular to the axis of the laser beam.

0

5

10

15

20

25

0 50 100 150 200 250 300 350

Average power (mW)

C
o
re
d
ia
m
e
te
r
(m
m
)

Figure 21.4: Relationship between the diameter of a core formed by translating the sample parallel to
the axis of the laser beam and the average power of the laser. The error bars correspond to the scatter in
measured values. The pulse width of the laser was 120 fs.

21.3.3 Guided Light Intensity Profiles

The intensity profiles of the guided light for waveguides produced at different pulse widths at
a constant average power are shown in Fig. 21.5. The peak intensity increased as the pulse
width decreased when the average power was kept constant. This result shows that the change
in the refractive index increases as the pulse width is decreased. In other words, the refractive-
index change increases with the peak power, which is equal to the average power over the
pulse width. Note that the core diameters decreased as the peak power was increased.

As shown in Fig. 21.6, the intensity profiles of the guided light varied with the number
of laser passes over the same area. The core diameters remained unchanged independent of
the number of passes, although increasing the number of passes resulted in an increase of the
guided-light intensity due to an increase of the refractive index of the core area. These results
indicate that the induced refractive-index difference and the core diameter can be controlled
by adjusting the writing conditions.

We observed the field-intensity distributions of the guided light in a waveguides written in
fluoride glass at different average powers by using a CCD camera. The intensity distributions
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Figure 21.5: Intensity profiles of the guided light for waveguides produced at different pulse widths.
Average power of the laser was 150 mW.

-15 -10 -5 0 5 10 15

Distance / mm

4passes
3 passes
2 passes
1 pass

-15 -10 -5 0 5 10 15-15 -10 -5 0 5 10 15

Distance / mm

3 passes
2 passes
1 pass

4 passes
3 passes
2 passes
1 pass

Distance (mm)

In
te
n
si
ty
(a
.u
.)

Figure 21.6: Intensity profiles of the guided light varied with the number of laser passes over the same
area. Average power and pulse width were 170 mW and 120 fs, respectively.

of the far field at 800 nm for 15 mm long fluoride-glass waveguides are shown in Fig. 21.7(a)
and (b), where the core diameters were 8 and 27 μm, respectively. At a core diameter of
8 μm, it was possible to propagate only a fundamental mode that was nearly Gaussian, while
a complicated intensity distribution resulting from the overlap of several modes was observed
in a waveguide with the core diameter of 27 μm. Studies of the wavelength dependence of the
mode profiles at several wavelengths ranging from 633 nm to 1 μm revealed that the cut-off
wavelength of the waveguide in Fig. 21.7(a) was around 800 nm.

Figure 21.8 shows the result of Hermite–Gaussian fitting for the intensity distributions of
the near field for the waveguide shown in Fig. 21.7(a), on an assumption that the refractive
index of the core decreases in proportion to the square of the distance from the center. The cal-
culated result is in good agreement with the experimental data, indicating that this waveguide
is a graded-index one with a quadratic refractive-index distribution. The refractive indices of
the core center and base glass calculated from the result of the fitting were 1.502 and 1.499,
respectively.
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Figure 21.7: Intensity distributions of the far field at 800 nm for 15 mm long fluoride-glass waveguides
where the core diameters were (a) 8 and (b) 27 μm.
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Figure 21.8: Result of Hermite–Gaussian fitting for the intensity distributions of the near field. The
sample was the same as that observed in Fig. 21.7(a).

We have shown that permanent optical waveguides can be written in fluoride glass by
using a femtosecond laser with a repetition rate of 200 kHz. Examination of the effects of the
writing conditions on the refractive index and core size of optical waveguides showed that (i)
the diameter and refractive index of the core increase with the average laser power at a constant
pulse width, (ii) the refractive index of the core increases and the core diameter decreases as
the pulse width is decreased at a constant average laser power, and (iii) the refractive index of
the core increases with the number of laser passes, while the core diameter remains unchanged.

These results demonstrate that the parameters of waveguides can be controlled by adjust-
ing the writing conditions.

21.4 Discussion

At present, we do not have a clear answer for the mechanism of the refractive index variation.
We have examined the laser-irradiation region in silica glass by an atomic force microscope
(AFM). Figure 21.9 shows the AFM image of the surface of a core end on silica glass. The
shrinkage of the surface gradually increases from the outside of the core towards the center and
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reaches a maximum of 45 nm. This result suggests that the densification of the glass occurs
in the laser-irradiated region. The observed increases in the refractive index can be related
to local densification which finally occurred inside the glass. It is quite possible, however,
that the initial processes of the optical waveguide formation may be accompanied by various
phenomena such as the formation of color centers or lattice defects, or melting of a very small
area.

Figure 21.9: An AFM profile of the damage spot

The creation of defects in the glasses with high SiO2 content resulting from 810 nm radia-
tion suggests that the damage mechanism involves a multi-photon process. To our knowledge,
the optical damage at this wavelength has not been previously reported, and it is speculated
that the high pulse energy of the femtosecond laser is responsible for this effect. We believe
that the photo-induced refractive index increase in glasses is a complex process which is due
to both densification and defect generation.

21.5 Conclusions

Optical waveguides have been successfully fabricated in various glasses by ultra-fast pulses
from a femtosecond laser. In addition, it was confirmed that single-mode waveguides could
be written with femtosecond laser pulses. These facts open up new possibilities in the field of
integrated optics and three-dimensional optical circuits, especially for compact, all-solid-state
lasers, amplifiers and optical switches.

The existing knowledge of the mechanisms behind the permanent changes of the refractive
index in various glasses is insufficient. The results presented in this paper demonstrate that
it may be possible to fabricate three-dimensional optical integrated circuits in the interior of
glasses with compositions using laser writing.
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22 Applications of the Photodissolution Effect in
Chalcogenide Glasses

Peter J.S. Ewen

The metal photodissolution effect that occurs in a wide range of chalcogenide glasses has
many potential applications in areas requiring the fabrication of high-resolution or high-aspect
ratio surface relief or embedded structures, such as diffraction gratings, photonic bandgap
devices, components for integrated optics, and resists for nanolithography. Because these
materials are also transparent to IR radiation they are particularly suited to producing devices
and components for operation at IR wavelengths. This paper outlines the key features of the
effect as far as imaging is concerned and surveys developments in the applications of the effect
over the past decade. The advantages of the effect in comparison with the photodarkening
phenomenon that occurs in chalcogenide glasses are also assessed.

22.1 Introduction

Since its discovery in the mid 1960s by Kostyshin and co-workers, the metal photodissolution
(MPD) effect has been extensively studied, partly through interest in the fundamental mecha-
nism of the phenomenon, but also because of its potential applications. In their original paper,
Kostyshin et al. [1] noted the high-resolution capability of the process and predicted its use in
micro-imaging.

The MPD effect and its applications have been the subject of earlier reviews [2–5]. The
purpose of the present chapter is to summarize the work which has been done on the appli-
cations of the MPD effect since these earlier reviews were published. The following section
contains a brief explanation of the effect together with a description of those of its prop-
erties which are important as far as applications are concerned. Subsequent sections cover
the different application areas: high-resolution lithography; IR grating fabrication; IR optical
components; and miscellaneous applications. A more detailed account of the mechanism of
the MPD effect and its general properties is presented by Wágner and Frumar in Chapter 10.

22.2 The MPD Effect and its Imaging Properties

22.2.1 The Basic Effect

When a chalcogenide layer in contact with a layer of certain metals is illuminated, metal ions
dissolve in the glass and migrate through it in the direction of illumination, thereby altering
the composition and structure of the glass and changing its physical properties, particularly
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its solubility and optical constants. This effect is termed “photodiffusion”, “photodoping” or
“photodissolution”, and is illustrated in Fig. 22.1.

The effect is essentially a light-induced chemical reaction between the metal and the
chalcogenide to form a new material, which may be a single compound or a phase-separated
mixture. This reaction product separates the metal and chalcogenide layers, so that for the re-
action to proceed, the new material must be both an ionic and electronic conductor, i.e. it must
allow the metal ions and electrons to diffuse through it to reach the product/chalcogenide in-
terface (x–y in Fig. 22.1), where they can continue to react with the chalcogenide. The process
is analogous to the tarnishing of metal films. The purpose of the light is to lower the kinetic
barrier preventing the reaction at room temperature, so that the light stimulating the effect
is expected to be absorbed near the doped/undoped interface x–y, which has been confirmed
experimentally [3, 6].

22.2.2 Material Systems Exhibiting the Effect

The effect has been observed in numerous chalcogenide systems, e.g. As–S, As–Se, Ge–Se,
Ge–S, As–S–Te and As–Se-Te and is probably a characteristic of most amorphous chalco-
genides. It occurs in melt-quenched glasses as well as films (either annealed or unannealed). A
variety of metals, metal compounds and alloys (e.g. Ag, Cu, Zn, Ag2S, Ag2Se and alloys in the
Ag–Cu system) have been used as the metal-ion source, which can be in the form of an evap-
orated film, a bulk substrate [7] or even a thin coating produced by dipping the chalcogenide
into a solution of a metal compound [8]. Because such a large number of metal/chalcogenide
combinations exhibit this effect there is considerable potential for optimizing the performance
of imaging media based on it.

22.2.3 The Metal Concentration Profile

The amount of metal that can be introduced into a chalcogenide glass by photodissolution can
be considerable, e.g. 30–40 atomic percent in some cases [9–11]. (For this reason “photodop-
ing” is not really an appropriate term for the effect since doping generally suggests the intro-
duction of small amounts of extraneous atoms. However, the term “photodoping” is widely
used in the literature, the reaction product often being referred to as the “photodoped” material
and the initial chalcogenide as the “undoped” glass.) In addition, the metal ions can be driven
quite deep into the chalcogenide by photodissolution, for example in the Ag/As16S80Te4 com-
bination, Ag was found to penetrate at least 20 μm into the glass [12]. It should be noted that
this is not necessarily the maximum penetration depth for this combination nor is it necessarily
a typical value for all metal/chalcogenide combinations. It is not known whether in principle
there is an effective upper limit to the penetration depth for a particular metal/chalcogenide
combination.

One of the characteristics of the photodissolution effect is that the interface between the
reaction product and the chalcogenide (x–y in Fig. 22.1) is usually relatively sharp, much
sharper than that resulting from the Fickian distribution expected if the metal ions simply
diffused into the chalcogenide in the same way as, for example, dopant diffuses into a semi-
conductor. Also, the metal concentration throughout the reaction product layer is essentially
constant [9, 11, 12], so that the metal concentration profile during the process is often termed
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Figure 22.1: Schematic illustration showing a cross-section through an As2S3 film undergoing pho-
todissolution with Ag, and the process of image formation. (a) The initial bi-layer system is illuminated
at time t = 0. (b) During illumination the photodoped layer grows and the doped/undoped interface x–y
progresses up through the film. (c) When the illumination is switched off an embedded structure remains
in the film. (d) A surface relief structure can be produced by etching away the undoped material.

“step-like”, although it should be noted that this does not necessarily imply a perfectly abrupt
interface between the photodoped and undoped material, only that the interface is sharper than
that resulting from simple diffusion.
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22.2.4 Spectral Sensitivity

Photodissolution can be stimulated by photons with energies anywhere between the deep-UV
(190 nm) [13] and the IR (800 nm) [14] spectral regions, the exact range of energies depending
on the sample geometry and material compositions (it also occurs under X-ray, electron-beam
or ion-beam irradiation [15–17]). The chalcogenide/metal combination may be illuminated
from the chalcogenide side or, for very thin metal films, the metal side, although in the latter
case the maximum thickness of photodoped layer achievable will be correspondingly small.
The spectral sensitivity of the process depends on absorption in the chalcogenide/metal for
illumination from the chalcogenide/metal side, as well as on the spectral dependence of the
basic process. If the chalcogenide film thickness is greater than ∼100 nm and illumination
is from the chalcogenide side as in Fig. 22.1 then the sensitivity in the UV will fall with
increasing photon energy due to the high absorption of the chalcogenide layer in the UV. As
the efficiency of the basic process is expected to decrease as the photon energy decreases, the
sensitivity in the red spectral region will fall with decreasing photon energy. It should be noted
that the process can still be stimulated with photons of energy below the bandgap energy for
the undoped chalcogenide [14].

22.2.5 Imaging Properties

The MPD effect has two important features as far as imaging applications are concerned.
First, because the dissolving metal ions do not migrate outside of the illuminated area an
exact image of the intensity distribution at the surface of the chalcogenide film is created in
the interior. Second, because such large amounts of metal (e.g. 30–40 atomic percent) can
be driven into the glass, its structure and hence its properties are significantly altered: for
example the difference in refractive index between the doped and undoped material may be
as high as 0.5 (at visible and IR wavelengths [18]) and the doped material may be impervious
to etchants that remove the undoped chalcogenide [19, 20]. Figure 22.1 shows schematically
how images are formed using the effect and how either embedded or surface relief structures
may be obtained in the film.

For most metal/chalcogenide combinations at room temperature the metal ions will dis-
solve into the glass only under illumination, so that if illumination ceases there is no further
movement of the metal ions and no degradation of the stored image. However, at higher tem-
peratures ( e.g. >175 ◦C for the Ag/As2S3 system) thermally stimulated isotropic diffusion
of the metal ions may occur.

22.3 Applications of the Effect

22.3.1 High-Resolution Lithography

One of the earliest and most important application areas for the MPD effect was in high-
resolution lithography. This work was pioneered by groups at Bell Telephone Laboratories in
the USA [21] and NTT laboratories in Japan [20]. The development of new resists is critical in
sustaining the continuing trend in device miniaturization and in the 1980s chalcogenide resists
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based on MPD were seen as a promising alternative to conventional organic resists, particu-
larly because they overcame the “standing wave” problem. Although interest in chalcogenide
resists has since declined, owing to improvements in organic resists, it may yet revive, because
ultimately they have a higher resolution capability than conventional resists, which are based
on large organic molecules.

The early work on resists employing the MPD effect has been surveyed in previous reviews
[2, 4, 5, 20–24] and will not be covered here. Instead, the advantages of these resists will be
summarized and only the most recent work described.

Resolution Capability

Mizushima and Yoshikawa [20] have demonstrated that features as small as 1 nm can be
produced by these resists. The ultimate resolution achievable with any resist is fixed by the
size of the “molecular” units from which it is made. In the case of these chalcogenide resists
the diameter of the smallest such unit is a few interatomic distances.

The resolving power of a chalcogenide resist is also enhanced by the so-called “edge-
sharpening” effect [21, 25] which tends to compensate for diffraction and interference effects
in the aerial image.

Sensitivity to UV and Other Forms of Radiation

Chalcogenide resists are sensitive to UV light, either from conventional sources [25,26] or
excimer lasers [13, 25, 27]. For example, Fig. 22.2 shows the sensitivity of the Ag2Te/As2S3

system from 1.96–6.42 eV (632.8–193 nm) [25]. They can also be patterned using electron
beams [16, 20, 28, 29], X-rays [15] or ion beams [17, 28].

Top-Surface Sensitivity

The usual configuration for these resists is to have the metal above the chalcogenide layer. For
exposure from the metal source side, the resist system will have top-surface sensitivity [25],
which eliminates standing wave effects and is important when depth of focus is small.

Contrast

The resist contrast, γ, is defined by

γ = 1/ ln(D0/Di)

where Di is the threshold dose required for a photodoped layer to first appear and D0 is the
minimum dose required for the chalcogenide film to be photodoped from top to bottom.

These resists generally have a high contrast, γ. Typical values are given in Table 22.1.

Compatibility with Existing Process Technology

In addition to matching or surpassing the performance of organic resists, chalcogenide resists
are also compatible with standard processing techniques such as plasma etching and spin
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Figure 22.2: Sensitivity of the Ag2Te/As2S3 system between 632.8 and 193 nm [25].

Table 22.1: Typical contrast values for chalcogenide resists based on the MPD effect, and for different
exposure methods.

Exposure source Contrast, γ References

Conventional UV 5 < γ < 15 25, 26
Excimer laser γ ∼ 10 13, 27
Electron beam 5 < γ < 9 20, 28, 29
X-rays γ ∼ 3.5 15

coating. The resist layers can also be deposited by vacuum evaporation or sputtering, so that
a complete ultra-clean, all-vacuum process can be set up [4].

Metal/Chalcogenide Resist Systems in Use

The most extensively studied resist system based on the MPD effect is Ag2Se/Ge–Se [20,21],
although much work has also been carried out on Ag/As–S resists [30]. Eneva et al. [31] have
investigated the combination Ag/Ge30S70 as a possible red-sensitive resist for the fabrication
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of diffractive optical elements. Resists based on Ag2Te/As2S3 have also been studied [13,25],
particularly for use in 193 nm excimer laser lithography. They were found to yield a high
contrast (of up to γ = 15) and also exhibited the “edge-sharpening” effect. Although the
sensitivity (100 mJ/cm2 at 193 nm) was slightly poorer than for Ag/As2S3 it was felt that the
telluride-based system was superior in terms of ease of use and reproducibility.

Characteristic Curves

Bello and Jishi [32] have determined theoretically the characteristic curves for Ag/As2S3 pho-
toresist, that is curves of normalized thickness remaining after development vs. exposure.
They find that the curves yield a high contrast and are also unaffected by the standing-wave
effect provided diffraction effects are negligible. Diffraction effects are significant in situa-
tions where the pattern dimensions are comparable with the exposure wavelength.

22.3.2 IR Diffractive Optical Elements

In addition to the wide range of photo-induced effects they exhibit, chalcogenide glasses have
another important property, namely they are infrared transmitting materials, with passbands
(depending on composition) from the visible to beyond 15 μm. By combining these two useful
properties, diffractive optical elements for operation in the IR spectral region can be produced,
since light-induced effects such as MPD can be used to produce the surface-relief or embed-
ded structures required for devices such as gratings, Fresnel lenses and kinoforms. Diffractive
optical elements have several potential uses, for example in beam combining, filtering and
spectral analysis, and may have advantages over conventional refractive or reflective IR com-
ponents as regards weight, cost and ease of manufacture. The early work on this application
of the MPD effect was summarized in a previous review [5].

In the fabrication of IR gratings, the MPD effect has two advantages over the other photo-
induced effects exhibited by chalcogenides: it results in a large change in the refractive index,
n, of the glass (Δn values of up to ∼0.5 can be obtained [18]); and it produces a large change
in the etch resistance of the glass. Differential etch rates of up to ∼400:1 can be achieved
between the photodoped and undoped material [19, 20, 33, 34], depending on the glass com-
position, the amount of metal introduced and the etchant. Figure 22.3 shows how the etch rate
varies with Ag content for the case of photodoped As2S3.

A large change in refractive index is required for the embedded structures used in bulk
phase gratings, and high differential etch rates enable deep surface relief structures to be cre-
ated. For efficient operation, IR gratings must be relatively deep (>1 μm), which is in contrast
to the case for the lithographic applications, where much thinner films are used (<0.2 μm).

The required depths, d, for different types of grating element at different wavelengths of
operation have been calculated from theory [18] and typical values for a square-wave grating
profile are given in Table 22.2.

Photodoping to a depth of 20 μm has been reported for Ag/As16S80Te4 [12] and if this is
typical of chalcogenide systems then most of the structures in Table 22.2 should be achievable.

Much of the work on diffractive elements made by MPD has been done using the Ag/As–
S combination but other chalcogenide systems (As2Se3, GeSe2 [35] and Ge30S70 [31]) have
also been investigated.
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Figure 22.3: Etch rate of Ag-photodoped As2S3 in 1 N (�) and 0.1 N ( ) NaOH solutions for different
amounts of Ag. (Data are calculated from measurements in Refs. [33] and [19] for 1 N and 0.1 N NaOH,
respectively.) Filled points ( , ) show the rates relative to those for the undoped material. The straight
lines are a linear guide for the eye and have been extrapolated to large Ag contents. Also shown are the
etch rates ( ) of undoped and Ag-photodoped As2S3 for dry etching with CF4 plasma [34].

Table 22.2: Depth of profile, d, required for optimum operation of a square-wave grating at different
replay wavelengths [18].

Depth, d/(μm)

Replay wavelength/(μm) 0.632 4.0 10.6

Bulk phase grating 1.39 8.77 23.2
Surface relief grating 0.48 3.0 8.06
Blazed zone plate 0.38 2.4 6.42

Because MPD is essentially a diffusion-controlled process the required exposure time in-
creases as the square of the grating depth, so that long exposures are required for thick struc-
tures. However, the speed of the MPD process can be increased by an order of magnitude
by simultaneously applying heat (photothermal doping) [36]. Provided the temperature is
not too great (less than ∼100 ◦C for the Ag/As2S3 system) purely thermal doping, which is
isotropic and hence affects grating linewidth, is comparatively negligible. To produce gratings
holographically at elevated temperatures would be problematic because of, for example, the
creation of air currents, but mask exposure of a heated sample may be viable.

The speed of the MPD process can also be enhanced by the use of multilayered struc-
tures. It has been shown that samples consisting of alternate layers of Ag and As33S67 yield
a photodissolution rate that is 1–2 orders of magnitude faster than for the conventional bi-
layer structure [37]. Using this technique a 2.3 μm thick bulk phase grating was produced by
mask exposure in a sample with 20 alternating layers. Each Ag layer must be sufficiently thin
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that it is transparent at the exposure wavelength, and provided the chalcogenide layer is thick
enough, the Ag in the unexposed regions is depleted by lateral photodissolution, so that these
regions also become transparent.

In the conventional bilayer structure, MPD can be stimulated by exposure from the chalco-
genide side or from the metal side, although in the latter case the metal layer must be suffi-
ciently thin to allow the light to pass through to reach the doped/undoped interface. However,
using a thin metal layer as the source results in a shallow photodoped region, or one that is
only lightly doped, which in turn implies a small change in n and etch resistance. For deep
structures, or large values of Δn and differential etch rate, thicker metal layers must be used
as the source.

Because such thick layers are not transparent at IR wavelengths, any of the metal source
remaining after exposure must be removed by etching. This means that in the conventional
bilayer structure the metal layer must be deposited above the chalcogenide, which implies that
imaging must take place through the substrate. This constraint can be circumvented by first
depositing the metal on the substrate and then patterning it prior to depositing the chalcogenide
on top [38]. The combination is then flood illuminated from the chalcogenide side and the
grating pattern in the metal is transferred into the glass by photodissolution. In this case,
heating to increase the rate of photodissolution can easily be carried out simultaneously with
illumination.

High diffraction efficiencies (>90%) should be achievable with these gratings provided
their depth and period have been optimized and they have an anti-reflection coating. Theo-
retical predictions for bulk (i.e. embedded) gratings with different profiles are illustrated in
Fig. 22.4 [36], which shows how diffraction efficiency varies with depth normalized to the
grating period, which was fixed at 0.79λ, λ being the replay wavelength. A triangular profile
yields the highest efficiency (99%).
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Figure 22.4: Theoretical first-order diffraction efficiencies of bulk phase gratings with various profiles:
, square; ◦, sinusoidal; �, triangular; •, parabolic [36].
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An important technological requirement for grating devices is that their performance at
elevated temperatures should be stable. For gratings produced by the MPD effect, there is the
possibility that thermal diffusion may cause some redistribution of the metal ions over time.
This may have little effect for surface relief devices but the performance of bulk gratings might
deteriorate. In the case of bulk gratings made with Ag/As33S67 it was found that gratings held
at 100 ◦C in the dark over 6 months did not deteriorate significantly, although there was
evidence of some redistribution of the Ag ions [36].

The MPD effect can, of course, be used to produce gratings for operation in the visible
[35, 39–41], although the advantages of chalcogenides over the wide range of other materials
that can be used for “visible” grating fabrication are less obvious. Gerke et al. [40] have
investigated the use of dry etching in the fabrication of gratings for the visible produced by
MPD in the Ag/GeS0.5Se3.5 system. The development of anisotropic dry-etching techniques
is useful as it provides a route for obtaining blazed relief structures.

Blazed structures can also be made by producing a grating with a symmetrical profile in
an undoped chalcogenide film (e.g. using photodarkening and subsequent etching) and then
depositing Ag on the grating at an angle to the normal [41]. The Ag can then be photodoped
or thermally doped into the grating to give etch resistance to part of the profile. A second
etching step is then carried out which removes material from the unprotected regions, yielding
an asymmetric profile.

22.3.3 IR Optical Components

The MPD effect offers a general process for creating embedded or surface relief microstruc-
tures in chalcogenide films or on the surface of bulk chalcogenide substrates. Hence the
effect can, in principle, be used to produce many other types of structure in addition to the
one-dimensionally periodic grating structures described in the previous section, for example
Fresnel zone plates, structured antireflection surfaces [42,43], or binary optical elements [44].
Many of the technology issues pertaining to grating fabrication (resolution, etch resistance,
depth achievable, stability, etc.) which were dealt with above are also applicable to these
other structures and will not be discussed further. The following sections summarize the var-
ious types of component that have been made or proposed based on the MPD effect. These
are generally intended for operation at IR wavelengths, in order to take advantage of the IR
transparency of these materials.

Microlens Arrays

Microlens arrays consist of an array of microscopic-sized lenses fabricated on a planar sub-
strate and find applications in integrated optics, image processing and optical computing [45].
Eisenberg and co-workers [46, 47] have produced microlens arrays in undoped As–S films
using the normal photo-induced solubility change that occurs in many chalcogenide compo-
sitions. For example, a 40 × 40 array of 12 μm diameter lenses with a 12 μm pitch was
fabricated in a 0.35 μm thick film. After the array had been formed, a layer of Ag was evap-
orated over it and exposed to UV light. By photodoping Ag into the glass in this way it was
possible to increase its refractive index (from 2.5 to 2.9) and hence alter the focal length of the
microlenses (from 34 μm to 27 μm).
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A microlens array can also be fabricated directly using the MPD effect itself. One possible
method has been demonstrated by Wagner et al. [11], who produced a 24× 24 array of 20 μm
diameter lenses by photodissolving Ag into As33S67 (see Fig. 22.5). In this technique, lens-
shaped surface relief is produced by the volume expansion accompanying photodissolution.

Figure 22.5: Atomic force microscope image of part of a microlens array produced by Ag photodis-
solution into an As33S67 film. The surface relief is 90 nm high and is due to the volume expansion
accompanying photodoping [11].

Waveguides

The MPD effect can in principle be used to define strip waveguides, although due to the in-
creased absorption at red wavelengths which accompanies photodoping, only IR wavelengths
could be propagated. The waveguiding properties of As2S3 photodoped with Ag have been
investigated by Ogawa et al. [48], who found that a small, lightly doped region could be used
to deflect a 632.8 nm laser beam propagating through an undoped As2S3 film. This was at-
tributed to a refractive index gradient at the boundary of the doped region and was proposed
as the basis of a micro-optical waveguide element.

Photonic Bandgap Structures

Photonic bandgap (PBG) structures are essentially media with a periodic spatial modulation
in refractive index and have applications, for example, in reflectors, cavities and waveguiding
[49]. Creating such structures in chalcogenide films would help realize the potential of PBG
devices in the IR spectral region.

A rule-of-thumb is that the period of these structures should be smaller than the wave-
length of operation but that the depth (for 2D structures) should be greater than the wave-
length. This implies that aspect ratios >1 are required for these structures. The work on
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MPD-based resists has demonstrated that high-resolution features can be defined in thin films
using UV exposure and the work on IR gratings has shown that deep structures (i.e. of at least
several microns depth) can be produced using MPD.

However, producing features that are both fine and deep using the MPD effect is prob-
lematic [50] because the UV light required for high-resolution patterning penetrates only a
fraction of a micron into a chalcogenide sample, because of strong absorption in these materi-
als. There are possibilities for circumventing this problem but they add to process complexity,
for example, thin photodoped regions created at the surface of a chalcogenide film can be
used as a mask for anisotropic etching of the undoped chalcogenide underneath. An alterna-
tive approach might be to use MPD (or another photo-induced effect) to produce the coarser
waveguide structures in which the PBG arrays are made, and then to create the PBG features
in the waveguide using a technique such as focused ion-beam (FIB) milling [50]. An exam-
ple of this technique is shown in Fig. 22.6, which shows an As33S67 waveguide produced by
photodarkening, and an array of holes milled in it using an FIB [51].

22.3.4 Miscellaneous Applications

X-Ray Recording Medium

As mentioned above, in the section on lithography, MPD can also be stimulated by X-rays.
Somemura et al. [52] have investigated MPD in the Ag–Se/Ge–Se system as a basis for record-
ing soft X-ray holograms for use in e.g. 3D X-ray microscopy. Soft X-ray exposure of an
Ag–Se/Ge–Se film induces a reflectance change with no additional processing required. This
combination has a potential resolution of 10 nm and good sensitivity.

Ion-Selective Membranes and Solid-State Batteries

As–S and As–Se films photodoped with Ag or Cu have been investigated as ion-selective
membranes for sensing Ag or Cu ions [53, 54]. These films are intended for use as the mem-
branes in ion-selective field-effect transistors. The role of the dopants is to improve the elec-
troconductivity of the membranes. Chemical sensors have a wide variety of uses, for example
in medical diagnosis, pollution monitoring and chemical process control.

Ag photodoping in multilayer structures composed of films of GeSe3 and superionic
glasses has been investigated with a view to their use in solid-state batteries [55]. However, for
this particular metal/chalcogenide combination only a small amount of Ag could be extracted
electrochemically after photodoping.

UV Dosimetry

It has been suggested [56] that the MPD effect could be used as the basis of a personal dosime-
ter for measuring cumulative exposure to UV radiation. The technique is based on the well-
known resistance monitoring technique that is often used to measure the kinetics of the effect.
Exposure dosage is determined by measuring the increase in the resistance of the metal layer
that is dissolving into the chalcogenide during illumination.
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(a)

(b)

Figure 22.6: SEM images of: (a) a 25 μm wide, 2.5 μm deep waveguide produced in an As33S67 film
using photodarkening and wet etching; (b) a 10 × 25 array of 0.5 μm square holes produced by FIB
milling in a 2.5 μm deep waveguide [51]. The scale marker in each picture indicates a distance of 5 μm.

Gray-Scale Mask Fabrication

It has also been proposed that MPD using Ag/Ge–Se could be used to produce high-resolution
gray-scale masks [57]. The columnar structure of Ge–Se films could give a possible edge
precision of 100 Å and should prevent undercutting during etching, thus allowing pixels to be
placed close together.
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Memories and Other Devices

Kozicki and co-workers [58–61] have investigated dendrite formation in photodoped chalco-
genide films and proposed that it could be used as the basis of a variety of devices including
programmable read-only memories, programmable resistance/capacitance devices and field-
configurable connections. The basic device consists of two metal electrodes with a layer of
photodoped material sandwiched between them. When an appropriate voltage difference is
applied across the electrodes, metal ions come out of the photodoped glass and form an elec-
trodeposit between them, thereby forming a connection.

The ion conduction that occurs in the photodoped layer is an important aspect of the op-
eration of these devices and also for the electrochemical applications such as sensors and
batteries [62].

22.4 Comparison of MPD and Photodarkening as
Techniques for Producing Structures

The widely studied photodarkening effect that occurs in chalcogenides can also be used to
produce images or structures in films or bulk samples of these glasses [5, 24]. In this section
the advantages and disadvantages of photodarkening and MPD as fabrication methods are
compared.

Process Complexity

MPD yields a somewhat more complex fabrication process as two layers must be deposited
(metal and chalcogenide), and for some applications any metal remaining after exposure must
be etched away. In contrast, for photodarkening only a single layer needs to be deposited.

Etching

Very high differential etch rates (up to 400:1) between exposed and unexposed regions can
be achieved using the MPD effect using either wet or dry etching. The differential etch rates
achievable using photodarkening and wet etchants can also be good, although problems with
undercutting can occur in thicker films [63]. Differential etch rates for dry etching using
photodarkening are much poorer [34, 40, 64].

Exposure Time

Exposure time is not a problem when imaging in thin films using the MPD effect. However,
because MPD involves diffusion, exposure time increases as the square of the structure depth,
which means that long exposure times are required to produce structures more than a few
microns deep, e.g. for IR gratings. This necessitates the use of stable exposure systems and
for volume manufacturing may lead to problems of low throughput or equipment wear. For
these thicker structures, exposure time is less of an issue in the case of photodarkening.
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Imaging Requirements

For patterning thin films there are no special imaging requirements when using MPD but to
produce thicker photodoped structures a thicker metal layer is required as the source, hence
exposure must be from the chalcogenide side. This in turn requires that the illumination
wavelength is in the visible rather than the UV, since UV light is strongly absorbed by chalco-
genides and may not penetrate to the metal layer. In addition, if any unreacted metal is to be
removed after exposure, the metal layer must be above the chalcogenide, so that exposure must
take place through the substrate. This requirement can be circumvented by pre-patterning the
metal layer [38] but this adds additional steps to the fabrication process.

To produce thick structures using photodarkening, visible rather than UV illumination is
again required.

Suitability for Embedded Structures

Applications such as bulk phase gratings and certain photonic bandgap structures require the
sample to have regions of one material embedded in another, each material having a differ-
ent refractive index. For example, for the grating case, alternating stripes of high and low
refractive index material are required. Generally, the larger the refractive index difference, the
better is the device performance. The MPD effect can yield large refractive index differences
between the doped and undoped material (up to 0.5). However, photodarkening produces a
much smaller change in refractive index (<0.1).

In addition, embedded structures produced by MPD are more stable at elevated temper-
atures – the difference in refractive index produced by photodarkening tends to decrease on
heating.

Homogeneity

For some applications (e.g. gratings and photonic bandgap structures) the uniformity of the
exposed region may be important. In the case of MPD we have some evidence from scattering
experiments that heavily doped regions may not always be homogeneous (even when a single
phase glass composition exists, as in the case of Ag photodoping into As33S67). In contrast,
photodarkened material is homogeneous and has low scattering losses.

Maximum Depth of Structure Achievable

Photodoping to a depth of more than 20 μm has been reported for the Ag/As16S80Te4 sys-
tem [12], but it is not known whether this is a typical value for all chalcogenides. For pho-
todarkening, structures 5 μm deep have been reported [65] and even deeper ones may be
achievable by optimizing the exposure wavelength and etchant.

22.5 Conclusions

This chapter has outlined the key features of the MPD effect as far as imaging is concerned and
surveyed developments in the applications of the effect in various fields over the past decade.
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The strengths and weaknesses of MPD as the basis of an imaging or fabrication process have
been considered. In terms of etching and suitability for embedded structures, MPD is superior
to photodarkening, but involves greater process complexity and can involve more demanding
exposure requirements than the latter. The details of the particular application will determine
which photo-induced effect is most appropriate as the basis for the fabrication technique.

An important issue regarding applications is, of course, cost. Much of the work done on
MPD has used Ag as the metal source, which is comparatively expensive. Recently, however,
photodoping with Cu has been revisited [66] and suggested as the basis of a more competitive
process. Studies of new metal/chalcogenide combinations may also overcome some of the
problems associated with MPD as a fabrication method, for example by yielding improve-
ments in the speed of the process.
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23 Engineering Glassy Chalcogenide Materials for
Integrated Optics Applications

Kathleen Richardson, Thierry Cardinal, Martin Richardson, Alfons Schulte, and Sudipta Seal

23.1 Introduction

Next generation devices for telecommunication and related applications will rely on the de-
velopment of materials which possess optimized physical properties that are compatible with
packaging requirements for systems in planar or fiber form. This allows suitable “integration”
to existing fiber-based applications and hence requires appropriate consideration to material
choice, its stability and long-term aging behavior. Included within this chapter are results of
recent efforts to engineer materials suitable for such integration. First, needs for integrated
optics and the attractiveness of chalcogenide-based glasses (ChGs) are reviewed. Second, the
flexibility offered within the As–S–Se glass system is discussed, and comparisons are drawn
between glasses in bulk and film forms. Following a description of the chemical systems and
the properties evaluated on materials in bulk glass and film form, results of efforts to create
components and characterize key structural attributes of such elements are described. The
property differences and characterization tools employed to realize these data are presented.
Efforts have been made in these studies to process and characterize the resulting structures in
the form to be used in their final device geometry. Lastly, the ability to photo-induce changes
within these glasses are discussed and key issues of such modification are reviewed. Described
are results of efforts to tailor optical properties concurrent with structural stability, and to eval-
uate changes to these properties which result during photo-modification and subsequent aging.

23.2 Chalcogenide Glasses for Near-Infrared (NIR) Optics

Two characteristics of As–S–(Se) compounds – a large glass forming region and a wide optical
transmission band, with potentially low loss for the 1.3–1.55 μm telecommunications window
– make them excellent candidates for infrared guiding applications. The ability to process
these glasses in substantial quantities in their bulk form, and their demonstrated capability of
fabricating good optical quality thin films formed by thermal evaporation and other deposition
techniques, enables the realization of relatively low cost As–S–(Se) integrated optical compo-
nents. With appropriate consideration of function and application, such components can be
“integrated” onto a single “chip” or substrate.

In complementary work to that described elsewhere in this text, we and our collaborators
have demonstrated a range of optical functions that can be realized in these glasses, including
rare earth (Pr and Er) doping and emission in key telecommunication wavelengths, fabrication
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of waveguides (channel, self-written, fs-written), that can laterally or vertically couple light to
various locations within a planar structure, and gratings (relief and phase) that can spectrally
filter or modulate light. The results, summarized below, illustrate the attractiveness of these
materials for such applications.

ChGs are photosensitive when exposed to bandgap energy (Eg ∼ 2.35 eV for As2S3)
[1,2]. Taking advantage of these photosensitive effects (photodarkening and photoexpansion)
in ChGs, allows the creation of bulk waveguide structures [3], or the patterning of photo-
induced relief gratings and guided wave structures in ChG films [4–6]. Recent results by our
group in this area are presented later in this chapter. The interplay between micro-structure and
desirable properties of devices is illustrated in materials suitable for use in high-speed optical
communication applications. Such applications require all-optical processing and switching
capabilities which must be compatible with system configurations, possess ultrafast broadband
response time, as well as low linear and nonlinear loss. Additionally, the material must be
amenable to the small sizes and stability requirements needed for future “on chip” devices.
Chalcogenide glasses (ChGs) have shown promise in that they exhibit properties compatible
with the above requirements at 1.3 and 1.55 μm wavelengths [7]. Recent experiments on
As–S, As–S–Se and related compounds have demonstrated flexibility in forming fiber and
film devices such as narrow-band spectral Bragg filters [8] and lens-arrays, rare earth doped
structures [9,10] as well as couplers and self-written planar waveguides made from single and
multilayer film structures [11].

Key to the realization of components in any optical communication system, is a knowl-
edge that the material can carry out its function and maintain stability over specified thermal,
mechanical and environmental conditions, for a defined lifetime. Hence, the most attractive
material is only useful if a full understanding of its performance can be made in its “use” ge-
ometry. Thus, results of our studies to engineer chalcogenide glasses for optical applications
have focused on the key property performance of the glasses in the final device geometry. We
have sought to define fundamental differences associated with processing and use, to identify
long-term stability issues and resolve them, with compositional and processing modifications.

23.3 Bulk Chalcogenide Glasses (ChG): Composition and
Optical Properties

Two kinds of glass samples have been used throughout the results reported here: binary stoi-
chiometric arsenic trisulfide (As2S3 or As40S60) or its selenide analogue, originating from a
commercial source or prepared by a distillation process. The commercial samples, depend-
ing on the lot, exhibited regions with dark particles observed by optical microscopy. These
dark particles were identified as carbon particles by Fourier transform infrared (FTIR) spec-
troscopy, through measurement of an optical vibration mode at 1500 cm−1 characterizing the
C–S bonds. In order to improve the optical quality of glasses by removing potentially ab-
sorptive inclusions, a distillation procedure was established. The second type of samples were
ternary As–S–Se glasses containing ≤40 mol% As. The fabrication procedure employed to
obtain inclusion-free bulk glass material is described in detail in [12].
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Table 23.1: Compositions, density ρ, glass transition temperature Tg , and energy gap Eg of bulk binary
and ternary glasses.

Glass
number

Composition ρ (g/cm3)
(± 0.01)

Tg (◦C)
(± 2◦C)

Eg (eV)

1
2
3
4
5
6
7
8
9
10
11
12
13

As2S3(As40S60)
As40S45Se15

As40S30Se30

As40S15Se45

As40Se60

As32S34Se34

As24S38Se38

As18S41Se41

As24S76

As24S57Se19

As24S19Se57

As24Se76

As14S43Se43

3.20
3.56
3.92
4.27
4.59
3.74
3.63
3.50
2.67
3.11
4.05
4.46
3.43

215
207
202
196
191
154
131
114
147
137
122
116
100

2.13
1.88
1.72
1.62
1.54
1.75
1.74
1.72
2.06
1.72
1.51
–
1.70

Figure 23.1: Ternary phase diagram depicting the three series of glasses examined within the As–S–Se
system.

The bulk glass compositions examined for variation of optical properties with structure
[13] are illustrated in the ternary phase diagram shown in Fig. 23.1. The physical properties
are summarized in Table 23.1. Shown in Fig. 23.1 are three series of glasses; compositions
along the line x As40S60 − (1 − x) As40Se60 form glasses where the molar ratio As/(S + Se)
was held constant at 2:3, and a systematic replacement of sulfur by selenium was made. These
compositions are represented as shaded circles and are labeled as compositions 1–5. Compo-
sitions maintaining a molar ratio S/Se = 1 were examined as a function of molar ratio As/(S +
Se). These compositions are represented in Fig. 23.1 as solid circles and represent a systematic
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reduction in As(S,Se)3/2 pyramidal units and a concurrent increase in chalcogen-containing
interconnecting chain members. To evaluate the role of chalcogen type and concentration on
both structure and linear and nonlinear optical properties, a series of compositions, (numbered
8–12) were included. All glasses in this series contained 24 mol% As with an (S + Se) content
equal to 76 mol%, and are shown as heavy-lined open circles.

As can be seen in Table 23.1, there is a systematic red shift of the bandgap, Eg, which is
correlated with the progressive substitution of selenium for sulfur in the glass. Concurrently,
an increase in density and decrease in Tg for increasing Se content occur. In the As–S and
As–Se systems, a decrease of the As(S,Se) ratio produces a blue shift of the band gap [14]. For
glasses with Se/S = 1, the bandgap shows much less of a change. It is important to consider
the point where the two-photon absorption (2PA) of a candidate glass becomes significant. For
use at the telecommunication wavelength of 1.55 μm, this point (hν/2) is near 2.0 eV. Hence
glasses with a bandgap near or below this level may have appreciable nonlinear absorption
that could compromise performance in high power applications.

In Fig. 23.2, several characteristic Raman excitation wavelengths are illustrated with re-
spect to a plot of the glasses’ absorption coefficients for compositions with constant As/(S
+ Se) molar ratio. As will be discussed later, the selection of a probe wavelength for Ra-
man structural studies within this system becomes important, as excitation at wavelengths
within or close to the bandgap may promote absorption. The magnitude of this absorption
in most cases (observed for power levels as low as hundreds of microwatts) is sufficient to
impart measurable photo-induced structural changes. Often, such changes result in a discol-
oration, or the well-referenced phenomenon of photodarkening. As will be described within
this work, all Raman-based structural studies have utilized low-power (< 25 mW), near-
infrared (λ = 840 nm) excitation, unless stated otherwise.

Figure 23.2: Absorption coefficient (cm−1) versus wavelength for As40(S + Se)60 glasses illustrating
the red shift in the absorption band with Se addition (from [7]). Shown for comparison are the glass
band edge as compared with Raman excitation wavelengths.
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The linear optical properties within the As–S–Se glass system exhibit predictable system-
atic variation. Like the bandgap variation with Se addition depicted in Fig. 23.2, the same
glasses show a monotonic increase in linear index, n, with Se addition, when measured at
1.55 μm. This change in index for the same twelve glasses depicted in Fig. 23.1 is shown in
Fig. 23.3a. The change of index with composition can be directly related to the variation in
glass network structure associated with the compositional variation. The effect of an increase
in 2-coordinated chalcogen (S or Se) at the expense of 3-coordinated As gives rise not only
to a decrease in density, but also a concurrent decrease in refractive index. This is shown in
Fig. 23.3b where index is plotted as a function of structural connectivity. This connectivity,
is often described by a glass average coordination number (ACN), where the higher the ACN,
the larger is the extent of connectivity. ACN within the glass system has been calculated using
the following equation:

ACN = 3x + 2y

where x and y are the respective molar fractions of As and chalcogen species, respectively,
and the integer represents the normal coordination state of the atom in the glass network. The
systematic substitution of Se for S does not change the ACN as shown in Fig. 23.3b (as x and
* for stoichiometric (40 mol%) and As-deficient (24 mol% As) compositions, respectively).
However, for equi-molar chalcogen glasses (shown as triangles) the impact of decreasing con-
tent of 3-coordinated (As) species on the glass network and refractive index is clearly seen in
the systematic decrease in n.

As

S

Se

2.39

2.49

2.35

2.43

2.6

2.52

2.71

2.80

2.21

2.31

2.57

2.67

2.29

S

SeAs 2.0 2.1 2.2 2.3 2.4 2.5

2.2
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(a) (b)

Figure 23.3: Variation in linear refractive index (n) measured at 1.55 μm as determined from Fresnel
loss measurements (a) for the three series examined within the As–S–Se system (n± 0.007), and (b) the
corresponding relationship between index and average coordination number (ACN) of the glass network
(from [31]).

The structural changes which impact linear index variation shown in Fig. 23.3 also lead
to a variation in the glass nonlinear refractive index. Here, not only are the structural species
important but their electronic character also plays a role. We have carried out extensive analy-
sis on bulk and ChG film [15,16] materials using X-ray photoelectron spectroscopy (XPS), to
probe the variation in structural and electronic properties as a function of composition and fol-
lowing exposure to a variety of environmental conditions [17]. These studies have confirmed
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a systematic variation in position of the band edge, and limited variation in properties when
exposed to severely oxidizing conditions. Understanding changes in electronic structure aid
in the interpretation of many optical properties.

The normalized nonlinear index n2 as compared with fused silica for selected glasses
measured using z-scan at 1.55 μm [12] is shown in Fig. 23.4a. The enhancement of nonlinear
optical properties (n2) by substitution of selenium for sulfur in As40S60 has been attributed
to an increasing number of covalent, homopolar bonds. On the other hand, distinctly large
nonlinear optical property values with ordinary linear values in As24S38Se38 (composition
7 in Fig. 23.3) may be due to Se–Se bonds, created by an As deficiency. Hence, what the
chemical species is, and what its electronic structure is, impact both linear and nonlinear
optical properties of the material.

Figure 23.4: Variation in nonlinear refractive index as measured at 1.55 μm via z-scan (a) within the
As–S–Se system, and (b) plotted as a function of Se content. (Extrapolated data points are preliminary
data from a limited set of measurements.)

In the light of the above structural discussion, it is thought that the homopolar bonds and
their electron-laden lone pairs allow strong coupling of the electric field vector of the probing
laser light to the material leading to an enhanced nonlinearity. This is illustrated in Fig. 23.4b
which shows the variation in measured and extrapolated values of the n2 ratio with chalcogen
content. Increasing the chalcogen content (from 60 to 76 mol%) leads to an increase in the n2

ratio to silica and we believe the pronounced rise is attributable to the much larger quantity
of Se–Se bonds (versus S–S or S–Se) as determined by Raman spectroscopy [13]. While S–S
and S–Se bonds also possess two lone pairs per atom, these pairs have lower orbital electron
densities and are present in much fewer numbers as compared with more polarizable Se–Se
bonds. Structural analysis of these glasses has shown that the S present in these equi-molar
compositions tends to remain with the As pyramidal units, while the Se form the dominant
chain species. It is repeated here however, that the enhancement to n2 offered by increasing
the concentration of the n2-enhancing species (in this case Se) comes at a price. Increasing
Se content increases the linear (and nonlinear) absorption of the glass. This means that the
enhancement seen is more dominated by a now present, resonance effect (the glass absorption
edge falls below the hν/2 guideline for non-resonant behavior); this means that the increased
absorption realized in the material can also contribute to other deleterious effects, such as
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measurement-induced structural modification. Such modification under specific conditions,
could lead to changes in the material structure/properties during use. Hence, a choice needs to
be made whereby the magnitude of n2 is weighted against a deleterious concurrent increase
in absorption. For switching applications, both properties need be considered in the selection
of an optimal material.

23.4 Chalcogenide Thin Films and Comparison with Bulk
Glass

Chalcogenide thin films have been studied extensively for their variation from the parent bulk
glass material and their stability in physical properties following deposition. As properties of
a glass are a function of its thermal history it is not unexpected that films or fibers may have
properties that vary from those seen in their melt-derived bulk analogues. Similar measure-
ment of fiber properties within the As–Se system [18] showed similar variation in properties
with forming conditions. As–S–Se films evaluated in this study show a range of property
variation from their parent bulk glasses.

All glass films examined in our studies have been processed at Laval University’s Centre
Optique, Photonique at Laser (COPL) facilities using a clean room fabrication facility dedi-
cated to processing ChG materials. Processing conditions, summarized for films and subse-
quently fabricated gratings, are discussed in detail in [11,19]. In all cases, films are deposited
from thermally evaporated parent bulk glasses, onto room temperature, oxidized silicon sub-
strates under a vacuum of nominally 10−7 Torr. Glassy films processed by these techniques
were confirmed to be amorphous in nature and vary in composition from the parent bulk by
less than 5 mol%. [7] Most single- or multilayer films that have been prepared are approxi-
mately 2 μm in thickness or less [20]. Shown in Fig. 23.5 is a scanning electron micrograph
of a multilayer ChG film structure midway through its lithographic processing steps, en route
to becoming a channel waveguide. To fabricate the multilayer film structure, two bulk glass
compositions were loaded into the deposition chamber and alternately deposited to form a
multilayer structure. A channel within the core ternary glass serves to guide.

Figure 23.5: SEM micrograph of a multilayer As24S38Se38/As2S3 ridge directional coupler midway
through its lithographic processing protocol.
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To compare the properties of films with those of their bulk counterparts, a series of op-
tical and structural analyses were carried out. As described in detail by Laniel et al. [21]
a systematic set of measurements were performed on films prepared under identical deposi-
tion conditions to examine the variation in film refractive index. refractive index data were
collected at wavelengths surrounding the 1.55 μm telecom wavelength, and these data are
summarized in Table 23.2. Shown are data for glasses numbered 1–8 from the bulk glass
ternary series. Bulk glass starting compositions are shown, and unless listed (in parentheses
below the parent composition), film compositions were identical with that of the parent mate-
rial, as quantified through use of microprobe analysis. Values of index prior to and following
a two-hour annealing at 120 ◦C are also tabulated.

Within the error of the measurements, no apparent variation in index was measured via
the grating coupling technique over the 1.53–1.60 μm spectral range of the measurements. As
compared with changes in bulk glass refractive indices with composition shown in Fig. 23.3a,
film indices exhibited slightly larger variation with composition. This variation may be at-
tributable to subtle compositional variations and the higher cooling rate with which the film
structure assembles from the vapor phase. The ability for molecular species to assemble in
the vapor phase [22] would give rise to a notably more ordered, connected molecular structure
as compared with systems where no molecular ordering is believed to occur (e.g. in ternary
As–S–Se glasses). Annealing of the as-deposited films resulted in a further increase in index
and density, as the frozen network structure relaxes and further polymerizes. As illustrated in
the subsequent section, these structural changes can be readily identified with Raman spectro-
scopy. Films exhibited an almost 2% higher linear index as compared with bulk glasses, and
annealing increased the film density (decreased the as-deposited film volume) and index by a
further 2%.

Densification and thickness changes have been reported in other studies within our group
for fresh, annealed and aged films, as examined using Rutherford backscattering spectroscopy
(RBS) [23,24]. Structural relaxation and subsequent rearrangement occur in both the short and
long timeframes and dictate the aging kinetics of the materials. These changes are quantified
in subsequent sections as corroborated by Raman spectroscopic analysis. Such long-term
property modification, if any, is important in specific device structures.

23.5 Structural Characterization of Chalcogenide Glasses

23.5.1 Raman Spectroscopy

Inelastic scattering of light – or Raman scattering – in a material yields structural and dy-
namic information on a molecular level. The Raman spectrum provides a “fingerprint” of the
molecular species present. The non-destructive nature of the probe, flexibility in sampling
arrangements, and a technical revolution [25,26] in multichannel detection and prefilters have
opened up many new areas where Raman measurements have proven valuable [27, 28].

As discussed earlier, efforts to optimize film properties and device performance have fo-
cused on identifying the chemical and structural origin of the linear and nonlinear response in
terms of the material processing conditions used in creating the optical element [13]. Impor-
tant to this study, NIR Raman spectroscopy affords new opportunities in the non-destructive
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analysis of materials, which are strongly absorbing in the visible. A distinct advantage over
the more conventional approach using the visible range of the spectrum is the ability to ob-
tain the Raman spectrum of photosensitive compounds without interference from photoreac-
tions caused by the probe beam. In chalcogenide glasses shifting the excitation wavelength to
840 nm (below the bandgap) allows one to obtain high-quality Raman spectra without mate-
rial modification. The higher spatial resolution necessary to characterize planar films can be
achieved with a microscope attachment.

In the microstructural analysis of single- and multilayer waveguide devices, Raman spec-
troscopy employing integrated optical techniques can be extremely powerful [66]. The mate-
rial of interest is cast into a slab waveguide, thereby significantly increasing both the scattering
volume and the electrical field intensity within the film. In spite of its sensitivity, waveguide
Raman spectroscopy (WRS) using guided mode excitation [29,30] has not been applied to the
structural characterization of chalcogenide glasses until recently [31, 32]. Discussed here are
selective results of such experiments where chalcogenide film Raman spectra were measured
using guided mode excitation.

Raman scattering in the NIR is excited with 840 nm radiation from a tunable Ti:sapphire
laser (30–50 mW), as depicted in Fig. 23.6. The scattered Raman light is analyzed with
a single-grating spectrograph equipped with a thinned, back-illuminated CCD detector. The
Rayleigh line is suppressed with a semiconductor bandgap filter [33]. The spectra shown in the
following were not corrected for the instrument profile, nor was any smoothing or background
correction performed.

Figure 23.6: Experimental setup for near-infrared Raman spectroscopy. Sampling arrangements for
micro- (backscattered geometry) and waveguide excitation (90◦ geometry) are shown.

23.5.2 NIR Raman Spectroscopy of Bulk Chalcogenide Glasses

Figure 23.7 illustrates the near-infrared Raman spectra (incident and scattered polarization
resolved along the z-axis) for a series of binary and ternary ChG compounds. The spectra
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were obtained at a spectral resolution of 1.5 cm−1 which is verified by resolving the isotope
splitting of the symmetric stretch vibration of Cl in CCl4 near 459 cm−1.

Figure 23.7: Raman spectra of bulk glasses obtained with near-infrared excitation (λ = 840 nm) as a
function of compositional variation. Spectral resolution is 1.5 cm−1.

The increased spectral resolution of the bulk spectra clearly shows that each of the dom-
inant bands consist of several overlapping components. The dominant feature in the binary
sulfide and selenide compounds are bands at 345 cm−1 (As40S60) and 230 cm−1 (As40Se60),
respectively. These spectra are in good agreement with previous studies [34], and the strong,
broad band is attributed to an anti-symmetric As–(S,Se)–As stretching vibration in the
As(S,Se)3 pyramids. According to the analysis of Lucovsky and Martin [35], the normal
modes of the bulk glasses (e.g. clusters of As(S,Se)3) molecules with weak intermolecular
coupling) are obtained by treating the molecular pyramid modes (As(S,Se)3) and bridging
chain modes (As–(S,Se)–As) independently. In the ternary compounds with S/Se = 1 mo-
lar ratio and decreasing As content, a progressive decrease of these broad bands is observed,
indicative of a decrease in the number of As-containing pyramidal sites. New bands appear-
ing around 255 cm−1 and 440–480 cm−1 form in the now chalcogen-rich glasses, and are
attributed to Se–Se and S–S homopolar bonds. These units serve as chalcogen chains con-
necting the remaining pyramidal units. The small number of S–S bonds indicated by a weak
band near 495 cm−1 for equal concentrations of S and Se suggests that the S stays with the
remaining pyramids, and that it is the Se which dominates the connecting chain units. Local
structural investigations using Raman spectroscopy have been carried out on As–S–Se glasses
previously [34] but compared with bulk glasses, only limited comparison of the structural
differences attributable to different molecular entities created during film or fiber processing
have been directly made [22].

Deviations from bulk glass properties in oxide fibers have been well studied and clearly
illustrate the processing-induced structural property modifications possible in highly coor-
dinated oxide glasses [36, 37]. The extent of such compositional variation, and the resulting
structural units formed, varies with the specific fiber or film processing technique used, and
can be extreme or subtle depending on such variables as deposition rate, substrate tempera-
ture, deposition, draw environment (vapor chemistry) or draw rate. One might expect, as has
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been observed in As2Se3 film and fiber materials [21], that this deviation from bulk would be
larger for As–S materials than that observed in oxide glasses. Neutron scattering and X-ray
diffraction studies on bulk sulfide and selenide glasses and glasses deposited as thin films [22]
have shown variations in structural units on the intermediate range order scale. Depending
on processing conditions, polymeric cages (based on As4S4 units) or less connected groups
of As–S pyramidal units, were observed. More importantly, since they are different from the
traditional units formed in the “bulk”, they are much more metastable, and can be structurally
modified or eliminated with post-deposition processing. Knowledge of how structural fea-
tures form and how they impact physical properties including optical properties is crucial to
optimize desirable film properties and stability.

23.5.3 NIR Waveguide and Micro-Raman Spectroscopy of
Chalcogenide Films

Waveguide Raman spectroscopy (WRS), using guided mode excitation [29, 30] has been ap-
plied to thin organic and polymeric films, to probe spontaneous [38] and coherent [39] scat-
tering, and very recently, to sol–gel derived planar germanosilicate [40] waveguides and lead
titanate [41] films. The refractive index of these organic and oxide materials allows the use
of high-index glass prisms such as LaSF5 (n ∼ 1.8) for coupling a range of propagation vec-
tors into the waveguide structure. In spite of its sensitivity, WRS has not been applied to the
structural characterization of chalcogenide glasses until recently [31,32] most likely owing to
their high index (∼2.45) and lack of suitable prism couplers and difficulties associated with
working in the near-infrared.

Figure 23.8 illustrates the variation in Raman spectra obtained in an As2S3 channel (film)
waveguide structure, as probed across the waveguide endface. In the cases shown, the exci-
tation beam (840 nm) was launched into the waveguide’s end-face at various lateral positions
(a–d), illustrating the sensitivity of the probe to regions near the edge (c) or center (a, d) of the
guide structure.

The WRS spectra obtained from bulk As2S3, in amorphous and crystalline form, and
an as-deposited film are shown in Fig. 23.9. Though the As2S3film has a thickness of just
1.5 μm, the high signal-to-noise ratio achieved by guided mode excitation is evident and the
low-frequency Raman peaks are well separated from interfering Rayleigh scattering.

The distinction observed between bulk spectra and that of the film structure emphasizes
the resulting structural differences associated with film processing conditions. Certain key
components such as the band at 345 cm−1 remain in all spectra. However, new substructures
appear in the film spectra as compared with the broad features of the bulk spectra. These dif-
ferences from bulk are due to the different (molecular) arrangements of the constituent atoms
within the film. These sharp, molecular-signature structures were confirmed not to be due to
crystallinity within the film, but most likely result from the formation of as-deposited As4S4

units [22,42]. Several sharp molecular bands superimposed on a network-like continuum have
also been observed in Raman spectra excited with near band energies (647 nm) [42–44]. By
using a longer excitation wavelength (840 nm) and due to the absence of changes in the spec-
tra when varying the power (10–50 mW) we rule out photo-induced changes from the probe
beam [45].
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Figure 23.8: Waveguide Raman spectra of single layer, As2S3 channel structure. Panels (a) to (d) show
a sequence traversing along the lateral direction (L to R) on the endface of the waveguide traversing from
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Figure 23.9: Structural features in film and bulk As2S3 Raman spectra as compared with high-purity
crystal (from [66]). (Crystalline specimen courtesy of Prof. M. Frumar, University of Pardubice, Czech
Republic).

23.6 Photo-Induced Changes in Glassy Chalcogenides

Recent publications have proposed the possibility of a refractive index change by femtosec-
ond laser exposure of glasses in their transparent spectral region [46–48]. Most papers have
reported this effect in silica or germanosilicate glasses [46]. Waveguide writing has been
achieved by generating line damage inside various glasses and especially in chalcogenides
[47]. Self-written waveguides have also been reported in As40S60 glass films using a fem-
tosecond 800 nm source propagating through the films axis [48] and in bulk [7].

The photo-induced phenomenon has been widely investigated in amorphous materials.
Chalcogenide glasses are well known to exhibit reversible photo-induced effects to bandgap
light exposure [49–53]. The low optical bandgap of chalcogenide glasses make them highly
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sensitive to visible exposure. Exposure to bandgap wavelength light induces a photodarken-
ing in As40S60 glasses, a reduction of the glass bandgap, and a refractive index change in the
exposed region according to the Kramers–Kronig relation. An important aspect of the photo-
darkening is that it was not observed in crystalline materials but only in disordered materials,
leading to the conclusion that photodarkening effects are related to the increase of randomness
of the glass network [54].

A correlation between reversible photo-induced effects and structural change has been
discussed by different authors [13, 53, 55, 56] for bulk and well-annealed thin film materials.
The increase of homopolar As–As and S–S chemical bonds, and of the disorder of the glass
network was considered to contribute to the photodarkening effect. However, the relation
between structure and photodarkening is not well established.

Discussed in this section are results of studies evaluating the effects of writing over a
range of exposure conditions on ChG materials in bulk and film form. In addition to writing
waveguides, we are interested in understanding the thresholds whereby laser interaction with
the ChG material transitions from reversible to irreversible photostructural change, and onto
permanent damage resulting from ablation.

23.6.1 Exposure Sensitivity of Chalcogenide Glasses

Photo-induced changes to a material can occur over a range of exposure conditions and in
ChG materials are a function of material photosensitivity. In early work by our collabora-
tors, [11] the photosensitivity of As2S3 was compared with the highly nonlinear As24S38Se38

composition used in multilayer waveguide structures. It was shown that under identical ex-
posure conditions, the ternary material exhibited dramatically reduced induced index changes
following illumination with a continuous wave (CW) 514.5 nm source.

The extent of changes (both structural and optical) have been shown to vary widely with
wavelength of the irradiating light (with respect to the bandgap), intensity (ns versus ps or fs
pulses as compared with CW), and cumulative exposure dose. The resulting material mod-
ification associated with these conditions, range from the well-documented (reversible or ir-
reversible) photodarkening, to irreversible destructive modification to the glass bonds during
laser ablation. We are investigating the variation in structural changes imposed on bulk and
film ChG materials associated with these widely differing exposure regimes, in an attempt to
maximize the means by which the glasses can be modified for a range on on-chip components.

The mechanism of fs interaction in materials remains a topic of extensive research. It
has been studied in detail at the University of Central Florida (UCF) with the aim of micro-
machining bulk materials in ambient atmosphere [53, 57]. Efforts to utilize these sources
in the fundamental regimes of modification possible in ChG materials are briefly described
in [57,58], along with the fundamental mechanisms believed to be dominant in the drilling of
deep holes in a range of oxide and non-oxide glass materials.

Of recent interest is the ability to generate a broad range of material response using fs
laser pulses. In an effort to quantify the variation in ChG material response, we systematically
increased the power density on an As2S3 film, evaluated the photoexpansion and ablation, and
discerned where the cross-over in material behavior occurred. These results, discussed in [59],
are depicted in Fig. 23.10. Shown in Fig. 23.10a are the resulting spots illuminated with sub-
100 fs pulses, with power density of the exposure, shown on the x-axis. Fig. 23.10b illustrates
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Figure 23.10: (a) Array of features written in an As2S3 film using fs pulses of a Ti:sapphire (λ =
800 nm) laser illustrating the power density threshold (in GW/cm2) where photoexpansion (right of
black line) transcends to laser ablation (left of black line). (b) White light interferogram and linescan
illustrating topographic variation in lines written under the power density regimes identified in (a). The
left features (top and bottom) correspond to trenches ablated during writing, whereas the faint regions of
photoexpansion (right) occur in these films for power densities less than 35 GW/cm2.

the change in film surface relief associated with transitioning into the ablation regime. Here,
the photoexpansion seen with sub-threshold exposure, gives rise to ablative material removal,
as seen in the New View 5000 White Light interferometer scans, at a threshold of 35 GW/cm2.
The mechanisms of material modification in these two forms of materials are markedly differ-
ent.

23.6.2 Photo-Induced Waveguides in Bulk ChG Materials

We have written permanent waveguides in both bulk [7] and film As2S3 glasses [58] using a
train of 850 nm femtosecond laser pulses and have measured both the induced index varia-
tion and structural changes induced through the photo-modification. An index variation in the
bulk material, correlated to photodarkening was reported and corresponds to a local increase
comparable with the magnitude observed in other bulk ChG studies. Micro-Raman spectro-
scopy has shown the local chemical change associated with the refractive index variation. It is
believed that local changes in nonlinear absorption occur during the writing process, leading
to a structural change and local index modification. Correlation of these optical changes with
the structural modification within the bulk glass are illustrated in Fig. 23.11.
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Figure 23.11: (a) Three dimensional map of Raman scattering illustrating the local evolution of the
Raman bands centered at 345 cm−1 (a) and at 236 cm−1 (b) for the central region of a waveguide
written in bulk As2S3 (from [3]). These maps correspond to the creation of homopolar As–As bonds (b)
at the expense of previously existing As–S bonds (a).

The refractive index variation between the waveguide (exposed region of the glass sam-
ple) and the cladding (unexposed region) was evaluated following waveguide writing. An
induced index change of +0.04 was associated with the formation of the 9 mm diameter cir-
cular waveguide formed by moving the sample through a well-characterized focal region. A
key finding of the study defined the structural mechanism associated with the writing process
in the As2S3 material. The concurrent destruction of As–S bonds within the glass network and
the associated formation of As–As bonds during the bulk material modification is quantified
by a two-dimensional micro-Raman analysis (excitation λ = 752 nm). The spatial variation
of these two key bond types are shown in the plots in Fig. 23.11a and b. Figure 23.11a illus-
trates the local depletion of As–S bonds in the central waveguide region, as reflected in the
decrease of Raman intensity of the As–S 345 cm−1 peak. This change is accompanied by a
corresponding increase in the 236 cm−1 band (Fig. 23.11b) attributable to local formation of
“wrong” As–As bonds. As no homopolar bonds are theoretically present in the stoichiometric
bulk As2S3, their formation is characteristic of (fs) laser modification. As will be described
in the next section, this mechanism is converse to the that seen during waveguide writing in
films, where homopolar bonds that exist in as-deposited films actively participate in the local
structural rearrangement during laser interaction.
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23.6.3 Photo-Induced Changes in ChG Films

Photo-induced effects have been observed in a variety of chalcogenide glasses [41,42]. These
effects include optical transmissivity and reflectivity variations, refractive index changes, and
variations in chemical reactivity. Two-photon induced refractive index changes by exposure in
the 800 nm region have been measured [60]. The ultimate long-term stability of chalcogenide-
based optical elements relies on the generation of photo-induced structures which undergo
limited structural relaxation with time. ChGs typically exhibit lower glass transition tem-
peratures (Tg) than oxide glasses and hence can exhibit significant sub-Tg relaxation at, or
near, room temperature [18]. This relaxation can result in structural changes that modify the
as-written glass structure and performance of the optical element. To ascertain the effects
of structural relaxation resulting from aging, spectroscopic analyses of As2S3 film structures
were performed following annealing and in freshly written (<1 month) and aged (∼3 years
under ambient conditions) Bragg gratings. In all cases, a depletion in as-deposited/as-written
As–As and S–S bonds and modification of As–S bonds, was observed. The extent of such
changes depended on the initial, as-formed concentrations of each type of bond, and how the
film was aged or annealed. Changes in waveguide Raman spectra for As2S3 structures prior
to and after annealing, and following 514 nm exposure similar to that used in grating writing
are shown in Fig. 23.12 and are discussed in [23, 24]. The sharp features seen in the Raman
spectrum of the as-deposited film illustrated in Fig. 23.12 are not present in bulk ChGs and
correspond to molecular units that can undergo reconfiguration over time.

Figure 23.12: Variation in waveguide Raman spectra for fresh, annealed, and photostructurally modified
As2S3 channel waveguide (exposure λ = 514.5 nm). Excitation wavelength is 840 nm (from [66]).

Characterization of grating structures shortly after writing, and after prolonged room tem-
perature aging shows that while small amounts of the as-written relief structure stayed in the
aged grating structure, few molecular species seen in as-deposited structures remained, and a
considerable reduction in induced index change (δn) occurs.

The polarization dependence of such writing processes has been studied in ChG, most
recently by our Laval colleagues in As2S3, and others in As–Se glasses in [61] and refer-
ences therein. We are currently examining the concurrent glass structural modification in the
Saliminia-written [62] structures, using micro-thermal analysis techniques [63].
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The effects of photo-induced changes are evident in the Raman spectra as well. By excit-
ing Raman scattering with sub-bandgap energies (λ = 840 nm) at low-power levels (25 mW)
photostructural changes due to the probe beam are avoided. Large changes are seen in the
Raman band near 235 cm−1 which is associated with As–As bond vibrations. Several mecha-
nisms for photo-induced changes in chalcogenides, including bond redistribution and coordi-
nation defects, have been suggested [60]. Trigonal AsS3 pyramidal units can be transformed
into a five-fold coordinated As site having four As–S bonds and one As–As bond via a photo-
ionization process [44]. The variation in film age and deposition technique dictates how far the
film structure is from the local equilibrium state and the impact of such structural changes on
expected grating optical performance. These issues are currently being examined, and recent
results have shown that homopolar bonds seen in as-deposited films (shown near 200 cm−1

in Fig. 23.12), remain, even after aging periods of several years. Not only do these well-
aged films retain their photosensitivity (i.e. undergo induced refractive index modification
and structural changes (expansion)), but the magnitudes of both are comparable to that seen
in freshly formed films, illuminated shortly after deposition. These results will undoubtedly
lead to further progress in forming stable, written structures in these ChG materials.

23.6.4 Grating Fabrication in As2S3 Glassy Films

Unlike the grating fabrication techniques described above for ChG films illuminated through
masks or with interfering CW beams, femtosecond (fs) lasers also appear to be a promising
tool for the direct write micro-structuring of optical materials. It was demonstrated that un-
amplified femtosecond lasers could produce optical breakdown and structural change in bulk
transparent materials using tightly focused pulses of just 5 nJ [55].

Using an extended cavity unamplified Kerr-lens mode locked Ti:sapphire laser (λ =
800 nm, repetition rate 28 MHz, sub-50 fs pulse duration, up to 20 nJ/pulse), relief and volume
gratings with a 20 μm period were fabricated on a 1.66 μm thick, As2S3 thin film [64]. The
output of the laser was focused by a 15×, 0.28 NA reflective objective onto a target attached
to a 3D motorized translation system.

The sample was processed in two regimes: first, the intensity was kept below the abla-
tion threshold, generating a volume grating resulting from photoexpansion and an induced
index change. The resulting structure from a Zygo New View 5000 is shown in Fig. 23.13a.
In the second regime, intensities above the ablation threshold produced a relief grating with
grooves of 0.2 μm depth (Fig. 23.13b). Previous studies have linked bulk glass structural and
optical property changes (photosensitivity) through Raman spectroscopy, showing that non-
linear absorption-induced index changes were linked to local bonding changes in As2S3 [13].
Following this approach, waveguides over 1 cm in length and ∼10 μm in diameter were fabri-
cated in As2S3 thin films by direct transverse writing using the same unamplified Ti:sapphire
laser [67]. Further studies are under way including the measurement of the refractive index
change by the refracted near-field technique. Concurrently, we are evaluating long-term sta-
bility in both photoexpansion and induced index with age, including studies on pre-aged films,
which have undergone most of their short-term, post-deposition relaxation.
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Figure 23.13: Surface profile of (a) the phase and (b) topographic relief in gratings on an As2S3 film
produced with sub-50 fs laser pulses from the extended cavity unamplified Ti:sapphire oscillator (from
[65]).

23.7 Conclusions and Outlook

This chapter has summarized a variety of results whereby ChG materials have been processed
and characterized with the aim of understanding key material attributes in geometries suitable
for use in integrated optical components. Within the narrow composition space where we have
focused on obtaining a thorough grasp of bulk/film property trends and variation, clear learn-
ings have been realized associated with the linear and nonlinear optical properties of these
glasses and their relation to glass structure. It been shown by these efforts and those of others
that compositional-tailoring of glasses to known properties can yield structures and compo-
nents with good optical quality and promise of potential in-service stability. Such know-how
thus allows identification of materials that can be deposited onto glass or Si chip substrates
and modified to carry out key functions suitable for moving and amplifying light.

Photo-induced structural changes can be realized in ChG materials to induce structure
and refractive index changes. Such modification can be used to write structures, either with
CW bandgap light, or near-bandgap light employing short (fs) pulses. The photosensitivity
offered by ChG materials allow polarization-dependent features to be written which may offer
promising component opportunities once stabilization techniques employing pre-aging are
optimized. This material flexibility, along with the technology know-how associated with true,
three-dimensional structuring capabilities offered through direct write techniques, illustrate
further routes to clever device engineering.

Emerging results of ongoing interest and research in ChG materials will allow a range of
key components with stable optical and physical properties to be realized for next generation
optical elements. Characterization of key structural features on materials in their final device
configuration allows for a thorough understanding of the inter-relationship between processing
and end use. Such analysis is essential in predicting long-term stability requisite for device
applications.
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