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Preface

For a long time, I was very happy building Ethernet networks, working with switches
and then moving to 802.11. It took awhile, but eventually I realized that the world of
interconnected networks cannot be reached with Layer 2 alone. In addition, as you
spread your wings from the Layer 2 broadcast domains, you encounter the wonders of
virtual local area networks and trunks. I became an “all over” networking sort of guy.
Like my own progression, this book moves up to the next layers and ideas.

If you read the Packet Guide to Core Network Protocols (O’Reilly), you have a handle
on the type of communication seen on every single network (ARP, ICMP, IP, Ethernet),
regardless of operating system or networking equipment vendor. This book now moves
to the advanced link and internetwork layer protocols that will enable the reader to
expand to internetworks and larger topologies.

Like the first book, each chapter will tear apart a particular protocol or set of ideas,
explaining the structure and operation. The discussion will be supported by ample
packet captures. There is nothing theoretical about the stuff between these covers: the
topologies depicted in each chapter were built in a lab as the chapters took form.

And like the first book, what you see here will be part of every network that you en-
counter. So, the practices, ideas and protocols seen here will continue to help you on
your way for many years to come. I’ll also continue to refer to and work with networking
tables including routing (host and router), source address, and ARP tables.

Recently, many in the networking profession experienced, or at least paid attention to,
IPv6 day. But the results were largely unimpressive. Several challenges—such as prop-
erly operating 6to4 tunnels, filters blocking some IPv6 messaging, and a seeming lack
of support for security features—indicate that IPv4 will be with us for some time to
come. That said, many of the chapters touch on IPv6, including some basic configu-
rations and a comparison to IPv4 operation.

Each chapter contains a collection of review questions to remind the reader about key
ideas. A series of lab experiences ranging from basic to advanced are also included.
These experiences are designed such that the reader can perform them with the help
of the chapter, welding the ideas into place.

xi



I hope you enjoy this book and that it helps you on your way to networking greatness.

Audience
As this book contains both ground-up explanations and advanced ideas, it is appro-
priate for those just beginning as well as the pros out there, who might need a refresher.
Whether you are working with small networks or interconnecting larger ones, the
principles contained remain true.

This book is meant to be a companion to The Packet Guide to Core Network Proto-
cols. Both books stand on their own, but this book assumes that you understand the
concepts and protocols explained previously, including ARP, ICMP, IP, equipment,
Ethernet, and masking. Occasionally I’ll throw in a little review, but these sections will
be few and far between.

Contents of This Book
Chapter 1, Routing and Switching Strategies

This chapter ties the book together, covering the integrated nature of the forward-
ing decisions made on the network and introduces many of the concepts that form
the basis of later chapters. The chapter addresses key ideas, including classification
of protocols, static versus dynamic topologies, and the reasons for installing a par-
ticular route.

Chapter 2, Host Routing
This chapter picks up where the discussion of masks in Chapter 1 leaves off. Hosts
are like routers in many ways, and possessing a routing table is just one of them.
Reading this chapter will show you how to process a host routing table and how
traffic starts out across a network. Conversations crossing routers will also be ex-
amined, with special attention paid to addressing and frame construction.

Chapter 3, Spanning Tree and Rapid Spanning Tree
Loops are problematic for Ethernet networks. The Spanning Tree Protocol is an
integral part of every network containing switches and works to protect the top-
ology against them. It can also affect the performance of your network and consume
bandwidth. This chapter covers Spanning Tree and the faster Rapid Spanning Tree
protocol.

Chapter 4, VLANs and Trunking
As good as switches have been for modern communication topologies, once the
Layer 2 network grows beyond a certain size, bottlenecks and security concerns
start to assert themselves. VLANs are a valuable tool used to address these prob-
lems. This chapter covers the design and operation of VLANs and includes sections
for trunking protocols that allow VLANs to spread out over many switches.
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Chapter 5, Routing Information Protocol
One of the first distance vector protocols, RIP is often used as a basis for under-
standing dynamic routing. However, RIP also has a place in small, modern com-
munication networks. This chapter addresses the operation and structure of RIP.
Also discussed are improvements to simple dynamic routing, including split hori-
zon, poisoning, count to infinity, and triggered updates.

Chapter 6, Open Shortest Path First
OSPF is a link state protocol, and as such, is generally considered superior to pro-
tocols like RIP. This chapter will explain the operation of link state protocols and
why convergence times are improved over distance vector. The protocol structure,
addressing, and operation will be covered with support from packet captures.

Conventions Used in This Book
The following typographical conventions are used in this book:

Plain text
Indicates menu titles, menu options, menu buttons, and keyboard accelerators
(such as Alt and Ctrl).

Italic
Indicates new terms, URLs, email addresses, filenames, file extensions, pathnames,
directories, and Unix utilities.

Constant width
Indicates commands, options, switches, variables, attributes, keys, functions,
types, classes, namespaces, methods, modules, properties, parameters, values, ob-
jects, events, event handlers, XML tags, HTML tags, macros, the contents of files,
or the output from commands.

Constant width bold
Shows commands or other text that should be typed literally by the user.

Constant width italic
Shows text that should be replaced with user-supplied values.

This icon signifies a tip, suggestion, or general note.

This icon indicates a warning or caution.
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Using Code Examples
This book is here to help you get your job done. In general, you may use the code in
this book in your programs and documentation. You do not need to contact us for
permission unless you’re reproducing a significant portion of the code. For example,
writing a program that uses several chunks of code from this book does not require
permission. Selling or distributing a CD-ROM of examples from O’Reilly books does
require permission. Answering a question by citing this book and quoting example
code does not require permission. Incorporating a significant amount of example code
from this book into your product’s documentation does require permission.

We appreciate, but do not require, attribution. An attribution usually includes the title,
author, publisher, and ISBN. For example: “Packet Guide to Routing and Switching by
Bruce Hartpence (O’Reilly). Copyright 2011 Bruce Hartpence, 978-1-449-30655-7.”

If you feel your use of code examples falls outside fair use or the permission given above,
feel free to contact us at permissions@oreilly.com.

Safari® Books Online
Safari Books Online is an on-demand digital library that lets you easily
search over 7,500 technology and creative reference books and videos to
find the answers you need quickly.

With a subscription, you can read any page and watch any video from our library online.
Read books on your cell phone and mobile devices. Access new titles before they are
available for print, and get exclusive access to manuscripts in development and post
feedback for the authors. Copy and paste code samples, organize your favorites, down-
load chapters, bookmark key sections, create notes, print out pages, and benefit from
tons of other time-saving features.

O’Reilly Media has uploaded this book to the Safari Books Online service. To have full
digital access to this book and others on similar topics from O’Reilly and other pub-
lishers, sign up for free at http://my.safaribooksonline.com.

How to Contact Us
Please address comments and questions concerning this book to the publisher:

O’Reilly Media, Inc.
1005 Gravenstein Highway North
Sebastopol, CA 95472
(800) 998-9938 (in the United States or Canada)
(707) 829-0515 (international or local)
(707) 829-0104 (fax)
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We have a web page for this book, where we list errata, examples, and any additional
information. You can access this page at:

http://www.oreilly.com/catalog/9781449306557

To comment or ask technical questions about this book, send email to:

bookquestions@oreilly.com

For more information about our books, courses, conferences, and news, see our website
at http://www.oreilly.com.

Find us on Facebook: http://facebook.com/oreilly

Follow us on Twitter: http://twitter.com/oreillymedia

Watch us on YouTube: http://www.youtube.com/oreillymedia
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CHAPTER 1

Routing and Switching Strategies

The previous book in this series, The Packet Guide to Core Network Protocols, covered
the IPv4 protocols, masking, and devices that are part of every network. Now it’s time
to take on the routing and switching for the network. There are an astonishing number
of table-based decisions that have to be made in order to get a single packet across a
network, let alone across a series of networks. Not limited to routers, switches, and
access points, these decisions are made at each and every device, including hosts. As
networks are constructed and devices configured to forward packets and frames, net-
work administrators must make critical decisions affecting performance, security, and
optimization.

When moving to advanced ideas, the net admin should know how and why networking
tables are constructed, and in what cases manual changes will be beneficial. This chap-
ter provides details about the routing and switching operations, as well as design ele-
ments. This chapter assumes that the reader understands the basic operation of routers
and switches, as well as the standard suite of protocols including Ethernet, Internet
Protocol (IP), Address Resolution Protocol (ARP), and the Internet Control Message
Protocol (ICMP).

Switching: Forwarding and Filtering Traffic
Most protocols are foregone conclusions, so when building networks, many of the
choices are not choices at all. It is highly probable that a network will be a mixture of
Ethernet and 802.11 nodes. These nodes will run the Internet Protocol at Layer 3 of
the Transmission Control Protocol/Internet Protocol (TCP/IP) networking model (see
Figure 1-1). The applications will be designed for TCP or the User Datagram Protocol
(UDP).

There are many types of switching: packet, circuit, multilayer, virtual circuit, wide area
network (WAN), local area network (LAN). Circuiting and virtual circuit switching
almost always refer to WAN or telephone technologies, and as such, will not be part
of our discussion. Packet switching usually concerns a router or perhaps a WAN switch.
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Multilayer switching is a technique for improving the processing of IP packets, but most
vendors have different ideas as to the best approach. Often, LAN switches are deployed
without any thought to how multilayer switching might improve performance. In fact,
other than routing between VLANs, administrators are rarely interested in how ad-
vanced features might be used on the network. Since this book is about IP-based net-
working, switching will almost always refer to Ethernet frames and the routing will be
that of IP packets.

Switches operate at Layer 2 of the TCP/IP (and OSI) model and are the workhorses of
most networks. The operation of switches and bridges is defined in the IEEE 802.1D
standard. The standard also describes the behavior of other Layer 2 protocols, such as
the Spanning Tree Protocol, which will be covered in Chapter 3.

In network design, we often talk about the “access” layer or how host devices are con-
nected to the network. Switches and access points (we’ll ignore the use of hubs and
collision domains) cover all of the bases. In addition to forwarding Ethernet frames
based on Media Access Control (MAC) addresses and processing the Cyclical Redun-
dancy Check (CRC), switches provide a couple of very important services:

• Filter out traffic that should not be forwarded, such as local unicast frames

• Prevent the forwarding of collisions

• Prevent the forwarding of frames with errors

Switches also provide a collection of features that are part of most medium and large
networks:

• Virtual local area networks (VLANs)

• Simple network management protocol (SNMP)

• Remote management

• Statistics collection

Figure 1-1. TCP/IP model
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• Port mirroring

• Security such as 802.1X port-based authentication

Any device connected to a network, regardless of its specialization, still has to follow
the rules of that network. Thus, switches still obey the rules for Ethernet access and
collision detection. They also go through the same auto-negotiation operations that
Ethernet hosts complete. There are several different link types used when installing
switches. They can be connected directly together in point-to-point configurations,
connected to shared media or to hosts. Depending on the location in the network, the
requirements for performance and security can be significantly different. Core or back-
bone switches and routers may have the requirement of extremely high throughput,
while switches connected to critical elements may be configured for stricter security.
Many switches have absolutely no configuration changes, and are simply pulled out of
the box and run with default factory settings.

Forwarding Based on MAC Addresses
To forward or filter Ethernet frames, the switch consults a source address table (SAT)
before transmitting a frame to the destination. The SAT is also called a MAC address
table or content addressable memory (CAM). Only the destination indicated in the
table receives the transmission. In general, a switch receives a frame, reads the MAC
addresses, performs the Cyclical Redundancy Check (CRC) for error control, and fi-
nally forwards the frame to the correct port. Broadcast and multicast frames are typi-
cally forwarded everywhere except the original source port. Figure 1-2 depicts a typical
topology with a switch at the center.

Figure 1-2. Basic switch topology

Network nodes have unique MAC addresses and Ethernet frames indentify the source
and destination by these MAC addresses. A MAC address is a 6-byte value, such as
00:12:34:56:78:99, which is assigned to the host. The SAT is a mapping between the
MAC addresses and the switch ports. This table also keeps track of the virtual local
area networks, or VLANs, configured on the switch. On most switches, all ports are in
VLAN 1 by default. The source address table for the network shown in Figure 1-2 might
look like Table 1-1.
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Table 1-1. Switch source address table

MAC Address VLAN Port

Node A MAC 1 1

Node B MAC 1 2

Node C MAC 1 3

Node D MAC 1 4

If the address is known, the frame is forwarded to the correct port. If the address is
unknown, the frame is sent to every port except the source port. This is called flooding.
If the destination MAC address is a broadcast address (in the form
ff:ff:ff:ff:ff:ff), the frame is again sent everywhere except the original source port.
In many cases, this is also the behavior for multicast frames. Recall that multicast frames
commonly begin with a hexadecimal 01 in the first byte. The range of a multicast frame
can be affected by using the Interior Group Management Protocol (IGMP). Switches
can perform IGMP snooping in order to determine which ports should receive the
multicast traffic. IGMP is also defined in the IEEE 802.1D standard. VLANs can reduce
the effect of flooding or broadcasting because they can be used to break the switch into
smaller logical segments. We’ll talk about VLANs in Chapter 4.

Figure 1-3 displays the source address table from an operating Cisco switch. This output
was obtained using the show mac-address-table command for the Cisco switch. The
term “dynamic” means that the switch learned the address by examining frames sent
by the attached nodes.

Figure 1-3. Cisco switch SAT

Note that there are three VLANs and port 1 (FastEthernet0/1) has several associated
MAC addresses. This is because another switch was connected at that point. An ex-
ample of this type of topology in shown in Figure 1-4. Two switches are interconnected
via Port 3 on Switch 1 and Port 3 on Switch 2. As normal traffic flows, the switches will
learn where all of the MAC destinations are by recording the source MACs from the
Ethernet transmissions.
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In topologies such as this, it is impossible for a switch to connect directly to each des-
tination. For example, the only piece of information Switch 2 will possess is the source
MAC from its perspective. So, from the perspective of Switch 2, all frames appear to
have come from the single port (3) connected to Switch 1. The reverse is also true.
Building on what is known of source address tables and the learning process, the SATs
for the two switches would look like Table 1-2.

Table 1-2. SAT for two switch topology

Switch 1 Switch 2

MAC address VLAN Port MAC address VLAN Port

Node A 1 1 Node A 1 3

Node B 1 2 Node B 1 3

Node C 1 3 Node C 1 2

Node D 1 3 Node D 1 1

When Node A sends traffic to Node D, Switch 1 forwards the traffic out Port 3. Switch
2 receives the frame and forwards the frame to Port 1.

Figure 1-3 also depicts several VLANs. What isn’t clear from these SATs or topology
diagrams is how traffic moves from one VLAN to another. Interconnected switches
configured with VLANs are typically connected together via trunk lines. In addition,
Layer 2 switches need a router or routing functionality to forward traffic between
VLANs. With the advent of multiplayer switches, the boundary between routers and
switches is getting a bit blurry. VLANs and trunks will be covered in-depth in Chapter 4.

One other very nice feature of a switch is port mirroring. Mirroring copies the traffic
from one port and sends it to another. This is important because over the last several
years, hubs have been almost entirely removed from the network. But without hubs, it
can be a challenge to “see” the traffic that is flowing on the network. With mirroring,
a management host can be installed and collect traffic from any port or VLAN. The
following are examples of the commands that might be issued on a Cisco switch:

Figure 1-4. Two switch topology
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monitor session 1 source interface Fa0/24
monitor session 1 destination interface Fa0/9 encapsulation dot1q

The first command describes the source of the traffic to be monitored. The second
command not only specifies the destination, but the type of frame encapsulation as
well. In this case, the traffic monitored is actually flowing over a trunk line. Trunks are
part of Chapter 4. Mirroring commands can also specify the direction of the desired
traffic. It is possible to select the traffic traveling to or from a specific host. Typically,
both directions are the default.

Figure 1-5 depicts an example in which Nodes A and B are communicating and the
network admin would like to see what they are up to. So, the traffic coming to and from
Node B is mirrored to the management node. Since the conversation is between Node
A and B, a port connected to either one of them will suffice.

Figure 1-5. Port mirroring

Routing: Finding Paths
When building networks, we typically divide routing into two components: host and
router. Routers handle traffic flowing between networks but hosts make many deci-
sions long before the packets hit the network. Most routing protocols used to find
pathways to destinations are router based, however.

Hosts are typically configured one of two ways: statically with an IP address, default
gateway, and domain name server, or with values learned via the Dynamic Host Con-
figuration Protocol (DHCP). Hosts send all traffic going off the local network to the
default gateway, with the hope that the gateway can route the packets to the destina-
tion. One of my favorite questions to ask is “What is the first thing that a host does
before sending a packet?” Before doing anything else, a host must process its routing
table. Chapter 2 of this book is devoted to host-based routing. Historically, there have
been some network technologies in which the hosts were more active. For example,
IBM’s Token Ring utilized discovery frames to find destination nodes on different net-
work segments or rings. However, this is primarily a Layer 2 function, and is not part
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of contemporary Ethernet- and IP-based networks. Recent years have seen a return to
utilizing the host of handling the routing function in the area of ad hoc networking.

Ad hoc routing typically does not run on the traditional network infrastructure. Ap-
plications include sensor networks, battlefield communications, and disaster scenarios
in which the infrastructure is gone. In these situations, nodes will handle forwarding
of traffic to other nodes. Related ideas are the ad hoc applications and 802.11 ad hoc
networks. It is important to realize that with the 802.11 standard, nodes can connect
in an ad hoc network but do not forward traffic for other nodes. If a wireless node is
not within range of the source host, it will miss the transmission.

Ad hoc routing protocols are designed to solve this particular problem by empowering
the nodes to handle the routing/forwarding function. Interesting problems crop up
when the “router” may not be wired into the network: things such as movement of the
wireless nodes, power saving, processing capability, and memory may be affected. In
addition, the application is important. Are the nodes actually sensors which have very
little in the way of resources? Are they moving quickly? These challenges have resulted
in several ad hoc routing protocols being developed, such as Ad hoc On Demand Dis-
tance Vector (AODV), Fisheye State Routing (FSR), and Optimized Link State Routing
(OLSR).

But these ideas are all a little beyond the scope of this book. The point being made here
is that hosts and the host routing table are very active in the processing of packets.
Historically, nodes on some networks were even more involved, and if ad hoc routing
protocols are any indication, those days are not gone for good.

Routing Devices
Routers operate at the internetwork layer of the TCP/IP model and process IP addresses
based on their routing table. A router’s main function is to forward traffic to destination
networks via the destination address in an IP packet. Routers also resolve MAC ad-
dresses (particularly their own) by using the Address Resolution Protocol (ARP). It is
important to remember that Layer 2 (link layer) frames and MAC addresses do not live
beyond the router. This means that an Ethernet frame is destroyed when it hits a router.
When operating in a network, a router can act as the default gateway for hosts, as in
most home networks. A router may be installed as an intermediate hop between other
routers without any direct connectivity to hosts. In addition to routing, routers can be
asked to perform a number of other tasks, such as network address translation, man-
aging access control lists, terminating virtual private network or quality of service.

Basic router functionality is comprised of three major components:

• Routing process

• Routing protocols

• Routing table
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The routing process is the actual movement of IP packets from one port to another and
the routing table holds the information used by the routing process. Routing protocols
such as the Routing Information Protocol (RIP) or Open Shortest Path First (OSPF) are
used to communicate with other routers and may end up “installing” routes in the
routing table for use by the routing process. When a router is configured, the routing
table is constructed by bringing interfaces up and providing the interfaces with IP ad-
dresses. A simple Cisco routing table is shown in Figure 1-6.

Figure 1-6. Router routing table

When processing packets, routers “traverse” the routing table looking for the best pos-
sible pathway match. The routing table shown in Figure 1-6 indicates that the router
knows of two networks: 192.168.15.0 and 192.168.20.0. Note that this router does not
have a default gateway or “gateway of last resort.” This means that if the destination
IP address is anywhere beyond the two networks listed, the router has no idea how to
get there. If you said to yourself, “Ahh, ICMP destination unreachable message,” give
yourself a gold star.

Routing tables can be comprised of several different route types: directly connected,
static, and dynamic. Two directly connected routes are seen in Figure 1-6. These are
the networks on which the router has an interface and are accompanied by the letter
“C” and the particular interface, such as FastEthernet0/1. Directly connected routes
have preference over and above any other route.

The 0/1 from the interface is a designator for the blade and port in the
router chassis.

Static Routes
Static entries are those that are manually installed on a router by the network admin-
istrator. For specific destinations, and in small or stable network environments, man-
ually configured static routes can be used very successfully. By using static routes, the
network administrator has determined the pathway to be used to a particular destina-
tion network. The static route will supersede any pathway learned via a routing protocol
because of the administrative distance, discussed later in this chapter.
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Another important idea that is central to routing is the next hop. The next hop is a
router that is one step closer to the destination from the perspective of a particular
router. The next hop is the router to send packets to next. In many networks, a series
of next hops are used. A medium-sized routed topology is shown in Figure 1-7. So,
from the perspective of R1, R2 would be the next hop used to get to both the
192.168.3.0 and 192.168.4.0 networks.

Figure 1-7. Small routed topology

This topology has three routers, which are cabled to each other via the switches shown.
There are several ways to emulate a topology such as this, but this configuration was
chosen for clarity. Initially, nothing has been configured except that the interfaces have
been “brought up” and given IP addresses. To bring up an interface, it has to have been
given the no shutdown command and have a link pulse. The routing tables of the routers
will only contain the directly connected routes. Each router is only aware of the two
networks for which is has interfaces. Table 1-3 depicts the routing tables at this point.

Table 1-3. Starting routing tables

R1 R2 R3

C 192.168.1.0 F0/0 C 192.168.2.0 F0/0 C 192.168.3.0 F0/0

C 192.168.2.0 F0/1 C 192.168.3.0 F0/1 C 192.168.4.0 F0/1

What is clear from these tables is that the routers do not have a complete picture of the
whole network. For example, Node A is connected to Switch 1 and is trying to contact
Node B on Switch 4. After processing its host routing table (see Chapter 2), it will
forward the traffic to its default gateway (192.168.1.254) on R1. R1 will now consult
its routing table and discover that it only has entries for networks on the left side of the
topology. Without knowledge of the destination network, R1 will issue the ICMP des-
tination unreachable message.
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Just for fun: The 192.168.1.0 and 192.168.4.0 networks are called stub
networks because they have only one pathway in or out.

How is this problem solved? In small networks such as this, the network administrator
can issue routing commands to the routers providing them with additional forwarding
information. These would be the static routes. For Cisco routers, the command ip
route is used. It has three fields that have to be filled in by the network administrator:

ip route destination-network destination-network-mask 
next-hop-IP-address (forwarding router interface)

For example, R1 could be told how to get to the 192.168.3.0 and the 192.168.4.0
networks with the following commands:

ip route 192.168.3.0 255.255.255.0 192.168.2.254
ip route 192.168.4.0 255.255.255.0 192.168.2.254

The commands are almost identical except for the destination network. A couple im-
portant points: the last field specifying the forwarding router interface
(192.168.2.254) is a neighboring router that can be reached by R1. With these two
commands, the behavior is that from R1 the traffic is destined for the two networks
specified should be sent to R2. The mask is also the mask of the destination network
and not the mask used locally. It is possible that these masks are different. This correct
form is called a recursive route.

After issuing the commands on R1, the routing tables would be updated as listed in
Table 1-4:

Table 1-4. Updated R1 routing table

R1 R2 R3

C 192.168.1.0 F0/0 C 192.168.2.0 F0/0 C 192.168.3.0 F0/0

C 192.168.2.0 F0/1 C 192.168.3.0 F0/1 C 192.168.4.0 F0/1

S 192.168.3.0 via 192.168.2.254   

S 192.168.4.0 via 192.168.2.254   

While this is an improvement, it only solves part of the problem. Now R1 understands
that traffic bound for these networks has to go to R2, but what does R2 do next? In the
case of the 192.168.3.0 network, everything is fine since this is directly connected to
R2. R2 can ARP for hosts since they will be on the same network. But since traffic is
going to 192.168.4.0, R2 requires some assistance from the administrator in the form
of the following command:

ip route 192.168.4.0 255.255.255.0 192.168.3.254
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The routing table is updated accordingly and we can breathe a sigh of relief as the
packets finally made it to the 192.168.4.0 network.

Table 1-5. Updated R2 routing table

R1 R2 R3

C 192.168.1.0 F0/0 C 192.168.2.0 F0/0 C 192.168.3.0 F0/0

C 192.168.2.0 F0/1 C 192.168.3.0 F0/1 C 192.168.4.0 F0/1

S 192.168.3.0 via 192.168.2.254 S 192.168.4.0 via 192.168.3.254  

S 192.168.4.0 via 192.168.2.254   

Getting to the destination network is only half the battle—packets still have to get back.
Examining the routing table on R3, it can be seen that the router does not understand
where the 192.168.1.0 network can be found. The packet from Node A would have
gotten there, but when Node B tries to respond, it will receive an ICMP destination
unreachable message from R3. From the perspective of Node A, it will appear as though
the transmission was never answered. To be complete, ip route commands for all of
the unknown networks would have to be issued on each router and the routing tables
updated. After all of the ip route commands have been issued, the routing table would
look like the entries seen in Table 1-6.

Table 1-6. Completed routing tables

R1 R2 R3

C 192.168.1.0 F0/0 C 192.168.2.0 F0/0 C 192.168.3.0 F0/0

C 192.168.2.0 F0/1 C 192.168.3.0 F0/1 C 192.168.4.0 F0/1

S 192.168.3.0 via 192.168.2.254 S 192.168.1.0 via 192.168.2.253 S 192.168.1.0 via 192.168.3.253

S 192.168.4.0 via 192.168.2.254 S 192.168.4.0 via 192.168.3.254 S 192.168.2.0 via 192.168.3.253

The actual routing table for R2 and the ip route commands issued on R2 are both
shown in Figure 1-8.

Figure 1-8. R2 routing table with static route commands
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In the last few routing tables, all of the destination networks can be reached either
because they are directly connected or have a static route which points to a neighbor
router that might be able to help. I have used the term “might” because when using
static routes, there is actually an assumption that the forwarding router chosen knows
something about the pathway to the destination. This is not always the case, as was
described before the routing tables were fully populated.

There are several options regarding the arguments for the ip route
command and there are times when the usage seen in this chapter should
be modified. Serial links provide an example in which the last field
should be an interface rather than a next hop ip address.

Digging a Little Deeper—Common Mistakes
Reviewing the changes outlined in Figure 1-8, there are two common mistakes made
when trying to configure static routing. These will be reviewed from the perspective of
R2. The following is a mistake:

ip route 192.168.1.0 255.255.255.0 192.168.2.254

This command asks the router to forward traffic to itself. In effect this says, “R2 doesn’t
know where the 192.168.1.0 network is, so let’s send it to R2.” This also makes little
sense to the router and so it usually responds with the message shown in Figure 1-9.
The network administrator and the router stare at each other for a bit, and then the
admin is likely to try the second common mistake. This also occurs when addresses are
entered incorrectly. The proper form is shown in Figure 1-8.

Figure 1-9. Error message for circular routing

The second mistake does not actually specify a forwarding router IP address, but rather
a physical interface. This results in higher processing load on the router, and is usually
reserved for use with interior routing protocols. The command and the resulting routing
table are shown in Figure 1-10. Though they are static routes, the routing table indicates
that the 192.168.1.0 and 192.168.4.0 networks are directly connected. The topology
shows that this is clearly not the case.
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Figure 1-10. Mistake 2

The reason for the higher processing is that the command is not specific enough and
the router actually has no idea where to send the traffic. It is similar to a person who,
wishing to mail a letter, addresses the letter but then simply opens the front door and
throws the letter outside, hoping that it will get to the destination. What is really in-
teresting is the effect on network traffic. The Address Resolution Protocol (ARP) traffic
is limited to the local area network or subnet. This means that ARP messages are not
generally forwarded by routers and hosts do not ARP for nodes not on their own net-
work. An exception can be found in Proxy ARP, but it is rarely used. Lastly, MAC
addresses typically do not have any meaning beyond their own network. But look what
happens when the commands shown in Figure 1-10 are used. Figure 1-11 shows that
R3 (192.168.3.254) is sending an ARP request for 192.168.1.1, a node on a distant
network. This breaks all of the basic behaviors and is just plain wrong. It makes me
uncomfortable just looking at it.

Figure 1-11. Nonlocal ARP traffic

Default Routes
It is often the case that several destinations can be reached via the same pathway. In
cases like this, the routing table can continue to grow even though many of the routes
share common fields. This was true in the routing tables for both R1 and R3. Routing
table entries sharing the same pathway can be replaced with a smaller set of routes. The
best examples are default routes and aggregation. Aggregation or route summarization
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is a technique for reducing the number of entries in a routing table by shortening the
prefix length. The effect is to collect a series of destinations into a single entry.

The default route is a special case of a static route. Normally we think of default gate-
ways or routers for hosts. Routers can also have default gateways. Like a host, when
the routing table is exhausted and no matches are found for the destination, the default
route is used. In Cisco-speak, this is called the gateway of last resort. Again, just like
static routes, the network administrator is assuming that the next hop router knows
something that the current router does not: how to get to either the destination or the
next hop. Figure 1-12 shows the topology with the candidate default routes based on
the information from Table 1-6.

Figure 1-12. Default routes

For R1, all destinations not directly connected must be reached by forwarding traffic
to 192.168.2.254. For R3, all destinations not directly connected must be reached by
forwarding traffic to 192.168.3.253. Therefore, some of the routing table entries could
be replaced with a default route. For a router, a default route or gateway of last resort
is installed with a special set of arguments in the ip route command. Instead of spec-
ifying the destination network and the destination network mask, default routes use
all 0’s. You may recall that in processing a routing table with masks, ANDing any IP
address with a mask of 0.0.0.0 results in 0.0.0.0. This means that any destination will
result in all zeroes (0.0.0.0) and the ANDing process for this ip route line will also be
all zeroes, matching every destination:

ip route 0.0.0.0 0.0.0.0 forwarding router interface

For R1:

ip route 0.0.0.0 0.0.0.0 192.168.2.254

and for R4:

ip route 0.0.0.0 0.0.0.0 192.168.3.253

The routing tables would be updated as in Table 1-7.
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Table 1-7. Updated routing tables with default routes

R1 R2 R3

C 192.168.1.0 F0/0 C 192.168.2.0 F0/0 C 192.168.3.0 F0/0

C 192.168.2.0 F0/1 C 192.168.3.0 F0/1 C 192.168.4.0 F0/1

S 0.0.0.0/0 via 192.168.2.254 S 192.168.1.0 via 192.168.2.253 S 0.0.0.0/0 via 192.168.3.253

 S 192.168.4.0 via 192.168.3.254  

Again, there are a couple of important points to note. While the routing tables for R1
and R3 have been improved, R2 still has the same number of routes. In this case, a
default route pointing to R1 or R3 would not help much because R2 would still need
another route for the network in the opposite direction. Additionally, we would be
risking a routing loop. Lastly, going from four routes down to three may not seem like
much of an improvement for R1 and R3, but this is a small network. Production net-
works can be much larger and have hundreds of routes.

Dynamic Routes
Dynamic routes are those learned via routing protocols, such as Routing Information
Protocol (RIP) or Open Shortest Path First (OSPF). When building a network, the
approach used to handle routing is an important decision. Static routes require less
processing, but changes to network topology cannot be addressed quickly. If the path-
way to a destination changes, or if a router is offline, pathways or routes will be lost.
Static routes also offer no protection from operator error. Typically, static routes are
used when the topology is stable and the network architecture is fairly straightforward.
In other words, when the network conditions are well understood. We often assume
that if the network admin installs the route, if must be correct. Dynamic routing pro-
tocols can protect us from these topology changes and errors between the keyboard
and the chair. Most routing protocols also provide protection from routing loops and
old, incorrect information. Many also handle load balancing and multiple pathways to
destinations.

Routing Protocols
Before we discuss individual routing protocols in the later chapters, it is necessary to
discuss types or characteristics of protocols. The idea is to pick the right protocol for
the job and to do this we have to examine the algorithm and operational details. There
are several ways to look at or define different protocols.

Single versus multipath

Routing protocols use an algorithm to determine the best path to the destination. If
there is only one path, the decision is quite simple. In the event that several pathways
exist, the routing protocol has a choice: it may take only the best possible path, leaving
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others to languish until needed, or it could install multiple pathways to the destination.
The former is called a single path protocol. It may be that two pathways are equal in all
respects and the router cannot make a choice as to which is better. The protocol can
choose to send some portion of the data via each pathway. In this case, the protocol
may be performing some form of load balancing to improve network throughput, in
which case it would be considered multipath. Lastly, some consideration must be given
to backup paths and the protocols’ ability to failover should the preferred path be
unavailable.

Interior versus exterior

Most routing protocols have established limitations. A clear example is the Routing
Information Protocol (RIP), which cannot handle networks with more than 15 hops.
Protocols are also designed to include in their calculations certain network parameters,
such as cost or utilization. Thus, it may be that a particular protocol is completely
inappropriate for a given network topology. Those designed for a group of networks
under single administrative control (an autonomous system) are called interior routing
protocols. We will see in later chapters that some interior routing protocols should
stick to small groups of networks. Those designed for much larger scale topologies such
as WAN connectivity and those deployed by ISPs are called exterior. Exterior protocols
tend to link autonomous systems together. The Border Gateway Protocol (BGP) is an
exterior routing protocol.

Flat versus hierarchical

When implementing a routing protocol, routers have a specific set of tasks to perform,
such as advertising routing information, handling topology changes, and determining
best path. If all of the routers are performing the same set of tasks, the protocol is said
to be flat. This is the case with RIP. However, if there are other functions assigned to
a subset of the routers, the protocol may be operating in a hierarchical manner. For
example, some protocols define backbone and nonbackbone sections of the network.
Traffic tends to flow from nonbackbone to backbone sections. Protocols often create
boundaries around these sections called domains or areas. Peer routers communicate
within a domain and backbone routers communicate between domains. OSPF is con-
sidered to be hierarchical because of its area-based organization. All OSPF routers un-
derstand forwarding within an area. Some of the routers understand inter-area for-
warding and have additional knowledge of the overall topology.

Link state versus distance vector

These two terms refer to the algorithm used by the protocol to determine routes to use.
Distance vector protocols are also called Bellman-Ford (for the original designers). You
may recall from physics class that a vector is an object that describes magnitude and
direction. An example might be that a runner was traveling 6 MPH and heading north.
Distance vector routing protocols use the same idea in that they describe distance to
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the destination, commonly in terms of hop count (number of routers), and a direction
in the form of the next hop IP address or interface to use. So, the destination network
is X number of hops away and sends packets to a particular router. Neighboring routers
send a portion of their routing table to each other and then send periodic updates. But
there isn’t much information other than hop count and direction. It is therefore difficult
to make a decision based on the quality of the path. RIP is a distance vector protocol.
Distance vector protocols are generally slow to “converge the topology” when com-
pared to link state protocols. Convergence refers to the process of establishing a steady
state topology after changes have occurred.

Link state protocols utilize greater detail about the links or connections between routers
in order to make more informed decisions. For example, while two pathways might
cover the same distance in order to get to the destination, if one path is based on 1Gbps
Ethernet and the other is based on slower Frame Relay, the former path is chosen—
even if the hop count is the same. This routing information is also flooded to the entire
topology to speed up convergence. After the information has been flooded, routers keep
in regular contact with each other via “hello” messages indicating that nothing has
changed. For these reasons, link state protocols tend to converge more quickly. The
protocols are based on Dijkstra’s algorithm for finding the best path between points
on a graph. OSPF is an example of a link state routing protocol.

A protocol like RIP can now be characterized as dynamic, router based, single path,
interior, flat, and distance vector. Why RIP has these characteristics will be covered in
Chapter 5. OSPF would be dynamic, router based, multipath, interior, hierarchical,
and link state. We’ll take an in-depth look at OSPF in Chapter 6.

Choosing or Installing a Route
As the routing table is built via dynamically learned routes, the router has to decide
whether a route should be installed in the table. With static routes, the router doesn’t
have much choice. Additionally, as packets are received by the router, it must decide
which route is the best for the given destination. For both of these decisions, three
values are compared: prefix length, administrative distance, and metric values, in order
of importance. These three are typically discussed in the context of Cisco routers.
However, other vendors use similar processes and values in their routing table con-
struction and decisions.

Prefix length

Prefix length is based on the number of bits in the mask because the mask determines
the network address. The greater the number of 1’s in the mask, the longer the prefix
length. For example, an IP address of 192.168.1.5 with a mask of 255.255.255.0 has a
network address of 192.168.1.0. Thus, the prefix length is 24. The same IP address
with a mask of 255.255.0.0 has a prefix length of 16 and a network address of
192.168.0.0. When building a routing table or forwarding packets, longer prefixes are
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preferred because they get a packet closer to the destination. For example, if you were
trying to mail a letter to someone living in the east, but all you knew was that they lived
in Boston, the mail plane would drop the letter over the city in hopes that it would
reach the destination. Providing the street gets the letter a little closer, and adding the
house number finally gets it to the destination. So the address got longer and longer.

Similarly, to send a packet to me here at RIT (no denial-of-service attacks, please),
routing table entries using a network address of 129.21.0.0 get it to this general area,
but RIT is a big place. Routers eventually list the correct subnet by using a longer prefix,
and get the packet much closer. Prefix length is the number one consideration in this
process.

Administrative distance

The second consideration is the administrative distance. There are times when a router
will receive information from different protocols. If the prefix lengths are the same,
how does the router determine which information is the best? You might hear about
two new restaurants from different friends. Experience tells you which of your friends
has the better advice regarding food. Similarly, some routing protocols are better than
others. Administrative distance is a number that can describe the value of information
learned via a routing protocol or of the routing table entries already installed.

Every routing protocol has an administrative distance, and this is included in the rout-
ing table entries. Lower values are preferred and so, given two routes with an equal
prefix length, the lower administrative distance will be chosen. Some common exam-
ples include those shown in Table 1-8.

Table 1-8. Protocol administrative distances

Route type Administrative distance

Static 1

EIGRP 90

OSPF 110

RIP 120

Based on these values, OSPF information is considered superior to that of RIP. Given
the same prefix length, you would take the OSPF information over that of RIP. How-
ever, if RIP advertises a route with a prefix length of 24 compared to an OSPF prefix
length of 22, the RIP information will be installed or used. In a routing table, bracketed
numbers include the administrative distance:

RIP - 192.168.1.0 255.255.255.0 [120]

OSPF - 192.168.1.0 255.255.252.0 [110]

Note that based on the administrative distance, static routes are considered superior
to any learned route and directly connected routes are superior to static.
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Metric

Metric is the last comparison value for route information. Metric is used to compare
routes that are learned via the same routing protocol when they have the same prefix
length. The metric values are dependent upon the routing protocol—RIP uses hop
count while OSPF uses a formula to derive its dimensionless metric. It is inappropriate
to use the metric to directly compare information from different protocols. For exam-
ple, two pathways to the same destination are received by a router via RIP packets and
so have the same administrative distance. Assuming the masks used have the same
prefix length, the deciding factor will be the metric. One path utilizes 4 hops to get to
the destination while the other only requires 3. Clearly one path is shorter and so will
be installed in the routing table. The routing table would include entries such as:

192.168.1.0 255.255.255.0 [120/3] via 192.168.1.254

Inside the bracket, the hop count is appended to the administrative distance.

Routing Loops
There are several topologies that create problems for both Ethernet and IP. A looped
architecture is one of the most challenging. Layer 2 protocols like Ethernet do not have
a mechanism to handle loops, so Radia Perlman rode to the rescue with the Spanning
Tree Protocol. At Layer 3, we are afforded some measure of protection because IP
includes a time to live field. As packets continue around a looped topology, each router
will decrement this field by one until it reaches zero. At this point, the IP packet is no
longer sent along. A simple looped topology is shown in Figure 1-13.

Figure 1-13. Routing loop

In this topology, nodes connected to the switches would use R1 and R2 as their default
gateways. R1 and R2 would in turn use R3 as their gateway of last resort in order to get
to external destinations. Routing between R1 and R2 might be handled via static or
dynamic routes. As we discussed previously, the problem with static routes is that they
do not respond to changing network conditions or handle loops. Any mistakes in con-
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figuration or with certain kinds of failure and packets could continuously circulate or
be lost.

But routing loops are not always bad. For example, if connectivity for the nodes at-
tached to the switches is considered critical, a routing loop might be installed to ensure
that the network is very reliable. The links between R1/R3 and R2/R3 might span long
distances, such as the connections to a service provider. Routing/failover protocols
might be used to maintain this set of redundant links, especially if the topology is more
complex than the one in Figure 1-13. Routing loops can also be installed in order to
provide load balancing between links. Protocols like Hot Standby Routing Protocol
(HSRP), Virtual Router Redundancy Protocol (VRRP), and the Gateway Load Balanc-
ing Protocol (GLBP) are all designed to help prevent single point of failure instances
and potentially balance traffic over the links.

Figure 1-13 is a very straightforward sort of loop, but it is by no means the only way to
wind up with a looped topology. Misconfiguration or lost connectivity can easily result
in a loop, even where physical loops are not present. Networks actually have two top-
ologies, physical and logical. The physical topology can be traced by following cables,
or at least a good set of labels. The logical topology can only be understood by exam-
ining configurations and the flow of traffic. An example in which the physical and
logical topologies do not match can be seen in Figure 1-14.

Figure 1-14. Physically linear, logical loop

When discussing static and default routes earlier in this chapter, the routing tables were
simplified through the use of the default route on R1 and R3. But providing a default
on R2 doesn’t simplify the routing table. We will now see why placing a default route
on R2 might not be a very good idea for a completely different reason. Assume that the
routing tables are built and the default routes have been assigned as depicted in Fig-
ure 1-14. R2 is now using R1 for a default route.
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Table 1-9. Default routing into routing loop

R1 R2 R3

C 192.168.1.0 F0/0 C 192.168.2.0 F0/0 C 192.168.3.0 F0/0

C 192.168.2.0 F0/1 C 192.168.3.0 F0/1 C 192.168.4.0 F0/1

S 0.0.0.0/0 via 192.168.2.254 S 0.0.0.0/0 via 192.168.2.253 S 0.0.0.0/0 via 192.168.3.253

What happens if Node A pings a device not on this particular set of networks, such as
192.168.5.1? The ICMP echo request would be sent to the default gateway of Node A
(192.168.1.254) and R1 would discover that it did not know where the destination was.
R1 would send the packet to its gateway of last resort: 192.168.2.254. R2 would process
its routing table and discover that it did not know where the destination
(192.168.5.1) was either. R2 also has a gateway of last resort but the problem is that it
is R1. Thus, the packet is sent right back to R1. Presto—logical loop. R1 receives the
packets, processes its routing table, and the whole thing starts over again until the time
to live field in the packet expires. Whether the configuration was done on purpose or
by mistake, the results are the same. Figure 1-15 depicts an Internet Control Message
Protocol (ICMP) packet that results from a time to live (TTL) field being reduced to 0,
though for a different conversation. ICMP has the responsibility of informing network
hosts when problems such as this occur. Within the ICMP packet, the time to live field
is set to 255. But this is not true of all IP packets. Each router decrements this field as
the packet is forwarded.

The topology seen in Figure 1-14 is an isolated topology, and in practice would be
connected to the outside world or to another series of routers that eventually sent traffic
offsite. So, the default gateway and the routing tables would be configured accordingly.
But never underestimate our ability to set things up improperly.

Figure 1-15. ICMP Time Exceeded
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There are times when link failures can create loops. For example, if in Figure 1-14, the
R3 interface connected to the 192.168.4.0 were to be shutdown, the route would be
removed from the routing table of R3. However, the other routers in the topology would
still believe that the 192.168.4.0 network is still available via R3. The question is: What
does R3 do when traffic for the 192.168.4.0 network arrives?

Table 1-10. Correct routing tables—again

R1 R2 R3

C 192.168.1.0 F0/0 C 192.168.2.0 F0/0 C 192.168.3.0 F0/0

C 192.168.2.0 F0/1 C 192.168.3.0 F0/1 C 192.168.4.0 F0/1

S 0.0.0.0/0 via 192.168.2.254 S 192.168.1.0 via 192.168.2.253 S 0.0.0.0/0 via 192.168.3.253

 S 192.168.4.0 via 192.168.3.254  

As we can see, R3 receives the packet and, not knowing where the destination is, would
sends it to the gateway of last resort (R2). This is because when the interface is shut-
down, R3 removes the 192.168.4.0 network from its routing table, resulting in another
routing loop. For these reasons, whenever there is a doubt about the stability of the
network or when complexity starts to grow, rely on dynamic routing.

Discard or Null Routing
Sometimes the best designs simply do not fit the topology at hand. When this happens,
attempts to simplify or optimize the network can create real headaches. For example,
aggregation is often used to shrink or simplify routing tables. To aggregate a series of
routes, the number of downstream routes to be aggregated should be based on powers
of 2. When network masks used to aggregate routes are modified, the changes are based
on powers of 2. Now let's consider an example: imagine that the network administrator
wishes to clean up the routing tables of the small, aggregated topology shown in Fig-
ure 1-16.

Figure 1-16. Aggregated topology
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The routing tables for R1 and R2 are shown in Table 1-11. In this example, we are not
concerned with the outside connectivity for R1.

Table 1-11. Routing tables, aggregated topology

R1 R2

C 172.16.0.0/16 F0/1 C 172.16.0.0/16 F0/0

S 192.168.4.0/24 via 172.16.0.2 C 192.168.4.0/24 F0/1

S 192.168.5.0/24 via 172.16.0.2 C 192.168.5.0/24 F0/2

S 192.168.6.0/24 via 172.16.0.2 C 192.168.6.0/24 F0/3

 S 0.0.0.0/0 via 172.16.0.1

The routing tables show that R2 is using R1 as a default gateway and that R1 is accessing
several networks via R2. The network administrator looks at these and decides to ag-
gregate them together in order to make the routing table of R1 simpler. This is accom-
plished by manipulating the mask associated with the downstream routes on R1.

Table 1-12. Routing tables, aggregated topology with network administrator “fix”

R1 R2

C 172.16.0.0/16 F0/1 C 172.16.0.0/16 F0/0

S 192.168.4.0/22 via 172.16.0.2 C 192.168.4.0/24 F0/1

 C 192.168.5.0/24 F0/2

 C 192.168.6.0/24 F0/3

 S 0.0.0.0/0 via 172.16.0.1

The resulting entry in R1 now encompasses the following addresses: 192.168.4.0–
192.168.7.255. But what happens when an address such as 192.168.7.1 is pinged from
outside of R1? The traffic would be forwarded to R2, but since the route is not part of
the table on R2, it would use its default route to send the traffic right back to R1. And
again we have a routing loop. One solution for this problem would be to install null
routes on R2 in order to prevent it from sending traffic back to R1. This can be for the
aggregated address or the smaller address space, so variations of this command can be
used on either router.

ip route 192.168.4.0 255.255.252.0 null0

In order to prevent this route from stopping all traffic, a higher administrative distance
can be assigned to the route.
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IPv6
Though IPv6 is not the focus of this book, it doesn’t hurt to take a peek. The hard part
about IPv6 is learning all of the addressing and terms. After that, you have to prepare
your mind for values that look quite a bit different. But, from a routing perspective,
many of the techniques are the same. Figure 1-17 depicts the same topology used earlier,
but it is now an IPv6 topology. The /64 is the CIDR notation for the masks used.

Figure 1-17. IPv6 topology

In order to build a topology, there are a couple of necessary changes to the configuration
of each router. As can be seen, each router interface has an IPv6 address. For R1, the
IPv4 and IPv6 commands are quite similar:

ip address 192.168.1.254  255.255.255.0    ipv6 address    1001::254/64

Again, the major difference is in the structure of the address. The colons in the IPv6
address suppress long strings of zeroes. The /64 is a classless interdomain routing
(CIDR) shortcut for the mask. Routing is set up with two commands: ipv6 unicast-
routing and ipv6 route. The second command is for the static routes. For R1, routes
for the 1003::/64 and 1004::/64 networks are required.

ipv6 route 1003::/64 1002::254
ipv6 route 1004::/64 1002::254

The routing table for IPv6-based routers can be a little confusing at first, but after
breaking it down, the similarities begin to emerge. Figure 1-18 displays the routing table
for R1. Note the use of directly connected and static routes. One addition is the local
(L) or link local entry. This refers to the interface of the router. The mask for these
entries is /128 or all ones. This is the same as the IPv4 host entry. FF00 is the multicast
entry. The brackets associated with each entry still show the administrative distance
and metric.
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Figure 1-18. R1 IPv6 routing table

Reading
The ideas discussed in this chapter are outlined in a collection of RFC and standards,
or touched on when reading about a particular protocol. For example, the RFCs for
RIP and OSPF refer to several routing issues and so are listed here. When configuring
network equipment, I have always found it useful to have two documents at hand:
command references and configuration guides. The command references are a must,
since they contain the actual commands and the arguments used with the commands.
However, these are not very useful when trying to understand “best practices.” This is
where configuration guides come in. These documents, along with vendor whitepapers,
provide an explanation of where it is appropriate to use a particular command or how
to begin building your network. In the end, trial and error will guide as you try to get
things working and gain experience.

IEEE 802.1D Standard for Local and Metropolitan Area Networks: Media Access
Control (MAC) Bridges
RFC 1102 Policy Routing in Internet Protocols
RFC 2328 OSPF version 2
RFC 2453 RIP version 2
RFC 3768 Virtual Router Redundancy Protocol
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Summary
In this chapter, we discussed some of the larger issues associated with routing and
switching. When building networks, it is important to understand general concepts
such as static, default, and dynamic routing. As networks grow in size and complexity,
skills that become important include the ability to develop sound topology decisions
and evaluate routing protocols. VLANs, trunks, installation of routes, and looped ar-
chitectures were also covered. The best network administrators not only understand
the commands to use, but the reasons for the commands and how network decisions
are made.

Review Questions
1. When connected together and running VLANs, trunk lines are often used.

a. TRUE

b. FALSE

2. Static routes are manually installed and have a lower administrative distance than
dynamic routes.

a. TRUE

b. FALSE

3. Dynamic routes are used whenever the network topology changes.

a. TRUE

b. FALSE

4. Which of the following is the proper order of importance for route selection?

a. Admin distance, prefix length, metric

b. Prefix length, admin distance, metric

c. Metric, prefix length, admin distance

5. The next hop router should be an interface on a router connected to your network.

a. TRUE

b. FALSE

6. Directly connected routes will be installed as soon as an interface is “up”.

a. TRUE

b. FALSE

7. Match the following terms to their definitions.

a. Metric

b. Admin Distance

c. Prefix Length

1. Number of bits in the mask

2. Value comparing information from the same routing protocol

3. Quality comparison between routing protocols
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8. RIP and OSPF are both what type of routing protocol?

a. Distance vector

b. Host based

c. Hierarchical

d. Interior

9. What addresses are encompassed by the following routing table entry:
172.31.32.0/19?

10. Routing loops only occur on physically looped networks.

a. TRUE

b. FALSE

Review Answers
1. TRUE

2. TRUE

3. FALSE

4. B

5. TRUE

6. TRUE

7. a) 2 b) 3 c) 1

8. D

9. 172.31.32.0–172.31.63.255

10. FALSE

Lab Activities

Activity 1—Interconnected Switches and SATs
Materials: Two switches, two computers

1. Connect two switches via a crossover cable or uplink.

2. Connect the two computers, one on each switch.

3. Explore the SAT on each switch. Pay attention to the VLAN, port and MAC address
listings. Handy Cisco command: show mac-address-table.

4. Experiment with either moving the computers or adding more nodes.

5. Before reviewing the table after each experiment, predict what the SAT content
will be and why.
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Activity 2—Static Routing Topology
Materials: Three routers, two computers

1. Wire the topology shown in Figure 1-7. Note: The topology can be reduced to two
routers with the same requirements, though not as many.

2. Give each of the router interfaces and the computers IP addresses.

3. Examine the routing tables of each of the routers once the interfaces are up. Handy
Cisco command: show ip route.

4. Experiment using PING. Which destinations are reachable and which are not?

5. Working from left to right, begin adding static routes in order to solve connectivity
problems. Handy Cisco command: ip route destination network destination
mask forwarding router interface.

6. Once all destinations can be PINGed from all interfaces, you are done.

Activity 3—Convert to Default Routes
Materials: Three routers, two computers, Wireshark

1. Using the topology from the previous activity, convert the static routes on R1 and
R3 to default routes. Note: This activity can be confusing if only two routers are
used, since there will not be a clear reason to choose the default route.

2. Examine the routing tables from each router. Select a couple destinations and
process the routing tables manually, checking to see if the process can be followed
step by step.

3. Now experiment with the captures themselves. Starting from a computer or inter-
face, and assuming that the ARP tables are clear, try to explain every packet that
will be generated as a result of a PING to an IP address at least one hop away.

4. Complete the PING and examine the captures in order to determine the correct
answer. Were you correct? If not, why not?

Activity 4—Routing Loop
Materials: Three routers, two computers, Wireshark

1. Using the same topology, convert the routing table on R2 to default routes.

2. What addresses can be PINGed and what addresses cannot?

3. What happens in the command shell when you PING an address not on the top-
ology?

4. Start up Wireshark and examine the traffic on the network as a result of your PING
offsite.

5. What happens to the IP TTL field?
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6. Where was the loop and what caused it?

7. What was the ICMP traffic generated as a result?

Activity 5—Null Route
Materials: Three routers, two computers, Wireshark

1. In the topology above, install null routes to fix the routing loop. Recall the null
argument to the ip route command.

2. Does this solve the connectivity problem or simply hide the difficulty?
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CHAPTER 2

Host Routing

“Seems like an awful lot just to get a packet from one
side of the room to the other.”

—An anonymous networking student

Chapter 1 discussed several of the issues associated with forwarding traffic across a
network. Communication flows from one host to another (usually a server of some
kind) and then back again. Switch source address and router routing tables are critical
to this process. But, no matter what the purpose of the transmission, several operations
must take place before packets can enter the network, beginning with the host routing
table. Integrated ideas include masking, address resolution, and default gateways.

The Decision Process
From the moment a source host generates a chunk of data for transmission, work begins
that will eventually result in an Ethernet frame being transmitted. From the application
layer on down, the data is encapsulated in a series of headers until it reaches the bottom
of the protocol stack. For example, accessing a web page uses the hypertext transfer
protocol (HTTP) to move information between the web server and the host. HTTP uses
the transmission control protocol (TCP) at Layer 4 followed by IP and then Ethernet
or 802.11. If we assume Ethernet, the encapsulated data would look like that seen in
Figure 2-1.

Figure 2-1. Encapsulation

As the encapsulation nears completion, the source and destination MAC addresses
have to be filled in. The same is true for addressing at other layers but the IP addresses
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and port numbers are straightforward, as the host is communicating with an IP-based
server and using well known ports. Actually, the source MAC is also straightforward,
since the host is generating the frame. So, the question becomes: What address should
be placed in the destination MAC address field of the Ethernet frame?

If the host can figure out the correct destination IP address, the address resolution
protocol (ARP) will provide the answer. Stated another way, we have to ask for the
right MAC address. The answer depends on whether the destination is on the same
network as the source host. The following pages provide a couple of examples. The
topology in Figure 2-2 contains two networks (192.168.15.0 and 192.168.20.0) sepa-
rated by a router. Nodes A and B are on the same network and Node C is on a different
network.

Figure 2-2. Small Topology

Sending traffic to nodes on the same network is very straightforward. The transmissions
simply go from the source IP and MAC address to the destination node’s IP and MAC
address. In fact, since we use ARP to figure out the destination MAC and switches use
the MAC address table (a.k.a., the source address table) to forward Ethernet frames,
we often say that for nodes on the same network, the forwarding decisions are all at
Layer 2.

What can make this process a little tricky is that traffic for the opposite network has to
somehow get to the router. ARP is not used to resolve MAC addresses on other net-
works. It turns out that if sending traffic off the network, hosts place the MAC address
of the router into the Ethernet frame. This choice is made when the host processes its
own local routing table. This is also known as the host routing table. The routing table
for Node A is shown in Figure 2-3. This output was obtained by issuing the route
print command in the command shell of a Windows-based computer.

Most operating systems provide similar information. There are five columns and when
processing this table, start with the bottom entry. Work begins with columns 1 and 2.
The very first thing that a node must do is determine whether or not the destination is
on the same network. The result markedly changes the subsequent steps taken and the
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Ethernet header. The mechanism used to determine the network is called ANDing. The
companion book to this one, The Packet Guide to Core Network Protocols, has an entire
chapter devoted to masking, but the following is a little masking review.

The network mask is used to determine the network ID of the IP address in question
via the logical AND operation. With a logical AND, a binary value “ANDed” with a 0
results in a 0 for output. ANDing with a 1 leaves the original value. For example, con-
verting the IP address 172.16.49.67 and mask of 255.255.224 to binary results in the
following:

10101100 . 00010000 . 00110001 . 01000011

11111111 . 11111111 . 11100000 . 00000000

Performing a bitwise AND:

10101100 . 00010000 . 00100000 . 00000000

Converting to base 10 numbers reveals that this IP address is on the 172.16.32.0 net-
work. The important thing to remember is that the host is trying to determine both the
source and destination networks. The first operation pulls the destination seen in col-
umn 1. The second is the ANDing operation which takes the destination address for
the transmission and the column 2 mask. The basic question: Are the resulting values
the same? If not, try again.

Figure 2-4. The basic question

In the following examples, Node A is attempting to communicate first with Node B on
the same network, and then Node C on a different network. The flowchart shown in

Figure 2-3. Node A routing table
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Figure 2-5 outlines the decision tree a host uses when trying to contact another node,
regardless of the destination network. There are several integrated processes needed to
explain how this works. Regardless of the destination, begin by parsing the host routing
table. Steps 1 and 2 from Figure 2-5 work through each line of the table until either a
match has been discovered or the table is out of entries.

Case 1: Destination Is on the Same Network as the Source
For this example, it is assumed that Node A is trying to PING Node B. Using the table
from Figure 2-3, the first decision would be:

  192.168.15.2

255.255.255.255 Compare to AND

  255.255.255.255

  192.168.15.2

Since these are not equal, the second line would be processed

  192.168.15.2

224.0.0.0 Compare to AND

  240.0.0.0

  192.0.0.0

These are also not the same.

For this case, the procedure continues until the fifth line up from the bottom.

  192.168.15.2

192.168.15.0 Compare to AND

  255.255.255.0

  192.168.15.0

Now that the values are a match, it is time to move to the left side of the flow chart and
step 3. At this point, the interface to use the gateway must be determined. Step 3 asks
if the column 3 and column 4 IP addresses are the same. The interfaces shown in column
4 are simply the IP addresses assigned to the network interface cards of the host. The
gateways shown in column 3 will either be the same network interfaces or routers
attached to the network. From Figure 2-3, the interface IP address is either
192.168.15.1 or loopback. Line 5 of the routing table indicates that for this destination,
the interface IP address and the gateway IP address are both 192.168.15.1. This means
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Figure 2-5. Decision Flowchart
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that the interface is the gateway. In other words, there is no need to send this to a default
gateway because the destination is on the same network and can be contacted directly.

Having established that the destination is on the same network, the host begins building
the Ethernet frame but the destination MAC address is needed. Step 4 moves to ARP.
The purpose of ARP is to determine the MAC address of the destination host. This
information is stored locally in the host ARP table. First the ARP table is checked in
order to see if the host already knows the correct MAC address. If an entry for the
destination IP is not found, then an ARP request must be sent. Once the address is
learned, the Ethernet frame can be constructed and transmitted to the destination.

Case 2: Destination Is on a Different Network than the Source
Case 2 begins with the same step as Case 1 (i.e., with processing the host routing table).
The only difference is the destination IP address. A different line in the host routing
table will provide the answer. This time the destination IP address is Node C:
192.168.20.1. The first ANDing decision would look like this:

 255.255.255.255  192.168.20.1

 AND Compare to AND

 255.255.255.255  255.255.255.255

Results 255.255.255.255  192.168.20.1

For this destination, the process would continue until the very last line of the routing
table, if reached. This line is special because it happens to be the default gateway as
indicated by 0.0.0.0 being used on both the destination network and netmask columns.
This is called the “match all” line because of the ANDing process results.

 0.0.0.0  192.168.20.1

 AND Compare to AND

 0.0.0.0  0.0.0.0

Results 0.0.0.0  0.0.0.0

No matter the destination, the ANDing process results will be the same. As in Case 1,
it is now time for step 3. This time, the values seen in columns 3 and 4 turn out to be
different. When the two values are not the same, the source host realizes that the des-
tination is on a different network and so must send the traffic to its default gateway in
order to reach the destination. The default gateway line and change in gateway are
circled in Figure 2-6.
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Figure 2-6. Default gateway fields

Back at the flow chart and step 3, when the gateway is different than the interface, the
node must ARP for the gateway address. This is because the frame must be sent off of
the network. The only way to do this is to take the IP packet destined for Node C and
wrap it in an Ethernet frame that is sent to the router. By checking the ARP table or
ARPing for 192.168.15.254, the MAC address of the default gateway can be learned
and the frame can be built.

Don’t confuse the default gateway entry of 0.0.0.0 with the IP address
of 0.0.0.0.

What If the Default Gateway Is Not Known?
Part of the Figure 2-5 flow chart deals with the sticky problem of not having a default
gateway or having an incorrect entry. If a host is using DHCP, it is probable that a
gateway address (along with IP address, mask, and DNS) has been provided, but it is
not a guarantee. The same can be said of statically configured hosts. A default gateway
is correct if the IP address is on the same network as the source host. In Figure 2-6, the
addresses 192.168.15.1 and 192.168.15.254 are on the same network. If the gateway
entry (192.168.15.254) is missing or incorrect, the output shown in Figure 2-7 will
appear in the command shell.

Figure 2-7. Output as a result of a missing default gateway
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A couple of things to remember regarding this output:

• No packets were generated as a result of this problem—this is a message generated
by the local operating system on the source host.

• This is often confused with the ICMP destination unreachable message, but they
are NOT the same thing. Though the same phrase is used, if the output is a result
of an ICMP message, a source IP address will be included.

There are simple solutions to the missing default gateway problem, such as repairing
the DHCP server configuration or repairing the statically configured settings. However,
ICMP router solicitation and advertisement messages can also be used. This method is
typically not running by default and must be configured on both the router and the
host. While they are not common on wired LANs, applications like Mobile IP and some
sections of the cellular infrastructure make use of these ICMP messages. A router so-
licitation is shown in Figure 2-8. Note that the solicitation is sent to the “all routers”
multicast address of 224.0.0.2.

Figure 2-8. ICMP router solicitation

Following the flowchart, in the absence of a default gateway, and without configuring
the host for ICMP router solicitations (and the router for advertisements), the host will
wind up at unlucky step 13—destination unreachable. A host routing table without a
default gateway is shown in Figure 2-9.

Figure 2-9. Routing table missing default gateway
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Host Routing Tables
Back to the host routing table shown in Figure 2-9. As the routing table is processed,
entries can be found that match the specialized addresses associated with IP. These
address types, values, and the line from the Node A routing table are shown below.
The line numbers are listed top to bottom, but remember that the host routing table is
processed from the bottom up.

Table 2-1. Special Addresses

Purpose Address Line in routing table

Loopback 127.0.0.0 1

Network ID 192.168.15.0 2

Host IP address 192.168.15.1 3

Directed Broadcast 192.168.15.255 4

Multicast 224.0.0.0 5

Limited Broadcast 255.255.255.255 6

One address that appears regularly on many networks, but is missing
from Figure 2-9 is 169.254.0.0. This address is from the IETF Zero
Configuration standard and usually appears when the host does not
receive an address via DHCP or static configuration.

As mentioned previously, the information contained in a host routing table is similar
regardless of the operating system, but there are some differences worth pointing out.
Figure 2-10 depicts a routing table from a Windows 7 computer configured in the same
way.

The biggest difference is in column 3. When the gateway and the interface IP addresses
are the same, the destination is on the same network. Another way to look at this is
that the destination can be reached via the link attached to the source host. This is
considered to be “on link.” IPv6 refers to this type of entry as “link-local.” There is also
a change to the fifth column, which describes the metric. For hosts, metric is typically
tied to the speed of the link. Hosts prefer higher speed connections. Recalling the dis-
cussion from Chapter 1 regarding metrics, routers have a significantly different meaning
for metrics.

The last point to make regarding host routing tables is that the examples used thus far
have been for single-homed hosts. This is a host with a single network interface like
Node A, B, and C in Figure 2-2. Dual or multihomed computers will have two or more
interfaces. Multihomed hosts have a corresponding increase in the number of routing
table entries. Each interface must have a set of entries, such as the six described earlier
in this section. An example of a multihomed host would be when a laptop is docked
but still has the wireless interface active.
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For single homed hosts, the gateway addresses are fairly straightforward in that the
host will either direct traffic to its own network or to the default gateway as discussed
above. But, if Internet Connection Sharing (ICS) were to be used in order to have an
interface on two networks, the routing table changes quite a bit. This topology is shown
in Figure 2-11

Figure 2-11. Node A is a multihomed host

Figure 2-10. Windows 7 routing table
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Taking another look at the routing table for Node A, it can be seen that not only has
the number of routing table entries doubled, but there are two default gateways. There
are also two persistent routes indicating the networks to which the host has a direct
connection.

Figure 2-12. Multihomed host routing table

Two gateways might seem like a good idea, but only one of the entries (typically the
lower one) is used. In this case, the host would never send data to 192.168.15.254. It
might be the case that the lower entry (192.168.10.254) is not preferred and in fact
might not actually get traffic to the proper destination. Figure 2-11 has included a
potential pathway to the Internet. Sending traffic to the 192.168.10.0 network is a dead
end. Metrics can be used to affect the entry used, but this is unusual.

Addressing
In both examples (Node A pings Node B and Node A pings Node C), the ARP process
provides some insight into the addressing used. This section will take a closer look at
the packets flowing between the nodes and the addressing installed in the headers.
Figure 2-13 depicts the original topology but includes the MAC addresses of the devices.
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Figure 2-13. Topology with MAC Addresses

In Case 1, Node A pings (ICMP echo request) node Node B. This exchange does not
require the router at all and the packets/frames involved are built solely with the IP and
MAC addresses of the two nodes in question. The following packet has been expanded
to show the first ICMP echo request sent between them. This particular packet was
captured on Node A.

Figure 2-14. IP and MAC addresses used in Case 1

When communicating with a node off of the network (Node A pings Node C), an
Ethernet frame is constructed and sent to the router rather than the destination node.
The IP address information is still that of Nodes A and C. Under normal circumstances,
routers do not rewrite the IP headers. One notable exception to this rule is network
address translation (NAT). On the other hand, Layer 2 frames, such as Ethernet, are
rewritten every time a router is traversed. The packet in Figure 2-15 has also been
expanded after being caught on Node A, which shows the change in addressing at Layer
2.
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Figure 2-15. IP and MAC addresses used in Case 2

On the opposite side (192.168.20.0) of the router, the same type of substitution would
occur. When the router forwards the ICMP echo request to Node C, the source MAC
address would be that of the router, the destination would be that of Node C, but the
IP addressing remains the same. Remember that in this topology, the router has two
interfaces. The MAC addresses of the interfaces will be used and should be different.
This is shown in Figure 2-16. For the return trip, the MAC addresses will be flipped
with Node C sending to the router interface on its side. Back on the 192.168.15.0
network, the frame will come from the router interface on that side to Node A.

Figure 2-16. Addressing used on the 192.168.20.0 network

Tracking the Packets
The addressing section above explains the packet forwarding mechanism and addresses
used on both sides of the router. This section will provide an explanation of the com-
plete set of packets involved and assumes empty ARP tables.
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Case 1: Destination Is on the Same Network as the Source
Regardless of the destination, a node must first process the local host routing table to
look for a match. Since Node A (192.168.15.1) and Node B (192.168.15.2) are on the
same network, the match would be found before reaching the top (default gateway)
table entry. The sending node would discover the interface and gateway addresses
(columns 3 and 4) are the same, so the target/destination node can be contacted di-
rectly. Finding its ARP table empty, the sending node would participate in the following
packet exchanges:

Figure 2-17. Conversation on the 192.168.15.0 network

Figure 2-17 shows the ARP request from 192.168.15.1 and the subsequent ARP reply
packet. Node A has now learned the MAC address matching the destination IP and can
build an Ethernet frame to encapsulate the ICMP echo request. Once the ICMP echo
is sent, the reply comes back from 192.168.15.2.

Case 2: Destination Is on a Different Network than the Source
Case 2 is a bit more complicated than Case 1, but the same rules apply. Communication
is initiated on one side of the router, but continues on the other side. Packets from both
sides will be included. Again, Node A (192.168.15.1) must process its host routing
table. This time, the matching entry is the default gateway table entry. Node A obtains
the gateway address from column 3. Finding its ARP table empty, the sending node
would participate in the following packet exchanges:

Figure 2-18. Conversation crossing the networks, 192.168.15.0 network side

Node A sends the ARP request out looking for the MAC address of the router and,
upon receiving the ARP reply, forwards the ICMP echo request to the router for pro-
cessing. But this only gets the message to the router. On the opposite side, the router
must now find Node C (192.168.20.1) and then forward the message on. This is shown
in Figure 2-19.

Figure 2-19. Conversation crossing the networks, 192.168.20.0 network side
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The router is engaging in some of the same processes as the host. The router “ARPs”
for Node C and, once it discovers the MAC address, forwards the original ICMP echo
request by building the appropriate Ethernet frame. Node C receives the request and
must generate an ICMP echo reply back to Node A. This whole process begins again
but in the reverse direction. The only difference is that some of the ARP tables will
already be populated.

Note: To be complete, the router has one additional step—it must also process its
routing table. The table is included below.

Figure 2-20. Router routing table

Reading
This chapter is similar to Chapter 1 in that it is not protocol specific although there are
a bunch of protocols represented. No matter what the destination, the first step is
always to process the host routing table. After this has been completed and the correct
entry found, the address resolution process is completed. Understanding the host rout-
ing table can be enhanced by the documentation for the operating system. One helpful
resource is the Microsoft Developer Network or Technet (http://technet.microsoft.com/
en-us/). For a little light reading, I’ve listed several of the protocol RFCs used in this
process.

RFC 791: Internet Protocol DARPA Internet Program Protocol Specification
RFC 792: “Internet Control Message Protocol”
RFC 796: Address Mapping, J. Postel
RFC 826: “Ethernet Address Resolution Protocol”
RFC 894: “A Standard for the Transmission of IP Datagrams over Ethernet Net-
works” C. Hornig
RFC 895: “A Standard for the Transmission of IP Datagrams over Experimental
Ethernet Networks” J. Postel
RFC 917: “Internet Subnets”
RFC 950: “Internet Standard Subnetting Procedure”
RFC 1256: “ICMP Router Discovery Messages”
RFC 1338: “Supernetting: an Address Assignment and Aggregation Strategy”
RFC 1519: “CIDR: an Address Assignment and Aggregation Strategy”
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Summary
Understanding host-based routing involves a whole collection of integrated processes.
Host routing tables, address resolution, masking, Ethernet headers, and the Internet
protocol are all part of the story. The sequence of steps may depend on the location of
the destination and this can affect the construction of the frame and the processing.
Like all networking tables, the host routing table can be manipulated. Understanding
these processes and their interrelated nature are central to good network administration
to facilitate troubleshooting, optimization, and security.

Review Questions
1. What is the very first thing that a node must do before sending a packet?

2. What message is likely if the default gateway is missing?

3. What is the result of ANDing a binary 1 with a binary 0?

4. Hosts always ARP for destinations on their network.

5. Can a host ARP for a destination not on its network?

6. Routers will never modify the Ethernet frame, but they commonly modify IP head-
ers.

a. TRUE

b. FALSE

7. In a host routing table, what will be an identifying characteristic of the gateway
and interface columns for a host on the same network?

8. Do routers use the address resolution protocol?

9. Multihomed hosts are network nodes that have more than one active interface and
they will have more host routing table entries.

a. TRUE

b. FALSE

10. In an ideal situation with ARP tables clear, how many one way packets will be
generated if Node A issues the following command: ping -n 1 192.168.20.1? Why?

Review Answers
1. Process its host routing table.

2. Destination host unreachable

3. 0

4. False, if an ARP table entry exists, no ARP request is generated.

5. No
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6. FALSE

7. The columns will have the same IP address.

8. Yes

9. TRUE

10. 8—Two ARP conversations and two sets of ICMP echo conversations.

Lab Activities

Activity 1—Build the Topology Depicted in Figure 2-2
Materials: Router and three hosts

1. Set up the IP addresses. Giving the router IP addresses will automatically populate
the router routing table.

2. If you are using a Linksys or similar device, you will have to look at the options for
disabling NAT. By default, home gateways use NAT and firewalls and will either
mask or prevent the network traffic.

3. Once completed, test by PINGing all of the network devices.

Activity 2—Host Routing Table
Materials: Node A

1. Examine the host routing table of Node A using the route print command for MS
Windows.

2. Pick two or three destinations. Determine via the ANDing process which of the
entries in the routing table will match the destinations you’ve chosen.

3. Can you pick the gateway and interfaces to be used?

Activity 3—ARP Tables
Materials: Router, host command line, and ARP tables

1. Using the arp -a command, determine the contents of the ARP tables.

2. If present, record the MAC and IP addresses listed.

3. Clear the arp tables. This will vary depending on the device, but issuing the arp
command without an argument will bring up the help page. Be sure to clear the
ARP table of the router as well.

4. Why is this activity important? In order to see the full flow of packets and all of
the processes, all of the tables must be cleared. You need not worry about switch
SATs for this experiment.
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Activity 4—Following the Traffic
Materials: Router, three hosts, and Wireshark

1. Begin a packet capture on all three nodes.

2. Ping between Node A and Nodes B and C.

3. Verify that you have captured ARP and ICMP traffic.

4. Using this chapter as a guide, see if you can follow the flow of traffic between the
nodes. Be wary of the time stamps, as things happen quickly—especially when
attempting to trace traffic across the router.

5. Is there any traffic present that did not pertain to the conversation you created?
Why is it there? Common example will include Windows traffic, domain name
service, and IPv6 multicast.

Activity 5—Addressing
Materials: Router, three hosts, and Wireshark

1. Once you have captured the traffic, open the packets and examine the addresses
used.

2. Can you see the change in addressing from one side of the router to another?

3. Which addresses changed?

4. Do any of the addresses change in pinging between Node A and Node B?
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CHAPTER 3

Spanning Tree and Rapid
Spanning Tree

Ethernet structure and operation are well understood because the base protocol is
consistent from one version to another and the standard behaves predictably in almost
every topology. Since many of the decisions regarding Ethernet—such as the network
interface, signaling, and equipment type—are pre-determined, one might say that
Ethernet deployments are simple and straightforward. However, proper Ethernet net-
work operation is also dependent on adherence to topology rules and other protocols,
such as the address resolution protocol. So a simple network develops some interesting,
and sometimes complex, characteristics.

This chapter is about the Spanning Tree Protocol and its faster version, the Rapid
Spanning Tree Protocol. These protocols wage a continuing battle to prevent against
loops in Ethernet networks. A loop in an Ethernet network is created when the topology
is connected back to itself. This is a problem because unlike the Internet Protocol at
Layer 3, Ethernet does not have any built in protection. Therefore, it cannot prevent
frames from continuously circulating. When loops occur, user connectivity can be sig-
nificantly degraded if not destroyed entirely.

The Spanning Tree Protocol is active by default, and is invisible to network adminis-
trators and users alike. But because it works and is “on” by default does not necessarily
mean that we can ignore it. Sometimes spanning tree is very inefficient. “On by default”
also means that the protocol is working behind the scenes. Spanning tree may have
taken actions making the administrator oblivious to problems on the network. This
chapter will cover spanning tree usage, operation, and security concerns. The spanning
tree protocol is standardized in IEEE 802.1D. While the first version of the spanning
tree protocol has been replaced by rapid spanning tree, the earlier version is often the
default, so understanding the earlier standard is still important. Today, spanning tree
runs on most bridges and switches with the exception of some wireless equipment.
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Why Are Loops Bad?
The basic problem is that at Layer 2, Ethernet does not have any ability to remove
continuously circulating frames or prevent loops. Unlike IP, which has a time to live
(TTL) field, Ethernet devices such as hubs and switches will simply continue to forward
frames even when a loop is present. At first glance, this may not seem like such a big
deal, but when you consider that a single frame passing into a switch may cause several
copies to be created, the impact becomes apparent. Let’s look at a small topology. In
Figure 3-1 three switches are connected in a loop.

Figure 3-1. Switching loop

When Node A communicates with Node B, the first frame sent out is an ARP request
which happens to be a broadcast. Basic switch behavior is to forward this frame out all
ports except for the arrival port. In this case, Switch 1 sends the frame to both Switch
2 and Switch 3. Switch 2 and Switch 3 immediately forward this broadcast frame to
each other. Right after that, they send it right back to Switch 1. Switch 1 now has two
copies of the frame it originally sent and to make matters worse, it does not know that
they are copies. So, Switch 1 forwards these copies right back around to Switch 2 and
3. And so on, and so on... To give you an idea of how bad it can get, switches normally
transmitting dozens of frames per second can be forced to transmit hundreds or even
thousands of frames per second. Backplane utilization can go from less than 10% to
over 80% in less than a minute. Recalling the construction of an Ethernet frame and
forwarding behavior of Layer 1 and 2 devices, there is nothing to address this problem.
Enter the spanning tree protocol.

Radia Perlman is the woman responsible for the Spanning Tree algorithm. The story
goes that while she was working at Digital Equipment Corp (DEC), she recognized the
problem and went home to think about it. She solved it on Saturday and had time to
write a poem about it on Sunday. We’ll cover the protocol later but here is the poem.

Algorhyme
I think that I shall never see
A graph more lovely than a tree.
A tree whose crucial property
Is loop-free connectivity.
A tree which must be sure to span.
So packets can reach every LAN.
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First the Root must be selected
By ID it is elected.
Least cost paths from Root are traced
In the tree these paths are placed.
A mesh is made by folks like me
Then bridges find a spanning tree.

The Structure of Spanning Tree BPDUs
Spanning tree requires that switches send out frames called bridge protocol data units
(BPDUs) and the information contained within these BPDUs is received and processed
by neighboring switches. The basic structure is shown in Figure 3-2.

There are three sections to the BPDU: protocol details, fields specific to the comparison
algorithm, and the timer values. Each of these sections will be explained in greater detail
later on, but to get us started, this frame is encapsulated in an 802.3 frame. Management
frames such as Cisco Discovery Protocol often use 802.3 encapsulation while data
frames use Ethernet Type II.

Figure 3-2. Bridge protocol data unit

The Comparison Algorithm
The whole point of spanning tree is to eliminate loops by automatically blocking ports
on the network. It figures out which ports to block through the comparison algorithm.
The comparison algorithm uses up to four fields to make the comparison: root identi-
fier, root path cost, bridge identifier (transmitting bridge/switch), and the port identifier
(transmitting port). From a spanning tree perspective, lower numbers are better. The
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order is important, with the root identifier being determined first. Figure 3-2 shows a
decoded packet along with the hexadecimal version of the same packet. The spanning
tree header is highlighted to show the associated hexadecimal values. Wireshark pro-
vides some clarification regarding the content of the BPDU, adding some information
that is not present in the actual frame.

The information in these four fields is “compared” with information already known by
the switch. The comparisons are used to make decisions regarding control of looped
topologies. Spanning tree imposes a logical topology on the network by blocking ports
from transmitting data frames. This means that the physical and logical topologies can
differ.

Alliteration aside, the functions of the four fields follow:

Root identifier
An eight-byte field that is a combination of the root bridge priority and the root
bridge MAC address. A typical bridge priority value is 32768 (8000 in hex). The
virtual local area network identifier (VLAN ID) can be added to this number. Since
all of the ports on a Cisco switch start out in VLAN 1, the priority changes to 32768
+ 1 (32769). The hexadecimal equivalent is 8001. In a converged or steady state
topology, all BPDUs will have the same root ID. From Figure 3-2, the decoded view
has a root ID of 32768/1/000af4586b80. Examining the hex section, the value
8001000af4586b80 starts after the first five bytes. This difference is the merging of
the priority and VLAN id.

Root path cost
A four-byte field describing the distance away from the root in terms of the number
and speed of the links. In Figure 3-2, the path cost is 0, which means that we are
looking a BPDU that came directly from the root bridge. The values for link speed
are:

10BaseT 100

100BaseT 19

1000Baset 4

BPDUs leaving the root bridge will have a path cost of 0 regardless of the link speed.
All other BPDUs will have topology-based values. For example, in a 100BaseT
network, BPDUs that are two switches downstream would have a root path cost
of 38, as shown in Figure 3-3.

Bridge identifier
An eight-byte field that is a combination of the transmitting bridge priority and the
transmitting bridge MAC address. “Transmit” is the key here because it refers to
the switch sending the BPDU. Again, the typical value for the bridge priority is
32768 (8000 in hex) with an addition for any VLANs. The switch sending the
current BPDU fills in its own values here. Figure 3-3 is actually a BPDU caught on

52 | Chapter 3: Spanning Tree and Rapid Spanning Tree



the same network as the BPDU seen in Figure 3-2, just farther from the root bridge.
From Figure 3-3, not only has the path cost been incremented, but the bridge ID
has changed. The root ID field stays the same since all of the switches in the top-
ology agreed on this value. The bridge ID is now 32768/1/000af45bcf40
(8001000af45bcf40 in hex) since a switch other than the root transmitted the
frame. In Figure 3-2, the root ID and the bridge ID are the same, which is another
indicator that the BPDU came from the root.

Port identifier
This is the last field in the comparison algorithm. These two bytes are a combina-
tion of the transmitting port priority and the port number. A common value for
the port priority is 128 (80 in hex). From Figure 3-2 we can see that the value is
8002 so the BPDU came from port 2. Figure 3-3 shows a value of 8001, which
means that while the two switches were using the same port priorities, the BPDUs
were sent out on different ports and, based on the different bridge ID, separate
switches.

The first task of the algorithm is to elect a root bridge. It is a straightforward procedure
in which the bridge with the lowest priority and MAC address combination becomes
the root bridge. If all switches start with the same priority (which is common) the switch
with the lowest MAC address becomes the root bridge. It does not matter which switch
starts the process because switches exchange BPDUs and the spanning tree topology
can change based on the information received. After the election of a root bridge, the
spanning tree algorithm elects designated bridges, sets port roles, and blocks ports to
eliminate loops. The following sections will first cover the building blocks of the pro-
tocol and then go through the operational aspects tying all of them together.

Figure 3-3. Increased path cost

The Structure of Spanning Tree BPDUs | 53



Some Definitions
There are several terms used within the spanning tree protocol, and understanding
these will help during the topology example:

Root bridge
This is the switch with the lowest numerical value for its priority and MAC address.

Designated bridge
As traffic leaving a segment of the network flows to the root switch, it may pass
through (be forwarded by) another switch. This switch would be the designated
bridge for that segment.

Root and designated ports
Once the topology has stabilized, all switches downstream from the root switch
will have ports that are closer to the root switch and those that are farther from the
root. The ports that are closer are called root ports. Ports that are farther are called
designated. Another way to look at this is to say that root ports point toward the
root and that traffic on its way to the root switch flows out of these ports. There is
only one root port per switch. Designated ports point away from the root switch
and traffic on its way to the root switch flows into these. All ports on the root switch
are considered designated. Root and designated labels are called the port roles.

Spanning Tree Addressing
Spanning tree uses a specific set of addresses. In Figure 3-4, the Ethernet and Logical
Link Control (LLC) headers are expanded to show the specifics. This is another view
of the frame shown in Figure 3-3.

Figure 3-4. BPDU addressing
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Compare the Ethernet source address in Figure 3-4 (000af45bcf41) to the bridge ID
(8001000af45bcf40) seen in Figure 3-3. Removing the bridge priority leaves
000af45bcf40. Note that the Ethernet source address has simply been incremented by
1. This particular BPDU came from port 1 on the switch because of the port ID of 8001
and now this is verified by the MAC addresses because the port number is simply added
to the MAC address of the switch. If this BPDU would have come from port 10, then
the port ID in the spanning tree data would have been 800a and the source MAC address
seen in the Ethernet frame would have been 000af45bcf4a. So the switch and its indi-
vidual ports have unique MAC addresses.

Occasionally you might have cause to convert a router to a bridge. In
this case, the addressing does not follow this convention and the bridge
ID will also vary.

The Ethernet destination MAC of 0180c2000000 is defined as the Bridge Group Ad-
dress. All switches and bridges are supposed to understand and listen to this particular
address. This is also why a Cisco switch can engage in spanning tree operations with a
switch from another vendor. This address, along with the LLC Destination Service
Access Point (DSAP) and the LLC Source Service Access Point (SSAP), are specified in
IEEE 802.1D for use with the spanning tree protocol.

Port States
In an operating network, administrators are typically unaware of spanning tree port
“states” because several are transitions. By the time one looks, ports that are sending/
receiving traffic are already in a “forwarding” state. All ports start out in the “blocked”
state. Movement between states is governed by a forwarding delay timer.

Blocked
A port in this state can receive but not transmit BPDUs. It does not transmit or
forward data frames. A port in this state may actually begin forwarding depending
on the STP information received (or not received) from neighboring bridges.

Listening
This is the first transitional state and is entered when spanning tree detects that
the port may have to participate in data frame forwarding. The port will receive
and process BPDUs but does not forward data frames. In this state, ports begin
sending BPDUs.

Learning
This state is similar to listening except that the port and switch now understand
the topology and are preparing to forward data frames. The port will continue to
receive and process BPDUs.
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Forwarding
This is the final state. A port will now forward data frames even as it continues to
process any new information from incoming BPDUs.

Shutdown/Disabled
A port that has been administratively shutdown is not participating in either for-
warding of data frames or spanning tree (BPDU frames).

Spanning Tree Timers
Much of the operation of spanning tree is controlled via a series of timers. The values
in use on a network can be seen in the ending BPDU data, such as in Figure 3-3 and
Figure 3-7.

Hello

This timer controls the rate at which configuration BPDUs are issued from the root
switch. A standard value is 2 seconds. When capturing packets this can actually get a
bit annoying, as there are so many of them. The standard BPDU seen in Figure 3-4 is
actually considered the “hello” message.

Max age

Switches keep track of how long they have had the current information. If the age of
this information exceeds the max age timer value (20 seconds) the comparison algo-
rithm may have to be rerun. The current age timer is reset every time new information
is received via a BPDU. An example might be if the neighboring switch transmitting
BPDUs was unplugged. The receiving switch would not receive anymore BPDUs and
the age of the current information would start to climb. Eventually the receiver would
have to find a new path to the root.

Forward delay

This timer monitors the time spent in each of the transitional port states. A 15 second
limit is standard. This also provides insight into the delay between plugging in a com-
puter and receiving a link light. The ports come up blocking, wait 15 seconds as they
listen for BPDUs (listening), another 15 seconds before processing (learning) and for-
warding. Therefore, a common delay for the link light is about 30 seconds.

The Operation of Spanning Tree
To better understand the operation of spanning tree, let’s run through an example using
a small topology. The MAC addresses and BPDU values will be the same as those seen
in the previous packets. Figure 3-5 depicts this topology. Initially all three switches are
powered off. The router simply indicates a pathway off of the network but is not in-
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volved in the spanning tree decisions. The bridge priorities are all set to 32768 + VLAN
or 32769 (8001 in hex) assuming VLAN 1, and the port priorities are set to 128 (80 in
hex). The process begins by powering Switch 1 and then adding switches, examining
the process as we go.

Figure 3-5. Small spanning tree topology

Step 1—Switch 1 Is Powered Up
When a Cisco switch is booting, all of the port link lights are amber, meaning that they
are not currently forwarding traffic. In addition, when plugging a computer into a
switch port, there is usually a delay before the link light goes green. This is because
switch ports typically come up in the “blocking” state. The switch must first learn about
the network topology before it starts forwarding traffic. This is to avoid creating an
immediate loop.

Once Switch 1 has listened for and processed potential BPDU traffic, it is free to begin
forwarding traffic. During this time, the ports have been transitioning between the
various states. Using the debug spanning-tree events command on a Cisco switch yields
the following output:

Figure 3-6. Port states

As port FastEthernet 0/3 (F0/3) comes up it transitions from blocking→listen-
ing→learning→forwarding, pausing for 15 seconds in listening and learning states.

Flowing out of ports 1 and 3 we would see the BPDUs in Figure 3-7. Note that the
Ethernet source MAC addresses and the port IDs seen in the BPDU data correspond
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to the port transmitting the BPDU. Since Switch 1 is the only one running, it is the root
switch and the transmitting switch as well. This is reflected in the BDPU root ID and
bridge ID fields. The path cost for both BPDUs is 0.

Figure 3-7. Step 1 BPDUs

The result of this step can also be seen with the show spanning-tree command.

Figure 3-8. Step 1 show spanning tree

From Figure 3-8, the root ID and the bridge ID are the same. The bridge priority is
listed as 32769. Port F0/1 and F0/3 are forwarding with a cost of 19 (indicating
100Mbps) and a port priority of 128. The timer values are also listed.
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Step 2—Switch 2 Is Powered Up
In steady state conditions, BPDUs flow away from the root bridge. This is simply be-
cause there is no need to inform upstream switches about network conditions since the
upstream switches are the original source. This is true until something in the network
changes. In this case, the MAC address of Switch 2 is lower than that of Switch 1. This
means that if the bridge priorities are the same (they are), Switch 2 will become the new
root. The ports on Switch 2 come up blocking but listen to the BPDUs coming from
Switch 1. Switch 2 notices that the value contained in the root ID field is inferior to its
own bridge ID and responds with a BPDU back to Switch 1 indicating that a coup d’etat
is underway. Examining the debugging output on Switch 1, we can follow its reaction.

Figure 3-9. Switch 1 debug output showing a new root switch

Capturing BPDUs between Switch 1 and Switch 2 shows that the BPDUs are now
flowing from Switch 2 instead of Switch 1. The important details are that the root and
bridge IDs have changed. Recall that since these are the same, this BPDU came from
the root. This is supported by a root path cost of 0. Compare Figure 3-10 to Figure 3-7.

Figure 3-10. BPDU from the new root
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The results can also be seen in the BPDUs transmitted from Switch 1 on the other side
of the topology. In Figure 3-11 the BPDU was sent from the old root (bridge ID field)
but Switch 2 is advertised as the new root in the root ID field (32768/1/000af4586b80).

Figure 3-11. BPDU from old root advertising the new root

The path cost has also increased to 19 because traffic must now cross the 100Mbps
Switch 1 in order to reach the root switch. Lastly, the summary on Switch 1 displays
the changes to the topology in another form.

Figure 3-12. Switch1 show spanning tree with new root
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Figure 3-9 contained the debugging results of Switch 1 receiving a BPDU from Switch
2. This event also changed the information output from the show spanning-tree com-
mand, as shown in Figure 3-12. Like most network processes, examining the packet
captures and the output from the network devices provides a window into the operation
of the protocol.

Step 3—Switch 3 Is Powered Up
With the addition of Switch 3, the topology is complete, though not yet converged.
Based on MAC address and priority, all three switches will recognize Switch 2 as the
root. BPDUs will flow away from Switch 2, advertising the topology information as
they go. Adding Switch 3 does not change very much in the topology except to extend
it. At the farthest point from Switch 2 (top computer in Figure 3-5), a capture would
reveal that the path cost to the root is now 38 and that Switch 3 is the transmitting
switch. This is shown in Figure 3-13.

Figure 3-13. BPDU transmitted by Switch 3

Note that the bridge ID has changed but the root ID has not. The path cost has increased
to 38. The port ID is 8003.

After developing an understanding of the structure and basic operation of spanning
tree, one might realize that given this small network, spanning tree is not necessary
because the topology is not looped. But what if someone came along and connected
Switch 2 to Switch 3 either by accident (happens all the time) or due to an interest in
redundancy? That is where the fun begins. On to step 4.
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Step 4—Creation of a Loop
When a physical loop is created by connecting Switches 2 and 3, spanning tree responds
by blocking one of the ports in the topology. If more loops are created, more ports
would be blocked until all of the loops were eliminated. Initially, the physical and
logical topologies are the same. The decision as to which port is blocked is based entirely
on the information used by the comparison algorithm. But we have another question
to address first: How are loops detected? During normal operations, BPDUs flow away
from the root. Stated another way, a switch should only receive information about the
root switch from one direction. When a switch “hears” about the root via BPDUs on
more than one port, a loop has occurred.

Regardless of the spanning tree version, switches react very quickly to eliminate the
loop. As switches compare BPDU information, the switch with the least impressive
values is the loser and must block a port. Figure 3-14 is a depiction of the new topology
with the loop created. We know that based on the priorities and MAC addresses, Switch
2 became the root switch. Thus, all of the BPDUs seen in this network have the same
value in the first field of the comparison algorithm.

Root ID – 32768/1/000af4586b80

The next field to consider is the path cost to the root. The root switch sends out a path
cost of 0 from ports 2 and 3. Clearly these are the lowest path cost values and the root
will not be asked to block a port. Switches 1 and 3 cannot improve upon either the root
ID or the path cost. So, it is up to Switch 1 and 3 to decide which of the downstream
ports will be blocked as they fire BPDUs at each other.

Figure 3-14. Looped topology

On the link between Switch 1 and Switch 3, BPDUs would be sent out with the same
root ID and, as indicated in Figure 3-14, the same path cost. In this case, the decision
as to which port to block comes down to the bridge ID. With the bridge priorities the
same, the higher MAC address “loses” and Switch 1 must block a port. While the
physical topology will continue as drawn in Figure 3-14, the logical topology will be-

62 | Chapter 3: Spanning Tree and Rapid Spanning Tree

www.ebook3000.com

http://www.ebook3000.org


have like the one seen in Figure 3-15 with port 3 on Switch 1 blocked and the loop is
eliminated.

Figure 3-15. Resolved topology

The output of the show spanning tree command run on Switch 1 (Figure 3-16) depicts
the topology changes made. Remember that the cable is still physically connected.

Figure 3-16. Switch 1 show spanning tree with blocked port

At the top of Figure 3-16 the event is recorded and the final state is displayed at the
bottom with the interface list. Root ports, designated ports, root bridges and designated
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bridges were defined in a previous section. Once the topology has stabilized we can
now clearly see the roles of each network device and port. In Figure 3-17, the letters B,
R, and D indicate blocked, root, and designated ports, respectively.

Figure 3-17. Switch and port roles

These roles can also be seen in the output from the show spanning tree command in
Figure 3-12 and Figure 3-16.

Spanning Tree Messages
In order to arrive at this new stable configuration, the switches swapped quite a bit of
information via BPDUs. The spanning tree protocol has a small collection of messages,
including the steady state “hello” already seen. But with the introduction of a loop and
the need to block a port, it is time to talk about the other message types. The 1-byte
BPDU type is set based on the message used. The 1-byte BPDU flags field provides an
indication of the operation underway. The steady state values are shown in Fig-
ure 3-18. This frame was captured immediately before the loop was introduced.

Figure 3-18. BPDU type and flags
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Configuration
This is the standard message type. The BPDU type field is set to 00. The message
contains all of the information discussed in this chapter. Figure 3-18 is an example
of a configuration BPDU with the flags field set to 00.

Topology Change
This BPDU is meant to indicate that a topology reconfiguration is underway. When
the loop was created, Switches 1 and 3 exchanged BPDUs. Switch 3, understanding
that there was a better path to the root, initiated a topology change or TC. There
are a couple of events that will drive a topology change in a spanning tree topology:
expiration of the max age timer, addition or removal of a switch, links going up/
down, and receipt of new information via a BPDU. In the loop example, the trigger
occurred when Switch 3 became aware of a second pathway to the root switch.
The change to the flags field is shown in Figure 3-19.

Figure 3-19. Topology change flags

Topology Change Notification
Upon receipt of a BPDU from Switch 3, Switch 1 now realizes that the topology is
changing; BPDUs will flow in the same direction but there is a loop. Switch 1 now
sends a Topology Change Notification (TCN) back to the root as shown in Fig-
ure 3-20.

Figure 3-20. Topology change notification
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The TCN BPDU does not contain any configuration information. A close look at
the hex for the BPDU reveals that the trailer (padding of all 0’s) is much larger to
adhere to the Ethernet minimum frame size.

The topology change process continues long enough for all of the ports throughout
the topology to transition to the proper state (forwarding or blocked). Per the
standard, the forwarding delay timer cycles twice. So this amounts to about 30
seconds. You can actually count the number of configuration BPDUs during this
time and usually come up with 15 or 16.

Topology Change Notification Acknowledgement
When a TCN is sent (in this case from 000af45bcf41 on Switch 1), the receiving
switch returns an answer in the form of a TCN ACK message as seen in Fig-
ure 3-21. This message indicates its purpose via the flags field and provides the
most up-to-date information regarding the topology.

Figure 3-21. TCN acknowledgement

The last note I’d like to make regarding the flags field is that it is 1 byte in length, yet
only uses a couple message types. We’ll store this little piece of information away for
use later in the chapter.
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Problems with Spanning Tree
Spanning tree is very good at eliminating loops. It took less than five seconds to solve
the problem in our sample topology. However, when information is lost or when better
pathways are created, spanning tree can be excruciatingly slow. For example, if the
loop was removed from the topology by unplugging the cable between Switch 1 and 2
(reverting back to the one seen in Figure 3-5), spanning tree would not instantaneously
“unblock” port 3 on Switch 1. Instead, we would have to wait for the information
received by Switch 3 to age out. Switch 3 would no longer receive BPDUs from the root
switch. Eventually the max age timer would expire and a topology change would begin.
But how long would it take? The max age timer is 20 seconds, after which the TCN
would be sent. The forwarding delay timer is 15 seconds for both the listening and
learning states. So, port 3 on Switch 1 would remain blocked for 50 seconds even after
the loop was gone. Any node connected to Switch 3 would be isolated for that entire
time. As the network size or complexity increases, this length of time will also increase.
This delay makes the original spanning tree inappropriate for a redundancy solution.

Another problem, and one of the reasons that it is good to understand the protocol, is
that “automatic” spanning tree topologies can often be suboptimal in terms of for-
warding. Assume that a host is connected to Switch 3 and attempts to open a web page.
Based on the original blocking solution (port 3 on Switch 1), the traffic would have to
flow around the entire topology as shown in Figure 3-22.

Figure 3-22. Suboptimal forwarding

In this case, the spanning tree eliminated the loop but created problems for traffic
handling. In order to improve things for all nodes, the priority of Switch 1 could be
changed such that it becomes the root. Recall that the bridge ID is a combination of
bridge/switch priority followed by the MAC address. In Figure 3-23, the priority has
been lowered to 4096 + 1 for the VLAN (1001 in hex) making Switch 1 the new root.

The topology now resolves itself as shown in Figure 3-24. The pathway off the network
for nodes connected to both Switch 2 and 3 is now straight through Switch 1. Port 3
on Switch 1 has been unblocked and port 3 on Switch 3 has been blocked.
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Figure 3-23. BPDU with priority change

Figure 3-24. Topology with new root based on priority

Switch to Switch: A Special Case
Regardless of topology, the whole process begins with the election of a root switch
based on priority and MAC address. From there, switches with the best path cost to
the root become designated bridges for the traffic traveling off of a particular network
segment. In the event of a path cost tie such as that seen earlier in this chapter, the
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nonroot switch having the lowest bridge ID (priority and MAC address) loses and must
block a port. But when does the port ID field get used?

In Figure 3-25, two switches are connected directly to each other in a loop. Again,
spanning tree will step in and block one of the ports. In order to determine which one,
the comparison algorithm must be used:

Figure 3-25. Special case

1. Elect a root Switch. Assuming that the priorities are the same (32768 + 1), the
deciding factor is the MAC address. Switch 1 becomes the root.

2. Path Cost. BPDUs flow away from the root and since both BPDUs are also leaving
the root, they will have a path cost of 0.

3. Compare bridge IDs. Bridge ID is the ID of the transmitting bridge. In this case,
both BPDUs will have the same value of 8001:000af4586b80 since they both come
from the root.

4. Compare port IDs. This is our last chance to stop the loop. All of the other fields
have had the same values in each BPDU. However, when we compare the BPDU
leaving ports 1 and 2, we finally see a difference. From port 1, the port ID is 8001
(priority of 128 and a port number of 1) while the BPDU leaving port 2 on Switch
1 has a port ID of 8002 (priority of 128 and a port number of 2).

Because of the information received from Switch 1, Switch 2 now decides to block its
own port 2 which terminates the loop. It is important to realize that the information
contained in the BPDUs had nothing to do with Switch 2.

Cisco Improvements
Rapid spanning tree protocol (RSTP) has been part of the standards literature for more
than a decade. However, it has not always been supported by vendor equipment. Even
if you had equipment supporting RSTP, it might not be compatible with older bridges
and switches. Cisco deployed a series of improvement to STP in an effort to help speed
up convergence and port forwarding.
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Portfast
Spanning tree is for bridges and switches. Hosts do not care very much about the net-
work topology. So, when a host is connected to the network, it is not really necessary
to have them wait for the transitions between the port states. In fact, devices like voice
over IP phones may actually suffer because of it. This is because the phone is attempting
to complete a number of transactions early in the connection process.

The command spanning-tree portfast informs the port that it does not have to go
through the listening and learning port states. It is very handy when working in a dy-
namic environment during troubleshooting or testing. However, this is only to be used
with end nodes. Accidentally connecting an interface configured for portfast with an-
other switch can create loops. The potential hazards are advertised by Cisco when you
issue the command.

Figure 3-26. Portfast warning

Uplinkfast
Uplinkfast is designed to help speed up convergence in cases where an alternate path
to the root switch exists. One of the downfalls of spanning tree is that it can lead to
lengthy convergence delays because of the timers, even though a failover pathway might
exist. Even in the small topology discussed earlier, the convergence time was 50 seconds
when the loop was removed.

Using the same topology, Switches 1 and 3 will be given the command spanning-tree
uplinkfast and become members of an uplink group with their neighbors. There are a
couple of changes to the BPDU; bridge priority and path cost are increased. This ensures
that they will not become the root as they now have specified roles. Figure 3-27 depicts
these BPDU changes.

Another look at the output from show spanning-tree reveals that the switch has a com-
pletely different view of the topology. The change noted in the BPDU is here but in
addition, one will be listed as an alternate. To be complete, the blocked port was listed
as alternates before (Figure 3-16) but they operated with the longer delays.
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With uplinkfast configured, when the link to the root is lost, the switch immediately
fails over to the secondary pathways through Switch 3. In addition, port 3 on Switch 1
starts forwarding. This takes about 1 second as opposed to nearly a minute.

Figure 3-27. Uplinkfast BPDU

Figure 3-28. Uplinkfast output
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Backbonefast
The uplinkfast goal is to improve slow convergence time for a switch that has lost its
connection to the root switch. But what about when a switch elsewhere in the topology
loses the connection to the root? Normally it would be “every switch for itself” and
max age timers would have to be exceeded before anything could be done. For example,
in topology from Figure 3-17, Switch 2 is the root and Switch 1 is blocking port 3 to
eliminate the loop. Uplinkfast helped with a loss of the connection between Switch 1
and 3. But if the link between Switch 2 (root) and Switch 3 were to be lost, is there
anything Switch 1 can do to help?

With backbonefast, when Switch 3 loses its connection to the root, it responds by
advertising itself as the root via a BPDU sent to Switch 1. However, Switch 1 is still
connected to the original root and so recognizes the BPDU from Switch 3 as inferior.
Switch 1 can use a special frame called a root link query (RLQ) to determine if the root
is still present. If the root still lives, Switch 1 can transition blocked port 3 immediately
to the listening state without waiting for the max age timer to expire. This saves about
20 seconds in convergence time over standard spanning tree.

Figure 3-29. Root link query

Wireshark does not decode the entire root link query. Recall that this is highly propri-
etary and not commonly deployed. However, an examination of the data field shows
us the MAC addresses of the switches involved. Even more telling is the conversation
between the switches. This frame is generated from a nonroot switch upon receipt of
the inferior BPDU. It is followed by an RLQ response from the root switch. Once the
path to the root is established, the blocked port on Switch 1 immediately transitions
to the listening state.
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VLANs and Spanning Tree
Earlier in this chapter, there was an indicator that STP might be affected by VLANs.
The bridge priority takes the VLAN ID into account by adding the value to 32768. From
Chapter 4, VLANs are separate IP networks and exist as separate Layer 2 broadcast
domains. It turns out that each VLAN can have its own instance of spanning tree run-
ning. This means that if needed, each VLAN could have a different logical topology
than the other VLANs running on the same switches. In Cisco language, this is known
as Per VLAN Spanning Tree, or PVST.

Consider the topology seen in Figure 3-30. On the surface, it is the exact same topology
used earlier in this chapter, except that now there are VLANs running on the switches
and the switches are interconnected with trunks. I’ve also added a set of servers for
VLANs 4 and 5. By default, spanning tree would resolve the topology exactly as we
have seen so far, even with the VLANs. This is because even with VLANs, spanning
tree makes its decision the same way. While there are separate VLANs, the logical
topologies will end up being the same, though they will be calculated independently.

The problem is that even on this small topology, we can see that VLAN 4 users on
Switch 3 have to travel all the way around the network to access the servers. This is not
true for the users on VLAN 5 since the servers are located in the center of the network.
To make this more efficient, Switch 1 could be made the root for VLAN 4.

Figure 3-30. Spanning tree topology with VLANs

As before, we’ll make a small change based on priorities. In Figure 3-24, the result of
changing switch priorities is shown in the BPDU. What isn’t obvious is that this priority
change is actually for the VLAN. Specifically this was a change for VLAN 1 since in
that case, all ports were in VLAN 1. The actual command used was spanning tree vlan
1 priority 4096. For this example, the command will be modified to spanning tree
vlan 4 priority 4096. Note that VLAN 5 is not addressed because the root for VLAN
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5 is right where it should be. The result is that the physical topology will not change
but there will be two logical topologies as shown in Figure 3-31.

Figure 3-31. New spanning tree topologies based on VLAN

On the left, we can see that the topology has been modified to block port 3 on Switch
3. This modification brings the resources closer to the VLAN 4 users. The right side
topology remains the same. Examining the show spanning tree output from earlier in
the chapter (ex. Figure 3-16 and Figure 3-28), the VLAN ID is listed as part of the screen
data. For the topologies shown in Figure 3-31, the output from the show spanning tree
command would depict the two configurations by providing separate output for
VLANs 4 and 5. It is important to realize that packet forwarding decisions are based
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not just on the MAC addresses but the VLAN IDs seen on the trunk lines as well. These
details are covered in Chapter 4.

Another important benefit to creating multiple instances of spanning tree is that for a
portion of the logical traffic, ports can now be brought into service that otherwise might
have blocked traffic, improving throughput and performance.

The Rapid Spanning Tree Protocol
The Spanning Tree Protocol from IEEE 802.1D is highly effective at eliminating loops
but very slow at converging in other situations such as recovering pathways. Most
organizations do not depend on spanning tree or other Layer 2 solutions for redun-
dancy, load balancing or failover. Routers often replace switches where these features
are desired. Cisco added improvements such as portfast, uplinkfast and backbonefast
address either slow convergence or port state transitions though not all of these are in
regular use.

The Rapid Spanning Tree Protocol (RSTP), which is standardized in IEEE 802.1w,
improves the performance of the original spanning tree and incorporates many of the
functions seen in the Cisco enhancements. In addition, it is fast enough to become a
dependable component of some robust, highly reliable networks.

A couple of the significant changes include:

• Switches quickly purge old information once new data is received

• Several new port roles are defined.

• Port states have also been modified.

In 802.1D spanning tree, once a port begins forwarding, there is no indication of the
port role within the BPDU. From the BPDUs seen earlier in the chapter, we also know
that while the BPDU type and flags field comprise 2 bytes of data, few values or types
are used. RSTP makes use of these fields to convey additional information regarding
the ports and therefore, the topology.

Rather than transitioning to forwarding and then simply becoming either a root or
designated port, RSTP separates these two ideas and reduces the number of states.

Table 3-1. Port state comparison

802.1D 802.1w

Disabled Discard

Blocked Discard

Listening Discard

Learning Learning

Forwarding Forwarding
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Blocking becomes a port role and is divided into backup and alternate blocked ports.
The roles of designated and root are now variables of the port and are sent along with
the BPDU. Within the flags field, the port states (learning and forwarding) and the roles
are sent along with the BPDU. This is in addition to a change to the protocol version
and signaling. Recall that 802.1D messages are limited to configuration, topology
change notification (TCN) and the TCN ACK. RSTP adds proposals and ACKs for the
proposals. An example of these changes can be seen in Figure 3-32.

Even with these changes, much of the protocol is the same. Root ports are still those
receiving BPDUs and sending TCN BPDUs (point to the root switch) and designated
ports still send BPDUs and receive TCN BPDUs (point away from the root switch).
Switch and port priorities are also used in similar fashion.

Figure 3-32. Rapid spanning tree fields

The Operation of RSTP
Unlike 802.1D spanning tree, in which switches only send BPDUs if they have received
one from upstream, RSTP switches send BPDUs every Hello time regardless. In addi-
tion, rather than wait for the max age timer of 20 seconds to expire, RSTP only waits
for three Hello times (6 seconds) before aging out neighbor information. This means
that there is faster failure detection and the Hello or configuration BPDU can be thought
of as a “keep alive” message. RSTP also allows immediate acceptance of inferior BPDU
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information in the event that the path to the root switch is lost. This is similar to the
behavior of backbonefast.

Ports are now identified according to their link type without the addition of vendor
improvements. Edge ports are those that do not receive BPDUs and so transition to
forwarding immediately without stopping in the other port states. This is similar to
portfast. An edge port receiving a BPDU converts to a standard spanning tree port.
Point-to-point links are those connecting switches directly together. These ports also
transition quickly to the forwarding state because a loop is less likely. This is based on
the port being full duplex. These link types can also be configured manually. Fig-
ure 3-33 depicts the output of the show spanning-tree command after RSTP has been
enabled. Note the changes to the link types.

Figure 3-33. RSTP show spanning tree output

On point-to-point links, switches negotiate for permission to begin forwarding via
proposal and agreement. Upon changes, ports go into “sync” by blocking/discarding
or converting to edge ports. The negotiation elects root ports and transitions some ports
directly to forwarding. For RSTP topology changes, switches start a topology change
timer for all “nonedge” designated ports and the root port. Spanning tree MAC ad-
dresses are flushed for these ports. In this way, the new information is quickly reported
to the other switches in the network. Convergence time is drastically reduced making
RSTP part of redundancy and failover solutions.
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Alternate and backup blocked ports

Alternate ports are blocked ports that still receive BPDUs from other bridges though
better pathways exist. Building on the topology used earlier, I’ve added Switch 4 down-
stream of Switch 3. Upon loss of the “better” pathway to the root via Switch 3, the
alternate port on Switch 1 will quickly transition to forwarding. This is similar to, but
much faster than the idea of uplinkfast.

Figure 3-34. Alternate and backup ports

Backup ports receive BPDUs from their own switch but are the inferior port. In this
case they are blocked but have no guarantee back to the root. This is also shown in
Figure 3-34 on Switch 4. Looking closely at port 2 on Switch 4, we can understand why
it was blocked. Comparing the BPDUs from Switch 3 to Switch 4, the BPDU leaving
port 4 would be inferior. If port 2 on Switch 3 stopped sending BPDUs, port 4 on Switch
3 should take over. But Switch 4 is not guaranteed access to the root since the overall
path did not change; it is still via Switch 3 and so is dependent upon connectivity
elsewhere in the network. This is also one of the few cases where RSTP does not out-
perform 802.1D STP in terms of convergence.

Security
The security concerns with a protocol like spanning tree are not usually directed at loss
of data or intrusion. Instead, administrators worry about network disruption or denial
of service problems. Spanning tree topologies are relatively easy to disrupt by injecting
traffic. Connecting to any port on a switch provides a vector for the injection. Programs
like Yersinia allow attackers to craft the necessary packets. Attacks like this work be-
cause the switches and the protocol assume that the incoming packets have the correct
information. For example, an attacker connecting to any one of the topologies dis-
cussed in this chapter might inject a “bad” BPDU. The attacking BPDU might have a
root priority that is very low compared to the actual root. The “bad” BPDU causes a
topology change with all pathways resolving toward the new root. Once the topology
converges, the attacker can remove the BDPUs and force another topology change.
Changes like this also cause a network traffic to flow toward the attacker, with the
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potential for exposing user data to the attacker. Defense against this sort of attack is
left to commands such as root guard and bpdu guard, which limit the ability of attackers
to inject bad BPDUs or supplant the valid root switch. Attacks like this can be home
grown too. If a network administrator were to install a switch without considering the
spanning tree topology, the very same scenario can occur.

Another concern for network administrators is in the wireless network. Many access
points can be converted to wireless bridges. This is typically done to provide a network
connection to geographically remote sites or nodes. Like an access point, a wireless
bridge has both a wired and wireless interface. A little slip can result in a topology like
that shown in Figure 3-35.

Figure 3-35. Wireless bridging loop

Depending on the type and vendor for the bridge, it may or may not participate in
spanning tree. Imagine if the wireless bridge priority was lower than some of the wired
switches. The topology would be forced to re-converge with the wireless bridge po-
tentially becoming the root. Wireless bridges have nowhere near the capacity of wired
switches. If the wireless bridge does not participate in spanning tree, it is possible that
an unresolved loop may occur or that a port elsewhere in the topology would have to
be blocked. This may limit connectivity for a section of the network.

Reading
IEEE 802.1D bridging standard, “IEEE Standard for Local and metropolitan area
networks: Media Access Control (MAC) Bridges”, (incorporates 802.1w), Jun.
2004.
IEEE 802.1Q VLAN standard, “IEEE Standards for Local and metropolitan area
networks: Virtual Bridged Local Area Networks”, (incorporates 802.1v and
802.1s), May 2006.
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RFC 5556 Transparent Interconnection of Lots of Links (TRILL): Problem and
Applicability Statement

Summary
Spanning tree is a protocol that is part of almost every single Layer 2 network. Because
it runs by default, it is often misunderstood or ignored entirely. However, spanning
tree, and the faster rapid spanning tree, may serve a critical role in the network in
protecting the Ethernet network from Layer 2 loops. The scenarios and packets de-
scribed in this chapter depict the operation and expected behavior of this ubiquitous
process. Rapid and 802.1D spanning have many of the same behaviors, but because of
improvements to convergence speed, rapid spanning tree is the better choice for re-
dundancy in networks. Though the protocols have been around for awhile, and some
of the functions have been supplanted by routers, work continues in the area of Layer
2 loop resolution. Projects like TRILL (Transparent Interconnection of Lots of Links)
indicate that folks, especially Radia Perlman, are not done thinking about the problem.

Review Questions
1. Spanning tree is defined in what standard?

2. The main purpose of spanning tree is to eliminate logical loops.

a. TRUE

b. FALSE

3. What are the four fields used in the comparison algorithm?

4. What are the components of the root ID field?

5. What is the destination MAC address used on a BPDU?

6. Describe the difference between a root port and a designated port.

7. What are the values for the hello, max age and hello timers?

8. Name three Cisco improvements to spanning tree.

9. Rapid Spanning Tree is appropriate for maintaining high speed redundancy in
networks.

a. TRUE

b. FALSE

10. Rapid spanning tree defined what teo types of blocked ports?

Review Answers
1. 802.1D

2. TRUE
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3. Root ID, path cost, bridge ID, port ID

4. Bridge priority and MAC address

5. 01:80:c2:00:00:00

6. Root ports point to the root switch and designated ports point away. Traffic flows
into designated ports on its way to the root switch and out of root ports.

7. 15, 20 and 2 seconds

8. Portfast, uplinkfast and backbonefast

9. TRUE

10. Alternate and backup

Lab Activities

Activity 1—Capture of a BPDU
Materials: A computer with an active network connection to a switch and packet cap-
ture software (Wireshark)

1. If not already connected to the switch, connected the computer NIC to the switch.

2. Once the link light turns green, start the packet capture software.

3. Examine the packets captured and find a BPDU.

4. Open the BPDU and analyze the fields used by the comparison algorithm. What
are the values?

Activity 2—BPDU Address Analysis
Materials: A computer with an active network connection to a switch and packet cap-
ture software (Wireshark)

1. Using the BPDU captured in Activity 1, examine the addressing used. Look for the
following:

2. Source and destination MAC addresses

3. Root bridge MAC address

4. Transmit Bridge MAC address.

5. How are these related to each other? How are they used?

Activity 3—Looping the Switch Back to Itself
Materials: Managed Switch

1. Prior to starting this activity, determine what you are going to do and try to deter-
mine what will happen with this loop.
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2. Using an Ethernet cable, loop one port on the switch to another.

3. What happens to the link lights?

4. In the management interface, what is the status of the ports? Are any blocked? If
so, which one and why? Be very specific in your answer.

Activity 4—Looping Switches Together
Materials: Two or three managed switches, a computer capable of capturing packets

1. This activity assumes access to a collection of switches. Two will be sufficient for
the experiments.

2. As in Activity 3, try to determine what will happen when the loop is created. Be
very specific about what will happen and why.

3. Connect the 2 or 3 switches in a line. Which switch is the root? What will the BPDU
look like at a point farthest from the root? Consider the four fields of the compar-
ison algorithm.

4. Connect the switches in a loop. What port will be blocked? Why? What will the
changes be to the BPDUs on each segment of the network?

Activity 5—Removing the Loop
Materials: Two or three managed switches, a computer capable of capturing packets

1. Using the topology from Activity 4, remove the physical loop you created.

2. How long does it take for the blocked port to move to the forwarding state?

3. What happens if you change the switch priorities on one of the nonroot switches?
How long does it take for the effect to be reflected in the network topology and
BPDUs?
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CHAPTER 4

VLANs and Trunking

The move from hubs (shared networks) to switched networks was a big improvement.
Control over collisions, increased throughput, and the additional features offered by
switches all provide ample incentive to upgrade infrastructure. But Layer 2 switched
topologies are not without their difficulties. Extensive flat topologies can create con-
gested broadcast domains and can involve compromises with security, redundancy,
and load balancing. These issues can be mitigated through the use of virtual local area
networks, or VLANs. This chapter provides the structure and operation of VLANs as
standardized in IEEE 802.1Q. This discussion will include trunking methods used for
interconnecting devices on VLANs.

Problem: Big Broadcast Domains
With any single shared media LAN segment, transmissions propagate through the en-
tire segment. As traffic activity increases, more collisions occur and transmitting nodes
must back off and wait before attempting the transmission again. While the collision
is cleared, other nodes must also wait, further increasing congestion on the LAN seg-
ment.

The left side of Figure 4-1 depicts a small network in which PC 2 and PC 4 attempt
transmissions at the same time. The frames propagate away from the computers, even-
tually colliding with each other somewhere in between the two nodes as shown on the
right. The increased voltage and power then propagate away from the scene of the
collision. Note that the collision does not continue past the switches on either end.
These are the boundaries of the collision domain. This is one of the primary reasons for
switches replacing hubs. Hubs (and access points) simply do not scale well as network
traffic increases.
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Figure 4-1. Before and after collision

The use of switches at Layer 2 eliminates much of the scaling problem because they
filter out problems such as collisions. Instead, transmissions are now governed by the
behavior of the switches and the broadcast domain. A broadcast domain defines the
area over which a broadcast frame will propagate. For example, an ARP request issued
by PC 3 results in a broadcast frame that propagates through the switches all the way
to the routers as shown in Figure 4-2. A broadcast frame has the broadcast address
(FF-FF-FF-FF-FF-FF) as the destination MAC.

Figure 4-2. Broadcast domain

With the improved performance and filtering resulting from the use of switches, there
is a temptation to create large Layer 2 topologies and add lots of nodes, but this creates
a large broadcast domain. The problem is that all devices on a network (computers,
printers, switching equipment, etc.) generate broadcast and multicast frames that tra-
verse the entire broadcast domain, competing with data traffic for bandwidth. Much
of this traffic is for management of the network and includes protocols for address
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resolution (ARP), dynamic host configuration (DHCP), spanning tree (STP), and an
assortment of Windows tasks. Figure 4-3 illustrates the potential difficulty. Assume
that PC1 has generated the following requests: ARP, Windows registration, and DHCP.

Figure 4-3. Broadcast frame growth

Because all of the requests use a broadcast frame, as they are received at Switch 1, the
frames are forwarded in all directions. As the other switches in the topology follow suit,
the frames traverse the entire network and are received at all other nodes and the rout-
ers.

As the number of network nodes increases, the amount of overhead also increases. Each
switch might be connected to dozens of nodes, with each node generating the several
broadcast frames. If enough traffic is created, even a switched network can have poor
performance. Deploying VLANs can help solve this problem by breaking up the broad-
cast domain and separating the traffic.

What Is a VLAN?
A virtual local area network (VLAN) is a logical grouping of ports which is independent
of location. A single VLAN (and the nodes connected in a single VLAN) will behave in
the same way as if it was a separate Layer 3 network. VLAN membership need not be
limited to sequential ports or even ports on the same switch. Figure 4-4 depicts a very
common deployment in which nodes are connected to a switch and the switch is con-
nected to a router. Looking at the left side, the automatic assumption would be that all
of the nodes are on the same IP network since they all connect to the same router
interface.

What is not obvious from the topology on the left is that by default, all of these nodes
are actually part of the same VLAN. So, another way to think about this topology is
based on the VLAN as shown on the right. For example, with Cisco devices the default
VLAN is VLAN 1. This is also called the management VLAN. Its initial configuration
includes all ports as members and this reflected in the source address table or SAT. This
table is often described as being used to forward frames to the proper Layer 2 port based
on the destination MAC. With the introduction of VLANs, the source address table
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reflects the port to MAC address mapping on a per-VLAN basis resulting in more ad-
vanced forwarding decisions. Figure 4-5 displays the output from both the show mac-
address-table and show vlan commands. All of the ports (Fa0/1 – Fa0/24) are in VLAN
1.

Figure 4-5. Switch SAT and VLAN output

Another common topology can be seen in Figure 4-6 in which two switches are sepa-
rated by a router. In this case, a group of nodes are connected to each switch. The nodes
on a particular switch share a common IP addressing scheme. There are two networks,
192.168.1.0 and 192.168.2.0.

Figure 4-4. Basic switch and VLAN topology
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Figure 4-6. Router, switch and VLANs

Note that both of the switches have the same VLAN since, in the absence of any con-
figuration changes, switches from the same vendor will have the same numbering con-
vention. Nonlocal network traffic must be sent to the router for forwarding. Routers
will not forward Layer 2 unicast, multicast and broadcast frames. VLANs provide a
very similar logical topology in that nodes within a VLAN share a common addressing
scheme and that nonlocal traffic (traffic destined for nodes on a different VLAN) must
be sent to the router for forwarding. By creating an extra VLAN on one of the switches
and removing the other, Figure 4-6 can now be redrawn as shown in Figure 4-7.

Figure 4-7. Single switch, multiple VLANs

A VLAN operates in the same way as a Layer 3 IP-based network. Thus, nodes on the
192.168.1.0 network must go to the router when trying to communicate with nodes
on the 192.168.2.0 network even though all of the computers are connected to the same
switch. In order to communicate between VLANs, routing functionality must be part
of the topology. Layer 2 unicast, multicast and broadcast traffic will not cross VLAN
boundaries, therefore traffic generated on VLAN 1 will not be seen by nodes on VLAN
2. Only the switch is aware of the VLANs. The nodes and the router have no idea that
VLANs are in use—they are “non VLAN-aware.” With the addition of the routing
decision, Layer 3 functionality can now be leveraged for additional security settings,
problem/traffic containment and load balancing.
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The Effect of VLANs
Configuring a switch for multiple VLANs reduces the size of each broadcast domain.
Therefore the amount of overhead traffic is lower which reduces bandwidth competi-
tion with data traffic. Stated another way, a node in a particular VLAN has less broad-
cast traffic with which to contend. Since switch forwarding behavior is based on MAC
addresses stored in the source address table, the following rules apply:

• For known unicast destinations, the switch will forward the frame to the destina-
tion port only.

• For unknown unicast destinations, the switch will forward the frame to all active
ports except the originating port. This is called flooding.

• For multicast and broadcast destinations, the switch will forward the frame to all
active ports except the originating port.

However, the switch now has the additional requirement of considering the VLAN of
the destination node. Referring to Figure 4-7, if PC1 were to issue an ARP request,
instead of simply forwarding this frame to every port, the switch determines that the
frame originated on VLAN 1. The result is that only PC2 and the leftmost router in-
terface (192.168.1.254) actually see the frame.

Aims and benefits from the 802.1Q standard:

• VLANs are supported over all IEEE 802 LAN MAC protocols, over shared media
LANs as well as point-to-point LANs.

• VLANs facilitate easy administration of logical groups of stations that can com-
municate as if they were on the same LAN. They also facilitate easier administration
of moves, adds, and changes in members of these groups.

• Traffic between VLANs is restricted. Switches forward unicast, multicast, and
broadcast traffic only on LAN segments that serve the VLAN to which the traffic
belongs.

• As far as possible, VLANs maintain compatibility with existing switches and end
stations.

• If all switch ports are configured to transmit and receive untagged frames (frames
to/from non-VLAN aware devices), switches will work in plug-and-play ISO/IEC
15802-3 mode. End stations will be able to communicate throughout the Bridged
LAN.

VLAN Ports Do Not Need to be Continuous
Since VLANs are logical groupings of nodes that are independent of location, it does
not matter where the nodes connect. Figure 4-8 demonstrates this concept. The top-
ology in Figure 4-7 has been redrawn with the IP addresses of network nodes changed.
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To help with clarity, in this example VLAN 1 is also red and VLAN 2 is blue. Ports 1,
4 and 5 are part of red VLAN 1 while ports 2, 3 and 6 are part of the blue VLAN 2.

It is often the case that network technicians do not wish to rewire the topology every
time that a new node is connected. So, a host may simply be connected to any available
port and the port is then assigned to a particular VLAN. The critical idea is that the
behavior is the same whether or not the ports are right next to each other. Thus, PC1
and PC4 can communicate directly with each other but must use the router to get to
PC2 and PC3. Frames issued on red VLAN 1 will not be seen by nodes on blue VLAN
2.

Figure 4-8. Noncontinuous VLANs

Types of VLANs
There are two types of VLANs: static and dynamic. Both of these types can be used to
cover small or large geographic areas. The type of VLAN that has been discussed thus
far (a single switch divided into multiple VLANs) is called a static VLAN. Membership
is largely determined by geographical location and to which port a particular node is
connected. Most of the nodes in a particular VLAN are likely to be located in the same
building, floor or set of offices. These VLANs can also be thought of as having local
membership.

Figure 4-9 depicts an example of how nodes and VLANs might be arranged. PC1 and
PC2 are physically located in the same part of the building and so are assigned to the
same VLAN. The same is true for PC3 and PC4. It is likely that they serve users from
the same department. This type of topology is configured manually by a network ad-
ministrator who assigns ports on the switch to a particular VLAN. Again, the nodes
and router do not have any knowledge about the VLANs.
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Figure 4-9. Static VLAN, local membership

Most VLANs are configured with static membership. In topologies like those described
above, nodes remain connected to the same port and so there is no need to change
VLAN membership. The desktop computer is usually associated with an office desk or
cubicle assigned to an employee so there is little need to worry that the machine will
move.

There are times when nodes do move around. There may be a need to access different
resources. Ports may be used by different departments at different times or differing
levels of security may be required. Dynamic VLANs are more appropriate for these
situations. Dynamic VLANs allow nodes to move around without altering VLAN
membership. This means that as they plug into a particular port, the switch automat-
ically configures the port for membership in the correct VLAN. A port that was con-
figured for access in VLAN 1 for node A may now switch to VLAN 2 for node B.
Consider the case in Figure 4-10. PC4, now a laptop, is moved from a port in VLAN 2
to a port in VLAN 1.

Case 1—DHCP

If DHCP has been deployed, when PC4 moves, it will simply obtain a new IP address
on the new network, though this is not guaranteed. This may actually be the most
common behavior for nodes connecting to a network on a particular VLAN. However,
if services or security measures are in place and the organizations’ policy is to maintain
separation between VLANs, then this configuration may pose a problem—access to
the server. Once on the new network, PC4 may no longer be able to reach the correct
server or may require additional configuration to support the move.
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Case 2—No DHCP

If the IP address of PC4 is statically configured, when it moves to the new location, its
IP address will not match the network. It will no longer be able to reach the IP address
of the gateway or the server. In this case, the node will not have any connectivity at all.

Solution: Dynamic VLANs

However, if the switch is smart enough to recognize that PC4 has now moved to a new
port, it may be able to automatically repair the connection. Once PC4 connects to the
new port, it will generate traffic. Upon receipt of a frame from PC4, the switch com-
pletes a database look up to determine the VLAN membership and then will assign the
port to the proper VLAN. Once this has occurred, PC4 will be able to communicate
just as it did before the move. The new topology would look like the one shown in
Figure 4-11. The node will not even have to change its IP address.

Figure 4-11. New dynamic VLAN topology

Figure 4-10. Moving from one VLAN to another
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But how does the switch know? The most common method of assigning dynamic VLAN
membership is via the MAC address. As soon as the node generates a single frame, the
switch completes the MAC address query and then assigns the port. The nodes still do
not have any knowledge that VLANs are used. VLAN membership can also be based
on other criteria or tied to authentication schemes such as 802.1X.

VLANs Between Switches
So far, the VLANs discussed have been deployed on a single switch. The question arises:
“What happens if multiple switches are part of the overall network fabric? How does
it work?” The answers depend on the switch configurations. A default topology is
shown in Figure 4-12 where two switches have simply been powered up and several
nodes connected. The default VLAN for both switches (if we assume Cisco devices)
will be VLAN 1. This also means that the connections running between the switches
will also be in VLAN 1. The router provides the egress point for all nodes.

Figure 4-12. Multiple switches, single VLAN

In this default topology, the nodes will not have any trouble connecting to each other
because the source address tables on the switches will show that they are all in the same
VLAN. This will allow the unicast, multicast and broadcast traffic to flow freely. Note
also that the nodes exist on the same IP network. The connection between the switches
uses either a crossover cable or an uplink port.

Problems occur when new VLANs are created as shown in Figure 4-13. Since the
VLANs create Layer 3 boundaries around the ports connected to the hosts, they are
not able to communicate.

Examining Figure 4-13, there are a couple of problems. First, the computers are all on
the same IP network, despite being connected to different VLANs. Secondly, the router
is isolated from all of the nodes because it is in VLAN 1. Lastly, the switches are inter-
connected via different VLANs. Each of these would create communication difficulties,
but taken together, there is little or no communication between network elements.

It is often the case that a switch may be full or that nodes within the same administrative
unit are geographically separated from each other. In these cases, a VLAN can be ex-
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tended to neighboring switches through the use of a trunk line. Trunks will be discussed
in greater detail later in this chapter, but for now it is sufficient to say that trunks
connecting separate switches can, among other things, convey VLAN information be-
tween network devices. Figure 4-14 suggests several changes to repair the items noted
in Figure 4-13.

Figure 4-14. Topology repaired with trunking

Repairs to the topology include:

• PC1 and PC2 have been assigned to the 192.168.1.0 network and VLAN 2

• PC3 and PC4 have been assigned to the 192.168.2.0 network and VLAN 3

• The router interfaces are connected to VLANs 2 and 3.

• The switches are interconnected via trunk lines.

Note that while the trunk ports appear to be in VLAN 1, they are not as denoted by
the letter T. Trunk ports do not have membership in any particular VLAN. Now that
the VLANs persist across multiple switches, the nodes can be physically located any-
where and still be members of the same VLAN. When several switches are configured
with VLANs and ports maintain their VLAN membership, the architecture is referred

Figure 4-13. Problems with additional VLANs
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to as “end-to-end” and “static.” It is not uncommon to have these switches located in
different wiring closets, or even different buildings. Switches in the same closet can also
be interconnected via trunk lines.

What is a Trunk?
Generally, there are two ways to look at a trunk line. In telephony, the term trunk refers
to connections between offices or distribution facilities. These connections represent
an increased number of lines or time division multiplexed connections as shown in
Figure 4-15. Examples include 25 pair bundles or T carriers.

Figure 4-15. Telephone lines and trunks

For data networking, trunks have little to do with increasing the number of connections
between switches. The primary use of a trunk line in a data network is to convey VLAN
information. The trunk line shown in Figure 4-14 carries VLAN and quality of service
information for the participating switch.

When a trunk line is installed, a trunking protocol is used to modify the Ethernet frames
as they travel across the trunk line. In Figure 4-14 the ports interconnecting the switches
are trunk ports. This also means that there is more than one operational mode for switch
ports. By default, all ports are called “access ports.” This describes a port used by a
computer or other end node to “access” the network. When a port is used to intercon-
nect switches and convey VLAN information, the operation of the port is changed to
a trunk. For example, on a Cisco switch the mode command would be used to make
this change. Other vendors indicate that the port is now “tagged,” indicating that a
VLAN id will now be inserted into the frames. The 802.1Q standard also includes a
provision for “hybrid” ports that understand both tagged and untagged frames. To be
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clear, nodes and routers are often unaware of the VLANs and use standard Ethernet or
“untagged” frames. Trunk lines providing VLAN or priority values will be using “tag-
ged” frames. An example of a tagged frame can be seen in Figure 4-17.

So, on the trunk ports, a trunking protocol is run that allows the VLAN information
to be included in each frame as it travels over the trunk line. For configuration, there
are generally two steps: converting the port to trunk mode and determining the en-
capsulation (trunking protocol) to be used.

Using Figure 4-16 we’ll go through an example of two nodes communicating over a
trunk line. There are several steps to the process (in addition to host routing) so Fig-
ure 4-16 is labeled based on the steps listed.

Figure 4-16. Trunking traffic between switches

PC1 sends traffic to PC2 after processing its host routing table. These nodes are in the
same VLAN but they are connected to different switches. The basic process:

1. The Ethernet frame leaves PC1 and is received by Switch 1.

2. The Switch 1 SAT indicates that the destination is on the other end of the trunk line.

3. Switch 1 uses the trunking protocol to modify the Ethernet frame by adding the
VLAN id.

4. The new frame leaves the trunk port on Switch1 and is received by Switch 2.

5. Switch2 reads the VLAN id and strips off the trunking protocol.

6. The original frame is forwarded to the destination (port 4) based on the SAT of
Switch 2.

The packet shown in Figure 4-17 provides detail on this modification. In this particular
case, the trunking protocol that has been used is IEEE 802.1Q. This frame is an ICMP
echo request from PC1→PC2 and because it traverses the trunk line, the VLAN tag must
be included so that Switch 2 knows how to properly forward the packet.
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The Ethernet frame is intact but now has several additional fields such as the VLAN
ID. In this case, the two computers communicating are on VLAN 2. The binary value
of 0000 0000 0010 is shown. Note that the IP and ICMP headers have not been modi-
fied. However, because this is a change to the actual frame, the Cyclical Redundancy
Check (CRC) at the end of the Ethernet frame must be recalculated. Trunking probably
doesn’t get as much attention as it should but, as soon as VLANs are configured on the
switches, a trunking protocol must be used if the VLANs are to persist from one switch
to another. Without a trunk, the nodes will probably all be on the same VLAN which
can lead to the problems noted earlier. Trunks and VLANs are a vital part of standard
topologies.

Trunking Protocol Standards
There are two trunking protocols used on modern communication networks: Inter-
Switch Link (ISL) from Cisco and the aforementioned nonproprietary IEEE 802.1Q.
Of the two, IEEE 802.1Q is the industry standard. Even Cisco switches now use IEEE
802.1Q (dot1q) by default.

IEEE 802.1Q

The IEEE 802.1Q standard is actually entitled “IEEE Standards for Local and Metro-
politan Area Networks: Virtual Bridged Local Area Networks” and is primarily con-
cerned with VLANs themselves. The trunking protocol or “tagging” of frames is dis-
cussed in latter sections of 802.1Q. As a reminder, IEEE 802.1D is the standard for
MAC Access Control Bridges upon which Layer 2 networks are constructed. Switch
vendors adhere to both of these standards and then add enhancements such as man-
agement. The IEEE 802.1Q standard bases much of its language on documents such
as the ISO/IEC 15802-3 standard for MAC bridges.

When using IEEE 802.1Q, a 4-byte header is inserted in between the Ethernet and IP
headers. Per the 802.1D standard, it is inserted 12 bytes into the frame immediately
following the source MAC address. Therefore, frame is actually changed. So, the Ether-
net type, which indicates the kind of encapsulated data, must also change. As an ex-
ample, IP packets have an Ethertype value of 0800 but when running over a trunk it is
changed to 8100 as shown in Figure 4-18.

Figure 4-17. Ethernet frame with 802.1Q trunking
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Figure 4-18. Ethertype for IEEE 802.1Q

The 802.1Q header is straightforward and includes the following fields:

The tag protocol identifier (2-byte TPID)
The value of 8100 can be seen just before the highlighted hexadecimal.
The tag control information (2-byte TCI)

There are three ways that this information can be structured but those used in token
ring and FDDI networks will not be covered here. The TCI includes the priority, Can-
onical Format Indicator and VLAN ID. The 2-byte hexadecimal TCI from Fig-
ure 4-18 is 20 65.

Priority
Used in quality of service implementations, also called class of service. This is a
three bit field with values ranging from 000 (0) to 111 (7). The default value is 0
though vendors recommend higher values for certain types of traffic. For example,
VoIP traffic is typically set to binary 101 (base 10: 5). Figure 4-18 depicts a slightly
elevated priority of 2. Figure 4-19 depicts prioritized traffic from another network.
In this case, the priority is set to 111 (7).

Canonical Format Indicator (CFI)
This single bit field was used to indicate bit orders or flags for routing information
associated with legacy protocols such as token ring and FDDI. Today, almost all
switching is Ethernet. So, the field is almost never used and the value is typically 0.

VLAN ID
The last twelve bits are allocated for the VLAN ID for values ranging from 1 to
4095. The VLAN ID in binary is 1100101. This corresponds to VLAN 101 in base
10 numbers.

Figure 4-19. Tagged frame with priority field
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Inter-switch link (ISL)

As this is an older Cisco proprietary protocol, not much time will be spent on its de-
scription. Figure 4-20 shows an ISL tagged frame and illustrates a different approach
to tagging. IEEE 802.1Q performs what is called “internal tagging” by inserting the
VLAN header in between the Ethernet and IP headers. This also forces a recalculation
of the frame CRC. ISL prepends the tag. The ISL header is also considerably larger than
the 802.1Q header and does not provide for priority handling. Modern Cisco equip-
ment uses IEEE 802.1Q as the default trunking and tagging protocol.

Figure 4-20. ISL tagged frame

Pruning
While a particular VLAN may extend well beyond a single switch and may exist
throughout much of a topology, it is not necessary to have it persist on every switch.

In Figure 4-21, VLANs 1, and 2 exist on both Switches. But VLAN 3(yellow) only exists
on Switch 1. It doesn’t make much sense to have the traffic for VLAN 3 forwarded to
Switch 2. The benefits include a reduction in trunk line traffic and potential security
improvement through this pruning capability, especially with static topologies. Switch
1 prunes VLAN 3 traffic (prevents passage) out its trunk port.

Figure 4-21. Pruning example
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Vendors have different approaches to pruning; some permit all VLANs by default
(Cisco), others deny all VLANs by default. Regardless of vendor, it is always a good
idea to examine the trunking configuration and determine the best approach for tagged
frames and untagged frames and pruning.

VLAN Design Considerations
VLANs create boundaries that can isolate nodes or traffic so some thought should go
into the design of a multi-VLAN topology. The general question to ask is “Who is
talking to whom and what are they trying to get done?” The following list provides
some guidelines.

Scaling considerations
How big is the network and how far does the traffic have to go?

Traffic patterns
Over what pathways do packets/frames travel?

Applications
Why is the traffic there? What are the hosts trying to do?

Network management
Is SNMP or some other management protocol running? How will you get to all of
the nodes?

Group commonality
What do nodes have in common? Are there shared resources or traffic patterns?

IP addressing scheme
What does the IP address space look like? How many nodes will be in each VLAN?

Physical location
Do the nodes occupy the same office? Floor? Building?

Static versus Dynamic
Are the nodes moving around or are they stationary?

End-to-end versus Local VLANs
Are there nodes outside of a location that should be part of the same VLAN?

80/20 versus 20/80 traffic flow pattern
Is a majority of the flow internal or external? Is this pattern changing?

Common security requirements
Are these nodes servers? End nodes? Wireless? Do the nodes represent vital com-
pany resources? Are these public facing machines?

Quality of service
Are there quality of service concerns?

In addition to these general questions, there are other good practices to follow that will
help reduce exposure to security risk and protect vital network resources.
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• Wireless should be in its own VLAN. Since wireless is a shared media, all broadcast
and much of the multicast traffic coming from the switch will be shared as well. In
addition, any flooded unicast traffic will be seen by all wireless nodes. Creating a
VLAN for wireless nodes narrows the traffic that they can see. In addition, a po-
tential attack via wireless will have a boundary to cross before reaching other por-
tions of the network.

• VoIP elements should also be in their own VLAN. This is as much for quality of
service as it is for protection. Anytime real time voice traffic has to compete for
bandwidth, there is the potential for performance degradation. Security concerns
are to some extent relieved by the VLANs as well. Tools such as Wireshark can not
only capture but decode and play voice traffic so it is important to keep voice traffic
separated wherever possible.

• Other important network devices such as servers or even users of sensitive data
should be placed in their own VLANs. In addition to the reasons already stated,
many vendors have features that allow the creation of VLAN specific security and
QoS policies.

Security Considerations
This chapter has discussed the need to isolate traffic. Organizations need not forward
data to every single port because this is inefficient and represents a security risk due to
potential eavesdroppers. There are several configuration items that should be part of
any VLAN deployment checklist. One of the biggest challenges associated with de-
ploying a network device is understanding default behavior. Switches and routers are
no different, particularly as the number of features increases.

One of these items is the default configuration mode of the ports on the switch. Most
switch ports will wind up connected to computers and so will act as access ports. What
is not obvious is that on many devices, the default configuration is not access, but
dynamic. This means that the port is willing to negotiate the mode of operation. If two
switches are connected together, and one switch is configured with a trunk port, it is
often the case that it will generate dynamic trunking protocol messages. Once received,
this message may cause the second switch to convert its port to a trunk automati-
cally. This is shown in Figure 4-22.

Initially this auto-configuration sounds convenient but what is to stop an attacker from
generating the same message and converting a port in the same way? The attacker’s
port will then receive broadcast, multicast and flooded unicast traffic for all VLANs
not pruned. In addition to allowing the attacker to learn more about the network, it
also means that the attacker may be able to generate tagged frames that will be delivered
over the entire network. Whenever possible, dynamic configuration should be turned
off.

In addition to pruning for proper VLAN boundaries and the default configurations of
the ports, it may be prudent to add a couple of additional configuration changes. Un-
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used ports can be collected into a “deadend VLAN” that is not routed and is pruned
from the network. Anyone connecting to a port in this VLAN will be isolated. In ad-
dition, many vendors offer security enhancements to ports such as authorized MAC
addresses and restricting the number of MAC addresses allowed. When invalid MAC
addresses are seen on the port, the port will automatically be shutdown or disabled.

Reading
IEEE 802.1Q standard is actually entitled “IEEE Standards for Local and Metro-
politan Area Networks: Virtual Bridged Local Area Networks”
ISO/IEC 15802-3 ANSI/IEEE Std 802.1D Information technology—Telecommu-
nications and information exchange between systems—Local and metropolitan
area networks—Common specifications—Part 3: Media Access Control (MAC)
Bridges

Summary
VLANs are a basic tool for creating network boundaries. While they can create chal-
lenges regarding the forwarding of traffic, they can be a powerful tool for handling
security and quality of service concerns. This chapter discussed the operation of VLANs
and the methods used for propagating VLANs throughout a larger topology. When
deploying VLANs and trunks, there are several design considerations to take into ac-
count. One must address the basic questions of “Who is talking to whom and why?”
As topologies and the VLANs grow, so does the complexity. It is important to review
the default operation and configuration of network elements in order to ensure that
locally created configurations do not place the network at risk.

Figure 4-22. Dynamic port configuration security exposure
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Review Questions
1. Broadcast frames will continue to propagate until they reach a routed interface.

a. TRUE

b. FALSE

2. Broadcast and multicast traffic will cross VLAN boundaries but unicast traffic will
not.

a. TRUE

b. FALSE

3. By default, all hosts are connected to the same VLAN.

a. TRUE

b. FALSE

4. Hosts do not usually know to what VLAN they are connected.

a. TRUE

b. FALSE

5. In a contemporary data network, the primary used of a trunk line is to convey
VLAN information.

a. TRUE

b. FALSE

6. While they are both part of a switch, the source address table and the VLANs are
not integrated in any way.

a. TRUE

b. FALSE

7. Which of the following is the industry standard trunking protocol?

a. ISL

b. IEEE 802.1

c. VLANs

8. Pruning is the practice of preventing unauthorized access to trunk lines.

a. TRUE

b. FALSE

9. Dynamic port mode is a security risk because by default attackers can see all un-
pruned VLAN traffic.

a. TRUE

b. FALSE

10. Services such as VoIP and wireless users should be placed in their own VLANs.

a. TRUE
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b. FALSE

Review Answers
1. TRUE

2. FALSE

3. TRUE

4. TRUE

5. TRUE

6. FALSE

7. B

8. FALSE

9. FALSE

10. TRUE

Lab Activities

Activity 1—Setting Up a Local VLANs
Materials: A VLAN capable switch and a router. Note: A home gateway may be used
if it can be converted to a router to avoid confusion over the NAT operation.

Note: The goal of this particular activity is simply to understand the basic configuration
necessary for routing between VLANs without trunks, as shown in Figure 4-23.

Figure 4-23. Activity 1
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1. On the switch create a pair of VLANs.

2. Add a host to teach VLAN and determine the IP addressing scheme. As an example
one VLAN might use 192.168.1.0 and the other 192.168.2.0. Handy Cisco com-
mand: switchport access vlan X.

3. Connect a router interface to each of the VLANs and assign the proper IP address-
ing. At this point, the nodes on different networks should be able to successfully
PING each other.

Activity 2—VLANs and the SAT
Materials: A VLAN capable switch and a router.

1. Once the topology from activity 1 is complete, PING between all of the nodes and
router interfaces.

2. On the switch, examine the source address (MAC address) table. Handy Cisco
command: show mac-address-table

3. Compare this table to one in which all of the nodes are in the same VLAN.

4. Using the information in the SAT and the routing table of the router, develop a
step by step procedure for forwarding packets from one computer to the other.

Activity 3—What Can You See?
Materials: A VLAN capable switch, a router and Wireshark.

During this activity, the goal is to determine how far traffic in one VLAN will travel
and if it can be seen on another VLAN on the same switch.

1. Start a capture on one of the network hosts in one of the VLANs.

2. In the other VLAN, generate broadcast traffic by “PINGing“ an unused IP address
on the same network. This will cause an ARP request to be transmitted.

3. From this same source host, generate unicast traffic by “PINGing” the router.

4. It turns out that Windows-based computers periodically generate multicast traffic
as they search for services.

5. Did the capture node in the other VLAN see the unicast, multicast or broadcast
traffic that was created by the source host? The answer should be “NO.”

6. As an additional experiment, change the IP address of the capture host so that it
is on the same network as the source host. They should now be on the same net-
work but in different VLANs. Attempt to PING between these two nodes. This
attempt should fail because even though they are on the same network, the switch
has separated them and the traffic is not allowed to cross the VLAN boundary.
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Activity 4—Basic Trunking
Materials: A second VLAN capable switch, a trunk capable switch and a router.

1. Connect another switch to the topology already constructed.

2. On the new switch create the same VLANs.

3. Move one host into each VLAN. If you have a shortage of computers, it is sufficient
to place one in a VLAN on the first switch and a second in the other VLAN on the
new switch, as shown in Figure 4-24.

Figure 4-24. Activity 4

4. On each switch, configure as trunks the ports used to interconnect the two
switches. Handy Cisco commands: switchport mode trunk, switchport trunk en-
capsulation dot1q

5. At this point, the network hosts should be able to PING each other.

6. As an additional experiment, explore the capabilities of the switches and attempt
to set up a host capable of capturing the traffic running over the trunk. This is
typically done with a span, mirror or monitor port. The goal is to examine the IEEE
802.1Q tags used on the trunk. Handy Cisco command: monitor session
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CHAPTER 5

Routing Information Protocol

Of course, in order to define which route is best, we have
to have some way of measuring goodness.

—RFC 1058

The Routing Information Protocol, or RIP, is an interior, distance vector protocol for
small networks. It is defined in IETF RFCs 1058, 1388 and 1723. It was one of the first
routing protocols used on the Internet. This protocol has been through two versions
in order to handle classless address spaces. This chapter covers the protocol construc-
tion, operation and the content via packet capture. RFCs updating RIP to version 2 are
circa 1998. Even at that time it was often held that RIP was an inferior routing protocol
that had already had its fifteen minutes of fame. However, RIP still had fans. Quoting
from RFC 2453:

With the advent of OSPF and IS-IS, there are those who believe that RIP is obsolete.
While it is true that the newer IGP routing protocols are far superior to RIP, RIP does
have some advantages. Primarily, in a small network, RIP has very little overhead in terms
of bandwidth used and configuration and management time. RIP is also very easy to
implement, especially in relation to the newer IGPs.

Additionally, there are many, many more RIP implementations in the field than OSPF
and IS-IS combined. It is likely to remain that way for some years yet. Given that RIP will
be useful in many environments for some period of time, it is reasonable to increase RIP’s
usefulness. This is especially true since the gain is far greater than the expense of the
change.

And this was prior to the implementation of RIPv2. RIP has since been included in
other standards such as the High Assurance Internet Protocol Encryptor Interopera-
bility Standard or HAIPE IS. Additionally, with RFCs 2082 and 4822, work has been
done to improve the security of RIPv2. These efforts would indicate that RIPv2 has
some life left. However, even in the absence of worldwide domination, RIP stands as a
pretty good reference and learning environment for routing.
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Version 1 Versus Version 2
RIP has been around a long time. While successful, it was not without problems and
RIP version 1 has been superseded by RIP version 2. RFC 1923 discusses the applica-
bility, or lack of applicability of RIPv1. The problems with RIPv1 all stem from its
classful nature or strict adherence to networks based on Class A, B and C sized net-
works. RIPv1 messages do not include network masks and so lack the flexibility of
modern approaches to managing address space. To summarize RFC 1923, RIPv1:

• RIPv1 assumes the locally used mask is the mask for the entire set of networks.

• RIPv1 cannot be used with variable length subnetting, supernetting and classless
interdomain routing.

In addition, RIPv1 is called a “simple distance vector” protocol which means that even
with enhancements such as split horizon and poison reverse, it may have to use time
consuming techniques such as count to infinity in order to converge. The RFC con-
cludes that if we must use a distance vector protocol, use RIPv2 and consider activating
its modest security features. This chapter will discuss both versions of the protocol in
terms of packets since RIPv1 is the default. However, the clear recommendation is to
use RIPv2. The ideas of split horizon, poison reverse and count to infinity will be cov-
ered later in this chapter.

Protocol Description
The story of RIP usually begins with RFC 1058 but the RFC actually an attempt to
consolidate ideas that were already in use, one of which (Berkeley Unix “routed” using
distance vector) was the defacto standard for routing at the time. But even in 1988 it
was generally assumed that RIP would not be appropriate for routing across large in-
ternets. Instead, the approach would be that an autonomous system (AS) would use
an interior gateway protocol (IGP) such as RIP and then some other routing protocol
to communicate with other AS networks. To quote from RFC 1058:

RIP was designed to work with moderate-size networks using reasonably homogeneous
technology. Thus it is suitable as an IGP for many campuses and for regional networks
using serial lines whose speeds do not vary widely.

RIP is a distance vector protocol. Distance vector protocols are usually described as
implementing the Bellman-Ford algorithm to find the best pathways. But the class of
protocols are previously defined in “Flow in Networks” by Ford and Fulkerson. While
it has a long lineage dating back to Xerox networks, RIP is designed for IP routing. RIP
is a routing protocol that uses table exchange to update neighboring routers. The idea
is that each router will send its own routing table out active interfaces via the user
datagram protocol (UDP). Figure 5-1 depicts the encapsulation used.
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Figure 5-1. RIP encapsulation

Routers receiving the information decide whether or not to update their own tables.
Routers use the source IP address in the IP packet as the forwarding router. Recall from
Chapter 1 that forwarding router IP addresses are critical for the next hop. Information
improving either the prefix length or the metric will be saved. This assumes that the
administrative distance will be the same on an “all RIP” network. This new network
information may be part of future updates. Straight routing table exchange can create
as many problems as the move to dynamic routing may solve. For this reason, RIP also
includes several mechanisms to speed convergence and avoid loops including the tech-
niques of split horizon, poisoning and count to infinity mentioned above.

RIP internets are limited in size to 15 hops. This means that as far as RIP is concerned,
16 is infinity or unreachable. Each network that is crossed has a value of 1 hop. This
hop count is the “metric” used by RIP to measure distance. RIP does not consider any
real time data such as cost, utilization or speed. Thus, every pathway is measured using
the same standard. Routers receive RIP updates from directly connected neighbor
routers. A router receiving an update will in turn send out its own update. Before a
router can send an updated routing advertisement, it must increase the metric of all
learned routes by 1. The new update will be sent out with the IP address of the new
router. This IP address will be the “next hop” router entered into the neighbors’ routing
table and the metric will be the distance to the destination via that IP address.

Remember that a routing table entry retains information about the age of the informa-
tion, the destination address, the next hop or gateway from the routers point of view,
the local interface used to reach the next hop and the cost of the route. Using this
information, a router can make a “distance vector” sort of decision regarding the via-
bility of the route. Because this information is sent to neighboring routers, and any
updates are also sent, it is possible to understand the entire collection of networks
talking only to adjacent routers.

The administrative distance or protocol value assigned to RIP is 120. This information
will appear in the routing table along with the prefix lengths and metrics.

Structure
As can be seen in Figure 5-2, RIPv1 packets have a simple structure. This particular
packet was caught in the early configuration stage of the topology used in this chapter.
At this point, the network was configured with RIP version 1 only.
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Command
A 1-byte field that describes the message type. A request asks for a routing table
and a response contains the routing table of the router. There are a couple of other
messages defined but these are now obsolete.

Version
This is also a single byte allocated to the flavor of RIP being used.

Zero
Following the version field and the address family identifier, there are “must-be-
zero fields.” These are 2 bytes in length. An 8 byte must-be-zero field follows the
actual IP address of the destination network.

Each entry in the routing table is given space for information about the network and
its metric. The hex for the 192.168.2.0 network is shown in Figure 5-3.

Figure 5-3. Hex example for network 192.168.2.0

Figure 5-2. RIPv1 packet
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Address Family ID (AFI)
This value indicates that type communication protocol used on the current net-
work. While there is room for other protocols to be listed, no other values were
defined in RFC 1058. The AFI for IP is 2.

IP address
This is the IP address for the destination network in the routing table. In the hex-
adecimal example, the 192.168.2.0 network is c0 a8 20 00.

Metric
This is the distance to the destination network by hop count. In the example, the
hop count is 1. This is a 4-byte field.

RIPv1 packets are limited to 512 bytes in total length. In the event of large routing
tables, entries can be divided into multiple packets.

The structure of the RIPv2 packet shown in Figure 5-4 is similar, with the addition of
a couple of fields for subnets. For consistency, this packet examines the same network
address.

Figure 5-4. RIPv2 packet

The message format of the two versions is essentially the same with fields defined in
RFC1058 remaining unchanged. Comparing the hexadecimal portion of the packets
seen in Figure 5-3 and Figure 5-4 we can see that the same number of bytes has been
assigned in each version. Changes to the global packet in RIPv2 include the version
value and the routing domain field.

Routing domain
Along with the route tag for individual destinations, the RIP routing domain dif-
ferentiates the current RIP set of networks from those learned from external pro-
tocols.
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For the individual networks, netmask, route and next hop fields have been added.

Netmask
This is the mask of the destination network. There is some concern that this field
may be misinterpreted by routers running RIPv1 so some care should be taken in
a mixed version environment. Or, simply use RIPv2.

Route tag
The route tag field is an attribute used to identify a route that has been learned
from an external source such as another IGP. The route did not originate from the
current RIP set of networks.

Next hop
Normally a router receiving a RIP message uses the source IP address as the next
hop for routing table entries. If this field has a value of 0.0.0.0, the router will use
the source IP of the update for the next hop. There are times that there will be more
than one pathway to the destination, in which case the source IP address and the
next hop may not match. In all cases, the next hop address must be reachable from
the network to which it was advertised.

A final note on the address family ID for RIPv2: RIPv2 allows for authentication of
RIPv2 messages. Should the AFI be set to a value of FFFF, then the space allocated for
the network destination (20 bytes) will be used for the authentication information. It
will include a 2-byte authentication type and 16 bytes of authentication data.

Basic Operation
As discussed earlier, RIP uses table exchange to update its neighboring regarding
reachable networks. The topology shown in Figure 5-5 will be used to step through the
basic operation of RIP and some of the techniques used to optimize RIP for perform-
ance. Since RIPv1 should not be used, all of the examples discussed will use RIPv2.
This topology has four networks. The IP addresses of the router interfaces are included.
You probably recognize it from Chapter 1 and this discussion will start out the same
way.

Figure 5-5. RIP topology
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Initially the routers have been configured with their IP addresses but RIP is not currently
running. The routing tables of the routers will only contain the directly connected
routes. Each router is aware of the two networks for which is has interfaces. As a side
note, the term “directly connected route” appears in the early RFCs and so is not nec-
essarily a Cisco thing.

Table 5-1. Initial routing tables

R1 R2 R3

C 192.168.1.0 F0/0 C 192.168.2.0 F0/0 C 192.168.3.0 F0/0

C 192.168.2.0 F0/1 C 192.168.3.0 F0/1 C 192.168.4.0 F0/1

Moving from left to right, RIPv2 is configured on the routers. The Cisco commands are
straightforward and in the case of R1 they would be as follows:

router rip
    version 2
    network 192.168.1.0
    network 192.168.2.0

Once these commands have been issued, RIP packets are sent from both interfaces on
R1. However, even though R2 will see these packets, it will not update its routing table
yet because it is not running RIP.

Current versions of the Cisco IOS include the auto-summary command
for RIP. This command is on by default and “summarizes subprefixes
to the classful network boundary when crossing classful network boun-
daries.” When routing between disconnected subnets, this command
should be disabled to advertise the subnets.

The packets generated by R1 have a sequence and obey the split horizon rule as we will
see. The first packets are shown in Figure 5-6 and were captured on the 192.168.1.0
network.

Figure 5-6. RIPv2 startup exchange

For this output, packets for RIP were filtered so it looks like some packets were left out.
The first packet sent is a request. This type of message asks for the neighboring router
to provide its routing table. All of the packets came from R1 meaning that no response
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was received. Once R1 has been given a network to advertise, it generates the Response
which contains R1s’ routing table. These messages are depicted in Figure 5-7 and
Figure 5-8.

Figure 5-7. RIP request

Figure 5-8. RIP response

Request messages can ask for all or part of a routing table and are processed entry by
entry. In the event that there is only one destination entry with an AFI of 0 and a metric
of 16, it is a request for the entire routing table. Response messages are sent whenever
a request is received, during an update and during normal steady state operations.

Upon receipt of the response message, a router should validate the content of the mes-
sage since this is information that may find its way into the routing table. For example,
the source IP and format of the entries may be examined. At this point, the metrics and
prefix lengths will be checked. If similar entries do not exist or if the response values
are better, these routes will be installed. Timers will be updated (discussed below) and
an update will be sent after increasing the metrics.

As R2 and R3 are configured with a similar set of commands (the networks will be
different), the routing tables will be updated based on the received information. In
addition, similar packets will be generated between routers. There is one variation from
the traffic seen so far: once routers are aware of neighbors that are also running RIPv2,
messages may be addresses directly to the neighboring router as shown in Figure 5-9.

This set of packets starts from the beginning of our configuration with the first request
(packet 8) sent after R1 was initially configured for RIP. Note the source IP address for
this packet. Packet 40 was issued when R2 was configured for RIP. The resulting re-
sponse packet (41) is addressed not to the RIPv2 multicast address but to the address
of R3. Unicast IP addresses are used in association with the command/response flags.
Once this exchange has been completed, the routers return to the multicast address
that will be read by routers that might be added to the network.
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After R3 has also been configured for RIPv2, the routing tables will be fully populated
with via the request/response packets as shown in Table 5-2.

Table 5-2. Routing tables fully populated after RIP

R1 R2 R3

C 192.168.1.0 F0/0 C 192.168.2.0 F0/0 C 192.168.3.0 F0/0

C 192.168.2.0 F0/1 C 192.168.3.0 F0/1 C 192.168.4.0 F0/1

R 192.168.3.0 [120/1] via

192.168.2.254

R 192.168.1.0 [120/1] via

192.168.2.253

R 192.168.1.0 [120/2] via

via 192.168.3.253

R 192.168.4.0 [120/2] via

192.168.2.254

R 192.168.4.0 [120/1] via

192.168.3.254

R 192.168.2.0 [120/1] via

via 192.168.3.253

All of the details in the routing tables are important but there are a couple of items
worth pointing out. The administrative distance (AD) and metric are included in the
brackets. RIP has an administrative distance of 120 and the metric is hop count. In our
small network, the largest metric is 2. This information can be tracked to the source
RIP packets like the ones seen in Figure 5-2 through Figure 5-4.

Another important detail is the forwarding router or next hop. In the routing table this
is the “via” address. This address is learned from the source IP in the RIP packet. As
can be seen, some of the RIP learned routes have the same forwarding address. For
example, R3 sends traffic to 192.168.3.253 for both the 192.168.1.0 and 192.168.2.0
networks. This is as it should be this topology, but as we discussed in the Chapter 1
static routing section, this might be a candidate for a default route. The actual routing
table for R1 is shown in Figure 5-10.

This output is obtained via the show ip route command. The router also applies a time
to each dynamic entry. This helps keep track of the learned route age.

Figure 5-9. Packet exchange between R2 and R3
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Timers
Like many protocols, RIP has a collection of timers that govern advertisements and the
removal of old or bad routing information.

Response or Update timer
During normal operations the routing process sends an unsolicited response mes-
sage every 30 seconds in an effort to keep routing information fresh.

Route timeout or invalid timer
After 180 seconds, any route that has not been refreshed via a response packet is
considered bad and will be removed from the routing table. After this timer expires,
the neighboring routers are informed that the route is bad via updates and the
garbage collection timer is set. In the updates, the metric will be set to 16 for that
destination.

Garbage collection or flush timer
Upon the expiration of this timers, the route is finally expunged from the routing
table. This is where implementations can be a little tricky. RFC 2453 specifies that
this time should be set to 120 seconds. Cisco uses 60 seconds from the time that
the timeout timer expires or 240 seconds in total age for the route entry. Cisco
refers to a hold down timer which describes this time difference. However the
documentation gives a 180 second value.

Addressing
Another important detail lies not in the routing table but in the addressing in the headers
containing the RIP packet. Figure 5-11 depicts both RIPv1 and RIPv2 packets.

Figure 5-10. R1 actual routing table
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Both packets have a source IP address that matches the transmitting interface of the
router. However, RIP version 1 uses a limited broadcast address (255.255.255.255) as
the destination while version 2 uses the reserved multicast address of 224.0.0.9. Layer
2 addressing often follows the Layer 3 addressing and so the RIPv1 packet uses a
broadcast address for the Ethernet frame. The RIPv2 packet uses a multicast MAC
address in the Layer 2 frame which is based on the Layer 3 IP multicast address.

While this chapter is not about multicast addressing, it is helpful to have a little back-
ground. Table 5-3 provides the general multicast addressing is outlined in RFC 3171:

Table 5-3. RFC 3171 multicast addressing

Address Purpose

224.0.0.0 - 224.0.0.255 Local Network Control Block

224.0.1.0 - 224.0.1.255 Internetwork Control Block

224.0.2.0 - 224.0.255.0 AD-HOC Block

224.1.0.0 - 224.1.255.255 ST Multicast Groups

224.2.0.0 - 224.2.255.255 SDP/SAP Block

224.252.0.0 - 224.255.255.255 DIS Transient Block

225.0.0.0 - 231.255.255.255 RESERVED

232.0.0.0 - 232.255.255.255 Source Specific Multicast Block

233.0.0.0 - 233.255.255.255 GLOP Block

234.0.0.0 - 238.255.255.255 RESERVED

239.0.0.0 - 239.255.255.255 Administratively Scoped Block

Within the Local Network Control Block, there are several addresses that are near and
dear to our hearts:

224.0.0.1
All hosts multicast

Figure 5-11. RIP addressing

Basic Operation | 117



224.0.0.2
All routers multicast

224.0.0.5
OSPF

224.0.0.9
RIPv2

This address is assigned to RIPv2 by the RFC. Since routers are the only devices typically
running RIPv2, other devices do not commonly process these packets. Multicasting
can be an interesting challenge for network administrators because routers do not for-
ward multicast packets, at least not without the help of protocol independent multicast
(PIM) and Interior Group Management Protocol (IGMP). Fortunately RIPv2 packets
are not actually forwarded. They are modified and retransmitted.

The last piece of addressing seen in the packet is actually the Layer 4 UDP port number.
Both RIPv1 and RIPv2 use port 520. It is sometimes fun to watch new network admin-
istrators configuring access control lists or firewall rules. They are often so concerned
with blocking unwanted UDP/TCP traffic, that RIP sometimes get filtered out, leaving
the administrator to wonder why there are so many ICMP destination unreachable
messages.

Advanced Operation
The basic operation of RIP can be understood by looking inside the packets. RIP packets
can also be very instructive because of what they do not contain. In this section we will
explore some of the extra rules built into the protocol to help avoid problems.

Split Horizon
If you were to observe two people introducing themselves for the first time, the con-
versation would probably go something like:

Person 1: “Hi my name is Bob.”
Person 2: “Hi my name is Sally.”

You would NOT expect to see:

Person 1: “Hi my name is Bob.”
Person 2: “Hi your name is Bob.”

Bob is already aware that his name is Bob, and so it is silly for Sally to tell Bob something
that he just told her. The same is true for routers. Thus, routers should not tell their
neighbors about networks the neighbor just advertised. Stated another way: do not
advertise something out the same interface through which you learned it. There is also
no reason to advertise the availability of a network to that network.
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In Figure 5-12, R1 is directly connected to 192.168.1.0 and 192.168.2.0. R1 will not
advertise the 192.168.1.0 network to the 192.168.1.0 network. The same rule applies
to the R2 advertisement on 192.168.2.0 network.

Figure 5-12. Split horizon advertising

We can continue to diagram the behavior seen between R1 and R2. R1 advertises net-
work 192.168.1.0 to the right and networks 192.168.2.0, 192.168.3.0 and 192.168.4.0
to the left. R2 receives information about the 192.168.1.0 network from R1 and is
directly connected to the 192.168.2.0 network. So, the advertisement going back to R1
contains only the 192.168.3.0 and 192.168.4.0 networks. Split horizon operation can
be seen in the packets. Figure 5-13 displays the packets from R2 and R3, as seen on the
192.168.2.0 network.

Figure 5-13. Split horizon packet comparison

The IP addresses in these packets shows that they originate from R2 and R3. As we can
see, the routers are obeying the rules of split horizon thus minimizing the size of the
packets. But the real advantage to split horizon is to speed convergence because path-
ways to the destinations are clear.

What happens split horizon is not used? It turns out that there are some WAN con-
nections that do not use it, but this is unusual. Turning off split horizon is usually bad.
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Using the same topology, let us assume that the routers are advertising all networks
out every interface as shown in Figure 5-14. To help illustrate the scope of the problem,
another router has been inserted but the same networks are used.

Figure 5-14. Advertisements without split horizon

Assume that R1 fails. R1 was the only path to the 192.168.1.0 network. However, R2
is advertising the availability of the 192.168.1.0 network. In fact, if R4 is not obeying
split horizon, it will advertise the network as well. Remember that the 192.168.1.0
network is no longer available. So all of the routers in this topology will continue to
believe that this network is still available and will keep it in their routing tables. One
other possible scenario is that instead of losing R1, only the 192.168.1.254 interface
failed. Again, R1 would cease to advertise the 192.168.1.0 network but upon hearing
the advertisement from R2, would believe that the network was available from the
opposite side of the topology. Split horizon is on by default to help prevent these con-
vergence problems.

Poisoning
One of the other protections is route poisoning. In the event that a router configuration
has changed or if equipment has failed, a router can poison a route so that the other
routers know that the network(s) is no longer available. In order to poison a route, the
router simply inserts a metric that is the equivalent of infinity. For RIP, this is 16.

What would happen if, in the same topology, 192.168.3.253 were to lose connectivity
to the192.168.3.0 network? As long as R2 is still connected via 192.168.2.254, it could
poison the 192.168.3.0 network. Routers receiving a poisoned packet know immedi-
ately that the pathway is bad and will remove it from their routing tables more quickly.
A poisoned packet is shown in Figure 5-15.

If R2 had failed completely, the other routers in the topology would have to rely on
their timers to solve the problem. Poisoning of routes is done by default.
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Poison Reverse
Poison reverse builds on the idea of poisoning but it is used during steady operation to
ensure that a no attempt is made to reach a network via an unsuitable or undesirable
path. In the same topology, with R1 advertising the availability of the 192.168.1.0
network, R2 will advertise the unreachability of the same network back to R1. The
effect is that if something were to happen to R1, the other routers have explicitly stated
that they do not have a pathway to the lost networks as seen in Figure 5-16.

Figure 5-16. Poison reverse messaging

Poison reverse is not on by default so it has to be enabled on the router. However, some
routing implementations use poison reverse during the “discover your neighbors”
phase. Figure 5-17 depicts the request and response packets flowing between R2 and
R3 over the 192.168.2.0 network. While not part of normal RIP traffic, we can see that
immediately after learning of the 192.168.3.0 and 192.168.4.0 networks from R2, R1
(192.168.2.253) uses poison reverse to inform R2 that it knows no other pathway to
these destinations. After this exchange, the RIP packets return to normal.

Figure 5-15. Poisoned packet
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Figure 5-17. Poison reverse packet exchange

Triggered Updates
Whenever information regarding a routing table entry is changed, the router sends out
a RIP packet with just the new information immediately without waiting for the update
timer to expire. This quick RIP packet is called a triggered update. The rationale is that
bad or changed information can propagate through the network much faster than it
would if the routers waited for the standard update timer to expire. In addition, routers
receiving a triggered update may in turn send out their own triggered updates. In this
way a wave of fresh information will reach all points of the network. This helps speed
up convergence time.

A couple of examples of triggered updates can be seen when the timers expire. Assume
that the link between R3 and S3 is lost which means that R2 will no longer receive
updates from R3 regarding the 192.168.4.0 network. After 180 seconds, the route will
be listed as possibly down in the routing table (shown in Figure 5-18) and a triggered
update will be sent advertising the 192.168.4.0 network with a metric of 16. These
triggered updates will propagate almost immediately across the entire network. When
another 60 seconds has passed, the route will be flushed from the routing table. Another
example is if the 192.168.4.254 interface were to be shutdown. In this case an update
would be sent immediately.

Triggered updates are also sent for improvements. When the 192.168.4.254 interface
is brought back up, triggered updates are immediately sent and then propagated
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through the entire network. The routing tables of the neighboring routers are also up-
dated immediately.

Count to Infinity
Count to infinity is another tool used to get the network out of a bind if there are no
updates or poisoned routes. It is a last resort for times when there is a loss of connectivity
or a device failure. For example, in Figure 5-16, if the link connecting R3 to Switch 3
were lost, R2 would be unaware of the problem since the link pulse would still be
present for 192.168.3.253.

Figure 5-19 depicts a slightly more complex topology. A loop has been installed which
results in routing information flowing in two directions. R4 advertises the availability
of the 192.168.4.0 network and states that it is 1 hop away.

Figure 5-19. Count to infinity problem

R3 then advertises the same network after increasing the hop count by 1. Since R3 is
connected to downstream routers R1 and R2, the same RIP information goes to both
of them, though from different interfaces. Not to be undone, R1 and R2 both advertise
the same network to each other after increasing the hop count. Upon receipt of these
RIP packets, R1 and R2 discard the information because it is inferior to the routes they
already possess.

But what happens upon catastrophic loss of R4? Even if we assume that split horizon,
poisoning and triggered updates are all working fine, they are of little use to us. R3 has
no idea that R4 is gone and so can only go by the information that it already learned

Figure 5-18. The 192.168.4.0 is possibly down
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and the RIP timers. Eventually R3 will purge the route and stop advertising. Once this
happens, downstream routers R1 and R2 no longer have to worry about split horizon
and start advertising that the 192.168.4.0 network is available. But the metric will have
increased. R3 starts advertising the route to the other side of the network after increas-
ing the hop count by 1. Originally R1 and R2 learned about the 192.168.4.0 from R3.
From their perspective, the distance to the destination (metric) may have changed, but
the source IP address (vector) did not. So they increment to hop count and send the
RIP packets around again. This continues until the RIP packet contains a hop count of
16 and the path is considered unusable.

The hope is that poisoning expired routes and triggered updates will solve this problem
and network administrators will never have to rely on this time consuming process.
But RFC 2453 warns:

If the system could be made to sit still while the cascade of triggered updates happens,
it would be possible to prove that counting to infinity will never happen. Bad routes
would always be removed immediately, and so no routing loops could form. Unfortu-
nately, things are not so nice. While the triggered updates are being sent, regular updates
may be happening at the same time. Routers that haven’t received the triggered update
yet will still be sending out information based on the route that no longer exists. It is
possible that after the triggered update has gone through a router, it might receive a
normal update from one of these routers that hasn’t yet gotten the word. This could
reestablish an orphaned remnant of the faulty route.

How Do I Get Off of My Network?
Up to this point, RIP has been used to reach destinations within the collection of RIP-
based networks or what the RFC calls the autonomous system. But, the traffic is unable
to go anywhere else. So, how does a network topology transition from the interior
gateway protocol to the rest of the world? Chapter 1 discussed general routing and
included a section on gateways of last resort or the default route. Since the topology
used in this chapter was the exact same one, the same rules apply. A default route
candidate usually appears several times in the routing tables of other routers. Modifying
the topology a little, there is a clear pathway off this set of networks as shown in
Figure 5-20.

Even with the addition of R4, the topology is still straightforward. On one hand the
network administrator could simply install default routes on all of the routers. How-
ever, the network would be unprotected against changes to the topology or downed
connections.

Another strategy that can be used with RIP is the idea of redistribution. As the pathway
out, R4 can install a default route pointing to the Internet. By running RIP on the
192.168.3.0 side, this default route can be communicated to the downstream routers
(R1, R2, R3) by using the command redistribute static. The basic configuration of R4
follows:
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router rip
    version 2
    redistribute static
    network 192.168.3.0
ip route 0.0.0.0 0.0.0.0 10.101.100.254

Once the redistribute command is issued, RIP packets flow downstream with the de-
fault route included. R1, R2 and R3 update their routing tables to include the new
information. This packet is shown in Figure 5-21.

Figure 5-21. Default route RIP packet

Figure 5-22 depicts the changes to the routing tables downstream. Note that R2 and
R3 are connected to the same network as R4 and point directly to R4 as their default
route with a hop count of 1. However, the RIP packet was updated by R2 and R1 now
uses R2 as its default gateway with an increased hop count.

Figure 5-20. RIP default route topology
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Figure 5-22. Routing tables with default routes installed

RIP and Loops
Routing loops can be created by physical connections or by misconfiguration. Looped
architectures can severely hamper transmission. Most routing protocols, including RIP,
apply techniques to limit the effect of loops on IP packets such as those discussed earlier
in this chapter. But what happens if a loop is introduced into the topology? Fig-
ure 5-23 depicts R1, R2 and R3 connected in a loop. The 192.168.1.0 network has been
removed and R1 given an address on the 192.168.4.0 network. In a topology like this,
RIP packets flow exactly as they do in the topologies already discussed.

Figure 5-23. Looped topology
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Examining the topology from the perspective of R1, it is directly connected to the
192.168.2.0 and 192.168.4.0 networks. It is also one hop away from the 192.168.3.0
network. But this network can be reached from two different directions. The advantage
is that should one pathway be lost, the other will automatically take over. The actual
routing table from R1 is shown in Figure 5-24.

Figure 5-24. R1 routing table

Packet captures on the two directly connected networks reveal that if traffic is sent to
the 192.168.3.0 network, R1 load balances sending half of the traffic via 192.168.2.254
and half via 192.168.4.254.

Security
Good network security design has many aspects including the security of the network
devices and the protocols running on the network. Routing protocols are notoriously
simple to disrupt. As the triggered updates demonstrated, when a router receives new
or better information regarding destinations, it does not question the information but
quickly assimilates it into the routing table. Thus, traffic can be redirected, good in-
formation can be supplanted or traffic can be sent down nonexistent pathways. Con-
sider that an intruder gaining access to the network can not only capture traffic running
on that network, but inject traffic as well. Routers receiving information from the at-
tacker would not be able to differentiate between that and authentic information from
neighboring routers.

The problem can be addressed in several ways. The management of routers can be
restricted to particular segments or interfaces. In addition, traffic heading for the routers
can be filtered. So, routers will not listen to routing updates from a particular direction
and may not respond to ICMP messages or other requests for information. Another
valuable tool in the network administrator’s toolbox is the loopback interface. Loop-
backs are software interfaces that are not tied to any particular physical interface. This
means that the loopback is always available even if some of the physical ports are shut-
down. Loopbacks can also be given IP addresses that are separate from the data network
so that an attacker will not have access to the management interface on the device.
Lastly, routing protocols can run on the loopback interfaces. Together these techniques
can effectively isolate the management network from the data network.
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RIPv2 has one additional capability that makes life a little more difficult on the attacker:
authentication of RIP messages. As mentioned previously, when the RIP AFI is set to
FFFF, the message is actually used for authentication of the remaining information in
the RIP response. Authentication credentials are configured on each router within the
AS topology. RFC 2453 specified that the authentication would be a simple plaintext
password with RFC 2082 suggesting MD5-based authentication. These were both up-
dated with RFC 4822 which supports additional keying algorithms. One of major dif-
ferences in the update is that the RIPv2 packet is modified to include authentication
information at the end of the packet rather than simply placing it in fields allocated for
a network destination.

RIP and IPv6
There is a deployment model for IPv6 RIP. IPv6 RIP is also known as RIPng or RIP next
generation. RFC 2080 reveals that the structure and operation of the protocol do not
vary much from the IPv4 configuration. Some of the modifications are noted here.
Figure 5-25 depicts a topology similar to the one used earlier in this chapter. The router
interfaces have been reconfigured with IPv6 addresses. For an explanation of static
routing on this same IPv6 topology, see Chapter 1.

Figure 5-25. IPv6 topology

The basic configuration of the router for IPv6 RIP is straightforward with one significant
difference: the RIP commands are tied to the interface. The word “book” is simply a
keyword for this instance of the RIP process.

ipv6 unicast-routing
interface FastEthernet0/0
    ipv6 address 1001::254/64
    ipv6 rip book enable
!
interface FastEthernet0/1
    ipv6 address 1002::253/64
    ipv6 rip book enable
ipv6 router rip book

Figure 5-26 depicts the routing table for R1. IPv6 adds the link routes and the 1001 and
1002 networks are directly connected. Both the 1003 and 1004 networks are leaned via
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RIP. Note that the administrative distance and the hop counts are utilized in the same
way.

Figure 5-26. IPv6 RIP routing table

Operationally, IPv6 RIP is about the same although the packets had to be modified
slightly to accommodate the different Layer 3 protocol. In addition there is a behavior
change for split horizon. While IPv6 RIP obeys split horizon, it does advertise the local
network. The packet shown in Figure 5-27 displays a packet captured on the 1001::/64
network. IPv6 has a different view of the network and makes use of link local addressing
instead of the globally scoped IP address.

Figure 5-27. IPv6 RIP packet on the 1001 network

This packet advertises all four of the known networks as opposed to just those learned
from the opposite side of the router. The destination is an IPv6 reserved multicast
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address (FF02::9) and the port number is 521. As can be seen, the structure is very
similar and even though this is called version 1, it includes the mask or prefix length
information.

Reading
RFC 1058 Routing Information Protocol
RFC 1112 Host Extensions for IP Multicasting
RFC 1256 ICMP Router Discovery Messages
RFC 1812 Requirements for IP Version 4 Routers
RFC 1923 RIPv1 Applicability Statement for Historic Status
RFC 2080 RIPng for IPv6
RFC 2453 RIP Version 2 (obsoletes 1723, 1388)
RFC 3171 IANA Guidelines for IPv4 Multicast Address Assignments
RFC 4822 RIPv2 Cryptographic Authentication (obsoletes 2082 RIP-2 MD5 Au-
thentication)

Summary
RIP and distance vector routing have been in use since the early days of internet com-
munication. Due to its slow convergence time, RIP has an administrative distance of
120. This makes routing updates from RIP less desirable than those from other proto-
cols. Using a metric of hop count and because it was designed for a small collection of
networks, RIP has a maximum network size of 15. RIP has survived largely due to a
series of techniques such as split horizon, poisoning, poison reverse, count to infinity
and triggered updates. Support for authentication adds security to the aging protocol
perhaps continuing to breathe life into RIP.

Review Questions
1. The key difference between RIPv1 and RIPv2 is support for subnets.

a. TRUE

b. FALSE

2. What is the metric used for RIP?

a. Cost

b. Hop count

c. Utilization

3. What is the administrative distance for RIP?

a. 90

b. 100
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c. 110

d. 120

4. Both RIPv1 and RIPv2 use a multicast destination address.

a. TRUE

b. FALSE

Match the timer to its value:

5. Update A. 180

6. Route Timeout B. 120

7. Garbage Collection (based on the RFC C. 30

8. Split horizon encourages routers to forward the entire routing table in all directions.

a. TRUE

b. FALSE

9. In a poisoned packet, the metric is set to 16.

a. TRUE

b. FALSE

10. RIP cannot be used in topologies containing loops.

a. TRUE

b. FALSE

Review Answers
1. TRUE

2. B. Hop count

3. D. 120

4. FALSE

5. C. 30

6. A. 180

7. B. 120

8. FALSE

9. TRUE

10. FALSE
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Lab Activities

Activity 1—Build the Topology Depicted in Figure 5-28
Materials: 2 routers, 2 computers, optional switches (or VLANs) for each network

Figure 5-28. Activity 1topology

1. Cable the topology and configure the IP addresses on the router interfaces.

2. Connect a computer to the 192.168.1.0 and 192.168.2.0 networks.

3. Manually configure the IP addresses and gateways for the computers.

4. For the computer on the 192.168.2.0 network, does it matter which default gate-
way is used? Why? What about after RIP is running?

5. Examine the routing tables on the routers. What do they contain? Handy Cisco
command: show ip route

Activity 2—Enable RIP on the Routers
Materials: Activity 1 topology, Wireshark

1. On each router configure the router to use RIP. Use RIP version 2.

2. Handy Cisco commands: router rip, network _______, version

3. Capture traffic on both computers and watch as the RIP packets begin to flow.
Once the configuration is complete, examine the routing tables of the routers again.

4. What has changed in the router routing tables? What are the values in the brackets?
Why?

5. Does the fact that RIP is running in the network have anything to do with the host
routing tables?

Activity 3—Split Horizon
Materials: Activity 1 topology, Wireshark

1. What is split horizon? Split horizon with poison reverse?
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2. Examine the packets captured on these networks and find evidence that either
shows split horizon is active or inactive.

Activity 4—Loss of a Route
Materials: Activity 1 topology, Wireshark

1. With the Wireshark captures running, disconnect the link to the 192.168.3.0 net-
work from R2.

2. What traffic is generated as a result? How quickly were the packets seen?

3. Examine the content of the packets. Is there anything significant about the infor-
mation for the 192.168.3.0 network?

4. Recover the topology for the next activity.

Activity 5—Timers
Materials: Activity 1 topology, Wireshark, a switch between R1 and R2

1. Monitor the rate at which RIP packets are sent by the routers. Does this match the
timer value in this chapter?

2. With the Wireshark captures running, disconnect the link to the 192.168.2.0 net-
work from R2. From the perspective of R1, what are the differences between this
action and the previous activity?

3. Monitor the routing table of R1. How long does it take for the 192.168.3.0 network
entry to be lost?

4. Was there any change to the packets as a result of this disconnect? Hint: Does R2
think that the 192.168.3.0 network is gone?

5. What are the actual timers associated with R1? Handy Cisco command: show ip
protocol
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CHAPTER 6

Open Shortest Path First

Open Shortest Path First (OSPF) and the Routing Information Protocol (RIP) are both
interior routing protocols designed for networks within a single autonomous system,
but the similarities end there. OSPF uses a completely different algorithm and is a link
state protocol while RIP is a distance vector protocol. In the last chapter, RIP was shown
to be a simple but reliable protocol. However, the limitations regarding overall network
size and its slow convergence speed have restricted RIP deployments. When network
topologies grow beyond fifteen hops or the topologies become more complex, proto-
cols like OSPF not only become more attractive but a requirement.

This chapter will continue the tradition of building the sample topologies on Cisco
equipment, exploring the ideas, packets and operation of OSPF. Like most protocols,
getting OSPF up and running requires a small number of commands. However, OSPF
can easily grow to significant complexity. OSPF has a lengthy specification and a num-
ber of RFCs that expand the original protocol. To keep the chapter readable, the com-
monly deployed features will be discussed here.

Protocol Description
The Open Shortest Path First specification was first described in the 1989 RFC 1131
but was quickly surpassed by RFC 1247 two years later which covered OSPF version
2. This version of the protocol has also been updated several times. For the purposes
of this chapter, RFC 2328 (and packet captures) will form the basis of the discussion.
Unlike RIP, OSPF messages are encapsulated directly into IP packets. The IP protocol
ID for OSPF is 89 so filtering out UDP streams doesn’t create the same problem as it
did for RIP. The encapsulation and IP protocol ID are shown in Figure 6-1.

Distance vector protocols generally operate by sending periodic updates that contain
all or part of a routers’ routing table. These advertisements are enhanced through tech-
niques such as split horizon, poisoning, triggered updates and count-to-infinity. Link
state protocols take a different approach in that they send “link state advertisements”
everywhere via multicast flood but once the topology has stabilized, the updates cease.
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Instead, a Hello message is sent which indicates that nothing has changed. Hello mes-
sages have very little useable content. Routers engaging in OSPF develop a picture of
the topology and this is stored in the link state database or LSDB for each router.

OSPF networks are organized around the idea of areas. An area is a collection of routers
forwarding traffic for a group of networks. An OSPF autonomous system (AS) is a group
of OSPF areas. Another way of looking at this is to think of OSPF as having smaller
topologies within the AS topology. Routers inside an area do not know very much about
the world outside the area. This basic idea is depicted in Figure 6-2.

Figure 6-2. Autonomous system with areas

Each area has its own instance of the link state protocol running and eventually develops
its own tree of shortest paths and router routing tables. Areas are given a numerical
value and the numerical area ID can be formatted in either a single number or the dotted
quad notation like that of an IP address. From the captures in this chapter, area 51
becomes 0.0.0.51. Networks of any size have a “backbone” section. The backbone is
always assigned to area 0. Areas must be physically contiguous but they do not have
to be virtually contiguous. This means that an area can live on either side of a virtual
link such as a virtual private network connection. Packets traveling between nonback-
bone areas flows over the backbone. Traffic is either intra-area (source to destination

Figure 6-1. OSPF encapsulation and IP protocol ID
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in one area) or inter-area in which the traffic flows from an area to the backbone and
then to another area. Per RFC 2328:

Looking at this another way, inter-area routing can be pictured as forcing a star config-
uration on the Autonomous System, with the backbone as hub and each of the non-
backbone areas as spokes.

An OSPF topology includes several different types of routers:

• Area border routers (ABR)—interconnects areas

• Internal routers (IR)—routers within an area

• Backbone routers (BR)—routers that have an interface on the backbone, can be an
ABR

• AS boundary router (ASBR)—exists at the edge of the AS and exchanges routing
information with other ASBRs. This router will also advertise external routes on
the local OSPF topology.

Adding these routers, the diagram from Figure 6-2 can be modified as shown in Fig-
ure 6-3.

Figure 6-3. Modified AS diagram

From Figure 6-3 it can be seen that the individual area topologies can vary. Routing
within an autonomous system is resolved via OSPF link state advertisements or LSAs.
In the case of stub areas (areas having one pathway out), the ABR will typically advertise
a default route. In addition, externally derived LSAs are not advertised into stub areas
because there is no need. OSPF supports routing to externally derived destinations
(leaves on the OSPF tree) and classless inter-domain routing or CIDR. The externally
derived routes will be advertised throughout the autonomous system.
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Being Link State
A router’s “state” describes its location in the topology. The state consists of the router’s
connected interfaces and the neighbors’ reachable via those interfaces. From RFC 2328:

From the Link-state database, each router constructs a tree of shortest paths with itself
as root. This shortest-path tree gives the route to each destination in the Autonomous
System.

Link state protocols are also referred to as shortest path first protocols or at least are
based on shortest path first algorithms. Like distance vector protocols, they have been
around for decades. Essentially, the network is envisioned as a graph. The routers are
the vertices or points on the graph and the links between them are called edges. Edges
can also connect a router to a network. In OSPF, the networks are either transit or stub.
Transit network traffic differs from that on a stub network because it can carry traffic
that is “neither locally generated or locally destined” In addition, a network can have
one or more routers attached to it, no matter its type. The cost of a particular route or
link is associated with the output side of the router interface. Lower costs are better.
From the collection of network types, costs and IP-based connections, a graph can be
drawn depicting the connectivity. A very simple example is shown in Figure 6-4. This
diagram was taken from RFC 2328 and modified with a sample cost based on slow
speed output links.

Figure 6-4. Sample graph

The diagram on the left shows four routers connected to network N2. On the right is
a graphical depiction of this network connectivity and the speed on the connections.
The cost or metric for a particular destination is a single “dimensionless” metric that
is a factor of network conditions. This is different from RIP which uses a simple hop
count as a metric.

As the routers send out link state advertisements (LSAs), a link state database (LSDB)
can be built that contains information about the routers’ neighborhood. The LSAs are
flooded to the entire network with each router adding more and more detail. Without
different areas, each router would eventually learn about the entire autonomous system
topology and they all would have the same LSDB. With the LSDB in hand, the routers
develop their own tree of shortest paths to each destination. So, while the LSDBs might
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be the same, the trees that come out of it will not. Connectivity to destinations external
to the OSPF AS can be reached by simply advertising the routes internally. Metrics for
the advertisements are called Type I and Type II. Type I metrics convert the external
cost to OSPF and add the two together.

• Type I = cost to the advertising router + cost to the external destination

• Type II does not convert, but just advertises the smallest external cost to the des-
tination

Once a set of contiguous networks is organized into an area, they will run a separate
copy of the link state algorithm, develop their own LSDB and trees of shortest paths.
As stated earlier, routers inside an area do not know very much about the entire AS or
other areas. In the topology shown in Figure 6-2, there would be at least four different
instances on the link state algorithm running. This reduces overall routing traffic since
individual routers do not need to advertise everywhere. Routers rely on an area border
router (ABR) to forward traffic to destinations external to the area.

OSPF routers communicate quite a bit in order to develop the LSDB. In next section
will utilize a small topology to explain the messages and fields used to accomplish this.

Structure and Basic Operation
The section will cover the content and structure of the five OSPF messages. The small
topology shown in Figure 6-5 will provide the environment for the messages. Initially
the topology is configured like the others seen in this book; IP addresses are given to
the interfaces and the interfaces are activated. Once the cabling is connected, the rout-
ing tables for R1 and R2 will contain the entries seen in Table 6-1.

Figure 6-5. Small OSPF topology

Table 6-1. Initial routing tables

R1 R2

C 192.168.1.0/24 C 192.168.2.0/24

C 192.168.2.0/24 C 192.168.3.0/24
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After the topology is built and the routing tables established, the routers must be con-
figured to run OSPF. The following commands were issued on R1 and R2:

R1
    router ospf 10
    network 192.168.1.0 255.255.255.0 area 51
    network 192.168.2.0 255.255.255.0 area 51
R2
    router ospf 20
    network 192.168.2.0 255.255.255.0 area 51
    network 192.168.3.0 255.255.255.0 area 51

The first command establishes the process and the process number for the router. The
process ID identifies the instance of OSPF running. A router can have more than one
OSPF process running. Routers within the same OSPF AS do not have to use the same
process ID. The network command describes the network to be advertised and assigns
the network to an area.

Hello
Moving from left to right, as commands are entered and networks are added to the list
for advertisement, the routers begin to send out their first OSPF message: Hello. For
example, once R1 is given the command “network 192.168.1.0 255.255.255.0 area 51”
command, it immediately issues a “Hello” message to that network. An example of a
Hello message is shown in Figure 6-6.

Figure 6-6. OSPF hello

140 | Chapter 6: Open Shortest Path First



The Hello message allows a router to advertise itself and learn about other OSPF neigh-
bors. The idea of a “neighbor” is an important one to OSPF. Since the router is learning
about the environment, Hello messages use the OSPF specific multicast address of
224.0.0.5. A collection of routers that can learn this way are said to be operating in an
OSPF broadcast network. Once the neighbors are discovered, the Hello message is used
to maintain this relationship. Routers establish adjacencies with neighboring routers.
Routers connected to the same network will be neighbors. However, only adjacent
routers will exchange routing information. Adjacency is desired when the routers can
exchange Hello messages and the OSPF options are compatible. Once established,
neighbor addresses appear in the Hello message, database information can be ex-
changed and the information can be kept up-to-date.

The OSPF hello message is straightforward for a simple configuration such as this one:

Version This 1-byte field will almost always be set to 2.

Message type This is a 1-byte field that provides the numeric code for the
message. A hello message has a code of 1.

Packet length This is the length of the OSPF packet alone.

Source OSPF router This is a configurable value I for the IP address of the source
router.

Area ID These 4 bytes describe the area configured for the network.

Packet Checksum This is the 16 bit one’s compliment checksum of the OSPF
packet

Authentication Type
and Data

The RFC calls for OSPF packets to be authenticated via the
type specified in this field. In the absence of a configuration,
the fields will be null as shown above.

Network mask Mask of the network specified in the router configuration.

Hello interval Rate that Hello messages are generated, 2 bytes.

Options A 1-byte field describing the operational characteristics of the
OSPF router. For the most part, the options do not change very
much with a basic configuration. The key idea is that options
between neighbors should match. The critical option is the E
bit. The options field is included in several packet types and is
commonly used to indicate if routing advertisements are trans-
mitted to the local network. Five bits of this field are defined
in RFC 2328, though more were added by later RFCs.

DN Indicates that this route should not be used in OSPF
calculations per RFC 2547.

O Support for opaque LSAs as defined in RFC 2370.

DC Indicates support for demand circuits as defined in
RFC 3883 (1793).
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L Indicates support for link local signaling for additional
routing data. See RFC 5613.

NP Handling of Type 7 Not-so-stubby-areas (NSSA) LSAs.
See RFC 1587.

MC Indicates whether multicast forwarding is per RFC
1584.

E Describes the flooding method for LS advertisements.

MT Provides support for different types of topologies or
traffic such as quality of service,

Router priority A 1-byte field used to select the designated router for the net-
work.

Router dead interval Indicates how often a router must heard in order to still be
considered a live neighbor.

Designated router Router specified to advertise the state of the network.

Backup designated
router

Takes over in the absence of the designated router.

As the commands continue to be entered, R1 and R2 will exchange Hello messages,
establishing that they are neighbors. Once this occurs, the routers will exchange routing
information via the Link State Updates. The conversation can be seen in Figure 6-7
which displays the standard set of OSPF message types.

Figure 6-7. OSPF conversation between R1 and R2
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DB Description
The database description packets (OSPF type 2) are exchanged as a beginning to the
adjacency decision. Examining one of the last Hello messages before the DB description
packets (packet 60), a field has been added—Active Neighbor. The active neighbor
hello is shown in Figure 6-8 and the DB description is shown in Figure 6-9.

Figure 6-8. Active neighbor hello

At this point, one or more DB description packets will be sent between the routers. The
conversation is controlled by the designated router and occurs in a poll/response pro-
cedure with one router acting as the master. The DB description exchange can be fol-
lowed by examining the R, I, M and MS bits in addition to the DD sequence numbers.

R Resynchronize bit. Allows vendor specific implementations to recalculate the
link state database (LSDB) without a topology change. Described in RFC 4811.

I Init bit, indicates the start of the exchange.

M More, indicates whether the DB description is complete.

MS Master/Slave, indicates the router in control of the exchange. Note that in
Figure 6-9, the DB description packet came from 192.168.2.254 (R2) and the
master bit is set.

DD This is the sequence number of a particular message. With the init flag set, this
packet is the first. The DD values will increment until the DB description is
complete.

The last section of the packet(s) is governed by the LSA header and contains information
about the link state database (LSDB).

Link state advertisement (LSA) header

There are several types of LSA defined in the RFC. Of these, the two most common are
the router-LSA (used by all routers) and the network-LSA (designated router). Other
types include summary and external. The LSA headers can change based on the LSA
type. In Figure 6-9, the LSA type is a router-LSA. This message is part of the conver-
sation between R1 and R2 so the IP addressing is between R1 and R2. Other LSAs will

Structure and Basic Operation | 143



be flooded via multicast throughout the topology via the OSPF multicast addresses.
Taken together, the LSAs constitute the link state database (LSDB). Once the routers
possess the LSDB, they can construct (or reconstruct) the tree of shortest paths. Recall
that every router pictures itself as the root of the tree. The tree results in the routing
table.

Figure 6-9. DB description message

The options field represents the capabilities of the networks. The link state ID is either
the IP address of the designated router or the source interface. The LS sequence number
helps detect duplicates. The checksum is for the LSA but excludes the LS age field.
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Link State Request
An LS request is shown in Figure 6-10. This is OSPF message type 3. As the simplest
OSPF message, it does not contain any information not already discussed. This is used
to request information when the router wishes to update its LSDB. In this case, the
router does not have any information in the LSDB, but it understands the structure and
options of the routing domain. Note that the addressing is between the established
neighbors.

Figure 6-10. LS request message

Link State Update
The LS update shown in Figure 6-11 is in response to an LS Request. The LS Update
is message type 4 for OSPF. The purpose of the packet is to flood LSAs throughput the
topology. LS Updates forward information 1 hop. In this way, the information even-
tually propagates everywhere.

The packet shown in Figure 6-11 has an example of Wireshark trying to be helpful in
deciphering the packet but it can be a little confusing. Under each link entry there
appears to be much more information than is actually included in the packet. To clarify
what is actually sent, I’ve included the hexadecimal values below the packet and ex-
amples in the field descriptions. Each LSA entry is only 12 bytes and starts with the
network address.
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Figure 6-11. LS Update message

Beginning with the Flags field the LSA construction follows:

V
Indicates that the router is an endpoint for a virtual link. Value from Figure 6-11: 0

E
External, the router is positioned as an AS boundary router. Value from Fig-
ure 6-11: 0

B
This router is an area border router. Value from Figure 6-11: 0

Number of links
Total number of links possessed by the router. In this topology, the routers each
have 2.

146 | Chapter 6: Open Shortest Path First



Link ID
This value depends on the type of link (Table 6-2) but in Figure 6-11, it is the
network ID of 192.168.2.0. Hex: c0 a8 02 00

Table 6-2. OSPF LSA Link IDs

Type Link ID

1 Neighboring router’s router ID

2 IP address of designated router

3 IP network or subnetwork

4 Neighboring router’s router ID

Data
This also depends on the link type but in this case it is the mask of 255.255.255.0.
Hex: ff ff ff 00

Link Type
There are four link types defined as shown in Table 6-3. In this particular packet,
R1 initially believes that both networks are stub networks meaning that they do
not have another pathway out. So both have a value of 3 and use the IP network
as the Link ID.

Table 6-3. OSPF LSA link types

1 Point-to-point

2 Connection to a transit network

3 Connection to a stub network

4 Virtual link

Number of ToS metrics
Type of Service or ToS is a priority or quality setting describing the treatment of
packets. IP ToS values are used infrequently and have largely been replaced by
Differentiated Services. If no metrics are specified, the field is set to 0, as in this case.

Metric
RFC 2328 simply states this as the cost of using the link, although speed of the link
is a critical factor.

The IP addressing in Figure 6-11 is due to the conversation between R1 and R2. Fig-
ure 6-12 depicts another LS Update from the same conversation (packet 72) but it can
be seen that R1 been elected as the designated router for this segment.
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Figure 6-12. LS Update from Designated Router

There are some other significant changes to the LS Update packet. One of the links has
been identified as a transit network because advertisements were seen from another
router on that network. So, the link type, ID and data fields have all been updated. The
192.168.1.0 network is still a stub network. Lastly, because this update came from a
designated router, the LSA is a network-LSA. The destination IP addressing in this
packet has returned to the “SPF all routers address.”

Link State ACK
For reliability, each LS update packet is acknowledged by routers attached to the same
network via the type 5 LS ACK message. The LS ACK contains the LS sequence number.
More than one LS update can be acknowledged by a single LS ACK message.
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Figure 6-13. LS ACK

Once the exchange of information has been completed, the routers return to steady
state operations with Hello messages. At this point, the routing tables in our topology
are fully populated. The routing tables for R1 and R2 are shown in Figure 6-14.

Figure 6-14. Updated routing tables
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These routing tables reflect the topology shown in Figure 6-4 with R1 and R2 directly
connected to a pair of networks, but neither of them can connect to all destinations.
OSPF was started and the packet exchange from Figure 6-6 was completed. The routing
tables show the additional dynamic entries learned from OSPF. Each of these entries
contains the destination network and the next hop information for that network. The
table also depicts the OSPF specific administrative distance and metric which appear
in the brackets: [110/2]. The administrative distance is an evaluation of the quality of
OSPF information relative to other routing protocols. OSPF has an administrative dis-
tance of 110. RIP has an administrative distance of 120. The metric is derived from a
number of factors and is not a simple hop count.

Timers
OSPF defines two general types of timers: single shot and interval. Single shot timers
are for events such as the LS updates and routing changes. Interval timers govern items
such as the Hello message. The Hello packets contain some of these values:

• Hello interval: details how often OSPF hello messages are sent. The current value
is 10 seconds.

• Router dead interval: when this timer expires, a router will exit the wait state. It
also describes the time after which a router will be considered “dead” (no Hello
message received). The current value is 40 seconds and after this time, routes de-
rived from the neighbor will be removed from the routing table.

Advanced Operation
The first topology used in this chapter is very simple containing a single area. If you
have been reading through the text thus far, you probably realized that there is little
point in running a routing protocol on a network that small. Now that the packet types
and fields are out of the way, and the terminology hurdle has been cleared, let’s move
on to some more complex ideas and Figure 6-15.

Figure 6-15 depicts another OSPF topology and at first glance it might seem a little
complex. But a closer look reveals that there are only three areas: 1, 2 and the backbone
(0). Two of the areas (0 and 2) have some loops built in for redundancy. In backbone
sections of a network loops are a common response to resiliency concerns. All of the
devices pictured are running OSPF except for the hosts.

Area 1 has a very simple topology and would be considered a stub area. The 10.0.0.0
networks are restricted to Area 1. On the right, Area 2 contains all of the 192.168.0.0
subnets and has a greater number of connections. In this case, there is more than one
path out of the area and is conceivable traffic in this area might simply be passing
through rather than having a destination address on one of the 192.168.0.0 subnets.
This makes Area 2 a transit area. Both Area 1 and Area 2 have area border routers (ABR)
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connecting them to the center backbone area. In the case of Area 2, there are two routers
serving as ABRs. The backbone routers (BR1-4) exist in the backbone area but three of
them also serve as ABRs.

Figure 6-16 displays a routing table from BR4 once the topology has converged. There
are a total of ten networks in this topology. Two of these (10.2.0.0 and 172.18.0.0) are
directly connected to BR4. This is reflected in both the topology diagram and the rout-
ing table.

Figure 6-16. Large topology routing table

BR4 is a member of two different OSPF areas. In the configuration for this particular
router, the following commands were issued:

interface FastEthernet0/0
    ip address 172.18.0.254 255.255.0.0
interface FastEthernet0/1
    ip address 10.2.0.253 255.255.0.0
router ospf 10
    log-adjacency-changes

Figure 6-15. OSPF topology with three areas
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    network 10.2.0.0 0.0.255.255 area 1
    network 172.18.0.0 0.0.255.255 area 0

As was seen earlier in the chapter, the LSA messages between the routers carry not only
the network information but the areas as well. All of the networks in Areas 0 and 2
arrive via the next hop of 172.18.0.253 which happens to be BR1. All of these routes
were learned via OSPF and thus have the letter O leftmost in the entry. Another indi-
cation that these are OSPF routes is that the bracketed values all list an administrative
distance of 110. For example, the administrative distance and metric for the 172.15.0.0
network are [110/3]. All of the routes to the networks beginning with 192 are from
Area 2. BR4 does not have an interface on Area 2. So, these are “inter-area” routes as
indicated by the IA near the left side.

Moving to the backbone area, the routing table for BR1 is depicted in Figure 6-17.
Notice that the inter-area routes are now the routes from Area 1. One other difference
is that these routes are not tied to interfaces but VLANs. This actually has nothing to
do with OSPF. This particular device is a multilayer switch rather than a
straightforward router.

One of the most important things to notice is that because of the position change, there
are several destinations that can be reached by more than one path. This brings up the
whole question of loops in OSPF. The very first entry indicates that there are two path-
ways to the 172.15.0.0 network. The topology in Figure 6-15 actually provides a third
pathway but it is through Area 2. The router has discarded that pathway in favor of the
smaller metric. Recall that OSPF uses a dimensionless metric that is a factor of network
conditions meaning that the metric does not have a “unit.” The two variables that most
affect this routing table entries are hop count and speed of the link. The packets earlier
in this chapter indicated that there were no ToS metrics being used. See Figure 6-12.
So, how is the metric for this entry derived? From BR1, the 172.15.0.0 network is one
hop away. Per Cisco, the cost of these links are all based on the following formula: cost
= 100,000,000 / link bandwidth in bps. For a 100Mbps link (100,000,000bps) the cost
would be 1. Since there are two links used to get to the destination (BR1 output and
BR2 output) the cost is 2.

Figure 6-17. Backbone routing table

152 | Chapter 6: Open Shortest Path First



In a RIP topology, 50/50 load balancing is accomplished when two pathways to the
same destination have the same hop count. RIP does not consider the quality of the
links. In this case, OSPF would do the same thing for traffic heading to the 172.15.0.0
network because the metrics are the same. Figure 6-18 depicts a LS Update packet with
an increased metric. In this case, the metric was changed due to a speed configuration
on the router port. The corresponding routing table entry would show [110/12] in
brackets.

Figure 6-18. LS update—increased metric due to link speed change

If you read the RIP chapter and have a handle on its operation, compare it to the be-
havior of OSPF. When discussing routing protocols it is sometimes said that OSPF is
fairly aggressive when it comes to discovering pathways and removing dead routes. So,
OSPF topologies converge and recover more quickly than RIP topologies. On the other
hand OSPF updates can be large and the Hello packets take up network resources.
Hello packets in OSPF are generated more often than steady state RIP updates. Given
the improvements, many administrators consider these drawbacks worth the cost.

But just because OSPF uses a different approach does not mean that it ignores the
lessons learned from other routing protocols. For example, OSPF has its own version
of split horizon in that it will not advertise area routes back to the area. External routes
may not be advertised to every area either. Additionally, if a route metric exceeds the
OSPF infinity value, it will not continue to be advertised. This value can be seen at the
bottom of Figure 6-19. OSPF quickly moves to adjust topologies with its own triggered
updates. For example, if a link leading to an area were to be lost or if there were con-
figuration changes necessitating a recalculation of the LSDB, some destinations might
not be able to be reached. Like RIP, OSPF may advertise these routes as no longer
available through the use of a large metric as shown in Figure 6-19.
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Figure 6-19. OSPF infinity metric

OSPF and IPv6
OSPF for IPv6 is similar to its IPv4 version. The behavior and packet traffic remain the
same. The database description is a bit more complex and the packets have been ex-
panded to include additional options and LSA types. The topology in Figure 6-20 de-
picts the IPv6 topology for this section.

Figure 6-20. IPv6 topology

As demonstrated in the last chapter, when configuring the routing protocol for IPv6,
many of the commands reside on the interface. A basic IPv6 OSPF configuration fol-
lows:

ipv6 unicast-routing
interface FastEthernet0/0
    ipv6 address 1001::254/64
    ipv6 ospf 1 area 51
interface FastEthernet0/1
    ipv6 address 1002::253/64
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    ipv6 ospf 1 area 51
ipv6 router ospf 1
    router-id 1.1.1.1

The router id is used to identify the router in the event that IPv4 addresses are not
present on the router. Once all of the routers have been given their configurations, the
routing tables will have been updated with the OSPF learned routes are seen in Fig-
ure 6-21. To reduce complexity for this example, only one area was configured.

Figure 6-21. IPv6 OSPF routing table

Like the previous IPv6 examples in this book, the directly connected and link routes
are independent of the routing protocol. The OSPF routes have been installed and
depict nearly the same information as their IPv4 counterparts with the network address,
mask, administrative distance and metric standard.

While wading through all of the IPv6 packet types is a little beyond this chapter, it is
worth taking a look at a sample packet. Figure 6-22 depicts a LS Update captured
between R1 and R2. The IPv6 LS Updates can get quite large so much of the header
has been collapsed. The open fields show the network prefix, mask length and the use
of the router-id. As mentioned previously, additional options (such as a flag for IPv6)
and LSA types have been added.
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Figure 6-22. IPv6 OSPF LS Update

In this case, one of the new LSA types (Intra-Area-Prefix-LSA) can be seen. Per RFC
5340:

This LSA carries all IPv6 prefix information that in IPv4 is included in router-LSAs and
network-LSAs.

This also means that the network and router LSAs have been changed in IPv6 and no
longer carry address information.

Reading
RFC 1584 Multicast Extensions to OSPF
RFC 1587 The OSPF NSSA Option
RFC 1793 Extending OSPF to Support Demand Circuits
RFC 2328 OSPF version 2 (obsoletes RFCs 2178, 1583, 1247)
RFC 2370 The OSPF Opaque LSA Option
RFC 2547 Using an LSA Options Bit to Prevent Looping in BGP/MPLS IP VPNs
RFC 3883 Detecting Inactive Neighbors over OSPF Demand Circuits (DC)
RFC 4811 OSPF Out-of-Band Link State Database (LSDB) Resynchronization
RFC 4915 Multi-Topology (MT) Routing in OSPF
RFC 5340 OSPF for IPv6 (obsoletes RFC 2740)
RFC 5613 OSPF Link Local Signaling (obsoletes RFC 4813)

Summary
As a link state protocol, OSPF operation has many important changes when compared
to RIP. Hello messages, link state updates, database descriptions, additional metrics
and rapid dissemination of routing information all serve to improve performance. OSPF
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also operates in a hierarchical fashion with routers understanding more and more of
the topology as they become area border or backbone routers. Routers within the areas
understand very little of the overall autonomous system.

It takes quite a bit of experience to become an expert on OSPF. While getting the
protocol up and running is straightforward, OSPF can offer significant complexity
when compared to distance vector protocols. However, through the packet captures,
definitions and operational discussion, the reader is well equipped to configure and
troubleshoot OSPF topologies.

Review Questions
1. Pick the set of terms that best describe OSPF.

a. Link state, flat

b. Link state, hierarchical

c. Distance vector, flat

d. Distance vector, hierarchical

2. What is the destination IP address used for OSPF?

3. OSPF topologies begin with each router believing it is the root.

a. TRUE

b. FALSE

4. OSPF area zero is known as the external route.

a. TRUE

b. FALSE

5. In OSPF, routers within an area did not know anything about the AS topology.

a. TRUE

b. FALSE

6. What is the value of the OSPF hello timer?

7. The network-LSA is used by all routers?

a. TRUE

b. FALSE

8. Which of the following is OSPF message type 4?

a. DB description

b. LS update

c. LS ACK

d. LS request

9. What is the administrative distance for OSPF?
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10. The default metric of OSPF is comprised of what two values?

Review Answers
1. B. link state, hierarchical

2. 224.0.0.5

3. TRUE

4. FALSE

5. TRUE

6. 10 seconds

7. FALSE

8. LS Update

9. 110

10. Speed of the link and hop count

Lab Activities

Activity 1—Build the Topology Depicted in Figure 6-23
Materials: 2 routers, 2 computers, optional switches (or VLANs) for each network

Figure 6-23. Activity 1 topology

1. Cable the topology and configure the IP addresses on the router interfaces.

2. Connect a computer to the 192.168.1.0 and 192.168.2.0 networks.

3. Manually configure the IP addresses and gateways for the computers.

4. For the computer on the 192.168.2.0 network, does it matter which default gate-
way is used? Why? What about after OSPF is running?

5. Examine the routing tables on the routers. What do they contain? Handy Cisco
command: show ip route
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Activity 2—Enable OSPF on the Routers
Materials: Activity 1 topology, Wireshark

1. On each router configure the router to use OSPF.

2. Handy Cisco commands: router ospf process-id, network _______ area _______

3. Capture traffic on both computers and watch as the OSPF packets begin to flow.
Once the configuration is complete, examine the routing tables of the routers again.

4. What has changed in the router routing tables? What are the values in the brackets?
Why?

Activity 3—Tracing the Packet Flow
Materials: Activity 1 topology, Wireshark

1. Disconnect the router interfaces from the topology.

2. Make sure that the Wireshark capture is running on the 192.168.2.0 network.

3. Examine the packets captured and trace the packet exchange. Can you identify the
order of the packets and reasons for each?

4. Select a link state update that includes route information. Can you identify the
fields described in this chapter?

Activity 4—Changing Network Conditions
Materials: Activity 1 topology, Wireshark

1. Predict what would happen if the IP address for F0/0 on R2 was changed. Include
packets that might be generated and changes to routing tables.

2. With the Wireshark captures running, change the IP address to 192.168.4.253.
Make the necessary changes to the OSPF configuration as well.

3. What traffic is generated as a result? What were the changes to your routing tables?
How close were your predictions?

4. Recover the topology for the next activity.

Activity 5—A Loop
Materials: Activity 1 topology, Wireshark, a switch between R1 and R2

1. Change the IP address of F0/0 on R2 to 192.168.1.253.

2. Connect the interface to Switch 1 which creates a loop.

3. What are the changes to the routing tables?
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4. With the loops constructed and Wireshark running, ping the addresses on the
192.168.1.0 network from R2. Over what links does the traffic pass? How does
OSPF handle load sharing?
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