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PREFACE

This is the second graduate textbook of a two-volume series that relate the interdisci-
plinary research activities carried out by researchers in power engineering, economics,
and systems engineering funded by NSF-ONR EPNES. The NSF-ONR EPNES ini-
tiative has enabled researchers, university professors, and graduate students to engage
in interdisciplinary work in all the aforementioned areas. The contributors to both
volumes have expertise in economics, social sciences, and electric power systems.

Nevertheless, there remain barriers between intellectual disciplines relevant to
development of efficient and secure power networks. Innovative and integrated curric-
ula and pedagogy that incorporate advanced systems theory, economics, environmental
science, policy, and technical issues must be developed. These two volumes address
this need. We hope that this appeal will reach a broad audience of policy makers,
executives and engineers of electric utilities, university faculty members and gradu-
ate students as well as researchers working in cross-cutting areas related to electric
power systems, economics, and social sciences. To our best knowledge, there is no
book that combines all these fields. The purpose of these two volumes is to provide
working knowledge as well as the latest research in electric power systems theory and
applications.

The companion volume of this two-volume series addresses the economic, social,
and security aspects of the operation and planning of restructured electric power
systems. In the present volume we focus on the operation and control of electric
energy processing systems. The multidisciplinary research collected in this volume
should well prepare engineers, economists, and social scientists to plan and operate
secure and efficient power systems. The contributors emphasize the importance of
design in achieving robust power networks that meet resiliency and sustainability
requirements.

The present volume is organized in six chapters. Chapter 1, which is authored by
J. Momoh, introduces the EPNES initiative. Chapter 2, which is authored by C. N.
Hadjicostis, H. Rodrı́guez Cortés, and A. M. Stankovic, investigates several dynamical
models in fault tolerant operation and control of energy processing systems. Chapter
3, which is authored by A. A. Irizarry-Rivera, M. Rodrı́guez-Martı́nez, B. Vélez, M.
Vélez-Reyes, A. R. Ramirez-Orquin, E. O’Neill-Carrillo, and J. R. Cedeño, develops
intelligent power routers for distributed coordination of electric energy processing
networks. Chapter 4, which is authored by G. G. Karady, G. T. Heydt, E. Gel, and
N. Hubele, deals with the design of power circuit breakers using an array of small
micro-electro-mechanical (MEMS) switches together with diodes for faster operation
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and smaller equipment size aimed at reducing the vulnerability of a power system to
faults. Chapter 5, which is authored by R. D. Badinelli, V. Centeno, and B. Intiyot,
develops a GIS-based market simulation studies for power systems education. Finally,
Chapter 6, which is authored by R. F. Hirsh, B. K. Sovacool, and R. D. Badinelli,
employs a social-sciences approach to help understand the development and use of
distributed generation (DG) technologies—small-scale generators that produce power
near their loads—in the electric power system.

We are grateful to Katherine Drew from ONR for financial and moral support,
Ed Zivi from ONR for the benchmarks, and colleagues from ONR and NSF for
fostering a congenial environment that allowed this work to grow and flourish. We
thank former NSF division directors, Dr. Rajinder Khosla and Dr. Vasu Varadan,
who provided seed funding for this initiative. We also thank Dr. Paul Werbos and
Dr. Kishen Baheti from NSF for facilitating interdisciplinary discussions on power
systems reliability and education. We are thankful to NSF-DUE program directors,
Prof. Roger E. Salters from the NSF Division of Undergraduate Education and Dr.
Bruce Hamilton of NSF BES Division.

We acknowledge the contributions of our graduate students at Howard University
and at Virginia Tech who helped prepare these volumes for publication.

James Momoh
Department of Electrical and Computer Engineering

Howard University
Washington, DC

jmomoh@howard.edu

Lamine Mili
Department of Electrical and Computer Engineering

Virginia Tech
Falls Church, VA

lmili@vt.edu
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Rico
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1
A FRAMEWORK FOR

INTERDISCIPLINARY RESEARCH
AND EDUCATION

James Momoh

Howard University

1.1 INTRODUCTION

Electric power networks efficiency and security (EPNES) deals with fundamental
issues of understanding the security, efficiency, and behavior of large electric power
systems, including utility and US Navy power system topologies, under varying disrup-
tive or catastrophic events. Because the US Navy ship power system is an integrated
power system (IPS) consisting of AC/DC components and several operational fre-
quencies, they require different modeling and simulation tools than those being using
in standard industrial or bulk AC power systems. Accurate contingency evaluation
of the Naval Integrated Power System should be based on a comprehensive system
model of the naval ship system. For both systems, robustness characteristics are to
be measured in terms of various attributes such as survivability, security, efficiency,
sustainability, and affordability.

There is an urgent need for the development of innovative methods and conceptual
frameworks for analysis, planning, and operation of complex, efficient, and secure
electric power networks. If this need is to be met and sustained in the long run, there
must be appropriate educational resources developed and available to teach those who
will design, develop, and operate those networks. Hence educational pedagogy and

Operation and Control of Electric Energy Processing Systems, Edited by James Momoh and Lamine Mili
Copyright © 2010 Institute of Electrical and Electronics Engineers



2 A FRAMEWORK FOR INTERDISCIPLINARY RESEARCH AND EDUCATION

curricula improvement must be a natural part of this endeavor. The next generation of
high-performance dynamic and adaptive nonlinear networks, of which power systems
are an application, will be designed and upgraded with the interdisciplinary knowledge
required to achieve improved survivability, security, reliability, reconfigurability, and
efficiency.

Additionally, in order to increase interest in power engineering education and
to address workforce issues in the deregulated power industry, an interdisciplinary
research-based curriculum that prepares engineers, economists, and scientists to plan
and operate power networks is necessary. To accomplish this goal, it must be recog-
nized that these networks are sociotechnical systems, meaning that successful func-
tioning depends as much on social factors as technical characteristics. Robust power
networks are a critical component of larger efforts to achieve sustainable economic
growth on a global scale.

The continued security of electric power networks can be compromised not
only by technical breakdowns but also by deliberate sabotage, misguided economic
incentives, regulatory difficulties, the shortage of energy production and transmission
facilities, and the lack of appropriately trained engineers, scientists, and operations
personnel.

Addressing these issues requires an interdisciplinary approach that brings
researchers from engineering, environmental, and social-economic sciences together.
NSF anticipates that the research activities funded by this program will increase the
likelihood that electric power will be available throughout the United States at all
times, at reasonable prices, and with minimal deleterious environmental impacts. It
is hoped that a convergence of socioeconomic principles with new system theories
and computational methods for systems analysis will lead to development of a
more efficient, robust, and secure distributed network system. Figure 1.1 depicts the
unification of knowledge through research and education.

Environmental
Modeling

Education Pedagogy
& Benchmark Systems

Modern Control,
Computational Intelligence,

&
Systems Theory

Economics of Market
Efficiency & Energy

Economics

Power
Engineering

Figure 1.1 Unification of knowledge through research and education.
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Development

Power system
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technology

High-Performance
Power System
Security
Reconfigurability
Efficiency & affordability
Reliability
Survivability

Economics Model
CBA
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LMP
Design of market structures

Environmental
Model
Decision analysis
Risk assessment
Trade-off analysis 

Computational
Techniques

and Modeling
Benchmark Systems
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System impact
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advanced modeling
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Pricing risk, cost-benefit allocation

Assessment of
practicality

Recommendation

Power system
deregulation and
computational
techniques

Public perception
evaluation of system
contingencies

Cost-effective policy
requirements and
robustness

Figure 1.2 Modular representation of the EPNES framework.

Research is needed to develop the power system automation technology that meets
all of the technical, economic, and environmental constraints. Research in the indi-
vidual disciplines has been performed without the unification of the overall research
theme across boundaries. This may be due to lack of unifying educational pedagogy
and collaborative problem solving among domain experts, both of which could provide
deeper understating of power systems under different conditions.

In order to overcome the existing barriers between intellectual disciplines rele-
vant to development of efficient and secure power networks, innovative and integrated
curricula and pedagogy that incorporate advanced systems theory, economics, environ-
mental science, policy and technical issues must be developed. These new curriculum
will motivate both students and faculty to think in a multidisciplinary manner, in order
to better prepare the workforce for the power industry of the future. The EPNES solic-
itation therefore embraces a multidisciplinary approach in both proposed research and
education activities. Some potential cross-cutting courses are financial engineering,
power market and cost-benefit analysis, and power environment, advanced system
theory and computational intelligence, power economics, and computational tools for
deregulated power industry.

We recommend that all multidisciplinary courses use canonical benchmark sys-
tems for verification/validation of developed theories and tools. When possible, the
courses should be jointly taught by professors across disciplines. To promote broader
dissemination of knowledge and understanding, courses should be developed for both
undergraduate and graduate students. These courses should also be made available
through workshops and lectures, electronically, and be posted on the host institution’s
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website. Furthermore an assessment strategy should be applied on an ongoing basis to
ensure sustainability of the program and its impact in attracting students and improving
workforce competencies in developing efficient and reliable power systems.

1.2 POWER SYSTEM CHALLENGES

The EPNES initiative is designed to engender major advances in the integration of new
concepts in control, modeling, component technology, and social and economic theo-
ries for electrical power networks’ efficiency and security [1,2]. It challenges educators
and scientists to develop new interdisciplinary research-based curricula and peda-
gogy that will motivate students’ learning and increase their retention across affected
disciplines. As such, interdisciplinary research teams of engineers, scientists, social sci-
entists, economists, and environmental experts are required to collaborate on the grand
challenges. These challenges include but are not limited to the following categories.

A. Systems and Security
• Advanced Systems Theory: Advanced theories and computer-aided modeling

tools to support and validate complex modeling and simulation, advanced adap-
tive control theory, and intelligent-distributed learning agents with relevant
controls for optimal handling of systems complexity and uncertainty.

• Robust Systems Architectures and Configurations: Advanced analytical
methods and tools for optimizing and testing configurations of functional
elements/architectures to include control of power electronics and systems
components, complexity analysis, time-domain simulation, dynamic priority
load shedding for survivability, and gaming strategies under uncertainties.

• Security and High-Confidence Systems Architecture: New techniques and inno-
vative tools for fault-tolerant and self-healing networks, situational awareness,
smart sensors, and analysis of structural changes. Applications include adap-
tive control algorithms, systems and component security, and damage control
systems for continuity of service during major disruptions.

B. Economics, Efficiency, and Behavior
• Regulatory Constraints and Incentives: New research ideas that explore the

influence of regulations on the economics of electric networks.
• Risk Assessment, Risk Perceptions, and Risk Management: Novel methods and

applications for linking technical risk assessments, public risk perceptions, and
risk management decisions.

• Public Perceptions, Consumer Behavior, and Public Information: Innovative
approaches that improve public perception of electric power systems through
increased publicity and education about the electric power networks.

C. Environmental Issues
• Environmental Systems and Control: Innovative environmental sensing

techniques for system operation and maintenance, improvements in emission
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control technologies, and/or network operation for minimization of environ-
mental impact, among others. The interplay of these factors with the other
topics in this solicitation is a requirement.

• Technology for Global Sustainability: Cross-disciplinary efforts that contribute
to resource and environments transitions and are needed to ensure long-term
sustainability of global economic growth.

D. New Curricula and Pedagogy
New Curricula and Pedagogy: Innovative and integrated curricula and pedagogy

incorporating advanced system theory, economics, and other social science
perspectives, as well as environmental science, policy, and technical issues,
are desirable. New and innovative curricula to raise interest levels of both
students and faculty, and to better prepare the workforce of the future are also
desirable. Pedagogy and curricula must be developed at both the undergraduate
and graduate students’ level.

E. Benchmark Test Systems
Benchmark Test Systems: These are required for validation of models, advanced

theories, algorithms, numerical and computational efficiency, distributed learn-
ing agents, robust situational awareness for hierarchical and/or decentralized
systems, adaptive controls, self-healing networks, and continuity of service
despite faults. A Navy power systems baseline ship architecture is available at
the United States Naval Academy, website, http://www.usna.edu/EPNES.
Both civil and Navy test beds will be available from the Howard University
website: http://www.cesac.howard.edu/ [3].

1.2.1 The Power System Modeling and Computational Challenge

Power system architectures today are being made more complex as they are enhanced
with new grid technology or new devices such as flexible AC transmission system
devices (FACTS), distributed generation (DG), automatic voltage regulator (AVR),
and advanced control systems. The introduction of these systems will affect overall
network performance. Performance assessments to be done can be of two types, either
static and dynamic, or quasi-static dynamic behaviors under different (N-1) and (N-2)
contingencies.

Several methods are commonly used for evaluating the performance of power sys-
tems under different conditions. For small and large disturbances, the methods include
Lyapunov stability analysis, power flow, Bode plots, reliability stability assessment,
and other frequency response techniques. These tools allow us to determine the various
capabilities of the power system in an online or offline mode.

The tools will enable us to achieve better performance analyses, even to take
into account other interconnecting networks on the power systems. These can include
wireless communication devices, distributed generation, and control devices such as
generation schedulers, phase shifters, tap changing transformers, and FACTS devices.
In addition to new modeling techniques that incorporate uncertainties, advanced sim-
ulation tools are needed.
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1.2.2 Modeling and Computational Techniques

Develop techniques that consider all canonical devices, as well as new devices and
technologies for power systems, such as FACTS and distributed generation, trans-
former taps, phase shifters with generation, load, transmission lines, DC/AC converters
and their optimal location within the power system. The development of new load flow
programs for DC/AC systems for ship and utility systems taking into consideration
the peculiarities of both systems is desirable.

1.2.3 New Interdisciplinary Curriculum for the Electric Power
Network

EPNES supports research that is performed in interdisciplinary groups with the objec-
tive of generating new concepts and approaches stimulated by the interaction of diverse
disciplines. This will foster the development of pedagogy and educational material
for undergraduate and graduate level students. The initiative supports outreach and
curriculum improvements to most effectively educate the future workforce via an
interdisciplinary research scope with intellectual merit and broader impacts to the
country as well as the global scientific community.

1.3 SOLUTION OF THE EPNES ARCHITECTURE

The explanation of the interaction of different phases of the EPNES framework is pre-
sented in terms of the sustainability, survivability, efficiency, and behavior. It satisfies
the economic, technical, and environmental constraints, and other social risk fac-
tors under different contingencies. It is modeled using advanced systems concepts and
accommodates new technology and testable data using the utility and military systems.

1.3.1 Modular Description of the EPNES Architecture

Module 1: High-Performance Electric Power Systems (HPEPS) This is
the ultimate automated power systems architecture to be built with the attributes of
survivability, security, affordability, and sustainability. The tools developed in the
modules below are needed to achieve the proposed HPEPS.

Module 2: Mathematical Analysis Toolkit This module is dedicated to
providing models of devices using the elements of advanced system theory and con-
cepts, intelligent distributed learning agents and controls for optimal handling of sys-
tems complexity, robust architectures and reconfiguration, and secure, high-confidence
systems architecture. The toolkit will require development of new techniques and inno-
vative tools for the optimization and testing of functional elements for electronics and
systems components, complexity analysis, time domain simulation, dynamic priority
load shedding for survivability, and gaming strategies under uncertainties. Addition-
ally, for secured and high-confidence systems architectures, these tools develop new
techniques and analysis techniques for self-healing networks, situational awareness,
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smart sensors, and structural changes. This toolkit will also utilize adaptive controls,
component security and damage control systems for continuity of service during major
disruptions.

Module 3: Behavior and Market Model Tool This module is to be designed
based on the design parameters and cost data from the mathematical analysis tool, in
order to define the economic and public perception for HPEPS. The module computes
regulatory constraints and incentives that economically influence the operation of elec-
tric networks. The module provides innovative methods for linking risk assessments,
public perceptions, and risk management decisions. The computation of risk indexes
based on uncertainties and adequate pricing mechanisms is performed in this module.
The computation of cost benefit analysis of different strategies is also to be included.

Module 4: Environment Issues and Control This module utilizes innova-
tive environmental sensing techniques for system operation and maintenance. Improve-
ments in emission controls techniques for minimization of environmental impact are
required. To achieve this objective, several indexes are needed to compute the envi-
ronmental constraints that will be included in the global optimization for developing
the risk assessment and cost-benefit analysis tools. The trade-off computed in this
module will be used to determine new input for optimizing the HPEPS.

Module 5: Benchmark Test System The validation of the models, advanced
algorithms, numerical methods, and computational efficiency will be done using the
tools developed in the previous modules using the benchmark systems. Representative
test beds and some useful associated models will be described in a later section of the
paper. Different performance parameters or attributes of the HPEPS will be analyzed
using appropriate models based on hierarchical and decentralized control systems, to
ensure continuity of service and abilities in the design and operation of the proposed
power system.

1.3.2 Some Expectations of Studies Using EPNES Benchmark Test
Beds

Two test beds, involving civilian and military ship power systems, are proposed to
support the evaluation of the performance, behavior, efficiency, and security of the
power systems as designed. The first is a representative civilian utility system that can
be a US utility system or the EPRI/WSCC 180-bus system [4]. Also the US Navy
benchmark integrated power system (IPS) system designed by Professor Edwin Zivi of
the US Navy Academy is a representative Navy test-bed example. Both systems consist
of generator models, transmission networks and interties, various types of loads and
controls, and new technology control devices such as FACTS, AC/DC transmission,
and distributed generation. To ensure that all elements of EPNES are considered
by the researchers, including the issues of environmental constraints (e.g., emission
from generator plant devices), public perception, and pricing and cost parameters for
economic and risk assessment.
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Using studies done on the benchmark systems, we plan to assess the security
and reliability of the systems in different scenarios. For the economics studies we
plan to assess the cost-benefit analysis acquisition trade-off (cost versus security) and
also determine the optimum market structures that will enhance the efficiency of the
power system production and delivery. We plan to evaluate the risk assessment and
public perception of different operational planning scenarios, given the environmental
constraints. The “why” and “how” of the analysis of multiple objectives and constraints
will be done using the advanced optimization techniques. We expect that researchers
will take advantage of distributed controls and hierarchical structures to handle the
challenges of designing the best automation scheme for future power systems that
are capable of adapting to different situations, self-reconfiguring, and sustaining faults
and yet prove to remain reliable and affordable.

1.4 TEST BEDS FOR EPNES

1.4.1 Power System Model for the Navy

To build a high-performance electric power system (HPEPS) model for the US Navy
ship system, a detailed physical model and mathematical model of each component of
the ship system is needed. For an integrated power system, at minimum, the generator
model, the AC/DC converter, DC/AC inverter and various ship service loads need to
be modeled. Because the Navy ship power system is an integrated power system (IPS),
an AC/DC power flow program needs to be specially designed for the performance
evaluation and security assessment of the naval ship system. Accurate contingency
evaluation of the naval integrated power system should be based on a comprehensive
system model of the naval ship system.

Figure 1.3 is the AC generation and propulsion test bed. It comprises the following
elements:

• The prime mover and governor is a 150 Hp four-quadrant dynamometer system
• The synchronous machine (SM) is a Leroy Somer two-bearing alternator, part

number LSA432L7. It is rated for 59 kW (continuous duty) with an output line-
to-line voltage of 520 to 590 Vrms. The machine is equipped with a brushless
excitation system and a voltage regulator.

• The propulsion load consists of the propulsion power converter, induction
motor, and load emulator:
◦ The inverter propulsion power converter has a rectified, DC link.
◦ The propulsion motor is a 460 Vrms L-L, 37 kW, 1800 rpm, Baldor model

number ZDM4115T-AM1 induction machine (IM).
◦ The load emulator is a 37 kW four-quadrant dynamometer.

• The 15 KW ship service power supply (PS) consists of 480 V 3-phase AC
diode rectifier bridge feeding a buck converter to produce 500 V DC. These
converters provide the logical interconnection of the AC and the DC test beds.
In the future an alternative, thyristor-based active rectifier converter may be
available.
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• A pulsed load is a purely AC load connected close to the generator terminal
for representation of the pulse weaponry. It operates on a base power of 1 KW
and requires 100 kW, when fired, from the AC zone of the ship power system.

• The harmonic filter (HF) is a wye-connected LC arrangement. The effective
capacitance is 50 μF (which is implemented with two 660 Vrms 25 μF capacitors
in series) and the design value of inductance is 5.6 mH (rated for a 40 A peak,
without saturating.

Also in Figure 1.3, the DC zonal ship service distribution test bed is shown. It is
composed of the following elements:

• Each 15 kW ship service power supply consists of a 480 V 3-phase AC diode
rectifier bridge feeding a buck converter to produce 500 V DC. These converters
provide the logical interconnection of the AC and DC test beds. In the future
an alternative, thyristor-based active rectifier converter may be available.

• The 5 kW ship service converter modules convert 500 V DC distribution power
to intrazone distribution of approximately 400 VDC

• The 5 kW ship service inverter modules convert the intrazone 400 V DC to
three-phase 230 V AC powers.

• The motor controller (MC) is a three-phase inverter rated at 5 kW
• The constant power load (CPL) is a buck converter rated at 5 kW.

1.4.2 Civil Test Bed—179-Bus WSCC Benchmark Power System

The WSCC benchmark system contains 179 buses, 205 transmission lines, 58 genera-
tors, and 104 equivalenced loads on the high-voltage transmission circuits. The system
is operated at 230, 345, and 500 kV [4]. Figure 1.4 shows a HV single line diagram of
this system. Also embedded in this system are several control devices/options, includ-
ing ULTC transformers, fixed series compensators, switchable series compensators,
static tap changers/phase regulators, generation control, and 3-winding transformers.
At the 100 MVA system base, the total generation is 681.79 + j156.34 p.u. and the
total load is 674.10 + j165.79 p.u.

1.5 EXAMPLES OF FUNDED RESEARCH WORK IN RESPONSE
TO THE EPNES SOLICITATION

1.5.1 Funded Research by Topical Areas/Groups under the EPNES
Award

The awarded research topical areas are grouped in four areas: (1) Group A: sys-
tem theory, security technology/communications, micro-electro-mechanical systems
(MEMS); (2) Group B: economic market efficiency; (3) Group C: interdisciplinary
research in systems, economics, and environment; (4) Group D: interdisciplinary edu-
cation. The titled of the awards for each of these groups are listed below. The four
joint NSF/ONR awards are marked with a star (*).



EXAMPLES OF FUNDED RESEARCH WORK IN RESPONSE TO THE EPNES SOLICITATION 11

33

32
31 30

3
5

80

78

74

79 66

75

77

76
72

82

81

86
83

84 8

156 157 161 162

167

165

158

159
155

44

45 160

166

163

5 11

6

8

9

1817

4

3

7

14

12 13

138 139

147

15

19

16

114

115

118

11

103

107

108

110

102

104

109

142

37

6463

153 145151

152

13649

48

146154

149

143

43

230 kV
345 kV
500 kV

34

65

71

69

70

87

88

99

36

73

89 90

124

125

168

169
171

170
172

173

111

120

121

122

123

91 94
95 98

132
133

135134104

174  176  178
175  177  179

4

38

57
58

54
51

5253
42

5541

6256

40

39

150

137

61

148
22

23 24

25

20
21

28 29

2

10

164

113
100

101

105

106

117

50

42

47

46

59
60(3)

116

27 26

68

67

112

141140

144

180

8

48

48

Figure 1.4 One-line diagram of the 179-bus reduced WSCC electric power system.

Group A: Systems Theory, Security, Technology/Communications,
Micro-Electro-Mechanical Systems (MEMS)

• University integrated micro-electro-mechanical systems (MEMS) and advance
technology for the next generation/power distribution.

• *Dynamic models in fault-tolerant operation and control of energy-processing
systems.

• Unified power and communication infrastructure for high-security electricity
supply.

• Intelligent power router for distributed coordination in electric energy-
processing networks.
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• *High confidence control of the power networks using dynamic incentive mech-
anism.

• Planning reconfigurable power systems control for transmission enhancement
with cost recovery systems.

Group B: Economic Market Efficiency
• Forward contracts, multi-settlement equilibrium and risk management in com-

petitive electricity markets.
• Dynamic game theoretic models of electric power markets and their vulnera-

bility.
• Security of supply and strategic learning in restructured power markets.
• Robustness, efficiency, and security of electric power grid in a market environ-

ment.
• *Dynamic transmission provision and pricing for electric power systems.
• Pricing transmission congestion to alleviate stability constraints in bulk power

planning.

Group C: Interdisciplinary Research in Systems, Economics, and
Environment

• Designing an efficient and secure power system using an interdisciplinary
research and education approach.

• *Integrating electrical, economics, and environmental factors into flexible
power system engineering.

• Modeling the interconnection between technical, social, economics, and envi-
ronmental components of large scale electric power systems.

• A holistic approach to the design and management of a secure and efficient
distributed generation power system.

• Power security enhancement via equilibrium modeling and environmental
assessment (collaborative effort among three universities).

• Decentralized resources and decision making.

Group D: Interdisciplinary Education Component of EPNES Initiative
• Development of an undergraduate engineering course in market engineering

with application to electricity markets.
• Educational component: Modeling the interaction between the technical, social,

economic and environmental components of large-scale electric power systems.
• A technological tool and case studies for education in the design and manage-

ment of a secure and efficient distributed generation power system.

1.5.2 EPNES Award Distribution

To date, a total of 17 awards, valuing over U.S.$19 million were granted to the
winning proposals from 21 universities under the EPNES initiative, supporting the
research activities of faculty and students. The topical areas and involved schools are
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Figure 1.5 Distribution of EPNES awards among interdisciplinary research groups.

listed in the previous section of this paper. Figure 1.5 shows the distribution among
the systems, economics, and interdisciplinary groups. These three groups are spanned
by the requirements of education and benchmark systems.

1.6 FUTURE DIRECTIONS OF EPNES

1. Promote the implementation of the current EPNES goals by researchers for
adoption in the private sector and the Navy. The underlying objective of
EPNES is to unify cross-disciplinary research in systems theory, economics
principles, and environmental science for the electric power system of the
future.

2. Continue to involve industry and government agencies as partners. For
example, utilize EPNES as a vehicle for collaboration with US Department
of Energy in addressing future needs of the industry such as blackouts,
intelligent networks, and power network efficiency.

3. Include more mathematics and system engineering concepts in the scope of
EPNES. This includes development of an initiative that is geared to include
applied mathematics, systems theory, and security in addressing the needs of
the power networks.

4. Extend the economic foundations from markets to cost-benefit analysis and
pricing mechanisms for the new age high-performance power networks, both
terrestrial and naval.

5. Continue to support reform in power systems with better education pedagogy
and more adequate curricula in the colleges and universities. Enforce “learning
and research” via collaboration for increased activities that cut across engi-
neering, science, mathematics, environmental, and social science disciplines.
Promote and distribute the new education programs throughout the universities
and colleges.

6. Use EPNES as a benchmark for proposal requirements of other NSF initia-
tives. Subsequent proposals submitted by principal investigators to an NSF
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multidisciplinary announcement should not be limited to the component level
of problem-solving but should reflect a broader and more comprehensive inter-
disciplinary thinking, together with a plan for real-time implementation of the
research by the private sector. Future initiatives would be structured toward
the areas of human social dynamics (HSD), critical cyber infrastructure (CCI),
and information technology research (ITR).

1.7 CONCLUSIONS

In the electric power networks security and efficiency (EPNES) initiative we have
described, we envision a framework of interdisciplinary research work. EPNES has
many challenging research and education tasks that will require state-of-the-art knowl-
edge and technologies to complete. Already the research results of the EPNES project
hold promise for the improvement of both terrestrial and naval power system perfor-
mance in terms of survivability, sustainability, efficiency, and security as well as for
protection of the environment.

The funded research under the EPNES collaboration demonstrates much breadth
of initiative. We believe that these research results will significantly contribute to the
education of future engineers, scientists, and economists.
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2.1 INTRODUCTION

Our main research goal was to develop a comprehensive framework for fault
tolerance enhancement in electric drives and power systems. This framework was
to serve as a general tool for analysis and fault-tolerant operation. Its development
led us to re-examine the foundations of fault detection and accommodation in
energy-processing systems.

Energy processing systems share a number of features with other large, complex
engineered systems, including the possibility of failure of components and links.
Present technology tends to emphasize the role of automation in detecting and
accommodating equipment failures and in maintaining system integrity. In power
systems the problem of component failure is addressed in the framework of
security. The main premise is that the analyst can generate a list of likely (credible)
outages, and then study the effects of each of these outages using the best available
information about the state of the system at the time of interest. In utility practice
the list of outages typically includes faults of major (single) pieces of equipment,

Operation and Control of Electric Energy Processing Systems, Edited by James Momoh and Lamine Mili
Copyright © 2010 Institute of Electrical and Electronics Engineers
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like generators, transmission lines, loads, and transformers. Under the assumption
that the system protection correctly identifies the faulted piece, a static (load-flow)
analysis is performed on the remaining system (with the faulted piece disconnected)
to ensure that the system continues to operate within acceptable performance and
safety limits. The models used in the process often come from system design studies,
and they have not been verified by specific experiments. The US Navy uses a similar
procedure: the damage tolerance analysis includes a generation of the list of failed
components (often as a part of weapons damage assessment), followed by a static
analysis of line flows and node voltages.

Neither utility nor Navy experts are completely satisfied with the present state
of affairs. Months of studies and model tuning are often necessary to only qualita-
tively capture the main features of systemwide outages, such as in California in 1996.
Improvements that have been considered (mostly in the research literature) include the
use of dynamical models for assessment of prefault states (dynamic state estimation)
and of transients following the outage (the so-called dynamic security assessment).
Two main stumbling blocks with this approach are the need to tailor the level of
detail for component models (so as to keep the overall model tractable) and the need
to include the effects (and possible misfiring) of protection in a systematic fashion.

In our research we developed dynamic models for various tasks, including com-
ponent protection, dynamic fault detection, and accommodation, and made novel
connections with traditional fault detection techniques. Toward this end, in Section 1.2
we review model-based fault detection techniques. The review covers failure detection
filtering approaches, starting from the pioneering work of Beard and Jones and ending
at the detection schemes based on differential geometry techniques. The rest of the
chapter is devoted to the solution of fault detection problems in energy processing
systems. We begin in Section 1.3 with a monitoring scheme to detect detuned opera-
tion in IFOC driven induction motors. In Section 1.3 we propose a monitoring scheme
to detect broken rotor bars on IFOC-driven squirrel cage induction motors. Finally, in
Section 1.5 we propose a monitoring scheme to detect bus load changes, symmetric
line short circuits, and lost lines on the power system of the Navy electric ship.

2.2 MODEL-BASED FAULT DETECTION

The basic function of a fault detection scheme is to produce an alarm when a fault
occurs in the monitored system, and in a second stage to identify the failed component.
Ideally the alarm should be a binary signal announcing that a fault is influencing the
system or that no fault is hampering the system. Another important characteristic for
the alarm is the speed of detection. It is desirable to have a fault detection scheme
that produces an alarm immediately after the occurrence of the fault. Finally, the
most important characteristic of the alarm is the rate of false alarms, as false alarms
deteriorate the performance of fault detection schemes. Thus a great effort in the
design of fault detection schemes focuses on the problem of generation of alarms
providing effective discrimination between different faults, system disturbances and
modeling uncertainties.
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2.2.1 Fault Detection via Analytic Redundancy

Residuals, also denoted as alarms, are quantities expressing the difference between the
actual plant outputs and those expected on the basis of the applied inputs and the math-
ematical model. They are obtained by exploiting dynamic or static relationships among
sensor outputs and actuator inputs. An important characteristic for residuals is that they
need to be robust with respect to the effect of nuisance faults; otherwise, nuisance
faults will obscure the residual’s performance by acting as a source of false alarms.

The general procedure of fault detection, isolation and accommodation (FDIA)
in dynamic systems with the aid of analytical redundancy consists of the following
three steps [20]:

1. Generation of functions that carry information about the faults, so-called resid-
uals.

2. Decision about the occurrence of a fault and localization of the fault, so-called
isolation.

3. Accommodation of the faulty process, and transition to normal operation.

To date, much of the work on the generation of residuals mostly performed within the
analytic redundancy framework observes two important tendencies: failure detection
filters and parity relations. The similarities between these two approaches lead to the
same residuals being applicable for linear systems and for some nonlinear systems [8].

2.2.2 Failure Detection Filters

Beard [2] was the first to propose a fault detection filter, refined later by Jones [10]. In
this filter, known as the Beard–Jones detection (BJD) filter, the reachable subspaces
of each fault are placed into invariant independent subspaces. Then, when a nonzero
residual is detected, the fault is identified by projecting the residual onto the reachable
subspaces of faults and comparing the projection against a threshold. Even though
multiple faults can be detected with this filter, the approach is very restrictive as
faults have to satisfy a mutual detectability condition [15].

Further improvements to the BJD filter were suggested in [16] with the restricted
diagonal detection (RDD) filter. In this approach faults are divided into faults that
need to be detected (so-called target faults) and nuisance faults (e.g., parameter uncer-
tainties, changes in system parameters, and noise). Nuisance faults are projected onto
the unobservable space of residuals while maintaining observability of target faults;
then target faults are identified as in the BJD filter. When every fault is detected, BJD
and RDD filters are equivalent.

The most recent version of the BJD filter, the so-called unknown input (UI)
observer approach, was proposed in [20] using the eigenstructure assignment and the
Kronecker canonical form as design methods, and in [16] using geometric techniques.
In the UI observer approach, nuisance faults are projected onto the unobservable
subspace so that residuals are influenced only by the target fault, simplifying in this
way the decision task. It should be pointed out that even though the use of UI observers
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in fault detection and isolation was first proposed in [16–20], UI observers have
received significant attention only after the pioneering work of Basille and Marro,
presented for instance in [1]. In this chapter we consider the UI observer approach
with geometric techniques.

In the nonlinear setting, the residual generation problem using analytic redundancy
has been addressed in [9] for state-affine systems and lately in [6] for input-affine
systems. In these works residual generator construction is based, under some mild
additional assumptions, on the existence of an unobservability subspace (distribution)
leading to a subsystem unaffected by all fault signals but the fault of interest; then an
asymptotic observer for such a subsystem, which in the nonlinear case may not exist,
yields the residual generator.

Consider the nonlinear system

ẋ = f (x) + g(x)u + lN (x)mN + lT (x)mT

y = h(x)
(2.1)

where x ∈ Rn is the state, y ∈ Rk is the measurable output, mN ∈ Rl1 and mT ∈ Rl2

are arbitrary functions of time representing the nuisance and target failure modes
respectively. During fault free operation the failure modes are equal to zero. The
columns of f (x), g(x), h(x), lT (x), and lT (x) are smooth vector fields. The matrices
lT (x) and lN (x) denote the failure signatures.

Problem 1: Consider the energy processing system described by equation (2.1)
Design a dynamic residual generator with state x̂ ∈ Re , of the form

˙̂x = F (x̂ , y) + E (x̂ , y)u
r = M (x̂ , y)

(2.2)

where F (x̂ , y), E (x̂ , y), and M (x̂ , y) are smooth vector fields, that takes y and u as
inputs and generates the residual signal r with the following local properties:

I. When the target failure is not present, r decays asymptotically to zero; that
is, the transmission from u and nuisance faults is zero and r is asymptotically
stable.

II. For a nonzero target fault, the residual is nonzero.

Condition I considers the stability of the residual generator and ensures that the input
signal u and the nuisance faults mN do not affect the residual r . Condition II guarantees
that the target fault affects the residual.

In [6] a necessary condition for the existence of a solution to Problem 1 is given.
This condition, under some mild assumptions, leads to a subsystem driven only by
the fault of interest. Thus the solution to Problem 1 can be found provided there is an
observer for such a subsystem. Specifically, assume that the minimal unobservability
distribution of (2.1), denoted by S ∗, that contains the image of the nuisance fault
signature is locally nonsingular. Then it can be shown that if

S ∗ ∩ span{lT(x)} = {0} (2.3)
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it is possible to find a state diffeomorphism and an output diffeomorphism⎡
⎣z1

z2

z3

⎤
⎦ = φ(x),

[
w1

w2

]
= ψ(y) (2.4)

such that in the new coordinates the system (2.1) is described by equations of the
form

ż1 = f1(z1, z2) + g1(z1, z2) + lT 1(z )mT

ż2 = f2(z ) + g2(z ) + lN 2(z )mN + LT 2(z )mT

ż3 = f3(z ) + g3(z ) + lN 3(z )mN + LT 3(z )mT

w1 = h1(z1)

w2 = z2

From these equations it is possible to extract a subsystem driven only by the fault of
interest (target fault) as

ż1 = f1(z1, z2) + g1(z1, z2) + lT 1(z )mT

w1 = h1(z1)
(2.5)

Clearly, when it is possible to design an observer for (2.5), the residual generation
problem is solvable. The minimal unobservability distribution S ∗ containing the image
of the nuisance fault signature can be computed as the last element of the sequence

S0 = W ∗ + Ker{dh}
Sk = W ∗ + [ f , Sk−1 ∩ Ker{dh}] + [ g , Sk−1 ∩ Ker{dh}], i = 1, . . . , k

(2.6)

where k ≤ n − 1 is determined by the condition Sk = Sk−1. Concerning W ∗, it is
computed as the last element of the following sequence:

W0 = P
Wi = W i−1 + [ f , W i−1 ∩ Ker{dh}] + [ g , W i−1 ∩ Ker dh], i = 1, . . . , k

(2.7)

with i ≤ n − 1 determined by the condition Wi+1 = Wi . In (2.6) and (2.7) the [. , .]
denotes the Lie product, X denotes the involutive closure of X , and P = span{lN (x)}.

Finally, we consider nonlinear systems with unstructured failure modes described
by equations of the form

ẋ = f (x , mT , mN ) + g(x , mT , mN )u
y = h(x)

(2.8)

2.3 DETUNING DETECTION AND ACCOMMODATION
ON IFOC-DRIVEN INDUCTION MOTORS

In most high-performance applications of electric drives (e.g., speed and position
servos), the control structure utilized is the so-called field oriented (vector) control.
It allows for (almost) decoupled control of torque and flux, and yields a very fast
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transient response. In the case of a well-tuned controller, the main performance limi-
tations come from the current bandwidth of the drive. With modern power electronic
switching devices (e.g., IGBT) that bandwidth is well above a kHz, resulting in out-
standing electromechanical response. In the case of a detuned operation, however, the
performance can degrade substantially, both in transients (torque command following)
and in steady state (efficiency). If the detuning is caused by a typically nonmonitored
process (e.g., rotor time constant variation, or a slow degradation of the shaft position
sensor information), it may go undetected for a while, and lead to drastic efficiency
reduction, or even a hard fault. In this chapter we propose model-based scheme to
detect the detuning process in a general purpose field-oriented induction drive motor.
It is based on differential geometric considerations, and it is immune to a number of
transients that normally occur in a high-performance drive, like load torque variations.

2.3.1 Detuned Operation of Current-Fed Indirect Field-Oriented
Controlled Induction Motors

It is well known that mechanical commutation simplifies significantly the control task
in DC motors. The action of the commutator is to reverse the direction of the armature
winding currents as the coils pass the brush position so that the armature current
distribution is fixed in space regardless of the rotor speed. Thus the field flux produced
by the stator and the magneto-motive force (MMF) created by the current in the
armature winding are maintained in a mutually perpendicular orientation independent
of the rotor speed. The result of this orthogonality is that the field flux is practically
unaffected by the armature current, as a result when the field flux is kept constant,
the produced electromechanical torque is proportional to the armature current. High
dynamic performance can be obtained using two linear control loops, one (slow)
controlling the field flux and the other (fast) one controlling the armature current.

In induction motors field flux and armature MMF distributions are not orthogonal,
rendering the analysis and control of these devices more complicated. However, the
action of the commutator of a DC machine in holding a fixed orthogonal spatial
angle between the field flux and the armature MMF can be emulated in induction
machines by orienting the stator current with respect to the rotor flux so as to attain
practically independent controlled flux and torque. Such controllers are called field-
oriented controllers and they require independent control of both magnitude and phase
of the AC quantities.

An understanding of the decoupled flux and torque control resulting from field
orientation can be attained from the model of an induction machine in the fixed stator
frame [13,18,19]

σ
d

dt
iαs = −

(
rs + Lm

Lrτr

)
iαs + ωr

Lm

Lr
λβr + Lm

Lrτr
λαr + vαs

σ
d

dt
iβs = −

(
rs + Lm

Lrτr

)
iβs − ωr

Lm

Lr
λαr + Lm

Lrτr
λβr + vβs

d

dt
λαr = − 1

τr
λαr − ωrλβr + Lm

τr
iαs (2.9)
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d

dt
λβr = − 1

τr
λβr + ωrλαr + Lm

τr
iβs

2J

P

d

dt
ωr = P

2

Lm

Lr
(λαr iβs − λβr iαs) − τL

where iαβs are the stator currents, λαβr are the rotor flux linkages, vαβs are the sta-
tor voltages, ωr (P/2) is the mechanical velocity, P is the number of poles in the
machine, J is the rotational inertia, τL is the torque load, rs , rr are the stator and
rotor resistances, Ls , Lr , Lm are the stator, rotor and mutual inductances, τr = Lr/rr

and σ = Ls − L2
m/Lr .

The field orientation concept implies that the current components supplied to the
machine should be oriented in phase (flux components) and in quadrature (torque
component) to the rotor flux vector λαβr . This can be accomplished by choosing ωe

to be the instantaneous speed of λαβr and locking the phase of the reference system
to the direction of the magnetizing flux λM ; that is,[

λM

0

]
= e−J θe

[
λαr

λβr

]
(2.10)

where

eJ θe =
[

cos(x) − sin(θe)

sin(x) cos(x)

]
.

When the machine is supplied from a current-regulated source, the stator equations
can be omitted; the rotor dynamics, in terms of stator currents and rotor flux, in a
rotor field-oriented frame is described by the equations

d

dt
λM = − 1

τr
λM + Lm

τr
ids (2.11)

ωe = ωr + Lm

τr

iβs

λM
(2.12)

2J

P

d

dt
ωr = P

2

Lm

Lr
λM iqs − τL (2.13)

with idqs = e−J θe iαβs

Equations (2.11) to (2.13) describe the dynamic response of a field-oriented induc-
tion machine and essentially parallel the DC machine dynamics. Equation (2.11)
corresponds to the field circuit on a DC machine. Equation (2.12) defines what is
commonly called the slip frequency ωs = ωe − ωr which is inherently associated with
the division of the input stator current into the desired flux and torque components.
The electromechanical torque in (2.13) shows the desired torque control property of
providing a torque proportional to the torque command current iqs .

The implementation of field orientation can be easily carried out provided that
the position angle of the rotor flux θe is known. There are two basic approaches to
determine θe : direct schemes, which determine the angle from flux measurements, and
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Figure 2.1 Indirect field-oriented control diagram.

indirect schemes, which measure the rotor velocity and utilize the slip frequency to
compute the angle of the rotor flux relative to the rotor. The indirect method uses
the fact that a necessary condition to produce field orientation is to satisfy the slip
relation. An indirect field-oriented controller is described by the equations

d

dt
λ̂M = − 1

τ̂r
λ̂M + Lm

τ̂r
îds

ω̂e = ωr + Lm

τ̂r

îβs

λ̂M

(2.14)

where ω̂e is the estimated synchronous velocity, λ̂M is the estimated rotor flux linkage,
τ̂r is the estimated rotor time constant, and îdqs are the measured stator currents. The
indirect field-oriented controller together with the current controller and the speed
controller are shown in Figure 2.1. From (2.11), (2.12), and (2.14) we observe that
ω̂e = ωe and λ̂M = λM provided that all parameters are accurately known. As a result
θe = θ̂e and the measured stator currents îdqs are equal to the actual stator currents
idqs . It is reasonable to assume that we have a good estimate of Lm ; however, the rotor
time constant is usually not exactly known as it changes because of motor heating,
mismatch in manufacturing, or other variations. A mismatch in the rotor time constant
results in a loss of the correct field orientation, labeled as detuning of the controller.
The main consequences of detuning are a flux level that is not properly maintained,
a resulting steady state that is not the commanded value, a torque response that is
degraded, and a degraded efficiency and increased motor heating.

Next, we obtain a dynamic model that accounts for the detuning effect. Although
the true field-oriented induction motor dynamics (2.11)–(2.13) exist in the motor,
its states cannot be measured directly. In fact the only measurable outputs of the
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Figure 2.2 Fixed frame and rotating frames.

induction motor are the stator currents in the abc frame and the mechanical rotor
speed ωr . Since it is assumed that the induction motor is wye connected, the currents
iαβs can be obtained from iabcs as follows:

iαs =
√

3

2
ias

iβs = 1√
2
(ibs − ics )

(2.15)

As observed in Figure 2.2, the relation between currents iαβs and currents idqs is
defined by

iαβs = eJ θe idqs (2.16)

Note now that in a detuned condition (θe �= θ̂e) stator currents are given as

idqs = e−J θ̂e iαβs (2.17)

thus from (1.16) and (1.17) we conclude that

idqs = e−J θ̃e îdqs (2.18)

with θ̃e = θe − θ̂e .
Replacing (2.18) into (2.11) to (2.13) and reordering terms, we get an indirect

field-oriented controlled induction motor model that includes detuning effects and is
described by the following equations:

d

dt
λM = − 1

τr
λM + Lm

τr

[
cos(θ̃e)îds + sin(θ̃e)îqs

]
d

dt
θ̃e = Lm

τr

cos(θ̃e)îqs − sin(θ̃e)îds

λM
− Lm

τ̂r

îds

λ̂M
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d

dt
λ̂M = − 1

τ̂r
λ̂M + Lm

τ̂r
îds (2.19)

2J

P

d

dt
ωr = P

2

Lm

Lr
λM

[
cos(θ̃e)îqs − sin(θ̃e)îds

]
− τL

where d
dt θe = ωe − ω̂e . Note now that in steady state, from equation (2.19) we have

that

1

τr

cos(θ̃e)îqs − sin(θ̃e)îds

cos(θ̃e)îds + sin(θ̃e)îqs
= 1

τ̂r

îqs

îds
(2.20)

This gives

tan(θ̃e) =
(

1 − τr
τ̂r

)
îqs

îds

1 + τr
τ̂r

(
îqs

îds

)2

thus θ̃e = 0 provided that τr = τ̂r .

2.3.2 Detection of the Detuned Operation

Next we design a residual generator to detect detuned indirect field-oriented controllers
following the model-based fault detection method outlined in the previous section.
We consider θ̃e in (2.19) as an externally generated signal, and for fault detection we
consider the following system:

d

dt
λM = − 1

τr
λM + Lm

τr
[cos(θ̃e)îds + sin(θ̃e)îqs ]

2J

P

d

dt
ωr = P

2

Lm

Lr
λM [cos(θ̃e)îqs − sin(θ̃e)îds ] − τL

(2.21)

Note now that to express the dynamics in (2.21) in terms of the system (2.1), we need
to identify the target and nuisance faults. Since the load torque τL is also an unknown
quantity that may vary over a wide range depending on the motor application, we
consider it as a nuisance fault; that is,

lN =
[

0

− P

2J

]

Note that now the information about detuning (θ̃e �= 0) is contained on the trigono-
metric functions of (2.21). So, by defining,

mT =
[

cos(θ̃e) − 1
sin(θ̃e)

]
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we have

lT =

⎡
⎢⎣

Lm

τr
îds

Lm

τr
îqs

P2

4J

Lm

Lr
λM îqs −P2

4J

Lm

Lr
λM îds

⎤
⎥⎦ ,

f =
⎡
⎣− 1

τr
λM

0

⎤
⎦ , g =

⎡
⎢⎣

Lm

τr
0

0
P2

4J

Lm

Lr
λM

⎤
⎥⎦

and u = [îds îqs ].
As was stated previously, the only measurable quantity in (2.21) is the rotor speed

ωr ; that is,

y = ωr (2.22)

Straightforward computations show that for (2.22) the minimal unobservability distri-
bution is given as

S ∗
ωr

= span

⎧⎪⎨
⎪⎩

0
1

τr

− P

2J
0

⎫⎪⎬
⎪⎭

and condition (2.3) is not satisfied.
Consider further the magnetizing flux as the output of the system:

y1 = λM (2.23)

Analogous computations show that

S ∗
λM

= span

{
0

− P

2J

}

and condition (2.3) is satisfied.
By inspection we see that in this case the subsystem (2.5), with z1 = λM and

w1 = y1, reads as

λ̇M = − 1

τr
λM + Lm

τr
îds + Lm

τr
îds mt1 + Lm

τr
îqs mt2

Hence we have a solution to Problem 1 by designing an observer for subsystem (2.24).
Note that in (2.24) the rotor time constant is unknown. However, the residual generator

λ̇M = − 1

τ̂r
λM + Lm

τ̂r
îds − �(λM − λM )

r = λM − λM

(2.24)

where � > 0 solves Problem 1.
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To verify that a solution to Problem 1 is given by (2.24), note that the dynamics
of the residual is described by the equation

ṙ = −�r −
(

1

τ̂r
− 1

τr

)
(λM − Lm îds) − Lm

τr
îds mt1 − Lm

τr
îqs mt2 (2.25)

The second right-hand term in (2.25) is somewhat unexpected; however, we notice
that this term will be zero provided mt1 and mt2 are equal to zero. This term, in fact,
also represents the detuning problem expressed as the difference between the estimated
rotor time constant and the actual rotor time constant. Hence we have established that
(2.24) is a solution to Problem 1.

2.3.3 Estimation of the Magnetizing Flux

Note that to compute the residual, we need to have access to the magnetizing flux
λM , which is not typically available. As stated in [17], this flux can be computed as
follows. Assuming that the rotor dynamics is in steady state, we have

σ

[
iβs

d

dt
iαs − iαs

d

dt
iβs

]
= ω̂e

Lr
λ2

M + q (2.26)

where q = vαs iβs − vβs iαs . Define now

θ = arctan

(
iαs

iβs

)
(2.27)

thus (2.26) can be written as

θ̇ =
ω̂e
Lr

λ2
M + q

σ(i 2
αs + i 2

βs)
(2.28)

Under the assumption above λM is a constant in (2.28). In order to estimate λM , we
follow the general results presented in [11]. Define the estimation error

z = � − λ2
M + β(θ) (2.29)

thus we have

ż = �̇ + ∂β

∂θ

ω̂e
Lr

(� − z + β(θ)) + q

σ(i 2
αs + i 2

βs)

Defining

β(θ) = K σθ , �̇ = −K
ω̂e
Lr

(� − z + β(θ)) + q

σ(i 2
αs + i 2

βs)
(2.30)
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with K > 0, we can describe the estimation error dynamics by

ż = − K

Lr

ω̂e

(i 2
αs + i 2

βs )
z

thus z converges exponentially to zero and

lim
t→∞(� − λ2

M + K σθ) = 0 (2.31)

Finally, from (2.31) we have that

λM =
√

|� + K σθ |
We can also estimate the magnetizing flux from stator steady state values. To see this,
note that

iβs
d

dt
iαs − iαs

d

dt
iβs = iqs

d

dt
ids − ids

d

dt
iqs − ωe[i 2

αs + i 2
βs ] (2.32)

Thus, by replacing (2.32) into (2.26) and assuming that the stator dynamics is in
steady state, we have

λM =
√∣∣∣∣ Lr

ωe
(vβs iαs − vαs iβs ) − σLr (i 2

αs + i 2
βs)

∣∣∣∣
2.3.4 Accommodation of the Detuning Operation

In steady state we have

ids = λM

Lm

Moreover, since (2.18) implies

‖idqs‖ = ‖îdqs‖
we can compute iqs as

iqs =
√

î 2
ds + î 2

qs + i 2
ds (2.33)

Finally, from (1.20) we have

τr = τ̂r
iqs

ids

îds

îqs
(2.34)

For accommodation of the detuning operation, we define a threshold rm > 0 for the
residual in such a way that the IFOC is detuned provided that |r |> rm . This threshold
reduces the effect of noise and other nonmodeled dynamics on the decision.

Once it is decided that the IFOC is detuned, the accommodation procedure waits
for the system to achieve a steady state operation. Then it computes the new rotor
time constant from (1.34), and sends it to the IFOC scheme.
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TABLE 2.1 Parameters of the induction motor

Parameter Motor (3 HP)

Ls , Lr (H ) 0.3826,0.3808
Lm(H ) 0.3687
rr , rs (�) 1.34, 1.77
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Figure 2.3 (Left) Residual behavior; (right) computed rotor time constant.

2.3.5 Simulations

We now validate the residual generator and the computation of the actual time rotor
constant via numerical simulations. We consider an induction motor with the param-
eters shown in Table 2.1. In all the simulations we select � = 10. In the following
simulations the accommodation procedure is not completed; we only compute the
actual time rotor constant without correcting it on the IFOC scheme. In order to
demonstrate that the residual is not asymptotically affected by changes of the load
torque, at t = 3 s we reduce the load torqued by 50%. The residual converges to zero
as shown in Figure 2.3.

In order to show that the residual detects changes of the rotor time constant, we
change at t = 6 s, the time rotor constant to twice the nominal value. Note that the
residual detects the detuning condition by going to a nonzero equilibrium. At t = 10 s, the
computed rotor time constant is τr = 0.56836; see Figure 2.3. At t = 11 s, the time rotor
constant is changed to half the nominal value, as we observe that the detuning is detected.
We compute the rotor time constant as τr = 0.14208. Finally, at t = 17 s, the time rotor
constant is restored to its nominal value. We observe that the residual goes back to zero.

2.4 BROKEN ROTOR BAR DETECTION ON IFOC-DRIVEN INDUCTION
MOTORS

Industrial experience has shown that broken rotor bars can be a serious problem for
certain induction motors with demanding work cycles. Although broken rotor bars do
not initially cause an induction motor to fail, they can have serious secondary effects.
The fault may result in broken parts of the bar hitting stator windings at high speed.
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This in turn can cause a serious damage to the induction motor; therefore faulty rotor
bars need to be detected as early as possible.

Broken rotor bars cause disturbances of the flux pattern in induction machines.
These non-uniform magnetic field components influence machine torque and stator
terminal quantities, and are thus detectable, in principle, by monitoring schemes.
To date, different methods have been proposed for broken rotor bar detection. The
most well known approach is the non–model-based motor current signature analysis
(MCSA) method [26]. This method monitors the spectrum of a single phase of
the stator current for frequency components associated with broken rotor bars. The
main disadvantage of the MCSA method is that it relies on the interpretation of
the frequency components of the stator current spectrum that are influenced by
many factors, including variations in electric supply and in static and dynamic load
conditions. These conditions can lead to errors in the fault detection task [3]. On
the other hand, a practical advantage of MCSA is that only stator currents need
to be measured. Efforts to eliminate the influence of load conditions have been
presented, for instance, in [24] where it is shown that the direct component of the
stator currents in a synchronous frame is not affected by load conditions; thus it is
proposed to monitor the spectrum of that stator current component. It turns out that
in our proposed monitoring scheme we monitor a state closely related to the direct
component of the stator current. However, we discovered our signal selection using
geometric techniques. Fuzzy logic [22] and neural network [7] techniques have been
also proposed to handle load-related ambiguous frequency components. The MCSA
method has been the main approach used for detecting broken rotor bars on induction
motors operating in open-loop. However, spectral analysis techniques applicable under
variable speed conditions have also been presented in the literature (e. g., [4,27]).

Despite the extensive work on broken rotor bar detection, model-based techniques
have not received much attention. Main reasons are that fault-related induction motor
parameters are not well known, and available models are quite complicated to be
tractable with model-based fault detection techniques. However, by making a compro-
mise between a better tracking of the fault-related signals (by using dynamic models)
and a reduced domain of applicability of the results (due to assumptions about the
induction motor parameters), model-based broken rotor bar detection techniques have
been recently proposed. One such example is the Vienna monitoring method (VMM)
presented in [12]. The VMM is based on the comparison of the computed electrome-
chanical torque from two real-time machine models. A healthy induction motor leads
to equal values computed by the two models, whereas a faulted induction motor excites
the models in a different way, leading to a difference between computed torque values.
This difference is used to determine the existence of broken rotor bars. The VMM has
one disadvantage, which is also present in our proposed monitoring scheme: variations
on the time rotor constant deteriorate the performance of the fault detection scheme.

2.4.1 Squirrel Cage Induction Motor Model with Broken Rotor
Bars

We present now an induction motor model with broken rotor bars. The proposed
model is less detailed than the models presented, for instance, in [14] and [29]. A
novel feature is that the effect of broken rotor bars is taken into account by adding only
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Figure 2.4 Developed diagram of the cross-sectional view.

one state to the classical induction motor model (e.g., in [13]). This way tractability
is achieved.

The proposed model is based on the idea that the superimposition of an extra
set of rotor currents on those normally found in a healthy motor may account for the
effect of broken rotor bars [29]. Our main assumptions are summarized as follows;
refer to Figure 2.4.

Because of the high permeability of steel, magnetic fields exist only in the air gap
g and have radial direction ar (remember, the air gap is small relative to the inside
diameter of the stator). The stator windings as − a ′

s , bs − b ′
s , and cs − c′

s are identical
in that each winding has the same resistance and the same number of turns. The rotor
windings ar − a ′

r , br − b ′
r , and cr − c′

r are identical in the same sense. All windings have
sinusoidal distribution. The extra set of rotor currents (representing the broken bar) is
included by adding an extra winding, denoted by bb − b ′

b , to the original rotor windings.
Magnetic saturation, eddy-currents, and friction losses are not included in our analysis.

In Figure 2.4, as , bs , cs and ar , br , cr denote the positive direction of the fluxes
produced by each winding. ⊗ indicates the positive direction of current. The angular
displacement of the rotor relative to ar is denoted by θr , the stator angular displacement
relative to as is denoted by φs , while the rotor angular displacement relative to the
ar axis is denoted by φr . The angular displacements θr , φs , and φs are related via

φs = φr + θr .

Following the modeling procedure of [13], we have that the dynamic model of a
squirrel cage induction motor with broken bars as described by

λ̇abcs = −Rs iabcs + vabcs

λ̇abcr = −Rr iabcr (2.35)

λ̇b = −rbib ,
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where λabcs , λabcr are the stator and rotor flux linkages, iabcs , iabcr are the stator and
rotor currents, vabcs is the stator voltage, λb , ib are the broken bar flux linkage and
current, Rr = diag{rr } is the rotor resistance, and Rs = diag{rs} is the stator resistance.
Flux linkages and currents are related as

⎡
⎣iabcs

iabcr

ib

⎤
⎦ =

⎡
⎣ Ls Lsr Lbs

LT
sr Lr Lbr

LT
bs LT

br Lb

⎤
⎦

−1 ⎡
⎣λabcs

λabcr

λb

⎤
⎦ (2.36)

where

Lbs = −Lbs

[
cos(α)cos

(
α − 2π

3

)
cos

(
α + 2π

3

)]

Lbr = −Lbr

[
cos(θr − α)cos

(
θr − α − 2π

3

)
cos

(
θr − α + 2π

3

)]

Ls =

⎡
⎢⎢⎢⎢⎣

Lls + Lms −Lms

2
−Lms

2
−Lms

2
Lls + Lms −Lms

2
−Lms

2
−Lms

2
Lls + Lms

⎤
⎥⎥⎥⎥⎦ (2.37)

Lsr = Lsr

⎡
⎢⎢⎢⎢⎢⎢⎣

cos(θr ) cos

(
θr + 2π

3

)
cos

(
θr − 2π

3

)

cos

(
θr − 2π

3

)
cos(θr ) cos

(
θr + 2π

3

)

cos

(
θr + 2π

3

)
cos

(
θr − 2π

3

)
cos(θr )

⎤
⎥⎥⎥⎥⎥⎥⎦

In equations (2.36) and (2.37), Lls , Lms are the stator leakage and self inductance,
Llr , Lmr are the rotor leakage and self-inductance, Lsr = Lms is the stator–rotor mutual
inductance, Lbr , Lbs = Lbr are the broken bar–stator and broken bar–rotor mutual
inductance, respectively, Lb is the broken bar self-inductance, and α is the angular
position of the broken bar. Finally, the mechanical dynamics is described by

J ω̇m = P

2

d

dθr

(
i T
abcs Lsr iabcr + i T

abcs Lbs ibb
) − τL (2.38)

Note that the inductances Lbr , Lbs , the resistance of the broken rotor bar and the angular
position α are unknown parameters, since it is not possible to know in advance the
number and the position of broken rotor bars.

2.4.2 Broken Rotor Bar Detection

Now we design a residual generator to detect broken rotor bars on an IFOC-driven
squirrel cage induction motor. To this end, by considering ib as an externally generated
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signal, we express the induction motor dynamics (2.1) in terms of a frame with phase
locked with the direction of the rotor-magnetizing flux rotating at synchronous speed
ωe . Thus we have

λ̇qs = −rs iqs − ωeψds + vqs

λ̇ds = −rs ids + ωeψqs + vds

λ̇M = − 1

τr
λM + Lm

τr
iqs − Lbr

τr
cos(θs − α)ib (2.39)

ωe = ωr + Lm

τr

iqs

λM
− Lbr

τr
sin(θs − α)

ib
λM

J ω̇r = 3

2

P2

4

[
Lm

Lr
iqsλM + Lbs cos(θs + α)ids ib − Lbs sin(θs + α)iqs ib

]
− τL

where τr = (Llr + Lmr )/rr is the rotor time constant, ωr = 2ωm/P is the rotor angular
frequency and θs = θe − θr is the slip angular frequency.

Because the induction motor may be assumed to be fed by current inverters with
fast current controllers in an IFOC scheme, the induction motor dynamics that we
consider for fault detection reads as

λ̇M = − 1

τr
λM + Lm

τr
ids − Lbr

τr
sin(θs − α)ib

θ̇r = ωr

J ω̇r = 3

2

P2

4

[
Lm

Lr
iqsλM + Lbs cos(θs + α)ids ib − Lbs sin(θs + α)iqs ib

]
− τL (2.40)

θ̇e = ωr + Lm

τr

iqs

λM
− Lbr

τr
cos(θs − α)

ib
λM

where ids and iqs are the stator currents components controlled by the current con-
trollers.

To write the rotor flux dynamics (1.40) in terms of (1.1), we first identify the
target and nuisance faults. Because we want to design a broken rotor bar detector that
is not influenced by load conditions, τL and ib in (1.40) are identified as the nuisance
and target fault modes respectively:

ln =

⎡
⎢⎢⎢⎣

0
0

− 1

J
0

⎤
⎥⎥⎥⎦ , lt =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

−Lbr

τr
sin(θs − α)

0
3P2

8J
Lbs [cos(θs + α)ids + sin(θs + α)iqs ]

−Lbr cos(θs − α)

τrλM

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
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Moreover we have

f =

⎡
⎢⎢⎢⎣

− 1

τr
λM

ωr

0
ωr

⎤
⎥⎥⎥⎦ , g1 =

⎡
⎢⎢⎢⎣

Lm

τr
0
0
0

⎤
⎥⎥⎥⎦ , g2 =

⎡
⎢⎢⎢⎢⎢⎢⎣

0
0

3P2

8J
λM

Lm

τrλM

⎤
⎥⎥⎥⎥⎥⎥⎦

From a practical standpoint, it is desirable to design a residual generator using the rotor
speed, as it is an easily measurable state. However, it can be shown that with the rotor
speed as the output of (1.40) the corresponding minimal unobservability distribution
intersects the image of the nuisance fault signature; that is, the load condition effects
cannot be removed from the residual. So, if we consider the rotor flux λM as the
output of (1.40), the minimal unobservability distribution S ∗ is computed as

S ∗ = span

⎧⎪⎪⎨
⎪⎪⎩

0 0 0
1/J 0 0

0 1/J 0
0 0 1/J

⎫⎪⎪⎬
⎪⎪⎭ . (2.41)

Clearly, (2.3) is satisfied for θs − α �= 0, and we can go further to find the diffeomor-
phism (2.4). By inspection, we note that (2.5), with w1 = y , reads as

λ̇M = − 1

τr
λM + Lm

τr
ids − Lbr

τr
sin(θs − α)ib (2.42)

y = λM

As a result we have that Problem 1 is solvable with the residual generator dynamics
described by

˙̂λM = −�λ̂M −
(

1

τr
− �

)
λM + Lm

τr
ids (2.43)

r = λ̂M − λM

where � > 0. Furthermore, from residual dynamics described by

ṙ = −�r + Lbr

τr
sin(θs − α)ib (2.44)

it is possible to verify that conditions I and II are satisfied. This is because for ib = 0
the residual goes exponentially to zero and is not affected by the nuisance fault (load
torque). Moreover for ib �= 0 the residual will move away from zero.

In [24] it is shown that an induction motor state that is not influenced by load
conditions is the current ids , so we suggest that the spectrum of ids be monitored. Note
that in steady state λM = Lmids . Note that we arrived at this conclusion using nonlinear
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TABLE 2.2 Induction motor parameters

Parameter Motor 1(3 HP) Motor 2 (100 HP)

Lls , Llr (H) 0.024, 0.013 0.0004, 0.006
Lms (H) 0.245 0.0096
rr , rs (�) 1.34, 1.77 0.037, 0.025
P 4 4
J (Kgm2) 0.025 0.863
τL (Nm) 12 90
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Figure 2.5 (Left) Residual behavior for motor 1; (right) residual behavior for Motor 2.

geometric techniques. We can verify the performance of the broken rotor bar detector
via numerical simulations. In all simulations we consider the induction motor model
introduced in [28] with parameters as indicated in Table 2.2. The residual behavior for
motor 1 is shown in Figure 2.5. To verify that the residual is not affected asymptotically
by changes on the load torque, at t = 2 s we increase the load torque by 50%.

Note that the residual is not asymptotically affected. To show that the residual
actually detects the effect of broken rotor bars, at t = 4 s we “break” one rotor bar.
Then the residual, as predicted, detects this effect. The residual behavior for motor 2
is also shown in Figure 2.5. At t = 2 s, we reduce the load torque by 50%. Notice
that the residual is not asymptotically affected. At t = 4 s, one rotor bar is broken. As
predicted by our computations, the residual reacts to the target fault. However, note
that if the rotor time constant is not exactly known, deviations from the value used
in the residual generator will produce a reaction of the fault detector. Since changes
on the rotor time constant are mainly due to the rise of the temperature of the motor,
the reaction of the fault detector to this mismatch should be slow. This problem also
occurs in the Vienna monitoring method, as it is assumed that the rotor time constant
is known exactly. Noisy measurements can also disturb the detector’s performance.
However, our initial analysis indicates that it is possible to distinguish between noisy
measurements and broken rotor bar driven residuals.
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Clearly, the limitations of the developed induction motor model will affect the
fault detector scheme. But because we consider ideally distributed stator and rotor
windings, it is not possible to determine the influence of other current harmonics on
the residual.

2.5 FAULT DETECTION ON POWER SYSTEMS

In the new highly interconnected electricity markets, state estimation is the key func-
tion in determining real-time network operating conditions. Operators justify technical
and economical decisions based on the network operation conditions, such as manag-
ing congestion and uncovering potential operation problems. As a consequence more
accurate and reliable state estimators are needed.

In power systems practice, state estimation is currently performed in a non–
model-based framework. So state estimation is mainly used to filter redundant data,
to eliminate incorrect measurements, and to allow for the determination of the power
flows in parts of the network that are not directly metered. There are some state esti-
mation procedures that include a simplified dynamics (a first-order dynamic equation
driven by noise) to add pseudomeasurements that help in filtering bad analog data that
may arise during parameter estimation; observability conditions improve in situations
where the meter configuration may change during the process. Recently some dynamic
model-based state estimation approaches have been introduced. For instance, in [5]
a gain-scheduled nonlinear observer is introduced to estimate the machine angle in a
single machine infinite bus configuration. In [25] the multimachine state estimation
problem is addressed and solved with a linear observer.

In this section we propose a model-based fault detection scheme for embedded
power systems. Traditionally fault detection problems in power systems have been
addressed in a model-free framework. A carefully selected signal is monitored in time
or frequency domain in order to track deviations from its expected value. More elabo-
rated monitoring schemes include the identification of false alarms. Since false alarms
could cause costly shutdowns, this state of affairs is not completely satisfactory. Since
the state estimation is the cornerstone for model-based fault detection, the proposed
monitoring scheme relies in a model-based state estimation process. Two main stum-
bling blocks remain on this approach: one is the need to tailor the level of detail for
component models (as to keep the overall model tractable) and the other is the need
to discriminate the sources of possible misfirings in a systematic fashion. We consider
the dynamics of a power system associated to the swing model, assuming that line
parameters, generator parameters, bus voltage magnitudes, and generator speed are
known. A nonlinear observer is used to estimate a quantity related to the generator
angles, which in turn is used to generate a residual signal. To illustrate the idea, we
consider a very simplified version of the power system of the electric ship presented
in [21].

2.5.1 The Model

We consider the structure-preserving internal-node classical swing model [23]. In this
model the generator is described by the swing equations, and its effect on the network
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is considered as a constant voltage source behind a transient reactance, so that the
power system is described by the differential equations

dδi

dt
= ωi − ωs

2Hi

ωs

dωi

dt
= TMi − Re(Eqi I

∗
Gi ) − Di (ωi − ωs) (2.45)

Eqi e
jδi = jX ′

di IGi + Vi e
jθi , i = 1, . . . , m

and the load-flow equations

Vi e
jθi I ∗

Gi + PLi + jQLi =
n∑

k=1

Vi Vk Yik ej (θi −θk −αik ), i = 1, . . . , m

PLi + jQLi =
n∑

k=1

Vi Vk Yik ej (θi −θk −αik ), i = m + 1, . . . , n

(2.46)

where δi i = 1, . . . , m are the generator angles, ωi i = 1, . . . , m are the generator
speeds, ωs is the synchronous speed in p.u., Hi is the inertia in p.u. of generator
i , Di is the damping constant in p.u. of generator i , X ′

di is the transient impedance of
generator i , TMi is the mechanical torque applied to the generator shaft, Eqi ejδi is the
internal voltage of generator i , IGi is the internal current of generator i , Vi ejθi is the
voltage at bus i , PLi is the active power load at bus i , QLi is the reactive power load
at bus i , and Yik e−jαik is the i , k element of the admittance bus matrix.

Assuming constant load impedances, we can write the differential algebraic
equations (2.45)-(2.46) as

dδi

dt
= ωi − ωs

2Hi

ωs

dωi

dt
= TMi − Re(Eqi I

∗
Gi ) − Di (ωi − ωs) (2.47)

[
IG

0

]
=

[
YG YB

Y T
B YC

] [
E
V

]

where

IG = [
IG1 . . . IGm

]
E = [

Eq1ejδ1 . . . Eqm ejδm
]

V = [
V1ejθ1 . . . Vm ejθm

]
YG = diag

{
1

jX ′
d1

. . .
1

jX ′
dm

}
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YB = [−YG 0
]

YC = Ybus +
[

YG 0
0 0

]
+ diag{yL1 . . . yLn}

with Ybus the network admittance matrix and

yLi = PLi − jQLi

V 2
i

, i = 1, . . . , n

2.5.2 Class of Events

Here we model three classes of events: bus load changes, symmetrical line short
circuits, and lost lines.

1. Bus load change. A load change at bus i is modeled adding to the nominal
admittance matrix YC a matrix with all entries equal to zero but the entry
(i , i ):

YFlc =
i

⎡
⎢⎢⎣

0 0 0 0
0 �ybi 0 0
0 0 0 0
0 0 0 0

⎤
⎥⎥⎦

i

(2.48)

where

�ybi = �PLi − j�QLi

V 2
i

with �PLi and �QLi as the active and reactive power changes, respectively.

2. Symmetrical line short circuit. A symmetrical line short circuit is modeled by
adding a virtual bus at the point of the short circuit and by connecting to the
virtual bus a load with very high admittance. For instance, if the short circuit
occurs between buses s and t at 1

β
the length of the line from bus s , the

following admittance matrix is added to YC :

YFsc =

s

t

n + 1

⎡
⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 0 0
0 −αyli 0 yli 0 −αyli

0 0 0 0 0 0
0 yli 0 −(1 − α)yli 0 −(1 − α)yli

0 0 0 0 0 0
0 −αyli 0 −(1 − α)yli 0 yli + y0

⎤
⎥⎥⎥⎥⎥⎥⎦

s t n + 1

(2.49)

where α = 1/β and y0 represents the added high admittance.

3. Lost line. The effect of losing a line is modeled by removing the line’s admit-
tance from the admittance bus matrix. For instance, if the line from bus s
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to bus t , with admittance yli , is lost, the following matrix is added to the
admittance bus matrix YC :

YFll =
s

t

⎡
⎢⎢⎢⎢⎣

0 0 0 0 0
0 −yli 0 yli 0
0 0 0 0 0
0 yli 0 −yli 0
0 0 0 0 0

⎤
⎥⎥⎥⎥⎦

s t

(2.50)

Since the events have been modeled as admittance changes, their effects on the
power system dynamics enter through the admittance matrices YB and YC . In this
chapter we consider only two events: a load bus change and a lost line. Thus the
faulted admittance matrix ỸC is defined as

ỸC = YC + aYFlc + bYFll (2.51)

where a and b take the value 1 when the event is present and the value 0 when it is
not.

2.5.3 The Navy Electric Ship Example

Consider the simplified version, shown in Figure 2.6, of the ship power system intro-
duced in [21]. The bus admittance matrix Ybus is defined as

Ybus =
⎡
⎣ 2ya 0 −2ya

0 2yb −2yb

−2ya −2yb 2(ya + yb

⎤
⎦ (2.52)

On the other hand, we have

YG =

⎡
⎢⎢⎣

1

jX ′
d1

0

0
1

jX ′
d2

⎤
⎥⎥⎦ , YB =

⎡
⎢⎢⎣

1

jX ′
d1

0 0

0
1

jX ′
d2

0

⎤
⎥⎥⎦

YC =

⎡
⎢⎢⎢⎢⎣

X ′
d1(2ya + yM 1) − j

X ′
d1

0 −2ya

0
X ′

d2(2yb + yM 2) − j

X ′
d2

−2yb

−2ya −2yb 2yab + yL3

⎤
⎥⎥⎥⎥⎦ (2.53)

where yab = ya + yb . From the last two equations of (2.47) we have

IG = ZE , Z = YG − YB Y −1
C Y T

B (2.54)
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Figure 2.6 Power system diagram of the Navy electric ship.

Then equation (2.47) for the power system of Figure 2.6 reads as follows:

dδ1

dt
= ω1 − ωs

2H1

ωs

dω1

dt
= TM 1 − Z r

11E 2
q1 − Eq1Eq2Z r

12 cos(δ1 − δ2)

− Eq1Eq2Z i
12 sin(δ1 − δ2) − D1(ω1 − ωs)

dδ2

dt
= ω2 − ωs (2.55)

2H2

ωs

dω2

dt
= TM 2 − Z r

22E 2
q2 − Eq1Eq2Z r

21 cos(δ1 − δ2)

+ Eq1Eq2Z i
21 sin(δ1 − δ2) − D2(ω2 − ωs)

where Z r
ij = Re(Zij ) and Z r

ij = Im(Zij ) with Zij the (i , j ) element of Z .
Next we consider a load change at bus 1 followed by a loss of the line between

bus 1 and bus 3. These two events are modeled by the following matrices:

YFlc =
⎡
⎣�yb1 0 0

0 0 0
0 0 0

⎤
⎦ , YFll =

⎡
⎣−ya 0 ya

0 0 0
ya 0 −ya

⎤
⎦ (2.56)

2.5.4 Fault Detection Scheme

Assuming that the events occur independently, we propose the following residual
candidate:

r = (Y T
B E + YC V )e−jδ2 (2.57)
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the term in parenthesis, under fault free conditions, is equal to zero. Expanding (2.57),
we have

r1 = − 1

jX ′
d1

Eq1ej (δ1−δ2) + YC 11V1ej (θ1−δ2) + YC 13V3ej (θ3−δ2)

r2 = − 1

jX ′
d2

Eq2 + YC 22V2ej (θ2−δ2) + YC 23V3ej (θ3−δ2) (2.58)

r3 = YC 31V1ej (θ1−δ2) + YC 32V2ej (θ2−δ2) + YC 33V3ej (θ3−δ2)

The unknown quantities in (2.58) are δ1 − δ2 and V e−jδ2 . In order to compute V e−jδ2 ,
we consider the relation

0 = Y T
B Ee−jδ2 + YC V e−jδ2 (2.59)

which gives
V e−jδ2 = −Y −1

C Y T
B Ee−jδ2

Substituting the above into (2.57), we have

r = Y T
B Ee−jδ2 + YC (−Y −1

C Y T
B Ee−jδ2) (2.60)

that is r = 0. However, in the faulty case, the admittance matrix YC is replaced by
ỸC defined in (2.51), so (2.60) becomes

r = Y T
B Ee−jδ2 + (YC + aYFlc + bYFll )(−Y −1

C Y T
B Ee−jδ2)

As a consequence the residual candidate r moves away from zero, satisfying the basic
requirements to be considered a true residual. Now, in order to distinguish between
the two events, we redefine the residual signal as follows:

rs1 = v1r ,
rs2 = v2r

with

v1YFlc �= 0, v1YFll = 0
v2YFll �= 0, v2YFlc = 0

(2.61)

so that rs2 �= 0 implies that a line between bus 1 and bus 3 is lost and rs1 �= 0 implies
that the load at bus 1 has changed. Note that for our example the vectors

v1 = [1 0 1], v2 = [0 0 1]

satisfy (2.61). Then for rs1, mt = a and mn = b while for rs2 we have mt = b and
mn = a .
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In order to compute the angle δ1 − δ2, we design an observer. To begin, we
define

δ12 = δ1 − δ2

ω12 = ω1 − ω2
(2.62)

Straightforward computations show that in the coordinates (2.62), the power system
dynamic equations (2.55) can be rewritten as

dδ12

dt
= ω12 (2.63)

dω12

dt
= a1 + a2 cos(δ12) + a3 sin(δ12)

where

a1 = ωs

2H1
[TM 1 − Z r

11E 2
q1] − ωs

2H2
[TM 2 − Z r

22E 2
q2]

a2 = ωs

2
Eq1Eq2

(
Z r

21

H2
− Z r

12

H1

)
(2.64)

a3 = −ωs

2
Eq1Eq2

(
Z i

12

H1
+ Z i

21

H2

)

and we have disregarded the damping terms.
We propose an observer with the following structure:

d δ̂12

dt
= ω̂12 + �1(ω12 − ω̂12) (2.65)

d ω̂12

dt
= a1 + a2 cos(δ̂12) + a3 sin(δ̂12) + �2(ω12 − ω̂12)

By linearization it can be shown that for �1 < 1 and �2 > 0 the observation errors
eδ = δ12 − δ̂12 and eω = ω12 − ω̂12 go asymptotically to zero.

2.5.5 Numerical Simulations

To verify the performance of the monitoring scheme, we carried out numerical simula-
tions. The power system parameters are given in Tables 2.3 and 2.4. In all simulations
it is assumed that events do not occur simultaneously and that the power system is
initially at a given equilibrium point. The events occur during 1 ≤ t ≤ 3 s.

First, we consider the ideal case; that is, we assume that machine and bus angles
are available. Figure 2.7 shows the residual behavior for a load change of 0.5 p.u. at
bus 1. As expected, the residual signal rs1 moves away from zero while rs2 remains
equal to zero.

The picture at the right in Figure 2.7 shows the residual behavior in the event
of losing a line between bus 1 and 3. Note that as expected, the residual signal rs2
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TABLE 2.3 Machine parameters

Parameter Machine 1 Machine 2

H (p.u.) 12 8.75
jXd (p.u.) j0.1333 j0.14
D (p.u.) 6 6.25
TM (p.u.) 2.5459 2.00

TABLE 2.4 Network parameters

ya 0.4367–j3.2751
yb 0.7335–j4.8900
yM1 1.5–j0.5
yM2 1.0–j0.3
yL3 2.3203–j0.8121
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Figure 2.7 (Left) Bus load change, rs1 (dashed line), rs2 (continuous line); (right) lost line,

rs1(dashed line), rs2 (continuous line).

detects the event. This shows that in the ideal case our monitoring scheme is able to
detect and distinguish between the two events.

Now we consider the case where machine and bus angles are not available. The
observer gains are �1 = 0.987 and �2 = 40. Figure 2.8 shows the residual behavior
for event 1 (load change at bus 1). Note that the both residual signal are affected by
the event. However, as the effect of the event on rs1 is bigger, it is possible identify
the event.

The picture at the right in Figure 2.8 shows the observer error eδ for this event.
Figure 2.9 shows the residual behavior for event 2. As can be observed, the event
affects both residual signals and it is difficult to conclude which event is present. The
observer error eδ is shown in Figure 2.9. Note that for event 2 the observer error eδ is
considerably larger compared to the observer error in Figure 2.8. This explains why
the distinguishability between the events is degraded.
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Figure 2.8 (Left) Bus load change, rs1 (dashed line), rs2 (continuous line); (right) observer

error eδ .
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Figure 2.9 (Left) Lost line, rs1(dashed line), rs2 (continuous line); (right) Observer error eδ .

2.6 CONCLUSIONS

We have presented a monitoring scheme to detect detuning operation on indirect
field-oriented controlled current-fed induction motors. The key for fault detection is
the development of a model based on the detuning interpretation introduced in [17].
The model expresses the detuning effect in terms of the difference between the real
and the estimated rotating frames, and the selection of the induction motor state to
monitor based on techniques from differential theory. It was shown how the fault
can be accommodated. Numerical simulations were used to validate the monitoring
scheme, and the results clearly show that the monitoring scheme is not affected by
changes on the load torque.
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We also developed a simplified model for a squirrel cage induction motor that
includes broken rotor bars effects. Relying on differential geometry techniques, we
have proposed a model-based solution to the broken rotor bar detection problem on
IFOC-driven squirrel cage induction motors. We show that load torque conditions will
not lead to errors in the detection, as the fault detector is not affected by the load
torque. Numerical simulations of very different induction motors validate the model
and the performance of the monitoring scheme.

Finally, we addressed the fault detection problem in an embedded power system
and proposed a model-based solution. The distinguishability is achieved in the ideal
case. However, as shown by our numerical simulation the capability to distinguish
between the two events is degraded by the observer performance, ongoing efforts are
directed toward the design of an adaptive observer.
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3.1 INTRODUCTION

The intelligent power router (IPR), a concept based on scalable coordination, is
proposed to control the next generation power network. Our goal is to show that by
distributing network intelligence and control functions using the IPR, we will be capa-
ble of achieving improved survivability, security, reliability, and re-configurability.
Each IPR has embedded intelligence that allows it to switch power lines, shed load,
and receive/broadcast local state variable information to and from other IPR. The
information exchange capability of the routers will provide coordination among them
to reconfigure the network when subject to a natural or human-made disaster.

In this chapter we report our progress on six different activities around the cre-
ation of the IPR: IPR architecture, communication protocols among IPRs, distributed
controls, risk assessment of a system operated with and without IPR, power system
reconfiguration based on a controlled islanding scheme using IPR, and power routing
as an ancillary service since the IPR may provide improved efficiency and security
in the context of a realistic market structure such as the standard market design, with
LMP pricing algorithm.

Operation and Control of Electric Energy Processing Systems, Edited by James Momoh and Lamine Mili
Copyright © 2010 Institute of Electrical and Electronics Engineers



48 INTELLIGENT POWER ROUTERS: DISTRIBUTED COORDINATION

3.2 OVERVIEW OF THE INTELLIGENT POWER ROUTER CONCEPT

Existing power delivery systems are designed with redundant power generators and
delivery lines to make the system tolerant to failures on these elements. However, the
control and coordination of the process to generate and distribute power still occur
in a centralized manner, with only a few sites, or even one site, managing power
generation and delivery. This scheme has a clear drawback: a failure in one of these
control centers can impair the system. Therefore it is highly desirable that future
power delivery systems have the capability of distributing the task of coordination
and control of power generation and distribution when contingencies or emergency
situations occur.

We are developing a model for the next generation power network control using a
distributed concept based on scalable coordination by an intelligent power router (IPR).
Our goal is to show that distributed network intelligence and control functions using
the IPR can achieve improved survivability, security, reliability, and re-configurability.
Our power network concept builds on our knowledge of power engineering, systems
control, distributed computing, and computer networks.

In our scheme we detached control from central control sites and delegated it
to intelligent power routers (IPR). The IPRs are strategically distributed over the
entire electric energy processing network. By the power router’s embedded intelli-
gence we mean programmability, allowing the power router to switch power lines,
shed load based on a priority scheme, activate auxiliary or distributed generation, iso-
late power region of the energy delivery network to prevent system cascade failures,
and receive/broadcast local state variable information to and from other routers. The
information exchange capability among the routers facilitates coordination that can
reconfigure the network when the designated principal control center of the system
has collapsed from a natural or human-made disaster. The IPR uses direct monitor-
ing, area-limited online security assessment, and adaptive reconfigurable controls to
establish a coordinated and local set of control actions as preventive countermeasures
to anticipate a potential disturbance or provide corrective countermeasures following
a disturbance.

Our approach follows a data-routing model in computer networks, where data can
be moved over geographically distant nodes via data routers (or simply routers) [2–4].
When a flow of data needs to be established between two end points, the routers coop-
erate by moving pieces of data over the network until the data reaches the desired
destination(s). At each step of this process, a router that receives a packet of data
determines the next router that will forward that fragment of data. Notice that there
can be many candidate routers, but the one that does the best forwarding job is the
one that is selected. A power delivery system could operate the same way with due
consideration of the physical differences between data exchange and energy exchange.
In the event of a component or system failure, the IPR will make local decisions and
coordinate with other routers to bring the system, or part of it, back into an operational
state, though the system should be capable of degraded operation during major con-
tingencies. The proposed scheme does not substitute current control protocols if there
are no contingencies. However, under normal operating conditions the IPR would
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provide additional information on system status to the central energy management
system.

Figure 3.1 presents the proposed IPR system. Generation units P1, P2, . . . , Pn are
connected via the power network with consumers C1, C2, . . . , Cm . The producers and
the consumers are connected via a series of power lines and intelligent power routers,
R1,R2, . . . , Rk , that take control of power routing over the lines when a major system
disturbance occurs.

As Figure 3.1 shows, the IPR receives sensor data, processes the information,
takes decisions, and sends commands to the flow control devices. The routers’ network
has multiple redundant power paths between producers and consumers, since the IPR
organization is based in a peer-to-peer system (P2P) or a mesh.

Each IPR maintains information on the power flowing through its connecting
power lines. This information is used to make local decisions on how to re-route
power in the event of changes in the amount of power moving along the lines, such
as might be caused by failures, changing power generation or demand. These routers
could also signal that emergency power sources are needed online to meet demand and
could gracefully bring down portions of the system in order to avoid further damage
in the event of a contingency and maintain service to critical loads.

Since the power network has the infrastructure to react to changes in a decen-
tralized and autonomous fashion, this approach is a departure from state-of-the-art
schemes. The power network has enough redundancy and intelligence to find alter-
nate paths to deliver power to the loads. The goal of the network is to survive failures
and return critical loads to an acceptable level of operation. To achieve this, and
reduce the risk associated with single-points of failures, the IPR operates following a
distributed control scheme.

We envision IPRs to be strategically distributed over a power delivery network,
a metropolitan area, or a naval ship that has been divided into several sectors, each

Producers 
P1 P2 P3 

Consumers

C1 C2 C3 C4

IPR
Respond
Promptly
to Avoid
Further

Deterioration

Figure 3.1 IPRs exchange information and take local decisions to avoid cascade failure when

a major disturbance occurs, be it, natural or human-made.
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one served by at least two routers. These IPRs are fundamental building blocks for
the control scheme and are connected to a second layer of IPR that is in charge of
controlling power delivery on the scale of regions formed by two or more sectors. The
routers can in turn connect to a group of backbone routers that are directly connected
to the power generators.

Our long-term goal is to architect a new type of scalable and decentralized power
distribution infrastructure based on the concept of the IPR. This architecture should
provide sustained operation in the presence of partial failures to power sources and
communication lines through automatic reconfiguration. The fundamental engineering
design principle behind the IPR system is modular decentralized control . Thus an
IPR can be used as a simple yet fundamental building block upon which complex
power distribution networks can be engineered in a disciplined fashion. In summary,
our design objectives are as follows:

• Survivability and fault tolerance. Decentralized IPR modules control power
routing based on local information. IPR capable of isolating failures.

• Scalability. IPR can be composed with other IPR to create complex distribution
networks. The system can grow incrementally. Architecture admits graceful
profile-based reengineering.

• Cost-effectiveness. Decentralized IPR modules avoid having to connect very
producer to every consumer directly. Economies of scale reduce the cost of
IPR.

• Unattended 24/7 operation. IPR are equipped with programmable computing
capabilities. IPR incorporates algorithms that allow reconfiguration decisions
without human intervention.

The rest of the chapter is organized as follows: Section 3.3 presents the project objec-
tives, Section 3.4 shows the relation of the proposed work to the present state of the
art in the field and work in progress, Section 3.5 discusses current IPR architecture and
software module shows risk assessment of a system that operates with IPR. Section 3.6
presents IPR communication protocols, Section 3.7 studies distributed control mod-
ules, Section 3.8 explores the idea of defining the rendering of efficiency and security
provided by IPR as an ancillary service. Section 3.9 presents our conclusions and final
remarks.

3.3 IPR ARCHITECTURE AND SOFTWARE MODULE

The main goal of this component of the project is to design and test architecture for
the IPR, the backbone of the new type of energy distribution network that we propose.
Central to this architecture is the notion that IPR should eventually evolve into a new
type of off-the-shelf component that energy network designers can use as building
blocks in the construction of networks of all levels of complexity and capacity.

An IPR is in essence an energy flow controller with programmable intelligence.
Figure 3.2 shows a proposed architecture for an IPR consisting of two main com-
ponents: interfacing circuits (ICKT) that operates existing energy flow control and
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Figure 3.2 Proposed architecture for the intelligent power router.

sensing devices (EFCD), and an intelligent control and communication unit (ICCU).
Example of EFCDs are circuit breakers, phase-shifting transformers, series compensa-
tion capacitors or their combination as flexible AC transmission (FACTS). The ICKT
is the hardware component that interacts with the energy transfer components of the
electric power system. Many devices that could act as EFCDs in an IPR-based system
are already available in the market. They will work by controlling the power flow,
opening and closing lines as needed, or regulating the amount of power that flows
through a given interface. The interfacing circuits sends commands to the EFCD to
dynamically change the behavior of the power system. Also the ICKT receives infor-
mation collected by sensors (CTc, PTs) and dynamic system monitors (DSM) on the
system state (phase currents, bus voltages, system frequency, generation levels, etc.)
to assess the current status of the system.

The ICKT will operate under the direct control of the ICCU, which will have
the necessary logic and software to determine how to re-route power, change load set
point in generators, shed load, or take any other corrective or preventive action to
enhance system security. As an embedded computer located inside the IPR, the ICCU
could feature a RISC-type CPU, high-speed RAM, nonvolatile data storage, and a
network interface. The ICCU should be made out of commodity components to keep
its cost low, make it easy to fix or replace, and to leverage on the latest advances in the
computing technology. For example, because the ICCU can run the latest version of the
LINUX operating system for embedded systems, this scheme will not only make the
IPR fully programmable but also simpler to upgrade with new versions of the system
software. In short, the intelligent power router consists of two distinct elements: the
intelligent control and communication unit (ICCU) and the interface circuits (ICKT).
Existing energy flow controls and sensors will be managed by the IPR.

Figure 3.3 shows a simple switch-based IPR system that can illustrate the potential
for survivability of an IPR-based network. For simplicity, assume that each of the two
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ICCU

Source

Load Load

IPR

Source

SENSOR SENSOR

Transfer
Switch

Transfer
Switch

Figure 3.3 A simple switch-based IPR system.

sources can supply exactly one of the loads. In an ordinary power network and upon
failure of a source, the system will attempt to continue serving both loads. This may
result in a total failure once none of the loads receive enough power to operate. In an
IPR system the ICCU can react to the source failure by reconfiguring the network to
serve the load with highest priority with the power supplied by the surviving source.
Load priorities may serve to model levels of criticalness or perhaps level of power
quality purchased by different customers. Key to the IPR system is the ability to
assign these priorities dynamically and without requiring costly and slow physical
re-configuration of the network. Our goal is to discover distributed algorithms that do
not require centralized control of a complex network with potentially many IPRs. The
modularity of IPRs will make it possible to create configurations significantly more
complex than the one shown above, requiring neither hardware modifications nor ad
hoc devices.

Figure 3.4 shows a virtual test bed (VTB) [16] simulation of the system shown in
Figure 3.3. The IPR module at the center of the figure continuously receives readings
from current sensors connected to each of the two power sources. Initially the left
source serves the left load and the right source serves the right load. The sinusoidal
plot on the upper right shows the current drawn from the left source. At some point
during the simulation the left source fails and stops generating current. The lower
right plot depicts the current fed into the left (higher priority) load. In response to
the failure of the left source the IPR re-configures the switches in order for the right
surviving load to serve the left load. Therefore the current into the left load is restored
after a short transient period. The goal of the IPR-based system is to harness the laws
of physics in order to control energy flows based on dynamically reconfigurable load
priorities with minimal human intervention.

Our next challenge was to find an appropriate simulation framework allowing
us to conduct experiments in a setting significantly more realistic than the one used



IPR ARCHITECTURE AND SOFTWARE MODULE 53

for experimentation with the initial version of the IPR model illustrated above. We
wanted, for instance, to work with realistic models of power generation sources and
loads, as well as with more realistic models of switches and faults. The most suitable
framework available to us was the SimPower system simulation package available
for MatLab. To gain experience with the new simulation environment, we developed
the simple model of a 3-bus power system depicted in Figure. 3.4, which consists of
two generators and a single load. Each load is controlled by an IPR for a total of 3
IPRs (light blue boxes). We also designed a fault injection module (green boxes) as
shown in Figure 3.5, that automatically generates a line-to-ground fault on phase A
after a prespecified amount of time. This is an initial experiment and in the future
other types of faults will be added to the model. The fault detection circuitry (dark
blue in Figure 3.5) detects the line-to-ground fault by computing the zero-sequence
component of the 3-phase signal. Part of this circuitry will eventually be packaged
inside the IPR module. In particular, the portion of the circuitry that determines the
action to be taken in response to the fault will be part of the IPR. Right now this
portion of the circuitry is essentially nonexistent, since the very output of the zero-
sequence analyzer is used to drive a relay that controls the switches that interconnect
the two relevant buses. Although rather simple, this framework allows us to experiment
with more complex IPR logic by inserting appropriate logic components between the
zero-sequence analyzer and the relay.

IPR

Source

Current
Sensor

Power
Lines

Transfer
Switch

Load

xxxxxx
xxxxxx
xxxxxx
xxxxxx

xxxxxx
xxxxxx
xxxxxx
xxxxxx

XXX

XXX
XXX

XXX XXX

XX

XXXX XXX

XXX

XXXXX

XX XX
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Figure 3.4 Virtual test bed (VTB) simulation of the simple IPR system of Figure 3.3.
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Figure 3.6 shows the current at lines labeled A, B, C, and D in Figure 3.5. The
upper left chart shows the phase-A current incident into the right port of the bottom
bus. The line-to-ground fault occurs where the current drops to zero. The current at
lines B and C rises in response to the opening of the breakers to supply the load
without interruption. After a short transient the power to the load is reestablished.
After about 100 ms the fault is fixed and the zero-sequence analyzer deactivates the
relay, causing the breaker to close again. As depicted in Figure 3.6 the current in
line A raises to its pre-fault level and the system overall is reestablished to its initial
configuration.

Once we gained enough experience with the simulation framework, we shifted
our focus to the creation of a modular SimPower model for an IPR and its application
to the design of shipboard electric systems. After reviewing the different shipboard
models considered in the literature, we decided to base our work on the DD(X) Navy
Test Bed model developed at the University of Texas Center for Electromechanics
(http://www.utexas.edu/research/cem/).1 Because of the unaccessibility of the Sim-
Power model for the Test Bed, we proceeded to assemble the model depicted in
Figure 3.7. This model is realistic in that it uses the turbine generators, engines, and
other loads typically found on Navy ships.

Using this model, we developed a new type of computer controllable bus (large
buses toward the lower center of Figure 3.7 enclosed by red circles). This bus serves
the purpose of the EFCD in the IPR architecture. The internal structure of the con-
trollable bus is shown in Figure 3.8 and it includes the sensor and actuator circuits
that will be controlled by the ICCU. We are presently developing an IPR intercommu-
nication subsystem that will implement the IPR protocols discussed in the following
section.

3.4 IPR COMMUNICATION PROTOCOLS

3.4.1 State of the Art

In our framework for self-healing electrical networks, the intelligence used for con-
trol and coordination operations is embedded into the IPR. As shown in Figure 3.9,
IPR are computing devices strategically deployed over the electric network at buses,
power lines, power generators, and close to loads (i.e., power consumers). By control-
ling electronic power flow control devices (e.g., switches, FACTS), IPR can “route”
power to various areas in a similar fashion as routers forward packets in a computer
network. For example, when power is lost in a given region because of a gener-
ator failure, several IPRs in charge of that region might request another generator
to increase its power output, and then coordinate to close alternate lines to route
power into the affected region. Likewise IPRs can oversee load-shedding operations
to remove low-priority loads (e.g., theaters) from the system in favor of other loads
with higher priorities (e.g., hospitals). Groups of IPRs are responsible for execut-
ing distributed algorithms for disseminating system status information among fellow
IPRs, and for using this information in making local decisions in the event of system
failures. During a contingency, groups of neighboring IPRs work together to contain
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Figure 3.9 Electrical network featuring IPRs.

the damage, bring back critical lines, activate emergency generators, deliver power to
critical loads, and continuously monitor the system to maintain an acceptable level of
operation. Our goal is to show that by distributing network intelligence and control
functions using the IPRs, we can improve the survivability, security, reliability, and
re-configurability of the electrical network.

An IPR-based power delivery system scales much the same way as a computer
network scales. Groups of local IPRs form “local area power networks” and are inter-
connected by border IPRs that enable the formation of larger networks of networks.
Meanwhile border IPRs are responsible for attempting to contain countermeasures
and recovery actions inside local area power networks to prevent a failure from cas-
cading across large regions of the system. IPRs view currently existing relay-based
load-shedding schemes as lower layer countermeasures in a multi-layer power delivery
network.

3.4.2 Restoration of Electrical Energy Networks with IPRs

The worst-case contingency occurs, is a system blackout (e.g., August 2003 northeast
USA blackout) whereby either the whole system or large sections of it are rendered
inoperable. A restoration process must follow such an event to bring the system back
into operation. This process must determine the right order of reconnection steps to re-
energize power generators, transmission lines, distribution lines, and loads. Typically
this problem is modeled as a network flow graph optimization problem [8]. We next
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discuss how IPRs can be applied a decentralized restoration plan, unlike existing
centralized schemes.

3.4.3 Mathematical Formulation

Our mathematical model derives from the mathematical formulations in [22,23]. Our
objective for our power system’s restoration is to maximize the number of restored
loads with the highest priority values. We express this objective function as

max
∑
k∈R

Lk ∗ yk ∗ (α − Prk )

where Prk is the load’s priority factor (the highest priority load being Pr = 1, the
second priority load Pr = 2, etc.), α is a natural number larger than the Pr value
with less priority, Lk is each load in the system, yk is a decision variable (yk = 1 if
load Lk is restored, yk = 0 if load Lk is not restored), and R defines the current set
of de-energized loads. The constraints associated with our mathematical model are
similar to the constraints in the restoration model presented in [22]: limits on power
sources available in each bus for restoration, balance in the power system between
supply and demand, and limits on line capacity for power transmission.

3.4.4 IPR Network Architecture

The IPR are organized in a peer-to-peer (P2P) network [9,11,12]. In this architecture,
for a given IPR, it is irrelevant whether the inputs come directly from power producers
or other IPRs. For this propose we assume that there is one IPR in each of the buses in
the system. It is important to recognize that the network for transmission or distribution
of electrical energy is different from the communications network between IPRs.
This scheme guarantees independency of communication during a contingency in the
electric transmission system. But the IPR network communication must duplicate the
electrical connections in the system. For this purpose we put an IPR in each bus of the
system. Figure 3.10 shows the relation between the electric energy delivery network
(EEDN) and the IPR network. We have developed three types of IPRs:

• Source power router (SrcPR) These routers provide an interface between
power generator (drawn as circles) and the IPR network. They inform other
IPRs about the status of the power generators.

• Principal power router (PPR) These routers re-configure the network during
a high-risk operating condition or some type of system failure.

• Sink power router (SnkPR) These routers interface between loads and the
IPR network. Their principal function is to connect and disconnect loads as
necessary.

Each IPR has a set of lines classified as either input or output lines. These
output and input lines correspond to transmission or distribution lines that move power
between the buses associated with each IPR. The rest of this discussion will pertain
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Figure 3.10 Relationship between EEDNs, IPR locations, and IPR logical connections (Gen n:

generator n, SrcPR: source of power router, PPR: principal power router, SnkPR: sink power

router).

to such a transmission system. Input lines model transmission lines that bring power
into the bus associated with a given IPR. Likewise output lines model transmission
lines (or branches) that feed from the bus associated with a given IPR. Decisions for
the activation of contingency plans from IPR are based on two factors:

1. Priority factors Every output line has a priority factor that is similar to the
priorities assigned to the loads. These priorities indicate which lines must be
serviced first, in the event of a contingency.

2. Reliability factors Every input line has a reliability factor that indicates how
reliable is the power source feeding the line.

Several message types are defined for IPR communications and interactions. Their
purpose is to ensure that each IPR is aware of the conditions in its neighboring IPR.
These message types are as follows:

• Steady state messages These messages are designed to exchange information
between adjacent IPR while the EEDN is in normal operation state.

• Contingency messages When a fault occurs in the EEDN, these message types
will be exchanged between IPRs during the system restoration process.

3.4.5 Islanding-Zone Approach via IPR

The key to the performance and quality of IPR decision making resides in the IPR’s
knowledge of the state of its neighbors. Hence all IPRs should exchange state messages
continuously. Since, as the IPR network grows, the number of messages will grow
exponentially, congestion in the communications network could make it difficult for
IPRs to get the status messages necessary to maintaining current system conditions. In
view of this, we divided the system into zones or geographical regions. Each zone has
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a balance between capacity for energy generation and demand for consumption. Each
zone behaves as an autonomous network of IPRs capable of exchanging messages
with other zones, while also been able to contain and repair failures within the zone.

To support this zone concept, we developed a second IPR classification scheme.
Interior IPRs are those that exchange messages within a given zone. Border IPRs
exchange messages between different zones. Figure 3.11 shows an example of a
power system divided in two zones (zone A and zone B). Zone A has nine buses and
each bus has an IPR. Zone A has six interior IPRs and three border IPRs. Likewise
zone B has 10 buses with eight interior IPRs and two border IPRs. The operation of
each of IPR is as follows:

• Interiors IPR To establish a secure operational state in the interior of each
zone, the Src-IPR informs the state of its generator in a message that is spread
throughout that the zone. This way every other IPR knows the state of gen-
erators in its zone, allowing it to modify its reliability table to request power
from generators with more probability of responding to a request. This scheme
prevents wastage of time and resources in requests for power from generators
that cannot satisfy such requests.

• Border IPR When zone X experiences a demand in power that cannot be
served by its local generators, the border IPR of that zone issues the request to
the neighboring zones so that the entirety of the loads in zone X can be served,
or at least as many as the high-priority loads as possible. In the event of a
catastrophic event that forces the partition of the systems in islands, the border
IPR in each zone exchanges messages to coordinate the re-interconnection of
those islands.

To simplify the negotiation scheme, border IPRs see each neighboring zone as a
generator or as a load (network equivalent), depending on the power flow direction.
If power is entering from zone A to zone B, then the border IPRs at zone B see zone
A as a generator. Likewise the border IPRs in zone B see zone A as load. Figure 3.12
illustrates this idea; it shows the view of zone A for Border IPR of zone B as two
generators and two Loads. These generators are the least reliable generators for zone B.

3.4.6 Negotiation in Two Phases

Although it is almost impossible to obtain optimal answers starting from local deci-
sions, and although that it is not our objective, IPRs have the capacity to improve
the state of the system via their negotiations at several stages when they restore the
number of loads to serve high-priority needs.

Intra-zone Negotiation The first phase of IPR negotiation is performed at
the intra-zone level. At this stage, the interior IPR works to satisfy the maximum
number of high-priority loads within its zone. By a periodic exchange of messages,
the interior IPR are able determine which loads should be served with the generation
capacity in each zone, to make sure that the system operates in a secure way. The
process of intra-zone negotiation is carried out in three stages, discussed below.
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Figure 3.12 Interior and border IPRs.

1. Friendly request stage At this stage of the negotiation the IPR follows the
standard negotiation process described in [23]. In this scheme each load uses
its SnkPR to make requests for power to the IPR network. Each request is
routed until an affirmative or negative answer is found, depending on current
system conditions. Following the priorities scheme, IPRs choose which loads
can be served and which cannot. Afterward the IPRs try to return the system to
its previous safe operational state, maintaining request direction as the power
flow was before the catastrophic event. But, if a high priority load sends a
late request and the resources of the system are already committed and do not
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allow this load to be served, then this high-priority load will receive a negative
answer. At this first stage, loads of high priority might not be served at all.
The second and third stages deal with such situation.

2. Persistent request stage The SnkPRs that receive a negative answer in the
friendly request stage now send a persistent service request . This type of
request forces the IPRs to attempt a system reconfiguration by changing the
direction of the power flows necessary to satisfy most of the high-priority
loads. When the request reaches a generator, the associated SrcIPR triggers
a load shedding to ensure that power is directed to the highest priority
loads.

3. Load-shedding communication stage When a SrcPR determines that it needs
to disconnect a set of low-priority loads to guarantee service to a high-priority
load, it sends a special disconnect message to the selected low-priority loads.
To accomplish this, every request message is signed with a complete route
to the load. The SrcPR sends a disconnect message following the path stored
in the message to reach the SnkPRs servicing the low-priority loads. The
SrcPR then awaits for a disconnect confirmation message. This message is
routed by the IPR in the path between the SrcPR and the SnkPRs. When the
SnkPR gets a disconnect message, it disconnects its associated load and sends
a confirmation disconnect message to SrcPR that sent the original message.
Then the SnkPR for the load just disconnected starts looking for power from
alternative generators. When the SrcPR receives the disconnect message from
all targets for disconnection, it sends an affirmative response to the high priority
load to be serviced

Intra-zone Negotiation The objective of this phase is to bring power from
another zone to try to restore the loads that were not served in the intra-zone nego-
tiation because of insufficient generation capacity. When a SnkPR receives a deny
response for a persistent request message, it sends an inter-zone assistance request,
and this message is routed until it gets to a border IPR. This border IPR forwards
this request to its peer border IPR in another zone. When a border IPR receives
an inter-zone request, it stores this message and sends a friendly request message
to the IPR in its local zone network. Notice that this message is treated as an
intra-zone message, and it is processed as mentioned in the previous section. The
idea is to handle the request as if it came from a load inside the zone of the
border IPR.

When the border IPR receives the final response, it sends that response to the
border IPR X in the zone that initiated the negotiation process. If this message is an
affirmative response, border IPR X sent this response to the SnkPR that made the
original request. Otherwise, the original power request is routed to another border
IPR until an affirmative response is obtained, or a denial response is obtained from
all border IPRs. In the latter case, a final denied response is sent to the SnkPR that
made the original request. This SnkPR awaits a time interval T , and then begins the
whole process again.
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3.4.7 Experimental Results

To demonstrate the effectiveness of the proposed power distribution scheme, we have
implemented a software library with all the protocols and communications for IPR
operations and the intra-zone scheme presented above. We are still working on the
implementation of the inter-zone scheme. Our computer simulation was built using the
Java programming language, and it was run on several computers interconnected via a
100 Mbps LAN. In [23] we presented one of the simulation cases with its conditions
that we ran on a modified version of the WSCC 9-bus model. The objective of our
simulation consists in obtaining a reservation and allocation of power resources to
enable system restoration after a total system blackout.

As [23] elaborates, after running the test cases four times, the power allocation
negotiated by IPR can supply 100% of the power required by loads in each case.
Moreover the allocation of power satisfies the constraints established in the mathe-
matical formulation. All this was accomplished in a de-centralized manner and using
only the local information available to each IPR.

3.5 RISK ASSESSMENT OF A SYSTEM OPERATING WITH IPR

For the purpose of calculating the reliability of an individual IPR, we divide the IPRs
into three subsystems, namely power hardware (breakers or other power switching
elements), computer hardware (the data router that permits communication between
IPR and CPU functions), and software as depicted in Figure 3.1. We identify failure
modes for each subsystem of the selected IPR structure to estimate the IPR reliabil-
ity [24]. This estimate of failure probability for an IPR will be used in our work to
measure the change in reliability of a power system operated with and without IPRs.

3.5.1 IPR Components

The operational relationship of IPR subsystems is shown in Figure 3.13

Data Router
(Computer Hardware)

Intelligence
(Software)

Switch
(Power Hardware)

IPR

Figure 3.13 Basic operational relationship of IPR major subsystems.
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1. Software The intelligence section (i.e., software) consists of the algorithm
that will make and execute decisions while the IPR operates. The intelligence
section will control the switching device of the IPR, depending on the network
status.

2. Power hardware The switching device of an IPR can be a high-voltage cir-
cuit breaker, FACTS (flexible AC transmission systems), or another switching
device capable of controlling the power flow in the transmission/distribution
lines.

3. Computer hardware The data router section will handle the communication
between IPRs. They have to communicate the status of the network and useful
data obtained by the system sensors (PTs, CTs, etc.) for the intelligence section
to analyze and take appropriate action.

3.5.2 Configuration

Figure 3.14 shows possible functional configurations for the internal components of
an IPR. Figure 3.14a shows the basic series configuration. If any of the internal
components fail, the IPR will fail. We assume that the probability of failure of
each component (software, data router, and breaker) is independent of each other.
Figure 3.14a,b,c,d, and e introduces a redundant path for the software, router, and
software-router, respectively. If the main path fails, there is an auxiliary path allowing
the IPR to maintain full functionality. We do not provide a redundant path for the
breakers because we assume the cost of power breakers to be much higher than that
of software or routers.

3.5.3 Example

In [25] Anderson reviews important concepts of reliability theory. Reliability is defined
to be the probability that a component or system will perform a required function for

(a)

S
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Sb

Sa

Sb

Sa

Sb
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Rb
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Rb

Ra

Rb

R RB

B B
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(b)

(c) (d)
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Figure 3.14 IPR internal configurations.
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a given period of time when used under stated operating conditions [26]. It is the
probability of non-failure over time. These concepts are the basis of our work. Let

R = P{successful IPR operation} = reliability

Q = P{unsuccessful IPR operation} = 1 − R = R

B = {successful circuit breaker operation}
B = {unsuccessful circuit breaker operation}

From the rules for series/parallel systems, the following equations are obtained for
every configuration shown in Figure 6.14:

Conf.(a), R = P(S)P(R)P(B) (3.1)

Conf.(b), R = P(S)P(R)P(B) = (1 − P(Sa)P(Sb)) × P(R)P(B) (3.2)

Conf.(c), R = P(S)P(R)P(B) = P(S) × (1 − P(Ra)P(Rb)) × P(B) (3.3)

Conf.(d), R = (P(Sb)P(Rb) + P(Sa)P(Ra) − P(Sa)P(Ra)P(Sb)P(Rb)) × P(B) (3.4)

Conf.(e), R = P(S)P(R)P(B) = (1 − P(Sa)P(Sb)) × (1 − P(Ra)P(Rb)) × P(B) (3.5)

To complete our example, reliability estimates of each component are needed.
From [27] we have that “major failure per breaker year” estimate is 0.00672 for single-
pressure high-voltage breakers above 63 kV (all voltages, from years 1988–1991).
The reliability of high-voltage breakers can be calculated using the equation R(t) =
exp(−λt), assuming a constant failure rate [26]. For a one-year period the estimate
for the breaker’s reliability is R(1) = P(B) = 0.99330, or 99.330% of confidence.

From [28] we obtain the average MTBF (mean time between failure) of Ethernet
routers to be 9.5 years, and for a price multiplier of 25, they are available with 35
years of MTBFs. From [26] the reliability can be calculated from the MTBF indexes
using the equation R(t) = exp(t /MTBF), again, assuming a constant failure rate. For
a one-year period, the reliability found is R(1) = P(R) = 0.90009 for a 9.5-year of
MTBF, or R(1) = P(R) = 0.97183 for a 35-year of MTBF.

Estimation of software reliability is not an easy task. To make a good estimate,
we need the total of code lines, loops, the frequency of each loops, the execution time,
failure rate, fault density, and so on. Since software for an IPR is not available, an
estimate of its reliability is not possible. Still we assume a reliability of 0.95 and 0.99
in our example. These values are conservative, since we believe that the controlling
software on an IPR will not be all that complex and IPR decisions will be based on
pre-established contingency tables.

Table 3.1 summarizes the results of reliabilities and failure probabilities for each
configuration of Figure 3.14 using their respective equations. As we said before, relia-
bility is defined as the probability that a system (component) will function over some
time period t , and it can be expressed as R(t) = P{T ≥ t}, where T is a random vari-
able of the time to failure of the system. If we define F (t) = 1 − R(t) = P{T < t},
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TABLE 3.1 Reliabilities and failure probabilities of IPR configurations

P(S ) = 0.95, P(R) = 0.90009, P(S ) = 0.99, P(R) = 0.90009,
P(B) = 0.99330 P(B) = 0.99330

IPR Configuration R F R F

(a) 0.84936 0.15064 0.88512 0.11488
(b) 0.89182 0.10818 0.89397 0.10603
(c) 0.93422 0.06578 0.97355 0.02645
(d) 0.97244 0.02756 0.98152 0.01842
(e) 0.98093 0.01907 0.98329 0.016713

then F(t) is the probability that a failure occurs before time t . The results show,
as expected, that nonredundant configurations have lower reliabilities, or higher fail-
ure probabilities. As we introduce redundancy in just one component, the reliability
of the system increases considerably, which reduces the probability of failure. The
configurations shown in Figure 3.14d and Figure 3.14e showed the highest reliabilities.

The reliability of the each IPR configuration is lower than the reliability of the
breaker alone. These results are not surprising because the reliability in a series system
will be below the lowest reliability of its components. All our IPR configurations
decompose to a series configuration. The only way that the reliability of IPR can be
greater than the reliability of the breaker is if we provide a redundant path to the
breaker. Does this mean that it is better to have only the breaker instead of the IPR?
We believe not. A breaker will act based on local data, without regard to the system
state outside its protection zone. The IPR, through its communication capabilities, will
act based on local and regional data enhancing the system reliability. The classical
methods do not capture appropriately the increase in the reliability of a power system
when a special protection scheme (SPS) is included. However, it is known that when
a SPS, like an IPR, is properly operating, system response significantly improves
following a contingency and therefore so does the system reliability [29]. To capture
appropriately the reliability increase in a power system, we will use the risk framework
assessment developed by McCalley et al. [29]. In the following we give a summary
of the reliability assessment for a section of a 179-bus system that includes an IPR.
The system will suffer voltage collapse if lines L76–78 and L78–80 simultaneously
have an outage. A solution to prevent system collapse is to install VAR compensators
in buses 78 and 75. An IPR can be used to activate these compensators and prevent
the collapse in the event that more than one line expenences outage.

Nomenclature
Fi : event there is a fault on ckt i (L76–78, L78–80)

A: fault type (1�, 2�, 3�, � − �)

NC : # critical circuits

NT : total number of events considered in the study

Ei : initiating events
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NC event → “N-1” outage

NC+1 event → No fault
Ei , i > NC+1 → simultaneous outage two or more circuits

K : system collapse event

X : pre-contingency operating point

T : IPR switching event

Basic events: Initiating Events
F1, loss of line L76–78 E1, loss of line L76–78
F2, loss of line L78–80 E2, loss of line L78-80

E3, no outage
E4, loss of both lines

Operation of an IPR (Categories)
1. IPR acts in a contingency (T ∩ Ei ), i = 1, 2, . . . , NC , NC+2, . . . , NT .

2. IPR does not act in a contingency (T ∩ Ei ).

3. IPR acts when there is no contingency (T ∩ ENC +1).

4. IPR does not act when there is no contingency (T ∩ ENC +1).

Risk Sources for a System with IPR

1. IPR fails to act in a contingency. The system may collapse depending on the
pre-fault operating condition.

2. IPR works properly, no collapse, but nonzero impact.

3. IPR works unnecessarily when there is no outage, nonzero impact.

Risk of an event Ei , i = 1, 2, . . ., which causes IPR to act or system collapse K :

Risk(K ∪ T ) =
NT∑
i=1

Risk(Ei ) =
NT∑
i=1

Pr(K ∩ T ∩ Ei ) × Im(K ∩ T ∩ Ei )

︸ ︷︷ ︸
Source 1

+
NT∑
i=1

Pr(T ∩ Ei ) × Im(T ∩ Ei )

︸ ︷︷ ︸
Sources 2 and 3

(3.6)

where

Pr(K ∩ T ∩ Ei ) = Pr(T ∩ Ei ) × Pr

(
K

T ∩ Ei

)
(3.7)
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Each component (R, S , and B) can have two failure modes: 0–working, 1–failure.
In this case the IPR can assume 16 states ( 2︸︷︷︸

R

× 2︸︷︷︸
S

× 2︸︷︷︸
B

× 2︸︷︷︸
B

= 24 = 16).

0000 0001 0010 0011
0100 0101 0110 0111
1000 1001 1010 1011
1100 1101 1110 1111

Some states are identical (e.g., 0010 and 0001), so we can merge them. The resulting
states are

S0 –0000
S1 –0001, 0010
S2 –0011
S3 –0100
S4 –0101, 0110
S5 –0111
S6 –1000

S7 –1001, 1010
S8 –1011
S9 –1100
S10 –1101, 1110
S11 –1111

Now we classify the states into categories. There are four possible categories:

C1: There is an active signal (AS, switching event). IPR works properly. If there
is an inactive signal (IS, nonswitching event), IPR works unnecessarily.

C2: There is an AS. IPR works properly. If there is an IS, IPR does not switch
(works properly).

C3: There is an AS. IPR does not work properly. If there is an IS, IPR works
unnecessarily.

C4: There is an AS. IPR does not work properly. If there is an IS, IPR does not
switch (works properly).

Before we classify each state, we must characterize the failure mode for each com-
ponent:

B → 0, the breaker switch properly
1, the breaker does not close

R → 0, the router communicates properly
1, the router does not send any information

S → 0, the software works properly
1, the software takes an incorrect decision
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Now, the states can be classified in the following manner:

C1: S9

C2: S0

C3: S3, S4, S10

C4: S1, S2, S5, S6, S7, S8, S11

The resulting Markov chain is shown in Figure 3.16., where

λ1 = 1/9.5

365
= 0.10526

365
= 0.000288392

λ2 = 0.05129/365 = 0.00014053

λ3 = 0.00672/365 = 0.0000184110

These values were obtained from the MTBF, MTTF, or the annual failure rate for each
component. The failure rate of the router (λ1) was obtained from its MTBF of 9.5
years. The daily rate of the software (λ2) was calculated from the assumed reliability
of 0.95 and converted to the failure rate per year of 0.05129. Finally, the failure rate
of the breaker (λ3) was obtained from literature.

To find the risk, the conditional probability Pr(K /(T ∩ Ei )) in equation (3.3) is
needed. From simulations is known that the probability of collapse, given that event
E3 or E4 occurred and there is no tripping action of the IPR, is 1 and 0 for E3 and E4,
respectively. However, for events E1 and E2, the probability is not known. Right now
we are working with a technique known as the voltage stability index to establish
a probability function in order to compute these probabilities and finalize our risk
assessment.

3.6 DISTRIBUTED CONTROL MODELS

3.6.1 Distributed Control of Electronic Power Distribution Systems

Today’s complex electronic power distribution systems (EPDS) in data centers, auto-
motive, ships, and aircrafts require sophisticated control techniques to support all
aspects of operation, including failure. When a high degree of reliability is desired,
the effects of failures must be mitigated and control must be maintained at survivable
scenarios. In order to manage fault scenarios, we need to make a series of decisions
and control actions:

1. The fault has to be detected.
2. The fault source has to be identified and its magnitude estimated (partial degra-

dation vs. total failure).
3. Depending on the nature of the failure, a new control algorithm has to be

selected that compensates for the failure.
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Figure 3.16 Markov chain.

4. The EPDS has to be reconfigured.

5. The new control algorithm has to be chosen.

All these decisions must be made by a control system that incorporates not only
simple regulatory loops and the supervisory control logic, but also a set of components
that detect, isolate, and manage faults in coordination with the control functions. A
block diagram for a self-reconfigurable control system is shown in Figure 3.17.

Hybrid dynamical systems theory offers a natural framework for the modeling
and fault adaptive control problems in EPDS. Considerable research work has been
dedicated to the study of various aspects of hybrid systems, including modeling,
stability analysis, and control. Intelligence in the context of hybrid dynamic systems
refers to the capability of these systems to adapt and reconfigure themselves to make
significant changes to their operating environment and their own structure. An example
of a self-reconfigurable control system is the fault adaptive control system described
in [30]. Fault adaptive control systems, in particular, have been studied in the context
of robotics [31] and manufacturing automation [32].

In general, autonomous systems are seen as one of the most important trends in
control systems. Autonomous systems have initiated change of paradigm in the control
of AC power systems [33,34] with similar trends are being investigated for EPDS in
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Figure 3.17 A self-reconfigurable control system.

ships [35], automotive [36], and space applications. Our research work is focused on
studying the different approaches to realizing a self-reconfigurable control system for
EPDS.

3.6.2 Integrated Power System in Ship Architecture

Integrated power system (IPS) is the term applied to a ship architecture where both
ship service loads and ship propulsion are supplied by a common electrical source. In
the IPS concept proposed by the Advanced Surface Machinery Program of the NAVY
Naval Sea Systems Command, the power distribution is based on the zonal distribution
architecture, which includes both AC backbone and DC zonal systems. Zonal architec-
tures have advantages over traditional ring bus distribution systems supplying radial
feeders, including better reconfigurability and greater survivability [37]. Compared to
radial distribution, zonal distribution architectures provide maximum protection (fault
tolerance), reduced cabling, and cost savings.

A diagram of the ONR reference IPS provided for self-reconfigurable control
system studies is shown in Figure 3.18. This system contains the minimum elements
to represent an advanced IPS [35]. System characteristics include the following:

1. Two finite inertia AC sources and buses.

2. AC bus dynamics, stability, and regulation.

3. Redundant DC power supplies and zonal distribution buses.

4. DC bus dynamics, stability, and regulation.

5. Three zonal distribution zones feed by redundant DC power buses.

6. A variety of dynamic and nonlinear loads.

An actual ship would typically have five to eight zones instead of the three as
shown in Figure 3.18.
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PS: Power Supply (AC to DC) 
SSCM: Ship Service Converter Module (DC-DC Converter) 
SSIM: Ship Service Inverter Module (DC-AC Converter)

15 KW
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400 V
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400 V
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400 V
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5 KW

400 V
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Port Bus
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Figure used with permission from Dr. Edwin Zivi.
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Bus 500 V

SSCM

LB: Load Bank
CPL: Constant Power Load
MC: Motor Controller

PS

SSCM

SSCM LB

SSCM

SSCM

SSCM

SSCM

MC CPL

Figure 3.19 ONR IPS reference system DC zonal distribution system.

3.6.3 DC Zonal Electric Distribution System

Simulation will be our primary tool to test and validate the control algorithms to be
developed in this work. In the initial stages we are using the Simulink™ implementation
of the DC zonal electric distribution system (DCZEDS) described in [35,37,38], which
is a simulation test bed for the control algorithms of the ship power distribution systems
provided by the Office of Naval Research (ONR) to researchers in the NSF/ONR
Electric Power Networks Efficiency and Security (EPNES) program [35].

Figure 3.19 shows an expanded version of the DCZEDS in Figure 3.18. The ref-
erence DCZEDS is fed by two 500-V busses: one on the starboard side and one on the
port side. Each bus is connected to an electrical zone through a ship service converter
module (SSCM) that serves to buffer the main bus and the intra-zone electrical loads
and to provide a voltage level appropriate to the load. Diode networks are used for
automatic bus transfer. AC loads are fed by ship service inverter module (SSIM). In
addition to power conversion functions, the SSCM and the SSIM provide monitoring
and protection functions.

The DCZEDS consists of two power supplies (PSs), six ship service converter
modules (SSCMs), three diode networks, one ship service inverter module (SSIM)
with an associated load bank (LB), one motor controller (MC), and one constant
power load (CPL). The loads are divided into three zones as shown in Figure 3.19
All DCZEDS subsystems and modules have local controllers.

The components and subsystems of the DCZEDS have local conventional con-
trollers. Our goal is to add to this system the fault detection and reconfiguration logic
to develop a self-reconfigurable power distribution system.
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Some Simulation Results Simulation studies using the DCZEDS model are
being performed to understand how it functions and its limitations. Normal operation
and fault scenarios are being evaluated. Figure 3.20a shows results of a system start-
up simulation. As expected, under no faults, the system reaches steady state with no
major problems. Examples of potential faults are as follows:

1. Isolated faults at the individual zonal loads.

2. Faults at the distribution buses.

3. AC propulsion bus fault (i.e., generator fault).

Figure 3.20b shows simulation results when there is a fault in the port distribu-
tion bus. As expected, the system can supply power to all loads from the starboard
bus. A defect in the SIMULINK model is that loads are only connected through the
corresponding SSCM to either the starboard or the port bus, which results in a limited
number of potential faults and reconfiguration possibilities. An enhanced implemen-
tation of the DCZEDS system of Figure 3.19 has been implemented in the virtual test
bed (VTB) environment and presented in [39]. We have obtained a copy of this model
from Dr. Roger Dougal from University of South Carolina. We are also enhancing the
SIMULINK model by including topological rules to limit the number of loads that
can be connected to a bus and adding priorities to the system loads to include load
shedding in the reconfiguration schemes.

3.6.4 Implementation of the Reconfiguration Logic

We selected MATLAB™ SIMULINK™ together with MATLAB™ Stateflow™ tool-
box to conduct the simulation experiments and implement the reconfiguration logic.
Stateflow is a graphical tool that works with Simulink. Stateflow lets you design and
develop deterministic, supervisory control systems in a graphical environment. This
program visually models and simulates complex reactive control to provide clear,
concise descriptions of complex system behavior using finite state machine theory.

A finite state machine diagram can be used to represent new system configura-
tion. Figure 6.21 shows a truth table for the modes for the system and Figure 3.21
shows a finite state transition diagram for the DCZEDS when a distribution bus fails.
Our current work continues the simulation studies, and we are looking at different
methodologies to design the logic control component of the supervisory system.

3.6.5 Conclusion

The future of power systems for ships will be based on zonal architectures, making
them an ideal test bed where to evaluate potential concepts for self-reconfigurable
systems for electronic power distribution systems. We have finished our evaluation
of the DCZEDS as a potential simulation test bed, and the DCZEDS model has
adequately met our demonstration objectives. Future work will be focused on the
failure analysis and reconfiguration logic of the self-reconfigurable system using a
centralized as well as the IPR distributed approach.
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G1 G1 Z1 Z2 Z3

0 0 0 0 0

0 1 1 1 0

1 0 0 1 0

1 1 1 1 1

Figure 3.21 System truth table for distribution bus faults.

3.7 RECONFIGURATION

We chose to use the power system restoration (PSR) problem, an extreme condition
in a power system, as a starting point to address the system reconfiguration problem.
We are currently using the PSR problem global (centralized) solution as a benchmark
against solutions obtained using the IPR approach.

The goal in the PSR problem is to rebuild a stable electric system and restore all
unserved loads. Our restoration approach requires that at each stage of the restoration
process the values for the control variables that minimize the unserved loads while
satisfying the network operating constraints be obtained. The electric power system
restoration problem was formulated as a multi-objective, multistage, combinatorial,
nonlinear, constrained optimization problem, and a hybrid discrete and continuous
particle swarm optimization (PSO) algorithm was implemented in order to handle
the binary and continuous variables of the problem. The proposed method was tested
on the well-known 9-bus WSCC equivalent system. The results obtained show the
effectiveness and applicability of the proposed method [20].

We are currently developing a controlled islanding mechanism that will per-
mit partial system preservation and rapid system recovery using IPR. The controlled
islanding scheme will consider the inherent structural characteristics of the system,
as well as the imbalance between generation and load. After the islands are created,
appropriate control actions (e.g., underfrequency and/or undervoltage load shedding)
will be executed to bring each island to a normal operating state. That way the extent
and duration of a potentially catastrophic event can be effectively limited. The first
step in the proposed approach will be to carry out a series of transient stability studies,
which will provide valuable information regarding the coherent groups of generators,
the quantities that should be monitored to assess the vulnerability of the power system
with respect to possible cascading events and the proper location of the IPR throughout
the system.

3.8 ECONOMICS ISSUES OF THE INTELLIGENT POWER ROUTER
SERVICE

In this section we propose to define the IPR function as an ancillary service. To put
this in context, we discuss the application of the IPR concept in an actual market
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Figure 3.22 System operating modes for the distribution bus fault example.

structure, such as the standard market design (SMD), analyzing a locational marginal
price (LMP) implementation.

3.8.1 The Standard Market Design (SMD) Environment

From an institutional point of view, the Federal Energy Regulatory Commission
(FERC) has a strong commitment to establish a generalized standard market design
(SMD) for the wholesale of electric power in the United States. This process will
amount to a postderegulation effort to create a new a framework of standard guide-
lines, including the formation of regional transmission organizations (RTOs). The
SMD proposal has considered both US and worldwide experiences, and the SMD is
intended to improve the efficiency of the electricity marketplace.

The model key is found in the locational marginal price (LMP) feature. This
concept is relevant to the notion of intelligent power routers, in particular its local
nature, which parallels the one for IPR. The LMP can be simply defined as the cost
to serve the next MW of load at a specific location using the lowest production cost
of all available generation, while observing all transmission limits. It has three major
components: generation marginal cost plus transmission congestion costs plus the cost
of marginal losses.

The marginal cost to provide energy at a specific location depends on the marginal
cost to operate generation, total load (demand), and cost of delivery on the transmission
system. We should also mention that this pricing system internalizes the cost of system
reconfiguration, plus the transaction curtailments and the re-dispatch of generation, in
order to serve the next MW of load.
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What is still missing is the load marginal-benefit component of LMP, except for
some markets where load bidding is allowed and significant; for these hubs the price
reflects rather well the marginal value of electricity from both supply and demand
standpoints.

3.8.2 The Ancillary Service (A/S) Context

The A/S is a new essential concept/component of the modern power system. It is a
consequence of the unbundling process taking place in the industry. In this context
different products and services can be evaluated and priced separately from its orig-
inal integrated matrix core. FERC defines A/S as those services that are necessary
to support the transmission of capacity and energy from resources to loads, while
maintaining reliable operation of the provider’s transmission system in accordance
with good utility practice. From this definition it is clear that the IPR function has a
distinct potential to fall into the category of an ancillary service.

3.8.3 Reliability Aspects of Ancillary Services

A first insight into reliability stems from the very definition of A/S as previously
stated. But good utility practice in the new era is somewhat undefined (in fact the
very definition of utility has become a debatable matter in the new world) because of
the complexity of the new deregulated environment, the fragmentation of the industry,
and the difficulty of setting the responsibilities, cost, and benefits of security. Examples
of relevant service as it relates to security can be found in [21].

3.8.4 The IPR Technical/Social/Economical Potential for Optimality

It is clear that the future electricity networks of the world will operate within some
sort of market structure in a deregulated environment, most likely of the SMD type.
Certainly this seems to be the trend both in North America and Europe. Therefore the
LMP key feature will prevail for the pricing of electricity; this system will be topo-
logically comprised of either zones or nodes to which such pricing will be referred
to. Of course, such LMP will eventually evolve from its current basis to a more
comprehensive one capable of synthesizing and impounding all the relevant techni-
cal/social/economical information with a quasi–real-time frequency (price minimum
update-cycle time).

Furthermore the classical competitive model sets a random phenomenon capable
of sustaining a sort of convolution between supply and demand stimuli. This basically
amounts to the negotiating mobility between the players in order to improve their
bargaining positions. The process becomes an exhaustive optimization, whether it
applies to a pool or to a bilateral market framework; the attending outcome, as is well
known, tends to clear a price that maximizes the efficiency and social welfare.

There are important parallels between the LMP and IPR fundamentals; this is a
most favorable situation. First, regarding the power grid context, both are basically
local/zonal in nature, actually by LMP’s referencing of this very condition. Second,
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within the IPR operating principles there is some active negotiation among IPRs,
especially in order to act upon any disturbing event as was discussed here. Through
this process, which can reasonably be assumed to be exhaustive, the router intelligence
seeks to establish a grid reconfiguration, ideally retaining/upgrading generation by
serving preferred loads in a stable postdisturbance environment. This IPR competitive
negotiation resembles and compares favorably with that of players in the energy
marketplace. It may even be considered an extension of market place competition.

But more important is the potential synergy between the two processes, for the
local power router intelligence has also full access to the zonal/nodal LMP. That bit of
information can be processed in the IPR algorithm as part of its negotiating position.
As stated below, price theoretically overrides all the relevant updated information
associated to the best rational use of energy the network is serving, with regard to the
global/zonal marginal value of electricity for the period under scrutiny. Consequently
these processes are bound to have an outcome of social optimality.

3.8.5 Proposed Definition for the Intelligent Power Router
Ancillary Service

Power Routing Ancillary Service The functionality provided by distributed
intelligent power routers (IPRs) relates to network security and efficiency. IPRs can
perform in an emergency to switch power apparatus and lines, shed loads based on a
priority scheme, activate auxiliary or distributed generation, isolate a power region of
the energy delivery network to prevent system cascade failures, and receive/broadcast
local state variable information to and from other routers.

3.8.6 Summary

Distributed IPRs may prove to be more efficient and secure if we apply to it a realistic
market structure such as the standard market design with an LMP algorithm. In this
economic model, the IPR routing function could be considered an ancillary service,
but more work must be done on the market mechanism and pricing of such a service.

3.9 CONCLUSIONS

We began the design and testing of IPR architecture by developing a model of a
computer controllable bus that serves as the energy flow control and sensing device
of the IPR. To avoid congestion, since the IPRs are to be organized in a peer-to-peer
(P2P) communication network that exchanges state messages continuously, we divided
the communications network into zones. Each zone is an autonomous network of IPRs,
of balanced generation capacity and demand. Each zone is capable of exchanging
messages with other zones, while also being able to contain and repair its own failures.
IPRs are for that reason classified as interior IPRs , those that exchange messages
within a given zone and border IPRs , those that exchange messages between different
zones. Using a two-stage inter/intra-zone negotiation scheme, we should be able to
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restore power to high-priority loads after a contingency using a de-centralized approach
with local information available to each IPR only.

Next we estimated the reliability of the IPRs according to the failure probabilities
of their primary subsystems; software, communications and switching element, and
a variety of possible functional relationships among these subsystems. Since an IPR
has not been built yet, we estimated the failure probabilities of its subsystems from
our knowledge of existing similar systems, using existing software, data routers, and
reliability estimates of circuit breakers. As we expected, the configurations that pro-
vide redundancy achieved the highest reliabilities and lowest failure probabilities. To
properly capture the reliability increase in a power system using an IPR, we took the
risk framework assessment approach.

The zonal, approach we use for civilian power systems derives from a system
used on naval ships. We used the US Navy’s DCZEDS test bed to evaluate concepts
of self-reconfigurable systems for electronic power distribution systems. Future work
will focus on failure analysis and the reconfiguration logic of the self-reconfigurable
system using a centralized as well as the IPR distributed approach.

To complement and expand our implemented IPR de-centralized restoration
scheme, we are developing a controlled islanding mechanism that will permit partial
system preservation and rapid system recovery, also using IPRs. The controlled
islanding scheme will consider the inherent structural characteristics of the system as
well as any imbalance between the generation and load.

We are also exploring the possibility of improving efficiency and security using
IPRs by way of a realistic market structure such as the standard market design with
an LMP algorithm. Within this economic model the routing function may be regarded
as an ancillary service. More work remains to be done on the market mechanism and
pricing of such a service.
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G., and Kovácshazy, T. “Model-Based Fault-Adaptive Control of Complex Dynamic Sys-
tems.” Proc. 20th IEEE Instrumentation and Measurement Technology Conf ., Vail, CO, 1:
176–181 May 20–22, 2003.

31. Ji, M., Zhang, Z., Biswas, G., and Sarkar, N. “Hybrid Fault Adaptive Control of a Wheeled
Mobile Robot.” IEEE/ASME Trans. Mechatronics , 8(2): 226–233, 2003.

32. Prabhu, V. V. “Stable Fault Adaptation in Distributed Control of Heterarchical Manufac-
turing Job Shops.” IEEE Trans. Robotics and Automation , 19(1): 142–149, 2003.

33. Rehtanz, C. Autonomous Systems and Intelligent Agents in Power System Control and Oper-
ation . Springer-Verlag, Berlin, 2003.

34. Wilderberger, A. M. “Complex Adaptive Systems: Concepts and Power Systems Applica-
tions.” IEEE Control Systems , 17(6): 77–88, 1997.

35. ONR Control Challenge Problem. http://www.usna.edu/EPNES.

36. Smith, S. M., An, P. E., Holappa, K., Whitney, J., Burns, A., Nelson, K., Heatzig, E.,
Kempfe, O., Kronen, D., Pantelakis, T., Henderson, E., Font, G., Dunn, R., and Dunn,
S. E. “The Morpheus Ultramodular Autonomous Underwater Vehicle.” IEEE Journal of
Oceanic Engineering , 26(4): 453–465, 2001.

37. Ciezki, J. G., and Ashton, R. W. “Selection and Stability Issues Associated with a Navy
Shipboard DC Zonal Electric Distribution System.” IEEE Trans. Power Delivery , 15(2):
665–669, 2000.

38. Sudhoff, S. D., Pekarek, S., Kuhn, B., Glover, S., Sauer, J., and Delisle, D. “Naval Combat
Survivability Testbeds for Investigation of Issues in Shipboard Power Electronics Based
Power and Propulsion Systems.” Proc. 2002 Power Engineering Society Summer Meeting ,
1: 347–350, 2002.

39. Solodovnik, E., Gao, W., and Dougal, R. “Zonal Ship Power Systems.” Proc. of ASNE
2002.





4
POWER CIRCUIT BREAKER

USING MICROMECHANICAL
SWITCHES

George G. Karady, Gerald T. Heydt, Esma Gel, Norma Hubele

Arizona State University

4.1 INTRODUCTION

Electric power distribution is an essential part of the infrastructure for delivering
electric power from a generation and transmission system to a point of utilization. An
important power system component is the circuit breaker, essentially a switch, used to
automatically isolate and separate parts of the system under fault and permit switching
on and off the loads if operation requires. The main function of a circuit breaker is
to protect components from catastrophic failure. The distribution class circuit breaker
(i.e., at voltages substantially less than about 35 kV) has not materially changed in
design for several years. Typically the breaker contains stationary and moving contacts,
which are surrounded by oil, SF6, or vacuum. The separation of the contact produces
an electric arc that is extinguished by the oil, vacuum, or compressed SF6. In air-
magnetic breakers, the magnetic field extends the arc till extinction. The basic idea
is to use magnetism to “pull the arc” to a longer length thereby making extinction
easier.

In this project a radical departure from mechanical circuit breakers is proposed:
the large mechanical switch is replaced by an array of small micro-electro-mechanical
(MEMS) switches. The MEMS switches operate at very high speed to effectuate rapid
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system operating configuration changes. The use of MEMS switches will allow the
application of advanced optimal operating strategies to permit rapid disconnection of
faulted components, rerouting of power from faulted segments to unfaulted segments,
utilization of DC distribution in naval applications, and minimization of system losses.
Some motivational factors include:

• better characterization of distribution system performance (including power
quality),

• identification of the proper trade-off between investment and service,
• optimization of the investment in distribution equipment,
• improved power quality,
• improved reliability, and
• improved hardness to power quality problems, less vulnerability.

MEMS devices have inherently low voltage and current ratings, and a key part
of the project is to assemble these devices in series and parallel to build up the
required distribution class ratings. A medium voltage circuit breaker requires several
hundred devices connected in series and parallel. The nonsimultaneous opening of
the switches can generate overvoltages or overloads. An additional problem is that
the MEMS device is designed for cold switching. The term cold switching refers
to switching when the current passing through the switch is essentially zero. The
MEMS device cannot interrupt current because even a small arc destroys it. This
problem is mitigated by connecting diodes in parallel with the MEMS switches. The
opening of the MEMS switch transfers the current to the diodes. At zero crossing
the diodes interrupt the current. These results in a small, fast operating combined
micromechanical and electronic device, which modernizes the dormant circuit breaker
technology.

The project objective includes an educational component: to bring innovative
topics in power distribution engineering to practicing engineers (e.g., continuing edu-
cation) as well as beginning engineering students. Another premise of the educational
component is the value of cross-fertilization in engineering education. The objec-
tive is to utilize cross-disciplinary topics for motivation as well as education—at
the undergraduate, graduate, and continuing education levels. The intent is to expose
industrial engineers to electrical engineering topics, engineering students of all disci-
plines to MEMS technologies, and electrical engineers to optimization and uncertainty.
The material presented here will be used for short courses and will be integrated in
graduate courses.

4.2 OVERVIEW OF TECHNOLOGY

4.2.1 Medium Voltage Circuit Breaker

The construction of circuit breakers used by electric power distribution has not changed
in the last few decades [1,2]. Figure 4.1 shows a typical 15 kV medium voltage level
circuit breaker used in an indoor metal enclosed switchgear. This device is intended



OVERVIEW OF TECHNOLOGY 89

Figure 4.1 Medium voltage (15 kV class) circuit breaker (courtesy of General Electric).

for three-phase use, AC, at 60 Hz, and the 15 kV rating refers to the root mean
square value of the line–line voltage. The upper part of the cabinet houses the three
interrupting elements. At the top of the breaker are the six porcelain bushings for the
incoming and outgoing conductors. The lower part of the cabinet is the control circuit,
including relays.

Figure 4.2 shows a vacuum bottle interrupter that interrupts the short circuit cur-
rent. A three-phase circuit breaker has three interrupters, one for each phase. The
vacuum bottle interrupter has two electric terminals: a moving and a stationary termi-
nal. At the end of the terminals are electric contacts.
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bellows
assembly

Insulating
vacuum
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chamber
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electrical
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Metal-to-insulation
vacuum seal
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Figure 4.2 Vacuum-bottle circuit breaker (courtesy of General Electric).
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The terminals and contacts are placed in a vacuum chamber. The exit of the mov-
ing terminal is sealed by a metallic bellow. In closed position the contacts are pressed
together by strong springs, to ensure low contact resistance and small conduction
losses.

Discussion now turns to short circuits (faults) in distribution systems. Traditionally
these are analyzed as phase to ground of phase to phase, or three phase (i.e., three
phases connected together). Obviously these are undesired events. A short circuit
increases the current suddenly. The high current activates the protection circuit, which
triggers the circuit breaker operating mechanism. The movable terminal is released,
and a strong spring pulls the movable terminal backward to open the contacts. The
contact opening produces arcing between the terminals. In the first few cycles, when
the distance between the contacts is small, the arc extinguishes at each zero crossing
and reignites when the supply voltage appears between the contacts. However, as the
distance increases, the high dielectric strength of the vacuum prevents the re-ignitions
and the circuit breaker interrupts the short circuit current and separates the supply
from the faulty part of the circuit.

The vacuum bottle interrupter is the most frequently used circuit breaker at
medium voltage level, but oil and magnetic circuit breakers are also used. At high
power levels, exotic technologies are used and SF6 (an insulating gas) may be used.

This project presents a novel concept for circuit interruption. The distribution
class breaker is replaced by an array of micro-electro-mechanical (MEMS) switches
and diodes. This leads to faster operation and smaller size. The proposed new type
of circuit breaker merges the conventional technology with the latest microelectronic
techniques. This will lead to significant improvement of distribution system reliability.
The other advantages include better control of the circuit breaker, potentially lower
losses, potentially better reliability, ohmic connection when the breaker is closed, and
insensitivity to the bandwidth of the disturbance (e.g., the rise time of the distur-
bance). However, there are many unknowns such as the sensitivity of such a device
to mechanical vibration.

4.2.2 Micro-Electro-Mechanical Switches (MEMS)

Recently several companies have attempted the development of an electronic circuit
breaker, using thyristors. These units interrupt the current within a half cycle, but
their steady state conduction losses are very high because the voltage drop on a
typical semiconductor is more than one volt and the breaker requires several devices
connected in series. Micro-electro-mechanical switches have low conduction losses.
Typically the voltage drop on a conducting MEMS switch is less than a hundred mV.
The problem with these switches is that they are not designed to interrupt current.
The combination of an electronic device (diode) with a MEMS switch ensures low
conduction losses and fast current interruption. The low voltage and current ratings
of the MEMS devices requires the series and parallel connection of a large number
of devices to achieve the required distribution class ratings [4].

MEMS switch technology is in a fast development stage. The current and voltage
rating of the devices are increasing rapidly. For a circuit breaker the most advantageous
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Figure 4.3 Construction of the MEMS micro-switch [7].

switch is a latching type device. A positive impulse closes and a negative impulse
opens the switch. But the switch remains in open or closed position without any
signal. No current or voltage is needed to maintain switch position. This minimizes
the control current requirement because of the infrequent circuit breaker operation.

Figure 4.3 shows the components of a MEMS switch. The switch is built on a
silicon substrate. The moving part of the switch is a Fe Ni cantilever placed on a
beam etched out from the silicon substrate. A gold contact and a two tension hinges
are mounted on the moving part.

With reference to Figure 4.3, the operating coil is at the top of the substrate. This
coil is embedded in dielectric that insulates the coil from the switch. On the front
of the substrate two contacts are placed. Supplying the coil with a current generates
electromagnetic force, which moves the hinge downward and closes the contacts at
the front.

The cross-sectional view of the switch shows a permanent magnet placed on the
bottom of the switch. This magnet ensures that the switch is latched in either open or
closed position. A current pulse driven through the operation coil flips the switch, and
the force between the permanent magnet and the Fe Ni cantilever keeps the switch in
this position. A current pulse with opposite polarity flips the switch back. The micro
switch is packaged in an enclosure and requires surface mounting. Figure 4.4 shows
the photograph of the packaged microswitch showing the terminals. The chip is about
10 times enlarged in the photo.
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Figure 4.4 Packaged MEMS switch chip.

Specification of the selected MEMS device is as follows:

• Maximum voltage between the contacts: 60 V
• Insulation voltage between the contacts and the operating coil: 400 V
• Closed contact resistance: 0.5 �

• Open contact resistance: >1000 M�

• Steady state conduction current: 100 mA
• Short duration current pulse: 1A
• Closing time: >100 ns
• Opening time: >100 ns
• Operating coil current: 100 mA
• Operating coil voltage: 5 V
• Operating coil current duration: 100 μs
• Operating coil resistance: 50 ohm
• The dimensions of the packaged switch: 5 × 5 mm.

The fast development of MEMS technology increases the voltage and current ratings;
latest information obtained from manufacturer gives voltage ratings of 100 to 200 V
and current rating around 1 A. The higher rating reduces the required number of
switches connected in series and parallel. Figure 4.5 shows an electrical connection
diagram of the selected microswitch.

4.3 THE CONCEPT OF A MEMS-BASED CIRCUIT BREAKER

4.3.1 Circuit Description

The basic building block of the circuit breaker is a MEMS switch shunted by a diode
and a large (1 Mohm) resistance. Several units connected in series form a switching
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Figure 4.5 MEMS switch electrical circuit diagram.
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Figure 4.6 MEMS-based electronic circuit breaker.

string, and several switching strings are connected in parallel to form the switching
assembly. The diodes determine the conduction direction in a switching assembly,
when the MEMS switches are open.

Two switching assemblies are connected in series to form the circuit breaker.
The conduction directions in the series-connected switching assemblies are opposite.
Figure 4.6 shows the conceptual connection diagram of the proposed MEMS-based
electronic circuit breaker. The positive switch assembly operates in the positive and
the negative switch assembly in the negative cycle.

4.3.2 Operational Principle

The MEMS switches are operated by magnetic coils. These coils activate all switches
practically simultaneously in a switching assembly. The typical operation time of a
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Figure 4.7 Illustration of current interruption.

MEMS switch is between 10 and 300 μs. This suggests that maximum operation time
difference is around 1 to 10 μs, which is negligible in a 60 Hz system. The opening
of the MEMS switches transfers the current from the MEMS switch to the diodes.
The closing of the MEMS switch transfers the current from the diode to the MEMS
switch. The resistances ensure uniform voltage distribution in a switching string when
the MEMS switches are open. The resistances act as snubber circuits.

4.3.3 Current Interruption

The most important function of the circuit breaker is the short circuit current inter-
ruption. Figure 4.7 shows a section of the circuit breaker, a switching assembly. All
MEMS switches are closed, and the current flows through the MEMS switches because
the voltage drop on the diodes is around 0.8 V and the voltage drop on the MEMS
switches only few hundred millivolts.

In the event of a short circuit, the current polarity is identified and the MEMS
switches are opened in the appropriate switching assembly. If the short circuit occurred
in the positive cycle, the positive switches open. This transfers the current to the
diodes. At current zero the diodes interrupt the current.

In the follow-up negative cycle, the switches open in the negative switching
assembly. The opening of the negative switches completes the switching operation.
However, this occurs after current interruption. Figure 4.7 illustrates the described
current interruption process and shows that this switch interrupts the current within a
half cycle. The figure shows that after the current interruption a small, few milliamp
leakages current flows due to the 1 Mohm snubber resistance. These calls for the use
of a (mechanical) disconnect switch.

4.3.4 Switch Closing

The switch described above must be closed manually or automatically for energization
or reconfiguration of a circuit. When the MEMS switches are open, the diodes block
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Figure 4.8 Illustration of switch closing.

the current. The snubber resistances ensure the uniform voltage distribution among
the switches. In open position, in the positive cycle, a small current flows through the
diodes in the positive assembly and the snubber resistances in the negative assembly.
In the negative cycle the current flow is the opposite. The closing of the switch is
illustrated in Figure 4.8.

The closing of the switches in the positive cycle transfers the small leakage current
to the microswitches but does not turns on the circuit breaker. After zero crossing in
the negative cycle, large load current flows through the diodes of the negative switch
and through the closed microswitches of the positive switch assembly. This turns
on the circuit breaker. During the follow-up negative cycle the MEMS switches are
closed in the negative switch assembly, which completes the closing of the circuit
breaker. Figure 4.8 shows that the diodes turn the breaker on within a half cycle.

4.4 INVESTIGATION OF SWITCHING ARRAY OPERATION

A medium voltage circuit breaker requires several hundred devices connected in series
and parallel. The nonsimultaneous opening of the switches can generate overvoltages
or overloads. The series and parallel connected switch assemblies form a switching
array. The operation of these types of switching arrays is not documented in the
literature. The switching-generated transients in an array can endanger the MEMS
switches. For the investigation of the transients a model circuit was developed and
analyzed using PSPICE

Figure 4.9 shows the connection diagram of a generalized positive switching array
consisting of a 10 × 10 switching matrix. The circuit consists of 10 switching units
connected in series. Each switching unit consists of 10 MEMS switches connected
in parallel and shunted by a diode and a 1 Mohm snubber resistance. The MEMS
switches are controlled by a current pulse injected through terminal P1. The input
terminal is A1; the output terminal is K1.
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The circuit breaker requires a positive and a negative array connected in series.
The negative array is similar to the positive array shown in Figure 4.9. The difference is
that the diodes are in reverse direction. The negative array is connected to terminal K1.

4.4.1 Model Development

For the investigation of the array operation several switching matrices were connected
in series and parallel, and the operation of the array was modeled using PSPICE. The
model is built with a positive and negative switch consisting of 4500 switches each,
arranged in a matrix of 150 × 30 as shown in Figure 4.10. In this figure, 15 switching
matrices are connected in series to form a switching string. Three such switching
strings are connected in parallel.

For a case study, a 7.2 kV distribution system was considered. Due to the simula-
tion limitations only a 3 A full load current was considered. For simulation purposes
the following system parameters were used:

System AC voltage 7200 V
Supply resistance 1 ohm
Supply inductance 10 mH
Load resistance 1.9 k ohms
Load inductance 3.81 H
Load power (lagging) factor 0.8

Several different operating conditions were simulated, and all the results are pub-
lished in [3]. Because of space limitation, only a few selected “worst-case scenarios”
will be presented here to demonstrate the feasibility of the system. First the normal
operation, load energization, and current interruption were investigated to prove the
feasibility of the system’s operation.

During load energization or closing of the switch, the typical failure mode is that
switches in the array fail to close or close with delay. During current interruption
or opening of the switch, the failure mode is that switches fail to open or there is a
delayed opening of few switches. These cases were modeled on the assumption that
one switching matrix in the model shown in Figure 4.10 fails to open or fails to close,
or the operation is delayed.

4.4.2 Analysis of Current Interruption and Load Energization

The inherent 0.8 V drop on the diodes can affect the current transfer from the diode
to the switch, and vice versa. Figure 4.11 shows the results of the simulation, when
the circuit breaker interrupted the current and re-closed with few cycles.

A “turn-off” signal is given to positive switches (PC) during a positive current
cycle, and hence the current from the positive switches transfers to forward-biased
diodes at time t1. Since the negative switches (NC) are still closed, the load current
continues to flow through forward-biased diodes and negative switches.
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Figure 4.11 Demonstration of MEMS switch operation.

At time t2 (t = 60 ms), the diode interrupts the load current at current zero and
then soon after time t2 the “turn-off” signal is given to the negative switches. During
this sequence of operation all the switches in parallel strings operate synchronously,
and the current through each parallel strings is 100 mA. Figure 4.11 shows the interval
when the switches are open between time t2 and t3. Note that the switches connected
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in series share the system voltage equally (48 V each). It is also evident that the
diodes do not stop conducting at exact current zero. The diode turns off before a
zero current, which produces current chopping. The interruption of small inductive
current (i.e., current that lags voltage) generates short duration overvoltage across the
switches. The approximate peak value of the overvoltage is 60 V, which is less than
1.5 times the steady state peak voltage. This overvoltage can be regulated by a parallel
snubber circuit. A typical parallel snubber could be a as simple as a single capacitor.

At time t3, the “turn-on” signal is given to the positive switches to re-close the
breaker. Since the negative switches are open, the current does not start conducting.
At time t4, the negative voltage cycle starts, and the current starts to flow through the
forward-biased diodes and the closed positive switches. A “turn-on” signal is given to
the negative switches soon after time t4 to complete the re-closing. It is evident from
Figure 4.11 that the closing of the positive switches produces small approximately
50 mA transient current through the switches. No transient current was observed in
the line current.

This and similar simulations proved that the switching array operates properly
regardless of the small overvoltages generated by the diodes. These overvoltages will
be controlled by a snubber circuit or by increasing the number of switching units
connected in series. The simulation results are used for the design of the circuit
breaker with large switching arrays.

4.4.3 Effect of Delayed Opening of Switches

The proper operation of the circuit breaker requires the simultaneous operation of
all switches. The effect of a delayed opening of a set of switches was investigated.
In the circuit breaker model three strings are connected in parallel and 15 switching
matrices are connected in series. The delayed operation was simulated by delaying
the opening of the MEMS switches in a switching matrix in string 2. In the switching
matrix 10 MEMS switches are connected in series and 10 in parallel. Figure 4.12
shows the effect of delayed switch opening. The delay is 7 ms, an entirely pessimistic
assumption.

Figure 4.12 shows that the opening of MEMS switches in strings 1 and 3 transfers
the current to the diodes, but in string 2, where the delayed opening occurs, the
current increases from 100 mA peak value to 150 mA peak value, which represents
an overcurrent of 50%. When finally the switches open, the current transfers to the
diode and the diodes interrupt the current at zero crossing. The investigation revealed
that the overcurrent occurred because the voltage drop on the closed switches was less
than on the diodes. The figure shows that the voltage across the switches that open
first is just the forward voltage drop of a diode, which is in the range of 0.6 to 1.2 V.

The delayed opening of switches causes a short duration overload of the delayed
switches. The overload depends on the number of switches that failed to open. This
must be considered at the design of the circuit breaker by increasing the number of
switches connected in parallel. That is, the redundancy in the series string length is
determined, in part, in the delay-to-open consideration.
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Voltage across one of the switches in string 1 wherein
all switches successfully open, 48 Volts - peak

Voltage across one of the switches in string 2 wherein
one set of switches failed to open, 51.43 Volts - peak

Voltage across switches

Transient voltage
peak - 65 Volts

0 ms
−80 V

−60 V

−40 V

−20 V

0 V

20 V
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Time

Figure 4.13 Effect of a block of switches fails to open.

4.4.4 A Block of Switch Fails to Open

All the switches in string 1 and string 3 open successfully while one set of switches (10
by 10 MEMS switch matrix) in string 2 fails to open during the opening operation.
Figure 4.13 shows the voltage across the individual MEMS switches in the string
where all switches opened and in string 2 where one block of switches failed to open.
Figure 4.13 shows the comparison of the two curves. The results are as follows:

• Increase of steady state peak voltage from 48 to 51.4 V in string 2 across
switches that are opened. This corresponds to a small increase of 11%.

• Increase of short duration transient overvoltage from 60 to 65 V, which corre-
sponds to an 8% increase.

We also investigated the change of current distribution due to the failure of the
opening of switches in string 2. It was observed that the switches failed to open
in string 2, causing more current in the other parallel strings. The overcurrent is
less than 50%. This difficulty is the dual of the overvoltage consideration discussed
earlier. Despite the failure of a block of switches, diodes interrupt the current at zero
crossing. Since all the switches except one set of switches opened successfully, the
results show that the load current was successfully interrupted, as is the case during
normal conditions.

The effect of switch opening failure results in overvoltages and short durations
of overcurrent. These results are used to design the circuit breaker. We calculated the
number of switches that can fail before the overvoltage causes a catastrophic cascading
failure. The generation of overvoltage can be explained by the fact that the failure to
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open switches reduces the number of switches in the string, which in turn increases
the voltage across the remaining switches.

4.4.5 Effect of Delayed Closing of Switches

In the case where the switches in string 2 closed first during the positive cycle, there
followed the closing of all remaining switches simultaneously with a delay of 7 ms.
This delay causes the closing of both the positive and the negative switches during
the negative cycle. Figure 4.14a shows the currents in selected switches in strings 1,
2, and 3, Figure 4.14b shows the transient current produced by the early closing of
the switches in string 2.

Closing the switches in string 2 produces a large short duration transient current
pulse in both the switches that closed and the diodes connected in parallel with theses
switches. Figure 4.14b shows a peak current of 1 A, (10 times the rated current)
through the switches and 3 A through the diodes. This large current could endanger
the switches or diodes. The current surge is caused by the sudden reduction of system
impedance when the switches in string 1 are closed. Before closing the switches in
the positive cycle the sum of the forward-biased diodes voltage restricted the current.
The closing of switches in string 2 shorted the diodes and replaced the diode voltage
by the low contact resistance of the MEMS switches. This suddenly changes the total
system impedance that generates the transient current.

After the attenuation of the transients the reverse-biased diodes in the negative
switch block the current until the zero crossing. The reversal of the current direction
initiates all current flow through the diodes in the negative switch and the closed
MEMS switches in string 2. Figure 4.14a shows that the switches in string 2 carry a
current of 300 mA, which is three times the rated current.

When the rest of the switches are closed, the current distribution improves and
each string will carry the same current of 100 mA. The simulation results show that
switching generated a large short duration transient current. The MEMS switches can
carry about 10 times its rated current for a short period of time; this mitigates the
overload caused by the transient current.

4.4.6 One Set of Switches Fails to Close

In this case the circuit breaker closing is initiated in the positive cycle. All the switches
in strings 1 and 3 closed, but due to a failure one set of switches (a matrix of 10 ×
10 MEMS switches) in string 2 fail to close.

Figure 4.15 shows that the closing of the switches produces a very short duration
transient current surge but no immediate current flow. The transient current is due to
the sudden change of system impedance when the switches are closed.

The closing of the switches does not initiate current flow immediately because the
diodes in the negative switch block the current. However, after the zero crossing, in
the negative cycle the current starts to flow in strings 1 and 3, but no current flows in
string 2 because the diodes in a positive switch block the current. During the negative
cycle all switches are closed in the negative branch of the switch. Figure 4.15 shows
that the current in strings 1 and 2 is 150 mA, which represents a 50% overload.
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Figure 4.14 Effects of switch closing delay.

4.4.7 Summary of Simulation Results

The modeling study showed that:

• The MEMS switch operation produces short duration overvoltages, which must
be considered in the system design.
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SEL>>
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through switch

200 mA
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Figure 4.15 Effects of one set of switch failing to close.

• The delay of switch operation causes short duration uneven current distribution.
These overcurrents must be considered at the design stage, although the MEMS
switch can withstand up to 10 times the rated current for a few milliseconds.

• The switch failures generate permanent overload, which must be considered at
the design stage.

4.5 RELIABILITY ANALYSES

The objective of the reliability analysis is determination of the number of redundant
switches needed for long-term operation of a switching array. The practical questions
are as follows:

• How many switches can fail before the failure of the system?
• How many hours of operation cause system failure?

In this section we present a typical expected lifetime result of the MEMS base
circuit breaker as well as a description of the analysis technique. In calculating the
expected lifetime of the switch, we consider the failures that occur during switching
operations due to overvoltage or overcurrent, since they represent the main modes of
failures. In particular, two types of failures: fail to open (when switching from closed
to open) and fail to close (when switching from open to closed) are addressed.

Fail-to-open and fail-to-close failures occur mainly because of a switching or
lightning overvoltage but also when a large short circuit current damages some of the
MEMS devices. Hence the failure probabilities are directly affected by the voltage
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and the current on the unit. For this reason it is more accurate to model the failure
probability of a MEMS unit as a function of the voltage and/or current. Generally, this
failure probability is a nondecreasing function of voltage and/or current, which can be
modeled as a piecewise linear function. In particular, for a given voltage (or current),
it can be anticipated that the failure probability will remain constant up to a critical
current value, after which the failure probability increases linearly. Furthermore the
probability of failure can safely be modeled as one, after some maximum current
value.

The fact that the failure probabilities are a function of the voltage and current
on the MEMS unit presents important challenges for the reliability analysis of the
switch. As more and more MEMS devices on a switching string fail, the voltage on
each MEMS unit increases, which results in an increased likelihood of failure of the
remaining MEMS devices and the whole switching string. Similarly, as switching
strings (branches) fail, the current on the other remaining strings increases, increasing
the failure likelihood. This implies that the failure probabilities of the MEMS units
are not stationary (i.e., they change over time as more and more MEMS units fail),
since they are directly affected by the status (failed or functional) of all other MEMS
units in the system.

This dependency among the units necessitates the need for a Markov model that
captures the dynamics of the switch system over time. In particular, it is important to
maintain, as part of the system state, the status of each MEMS device on the switch
matrix and model each switching operation as a system transition that takes the system
to a new state, depending on the number and identity of the MEMS units that fail
(i.e., fail to open or fail to close) during a switching operation. The system failure
can be modeled by an absorbing state, and the distribution of the first passage time to
this absorbing state represents the distribution of the system lifetime. One complexity
in this Markov model is the computation of the transition probabilities, which are not
stationary, since the failure probability of each MEMS unit depends on the status of
the other MEMS units.

While the Markov model developed here can accurately estimate the lifetime of
the system, it is not practical for realistic size systems due to the large state description
and space. Hence, due to the number of MEMS devices that need to be used in parallel
and series to attain the required distribution ratings, the analysis of the Markov model
by an exact algorithm is computationally inefficient. Therefore, rather than using an
exact algorithm, an approximation algorithm to estimate the reliability of the MEMS
switch was developed. In the next section we present this effective approximation
to calculate the expected lifetime for realistic size systems. We finish with some
numerical results that are representative of the switch that the team has designed and
manufactured as part of a sponsored project to modernize power distribution systems
in US Navy ships and urban areas.

4.5.1 Approximations to Estimate Reliability

As an introduction to the reliability calculations, the design of the circuit breaker is
briefly summarized. The MEMS switch consists of units connected in series and paral-
lel. Each unit consists of five positive and five negative MEMS switches connected in
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series. To achieve the required voltage rating, a number (typically around 170) of these
units are then connected in series to form a string. Around 6000 strings are connected
in parallel to attain the required current rating for power distribution systems.

Denote the number of units on a branch as n , and the number of parallel branches
in the circuit breaker as m . In developing the approximation to estimate the reliability,
it is necessary to make the following simplifying assumptions for the system:

• Failure probabilities The failure probability of a MEMS switch (positive or
negative) is constant. That is, we neglect the effect of voltage and/or current
increases on the failure probability. We denote the failure probability as q .

• Failure of a Unit A unit is said to fail when at least k1 out of five of the
switches in a unit fail, which helps generate a current in the same direction
(either positive or negative).

• Failure of a branch A string fails when the number of functional units falls
below a certain level, meaning a string is functional if the number of unit
failures on this branch is not more than k2.

• Failure of circuit breaker Finally, the circuit breaker fails when the number of
functional strings falls below a certain number, meaning the number of branch
failures has to be less than or equal to k3 in order for the circuit breaker to
operate as desired.

Step 1 Calculate the lifetime distribution of a single unit (consisting of five
positive and five negative MEMS switches shunted by diodes) by an absorbing Markov
chain in which the unit state may change (due to failures of MEMS devices or diodes)
in each switching operation.

Step 1.1 Generate the state space for a unit. State (i , j ) denotes that there are i pos-
itive and j negative functional switches in the unit, where i , j ∈ {5, 4, . . . , 5 −
k1+1}. We denote the failed state of a unit as state 0.

Step 1.2 Calculate the transition probabilities by using the binomial distribution.
The transition probability from (i1, j1) to (i2, j2) can be calculated as

p(i1,j1)(i2,j2) =
⎧⎨
⎩
(

i1
i2

)
q (i1−i2)(1−q)i2

(
j1
j2

)
q (j1−j2)(1−q)j2 if i2 ≤ i1 and j1 ≤ j2

0 otherwise

and the transition probability from (i1, j1) to state 0 is

p(i1,j1),0 = 1 −
i1∑

i2=5−k1+1

j1∑
j2=5−k1+1

p(i1,j1)(i2,j2)

Step 1.3 Calculate the cumulative failure probability distribution by the follow-
ing:

P(fail by thenth transition) = Pn
(5,5),0
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Note that, as the state 0 is the absorbing state Pn
(5,5),0 gives the probability of

a unit’s failure by the nth transition. Therefore probability of a unit’s failure
at exactly the nth transition can be calculated by

P(fail at the nth transition) =Pn
(5,5),0 − Pn−1

(5,5),0

where Pn
(i ,j ),0 is the n-step transition probability from state (i , j ) to the absorbing

state 0.

Step 2 Using a Monte Carlo simulation model, estimate the lifetime of the
complete MEMS circuit breaker using the failure probability distribution of a unit
generated in step 1. Note that the failure probability distribution of a unit is dependent
on several factors and does not have a common form. The failure of an individual
string is determined by the order statistics of unit failures on the string and the system
failure is determined by the order statistics of string failures. Finding the lifetime of
the system analytically is complicated as it involves order statistics on a collection of
order statistics. Therefore simulation approach is employed.

Step 2.1 For each of the m branches, generate n random variables from a uniform
(0,1) distribution.

Step 2.2 Find the (k2 + 1)st smallest number among each set of n numbers, and
obtain a set of m numbers

Step 2.3 Among these m numbers pick the (k3 + 1)st number L.
Step 2.4 The expected lifetime of the circuit breaker is equal to the smallest n

such that Pn
(5,5),0 ≥ L.

In the next section we present the results of the experimental studies to approximate
the lifetime of the MEMS circuit breaker for typical values of q, n, m, k 1, k2, and k3.
The algorithm above, which was coded in Matlab, is available upon request from the
authors.

4.5.2 Computational Results

The number of MEMS units is one of the most important issues in the design of the
circuit breaker. Different size breakers can generate different current ratings and have
different reliabilities. Intuitively large-size systems are supposed to be more reliable
than small breakers. In this study the values of n and m (number of units on a branch
and number of branches in the system, respectively) are set equal to 170 and 6000, as
these values satisfy the requirements for the application addressed in this project. In
this section we describe an experimental study to estimate the reliability, equivalently
the lifetime of a 170 × 6000 AC circuit breaker, using the algorithm discussed in
Section 5.1.

To employ the algorithm proposed, values for q (constant failure probability for
a switch in a unit), k1 (number of positive or negative switch failures that lead to the
failure of the unit), k2 (maximum number of defective units that will keep a branch
functioning), and k3 (maximum number of defective strings that will not cause system
failure) have to be set properly. In this numerical study for a modest estimate of
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TABLE 4.1 Levels for the parameters in the numerical study

Parameter Levels

k1 2 3 4
k2 155 160 165
k3 5975 5950 5925

TABLE 4.2 Approximate number of switching operations for the AC breaker prior to failure

k2 = 165 k2 = 160 k2 = 155

k1 k3 = 5975 k3 = 5950 k3 = 5925 k3 = 5975 k3 = 5950 k3 = 5925 k3 = 5975 k3 = 5950 k3 = 5925

2 9500 9280 9120 7700 7560 7460 6760 6620 6600
3 15100 14680 14520 12540 12300 12200 11200 11060 10920
4 23260 22720 22560 19680 19360 19160 17820 17580 17400

failure probabilities q = 10−4 is chosen and the other parameters are varied at three
different levels as shown in Table 4.1.

As a result, in total, we have 33 = 27 design points. For each design point, five
replications of the Monte Carlo simulation were executed to obtain a better estimate
of the average lifetime of the circuit breaker. Table 4.2 presents the results of the
numerical study.

As expected, higher values for k1, k2, and k3 result in longer average lifetimes,
since higher values for these parameters imply higher tolerance of MEMS devices to
high voltage and current. Another observation from the numerical results is that the
lifetime of the system is sensitive to changes in k1. Increasing k1 to 4 from 2 increases
the expected lifetime more than 100%. However, note that a value of 4 for k1 may
not be realistic, since this means that a single MEMS device would be sufficient to
keep the unit functional.

The approximation algorithm presented in this section represents a fast, efficient
way to compute the system reliability. While some simplifying assumptions have been
made, the numerical results in smaller systems (for which for which it is possible to
compute the exact lifetime distributions) show that the expected lifetime values are
accurate enough to safely base maintenance and repair cost estimates and power system
reliability.

The current reliability investigations involve further numerical tests with a wider
range of operating parameters as well as optimal or effective strategies to maintain the
MEMS circuit breaker so that its operation in Navy ships and urban power distribution
systems are cost effective.

4.6 PROOF OF PRINCIPLE EXPERIMENT

4.6.1 Circuit Breaker Construction

The medium voltage circuit breaker requires about 300 MEMS switches connected in
series in each switching string and a few thousand switching strings are connected in
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parallel. The operation of each MEMS switches requires 5 V, 100 mA pulses. The
insulation between the operating coil of the MEMS switch and moving part is 400 V.
Accordingly 400 V/80 V = 5 series-connected MEMS switches can be supplied with
one auxiliary power supply. We selected a slightly reduced (80 V) operating voltage
for each microswitch, rated at 100 V.

The limited dielectric strength (400 V) of the insulation between the operating
coil and moving part requires the development of a building block for the switch.
The series and parallel connection of several building blocks will form the switch.
In a building block the MEMS switches are connected in series, but their operating
coils are connected in parallel. The MEMS switches in the building block will be
opened by a negative DC impulse and closed by positive dc impulse. The generation
of these pulses requires a floating local power supply, which will be connected to
the operating coils of the MEMS switches by a transistor bridge for a short period
(100 μs) to operate the switch. A control pulses will be sent from the ground level
through a fiber optic cable to control the transistor bridge.

Figure 4.16 shows the connection diagram of a building block switching module.
The module contains:

• Five MEMS switches connected in series, with their operating coils connected
in parallel

• Battery-powered operating circuit, with a transistor bridge
• Charging circuit for the battery
• Fiber-optic links for control the operating circuit
• Control circuit at the ground level (“switching control” in Fig. 4.16)

The five parallel connected operation coils are supplied by the transistor bridge. The
turn on of transistors 1 and 2 for a short period (100 ms) connects the battery to the
coils in the positive direction. The current pulse turns on the MEMS. In a similar
way the turn on of transistors 3 and 4 connects the battery to the coils in the negative
direction. The current pulse turns off the MEMS. In our prototype the battery was
replaced by a super capacitor.

The control pulse is transmitted from the ground level by fiber-optic links. The
control pulse is generated by the “switching control” unit.

The battery charger is supplied by small current transformer connected in series
with the module. A small ferrite coil with a few turns forms a current transformer.
The transformer is terminated by a resistance. The voltage across the resistance is
rectified by a diode, which charges the 5 V battery or supercapacitor. In our prototype
a small solar cell charged the supercapacitor. In both cases the power supply trickle
charges the battery or supercapacitor.

The circuit breaker operates infrequently and needs only a 100 μs duration current
pulse. Consequently battery use is minimal. The charger keeps the battery voltage
constant by replacing the self-discharge causing depletion. Figure 4.17 shows the
prototype switching module.

This module has a positive and a negative switch connected in series. Each switch
has five MEMS switches connected in series. These switches are surface mounted. The



PROOF OF PRINCIPLE EXPERIMENT 111

5 V

Optical
insulating link

Switch control

OFFON

1

2

3

4

Transistor
bridge

Current 
transformer

Diode

Battery

Operating
coil

MEMS
switch

Snubber resistor
Diode

Figure 4.16 Building block of the switching module.

control coils of the MEMS are connected in parallel. Each MEMS switch is shunted
by a diode and a snubber resistance. A transistor bridge (H-bridge) supplies the control
coils. The charger is powered by a flexible solar cells (not shown), which charges a
supercapacitor. This capacitor can be replaced by a battery. This capacitor provides
DC voltage for the electronics and optical links provide insulation and connects the
control signal to the transistor bridge. The control signal is a 5 V, 100 mS impulse,
which is generated by the “switch control” unit.

4.6.2 Control Circuit

The operation analysis shows that when the current is positive the positive switch
operates first, and the negative switch operates after the current polarity is reversed,
approximately a half cycle later. In the case of a negative current, the operation
sequence is reversed. A control circuit has been developed for the proper operation
of the circuit breaker. Fiber-optic links transmit the control signal to the switching
modules. Figure 4.18 shows the block diagram of the developed control circuit.
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Figure 4.18 Block diagram of the control circuit.

In the case of a current interruption, the current transformer produces a signal.
Responding to this signal, the full-wave bridge rectifier generates a DC signal pro-
portional with the total current. In addition the positive and negative components of
the current signal are separated by two diodes (DP and DN ). The total current signal
supplies a comparator that produces a signal if the current is above a predetermined
level. The typical value is 1.5 times the rated current. The comparator signal supplies
two AND gates (P1 and N 1). These gates determine the polarity of the current. The
output signal from the appropriate AND gate triggers a latching circuit (P_Latch or
N_Latch), which activates a pulse generator that produces a 100 μs square pulse. This
pulse is transmitted through the optical links to the positive switches in all switching
modules. After this P2 or N 2 logic block detects the current zero and activates the
microswitches in the negative switches of the circuit breaker.

In the case of manual operation, the ON switch directly activates the positive latch-
ing circuit (P_Latch). Manual closing activates the AND gate ON1, which produces
a signal if the voltage is positive. This signal activates a latching device (Latch_ON)
that triggers a pulse generator. The 100 μs square pulse operates the microswitches in
the positive switch. After this, the AND gate ON2 detects the current flow and trig-
gers the microswitches in the negative switch. The switch can be opened manually or
automatically if an overcurrent occurs or the off push-bottom is activated. The switch



114 POWER CIRCUIT BREAKER USING MICROMECHANICAL SWITCHES

Figure 4.19 Control circuit prototype.

opening process can be followed using the block diagram in Figure 4.18. Figure 4.19
shows the prototype control unit.

Because of financial limitations, three switching units and one control unit were
built. The switching units were tested as follows:

• All three units in connected in parallel.
• All three units are connected in series.

The tests included turn on and off in resistive and inductive loads. The tests verified
that the units interrupt the current in the first half cycle. Also the units turned on within
a half cycle. Relatively small (2.5 times the supply) transient voltage were observed
during the switch-opening test. This overvoltage can be controlled by an RC snubber
network, which will be developed in the future.

The MEMS switches operated fast, and we were unable to detect any delay
of turn on or turn off. The results proved that the MEMS-based circuit breaker is
feasible. However, actual circuit breaker development requires further research and
development work.

4.7 CIRCUIT BREAKER DESIGN

A medium voltage circuit breaker must withstand lightning caused overvoltages as
well as switching produced overvoltages. The MEMS-based switch interrupts the



CONCLUSIONS 115

short circuit current in the first half cycle, without arcing at current zero. This ensures
that the transient recovery voltage is twice the peak line to neutral voltage. The design
of a breaker requires detailed engineering work, which is beyond the scope of this
project.

Another consideration is the fast growing state of MEMS technology. The new
devices are more powerful. Manufacturers have indicated that a latching device of
200 V, 1 A will be available very soon. This device nevertheless is close in dimensions,
when packaged, to the device used for this project.

It is useful in this regard to establish the technical data of a hypothetical medium
voltage breaker as a starting point for the design of a practical beaker. The rating
of a typical distribution system circuit breaker is 7.2 kV and 600 A. The breaker
has to interrupt a short circuit current of 6 kA, and withstand of an over voltage of
34 kV.

The building block of the described switching string assembly is a MEMS
switch. A review of the literature and a market survey shows that MEMS switches
can be built for 150 V and 100 mA. The closing and opening time is less than
a millisecond. The distribution switch requires a string built with minimum of
34,000/150 = 227 MEMS connected in series. The number of strings connected in
parallel is 600/0.1 = 6000. It is assumed that the switches can conduct about 1 A
for a half cycle. This ensures that the breaker can interrupt a short circuit current of
6000 A.

The estimated dimensions of a MEMS switch, diode, and snubber resistance is
0.3 × 3 mm. About 500 switching units could be connected in series and 50 strings
in parallel on a 300 mm silicon wafer. One wafer can carry two 250 × 50 switch
assembly, which can be used as a positive and negative switch. This requires 120
wafers connected in parallel. The switch has to be packaged. One concept is to place
the switch in vacuum in a glass enclosure or filing the enclosure with SF6. It can be
foreseen that both method results in a miniaturized circuit breaker.

4.8 CONCLUSIONS

Out study proved that a MEMS-based medium voltage circuit breaker is feasible. Our
switching model offers small size, zero current switching, and interruption of short
circuit current within the first half cycle. The specific results are as follows:

• Development of a novel concept for CBs, where the large mechanical switch
is replaced by an array of MEMS switches and diodes.

• Development of a switching string, which contains a positive and a negative
switch. This string is the building block of a MEMS based circuit breaker.

• Modeling the failure of MEMS switches in a switching array.
• Analysis of nonsimultaneous operation of MEMS switches in a switching array.
• Reliability analysis of switching matrix.
• A proof of principles model is constructed using switching string assembly to

experimentally prove the validity of the concept.
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5.1 OVERVIEW

In this chapter we prescribe computer simulation as a robust tool that should be inte-
grated into any comprehensive educational curriculum in the field of power systems
design, engineering, and management. Our advocacy of computer simulation is based
on the essential role that this methodology plays in two foundational elements of
power systems education: case studies and decision modeling. These elements, in
turn, are necessary in the education of future power system designers, engineers, and
managers who need to understand the ever-expanding complexities of these systems
from the points of view of their many stakeholders. Computer simulation is unique
among modeling techniques to support case analysis and decision modeling for such
complex systems. In conjunction with case studies, text and lecture materials computer
simulation forms a flexible educational support system (ESS). In this chapter we pro-
vide an overview of the role of case analysis and decision modeling in power systems
education and the basic elements of simulation models along with an explanation of
the essential role they play in this education.

We are motivated by two concomitant features of the educational landscape. First,
the important role played by power systems in the economic health, environmental
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quality, and national security of the United States and other countries has become
evident. As a consequence operation, design, and management of power systems have
become disciplines that are gaining in popularity and importance. Second, the opera-
tion, design, and management of power systems involve large numbers of interrelated
systems that are mutually dependent in mathematically complex ways. New devel-
opments in generation technologies, market deregulation, environmental regulations,
reliability standards, and security concerns are aggravating the complexity and inter-
disciplinary nature of this topic. New and existing personnel in the fields of power
system engineering, grid operation, power plant control, energy portfolio management,
public policy, and consulting demand up-to-date and holistic education in the rapidly
changing power systems discipline.

Decision making is the common foundation of all of the challenges in the fields
mentioned above, and we view all learners as future decision makers. Hence our
design of educational tools will revolve around decision analysis. Examples of the
decision domains that our educational tool must support include:

• Public policy decision problems Environmental policy planning, market regu-
lation planning, and infrastructure planning

• Engineering decision problems Protection system design, generation, and
transmission technology selection

• Business decision problems Generation capacity planning, unit commitment,
optimal dispatch, demand side response, trading strategy, and financial risk
management

For each of these decision areas the cause–effect relationship between decision
alternatives and key performance indicators (KPIs) such as cost, reliability, pollu-
tion, and market equity must be understood and analyzed by the decision maker.
For the learner, modeling the decision of a case study is the most effective method
for identifying the trade-offs inherent in the KPIs. The learning process can be
brought to fruition only by quantifying these trade-offs and experimenting with the
cause–effect relationship inherent in each decision—a task that demands computer
simulation.

Electric generation units, power grids, and energy markets form a complex sys-
tem that evolves over time through the decisions of system managers, engineers, unit
operators and market participants as well as through the influence of weather, load
variation, market prices, forced outages, and the physical behavior of network com-
ponents. Some of these influences have a random component to their variations over
time, making the trajectory of the power system stochastic. Computer simulation is
unique among modeling techniques in its ability to capture the effects of numerous
interacting influences as well as of randomness on the performance of a system. Fur-
thermore the raw output of a simulation in the form of the trajectory of performance
measures over time can be summarized in statistically valid ways to evaluate the
long-run behavior of a system over time and over a representative sample of random
scenarios.
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5.1.1 Case Studies

A case study is a presentation of a problem in the context of realistic conditions, people
and events. Unlike traditional textbook problems, a case study does not present a well-
formulated problem but rather a situation of conflicting needs and desires instigated
by the disparate points of view of various stakeholders. Each case presents the learner
with a situation in which a decision is needed. The learning process is pursued through
the learner’s attempts to create a model of the decision problem and to use the model
to determine the best choice of alternatives (see [7]).

Case studies are the most effective form of learning assignment for the education
of professionals for several reasons (see [2,3,4,6,21]):

• Students become active instead of passive learners. Students learn by doing.
• Students are forced to define questions, not just answers.
• Students must identify, respect, and consider a problem from several points of

view.
• Students are forced to apply theory in order to create structure for the case as

opposed to applying a structured method to a well-defined, contrived problem.
• Students are forced to compromise and look for workable, feasible solutions

when there are conflicting needs and constraints.
• Students acquire general problem-solving skills within a field of study instead

of mere formulaic solution methods that, in real situations, must be applied with
modifications and adjustments in consideration of assumptions that are not met
and factors that were ignored in the development of the methods.

• Students gain maturity and confidence by facing the ambiguity of realistic cases.

In every industry the decision problems that comprise the public policy, engineer-
ing and management naturally fall into a hierarchical order. The solutions to decision
problems that have long-term consequences and that are updated infrequently become
parameters that influence decisions that have shorter term consequences and that can
be updated more frequently. For example, the choice of technology for a new gen-
eration unit will influence the way that this unit is committed and dispatched. Hence
a hierarchy of decisions emerges in which longer range, less frequent decisions are
placed above shorter range, more frequent decisions. We assert that a holistic under-
standing of a subject such as the design, engineering, and management of power
systems requires the learner to attempt to solve all of the essential decision prob-
lems associated within this subject as well as to see these decision problems in their
hierarchical order. A collection of case studies in hierarchical order integrated with
text and lecture material comprises a well-designed educational experience for future
professionals in the field of powers systems.

The list below forms such a collection. These cases include problems of operating
a conventional power system as well as problems of designing and operating power
systems of the future.
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Level 1: Public Policy Cases
• How to set the emissions limits on generation units in a given power grid.
• How to limit the prices that can be cleared in a given power market.
• How to limit the prices that can be charged to different consumer groups in a

given power market.
• Where to install new transmission lines, gas pipelines, or publicly owned gen-

eration in a given power grid.

Level 2: Power Systems Design Cases
• How to select nontraditional generation technologies for distributed generation

(DG).
• How to select the best location for DG.
• How to select the type of generation plant to add to a given power grid.
• How to plan the installation of new capacity in a given power grid.
• How to coordinate protective devices for a given power grid.
• How and where to change protection coordination for DG.
• How to select fast, alternating-current transmission (FACT) devices to

strengthen transmission systems.
• How to coordinate protections and placement of FACT devices for voluntary

islanding during catastrophic events.
• How to determine locations that are exposed to catastrophic hidden failures.

Level 3: Power Systems Management Cases
• How to set circuit breaker limits in a given power grid.
• How to configure FACT controllers (see [1]).
• How to commit the generation units to a given power grid.
• How to dispatch the generation units in a given power grid.
• How to bid or offer energy in a wholesale energy market for a given power

grid.
• How to configure a portfolio of financial derivatives to support the risk man-

agement of an energy trading position within a given power market.
• How to commit and dispatch generation units to a power grid that is practicing

various forms of DSR, environmental restrictions, market regulations, demand
growth rates, and fuel cost volatility.

• How to encourage consumers to shape loads in order to balance cost and con-
venience.

The educational cases have several unique characteristics that carry the learner
through these decisions in a realistic manner:

• Interactive Students are able to change different aspects of a power system’s
elements, markets, or regulatory environment in order to experiment with dif-
ferent scenarios for the configurations of physical assets, time series of loads
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and failures, location and type of generation, contractual arrangements between
customers and suppliers, and regulatory constraints. For each scenario entered
by a student, the KPIs of the system must be computed by a computerized
model.

• Realistic The educational cases are based on prototypes of real and proposed
power systems, markets and regulatory environments.

• Configurable The development of a case-based ESS will yield not only a sam-
ple of case studies for use in courses but also structures for the database, student
interface, and cases that can be modified with new data for the development of
new case studies.

Clearly, a qualitative overview of the decision problems listed above does not
prepare a prospective power systems engineer, manager, or regulator for the real world.
An understanding of the trade-offs presented by these decision problems requires a
quantitative analysis of them. Decision support systems that are more sophisticated
than a collection of simple formulas are necessary. Specifically, our case analyses
require decision support systems that embody mathematical decision models.

Many powerful methodologies for building and optimizing decision models have
been developed over the last 50 years. The lexicon of modeling tools includes com-
puter simulation, linear programming, integer programming, nonlinear programming,
dynamic programming, and many others. For a comprehensive overview of decision
models for power-system cases and their associated optimization methods, see [14,20].
Although these methodologies have been available for several decades, they have not
enjoyed rapid adoption by businesses and institutions. One reason for their slow adop-
tion is that most people find model formulation very difficult. The computerized tools
for describing and prescribing solutions can be applied only after a descriptive deci-
sion model has been created—a task that generally is accomplished through the art
and science of an operations researcher who understands the problem domain and the
structure of decision models. For the practicing manager or analyst, model application
is the process that delivers business performance. Therefore our educational goal is
to teach the application of models to the decision problems described earlier.

A general understanding of the structure of decision models and their application
is necessary for both the learner and the teacher. We provide such an overview below.

5.1.2 Generic Decision Model Structure

A decision model quantifies the cause–effect relationships between actions and out-
comes. The outcomes of an action are expressed in terms of performance measures,
which, for any decision alternative, are used by the decision maker to determine the
alternative’s feasibility and desirability. For example, the performance measures for
the unit dispatch decision in a given time period include the total cost of generation
across all dispatched units, the total grid power loss, the line load on each transmission
line, the load coverage for each load bus, and the reliability of the system. To the
challenge of quantifying these performance measures, we propose the application of
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decision models. Models are the brains within a decision support system that transform
masses of data into knowledge.

In order to specify the scope of the decision, the modeler categorizes the causative
factors into two sets: a set of controllable factors that are used to define the alter-
natives available to the decision maker and a set of uncontrollable influences on the
performance measures.

The alternatives of a decision represent the choices, options, or actions that a
decision maker is empowered to execute within the scope of a given decision. Math-
ematically we can represent these alternatives in terms of a well-defined set of data
elements that we call decision variables. For example, the alternatives for the unit
dispatch decision in a given time period could be represented by the set of power
output values for each generation unit that is available. This vector of power output
values would constitute the decision variables for this decision. Among all of the
possible sets of values for the decision variables, the decision maker then seeks the
one that yields the most desirable, feasible performance. This solution is called the
optimal solution to the decision problem for which the model is built.

The uncontrollable factors of a decision are the influences on the performance
measures that cannot be chosen by the decision maker. We call these uncontrollable
factors parameters. For example, the parameters of the unit dispatch decision for a
given time period include the capacities of each available generation unit, the thermal
capacity of each transmission line, the real and reactive load at each load bus, and
the coefficients of the operating cost function of each available generation unit. A
parameter could remain constant throughout the analysis or could be a random variable.
If some parameters are random variables, then the performance measures that depend
on these parameters also are random variables—a characteristic of the model that
earns it the label “stochastic.” Parameters, or their probability distributions, must be
measured, estimated or forecasted in order to build the database for a decision model.

Contrary to common belief, the presence of random parameters does not preclude
the application of decision models. In fact the ability to model decision-making under
conditions of uncertainty can be considered the highest form of the modeler’s science.
In order to construct a stochastic model we must make use of the probability distribu-
tions of the random parameters. Doing so requires specification of these probability
distributions as, for example, the estimates of the mean and the standard deviation
define the probability distribution of a normally distributed parameter and the coef-
ficients and volatility of a mean-reversion forecasting formula define the probability
distribution of a future commodity price.

Performance measures that cannot be predicted with certainty introduce the ele-
ment of risk into the decision. In these cases the distributions of random performance
measures must be summarized over all scenarios into measures that capture both risk
and reward. For example, for the unit dispatch decision in a given time period the
total cost of generation is a random variable because the total load is not known
with certainty in advance. Variations in the load from its forecasted value are handled
by automatic dispatch of reserve power. Consequently the actual total cost of power
generated during the given time period can be predicted by a decision model only up
to the probability distribution of this cost. Summarizing this probability distribution
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over all possible load scenarios in terms several summary measures such as the dis-
tribution’s mean and its upper and lower quartile points gives the decision maker a
representation of expected financial cost as well as the risk associated with this cost.

Most decision alternatives associated with the design and management of a power
system have ramifications that extend over long time horizons. The trajectory of a per-
formance measure over a time horizon can exhibit various kinds of cyclic, trended,
or memory-influenced behavior. In order to provide useful indicators of the perfor-
mance of an alternative, a decision model must summarize these trajectories over a
time horizon that is long enough to capture all of the time-varying behavior of the
performance measures. For example, for the unit dispatch decision over multiple time
periods, the total cost of generation will exhibit fluctuations and memory due to load
variation over time, load momentum, generator start-up costs, and ramping constraints.
Summarizing the time series of generation cost in terms of its time average provides
the decision maker with a useful indicator of overall cost performance. When a model
summarizes performance measures over random scenarios and over time, as neces-
sary, the resulting measures are called key performance indicators (KPI) as they are
used directly to evaluate the feasibility and desirability of each alternative.

In order to specify the feasibility and desirability of performance, the decision
maker imposes a decision criterion on each KPI. There are two possible forms for
each criterion: a KPI can be constrained from above or below in order to impose
bounds on performance, or a KPI can be maximized or minimized in order to pursue
performance to its greatest possible extent.

The cause–effect relationships from decision variables and parameters to KPIs
form a descriptive decision model. The qualifier “descriptive” indicates that the
model’s value is to predict or describe the performance of a system for a hypothetical
set of inputs to that system. Hence a computerized descriptive model provides the deci-
sion maker with an efficient means to test any proposed alternative and a trial-and-error
capability for searching for the best alternative. Given enough time, the decision maker
can arrive at an alternative that yields optimal or near-optimal, feasible performance.

Some decision models can also help select the best course of action from among
an overwhelmingly large set of alternatives. An extension of a descriptive model
engages a computerized search algorithm that, in effect, automatically performs an
intelligent trial-and-error procedure for the decision maker. Such an extended model
is called a prescriptive model. Prescriptive models provide dramatically enhanced
decision support when a decision involves so many feasible alternatives that manual
trial-and-error is impractical.

The first step in building a decision model is to define data elements and to derive
the mathematical relationships that constitute the descriptive model. The categories of
data elements are:

• Decision variables
• Parameters
• Performance measures
• KPIs
• Criteria
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Figure 5.1 Data flow of descriptive and prescriptive models.

Figure 5.1 shows the general structure of a decision model. The most important per-
spective to draw from Figure 5.1 is the fact that a descriptive model forms the core of a
prescriptive model. Furthermore the search routine of the prescriptive model is usually
performed by a commercially available code of a search algorithm (linear program-
ming, integer programming, etc.). However, the rest of the construction in Figure 5.1,
without which the search routine is useless, is the responsibility of the modeler.

5.1.3 Simulation Modeling

Decisions related to power systems have outcomes (performance measures) that play
out over a long time and that can take on many scenarios due to randomness in system
parameters such as loads and market prices. Furthermore the relationship between
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Figure 5.2 Effect of DG insertion in the coordination of protective devices.

decision variables and performance measures for power systems decision problems
is typically very complex and nonlinear. Of all of the forms of decision modeling,
simulation is uniquely capable of capturing complex cause–effect relationships, time
varying performance measures and stochastic effects. In fact, for many of the decision
problems that the learner needs to model, simulation is the only modeling technique
that can produce a reasonably accurate descriptive model. For example, simulation
can be used to identify the vulnerabilities of the protection system prompted by the
interconnection of DG to a distribution feeder. By comparing the total DG short
circuit contribution passing through protection devices with the pick-up settings of
the devices the required protection coordination changes for a specific DG location
can be determined [9]. Figure 5.2 shows a simulation of a fault at bus 2 that results in
a DG short circuit contribution greater than the pickup setting of the protective device
B. This will clearly result in misoperation of unit B and unnecessary loss of load.

Every simulation model is a computerized description of a system. A system can
often be visualized as a collection of interacting operations with flows of material,
power, cash, or other commodities among them. The simulation model tracks the state
of the system as it evolves over time through the occurrence of events such as changes
in load, outages, unit dispatching, short circuits, and the passage of time. In order to
do this, a simulation model is created in the form of a computer program that consists
of the following fundamental elements:

• Random Number Generator
• Event Scheduler
• State Transition Procedures
• System State Data Management
• Performance Measure Output
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Through the creation of an artificial clock that marks simulated system time, the
simulation program schedules the events that cause the system to evolve. Transitions in
the state of the system take place at points in time determined by the Event Scheduler.
In the case of a typical simulation of a power grid, the Event Scheduler would be
programmed to update the time on an hourly basis. At each of these transition times,
the State Transition Procedures update the state of the simulated power system to
reflect changes caused by the events that occur at the transition time. The current state
of the system is represented by the System State Data. The System State Data is used
by the Performance Measure Output routines to store values of performance measures
over the time period that has just ended. Once the updated performance measures
are filed, the simulation program returns to the Event Scheduler to process the next
system-changing event.

Some of the state-changing events, such as load variations and outages, may
be the result of random effects. Computer simulation models are able to introduce
random events into the event schedule through the use of random number generators.
Through this mechanism, computer simulation models can represent realistically the
performance that results from planned system interventions as well as unplanned
system influences.

Events are defined by the modeler in terms of the simplest changes that can
take place in the system that is modeled. By modeling the detailed interactions of
system components over small intervals of time and aggregating the results of these
interactions, complex behavior can be described through the use of numerous, rela-
tively simple transition procedures. In fact computer simulation is the only modeling
technique that can capture the complexity and randomness of a typical power system.

In a simulation model of a power system, the power flows through each network
element and the cash flows associated with the power flows can be modeled for each
hour of each day. From hour to hour the simulation program updates the status of each
generation unit, load, and network element and stores this status in computer memory.
The performance measures of the power system are computed, and the results filed.

Another simple example of simulation modeling is found in the case of the unit
dispatch decision. The simulation model for this decision would compute, for any
given dispatching plan and for any given scenario of loads, the total generation cost
as well as other performance measures. Figure 5.3 portrays a time series of generation
costs over a 24-hour period for one scenario of loads. This time series would be
summarized most appropriately in terms of its average. A simulation model could
generate this time series if the scenario of loads was provided as input parameters.
We call the computation of performance measures over a time horizon for one scenario
of parameters a “replication” of the simulation model.

In order to assess the KPIs of risk and expected cost of a dispatching plan, we
would compute the generation cost over many 24-hour time horizons, each one of
which represents one possible scenario. This way we would obtain a representative
sample of system performance from the population of all possible scenarios. Figure 5.4
shows a sample of scenarios of the time series of generation cost. By computing the
time average of each of these time series, we obtain an overall measure of performance
for that scenario. Table 5.1 shows these time averages, and Figure 5.5 shows the
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Figure 5.3 Generation cost time series example.
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Figure 5.4 Generation cost scenarios.

distribution of the sample of costs given in Table 5.1. Finally, we summarize the data
in Table 5.1 by computing their average and the value at risk evidenced by these
data. Value at risk is a measure of financial risk that is commonly used in the energy
industry. In this case we compute VAR as follows:

VAR = C90 − μc

where μc = the mean cost, estimated from the sample to be 1774 and C90 = the cost
at the 90th percentile point of the distribution of costs, estimated from the sample to
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TABLE 5.1 Scenario averages

Scenario Average Cost

1 1742
2 1683
3 1807
4 1778
5 1782
6 1847
7 1791
8 1790
9 1734

10 1875
11 1799
12 1724
13 1757
14 1632
15 1875
16 1794
17 1753
18 1841
19 1793
20 1692
Average 1774
VAR 76

be 1850. The two measures of expected cost and VAR are KPIs for the dispatching
decision model that capture the expected financial value of the dispatching plan and
a measure of financial risk associated with the dispatching plan.

5.1.4 Interfacing

A computerized educational support system is effective only if its interfaces for learn-
ers and teachers are transparent and easy to learn. To these users of a simulation
program, the simulation is a tool for analyzing trade-offs associated with decisions
related to the design and management of a power system. Clearly, the underlying
details of the simulation model, such as random number generators, statistical eval-
uation of performance measures, and event scheduling, should be hidden from these
users. The learner’s interface to the simulation package should be designed for entry of
decision variables and viewing of KPIs that result from these settings of the decision
variables. The teacher’s interface should include the ability to modify the parameter
database in order to create different configurations of a power system for different
sets of learners.

One of the most natural representations of the assets of a power system is that
of a geographic information system (GIS). A GIS is fundamentally a database of
objects, each of which can be indexed by a location in terms of an x -coordinate,
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a y-coordinate, and elevation coupled with a graphical interface that displays these
objects on a map. Generation units, power lines, transformers, substations, and
buildings or other sites where loads occur can be represented in a GIS database and
displayed on a computer screen so that a learner or a teacher can see clearly the
components that make up the power system under study. In addition GIS provides
a connection that permits linking the physical and economic databases of the electric
grid to available sociopolitical databases, opening the possibility to study the effect
of public policy, public perception, and other sociopolitical factors that influence
decision makers in real systems. Coupling the GIS system to the simulation program
provides a seamless interface for the user between data entry and KPIs. Figure 5.6
shows a flowchart of the kind of ESS that we advocate in this chapter.

The Electricity Grid and Market Simulator (EGMS) is a crucial part of the simu-
lation program. Because of the modular nature of the components in an energy grid,
object-oriented programming (OOP) is a good choice of coding paradigm for EGMS.
In OOP, the computer program consists of objects . An object packages data (or prop-
erties) and data processing functions (or methods) into one unit. For example, a Time
object may contain hour, minute, and second as its properties. The methods of the
Time object may include assigning values to these properties and printing them in
different time formats. The way an object-oriented program works is that the objects
communicate with one another by sending and receiving messages among them. A
message that an object receives can be an inquiry for a property of the object or a
request for the object to perform one of its methods. After receiving messages from
other objects, an object will process the data, and send the result to other objects.
OOP has been widely used in large-scale software development for years because
of the modularity, expandability, and reusability of the code. Unlike the traditional
programming, keeping the OOP code up to date is relatively easy and cost effective.
These advantages are so compelling that we cannot imagine coding an EGMS without
OOP.
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In order to program EGMS using OOP, we define the following main objects:

1. Grid operations model (GOM) Simulates planning, scheduling, dispatching
and controlling an electrical grid.

2. Risk management model (RMM) Assesses the financial risk and develops
strategies to manage it.

3. Energy market model (EMM) Evaluates market performance.
4. System configuration model (SCM), simulation controller (SC), output stream

summarizer (OSS), output statistical analyzer (OSA) Manage the simulation
program, data entry, and output reporting.

Figure 5.7 depicts the relationships among these objects. When the simulator
runs, GOM reads the grid configuration, simulates the electricity flows, and updates
the grid performance. RMM reads the grid performance and derivatives market
configuration, performs risk analysis, and updates the risk portfolio performance.
EMM reads the risk portfolio performance as well as the market configuration
and grid performance and outputs the consumer sector performance and business
sector performance. All these events are executed for each time interval of the
simulation.

To simulate the power flows with GOM, we need to solve a set of power-flow
optimization problems (see [14,20]). Solving such optimization problems is the most
computationally intensive part of the simulator. Since the flows must be updated for
every simulated time interval, the speed of the simulator could become a problem if
the code for solving the optimization problems is not efficient. Writing an efficient
optimization routine from scratch could be very time-consuming. Fortunately, some
proprietary software packages, such as CPLEX and IMSL, provide routines for these
purposes. With years of research and development invested in these software packages,
their routines have proved to be efficient and reliable. Consequently the construction
of EGMS should be integrated with these routines.

5.2 CONCEPTS FOR MODELING POWER SYSTEM MANAGEMENT
AND CONTROL

The determination of optimal power flow in a grid over a sequence of time periods can
be modeled as a set of decisions and actions that execute the workings of the energy
markets and the technical control of the electricity grid. In the operation of real energy
markets and grids as well as in a simulation of these systems, the operational decisions
are supported by computerized models. These models manifest several challenging
features of mathematical modeling and optimization, which we describe below in a
constructive sequence.

5.2.1 Large-Scale Optimization and Hierarchical Planning

The control of markets and electricity grids requires coordinated decision-making
across five decision domains:
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Figure 5.7 Data flow diagram of EGMS.

1. Configuring Installed generation capacity, grid configuration, and market reg-
ulations

2. Planning Bilateral contracts, wholesale bids and offers, and unit availability

3. Scheduling Unit commitment, ancillary service contracts, and reserve require-
ments



CONCEPTS FOR MODELING POWER SYSTEM MANAGEMENT AND CONTROL 135

4. Dispatching Unit dispatch, demand management, and regulation

5. Controlling Voltage control, frequency control, and circuit protection

The large number of variables that these decisions encompass classifies this collection
of decisions as a large-scale optimization problem. There is no practical decision-
support system that can simultaneously optimize all these decisions. Consequently
power grid and market management is carried out through the application of some
conventional heuristic approaches.

A heuristic approach that is often used is one that is based on a hierarchical
sequence of decisions that lead, through successive levels of detail, to a final
solution. The basic idea behind hierarchical planning is that the solution to a
rough-cut representation of a decision in terms of aggregated decision variables
can serve as a set of guidelines and constraints for a refined decision in terms
of detailed decision variables. In other words, the final solution to a problem
can be achieved by first “coarse-tuning” the solution and then “fine-tuning” the
solution.

In the case of energy grid management, the conventional hierarchy of decision
making conforms to the ordered list shown earlier. For example, the problems of deter-
mining the unit availability, unit commitment, and unit dispatch are all related through
performance measures such as profit and service level, which depend on all three deci-
sions. Rather than attempt to find solutions to these three decisions simultaneously so
that a globally optimal solution is obtained, a hierarchical planning approach would
specify three separate decisions to be solved in stages. The determination of unit
availability, based on approximate representations of total demand over the upcoming
week, provides capacity constraints on the commitment and dispatching decisions.
The commitment decision, based on a forecast of load variations over the next 36
hours for which real-time dispatching will be needed, consumes the bulk of the gener-
ation capacity and leaves a judicious amount of capacity for support of the imbalance
dispatching decisions.

The intuitive appeal of this approach is found in the selection of decision variables
for each level of the hierarchical planning process. The first level generally involves
strategic decisions that have long-term effects such as unit availability. The second
level involves decision variables that describe how the available assets are to be
committed. The third level involves decision variables that describe how committed
assets are to be dispatched. The fourth level and fifth levels involve decision variables
that describe how dispatched assets are to be controlled. Under the hierarchical scheme
long-range strategic decisions are made first. These decisions then impose constraints
on the shorter range, more detailed decisions that follow. At each level the plan for
the entire system is developed in more detail.

The approximation inherent in hierarchical planning is introduced in the modeling
of the performance of lower level solutions at any stage in the hierarchy. In order
to simplify each stage’s problem, the effects of the lower level decision variables on
the current stage’s constraints and the objective function are approximated. In turn
the solution to a higher level problem specifies constraints on the next lower level
problem, and so on.
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Using the “hat” notation to indicate approximations, the hierarchical planning
approach is described as follows: suppose we have four sets of decision variables
x1, x2, x3, x4 for the decision model,

max f (x1, x2, x3, x4)

subject to :

g1(x1, x2, x3, x4) ≤ 0

g2(x1, x2, x3, x4) ≤ 0

. . .

gn(x1, x2, x3, x4) ≤ 0

By approximating the effects of variables x2, x3, x4, we construct the aggregate
planning problem:

f̂1(x1) ≈ f (x1, x2, x3, x4)

ĝ1j (x1) ≈ gj (x1, x2, x3, x4) for j = 1, . . . , n

The first optimization in the hierarchy is

max
x1

f̂ (x1)

subject to :

ĝ11(x1) ≤ 0

ĝ12(x1) ≤ 0

. . .

ĝ1n(x1) ≤ 0

The resulting solution, x∗
1 , becomes a parameter in all the succeeding problems. The

second approximate decision model is

f̂2(x2) ≈ f (x∗
1 , x2, x3, x4)

ĝ2j (x2) ≈ gj (x
∗
1 , x2, x3, x4)

max
x2

f̂ (x∗
1 , x2)

subject to :

ĝ21(x
∗
1 , x2) ≤ 0
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ĝ22(x
∗
1 , x2) ≤ 0

. . .

ĝ2n(x∗
1 , x2) ≤ 0

The remaining optimization problems are formulated in a similar manner.

5.2.2 Sequential Decision Processes and Adaptation

The control of markets and electricity grids must be done on a continuous basis,
which necessitates ongoing decision-making regarding the supply availability, demand
management, unit commitment, dispatching, ancillary services, and regulation. For
practical reasons, the planning horizon is divided into discrete time periods and the
planning decisions are expressed and solved in terms of actions for each period.
Of course, this discrete representation of the time scale for a process that changes
continuously introduces an approximation. However, the notion of developing a plan
in finer and finer detail as each level of hierarchical planning is executed applies to the
time scale as well. Higher level, more strategic decisions are given a longer planning
horizon and longer planning periods. By their nature these decisions can be made more
crudely than tactical or operational decisions. As one moves down the hierarchy of
decisions, the planning horizons and the planning periods are made shorter. Table 5.2
shows the basic scope and definition of the five levels of hierarchical planning that
make up our model of power grid management.

A sequential decision process (SDP) is sequence of decisions made over time
in a way that each decision can adapt to the effects of all previous decisions and
adapt to the outcomes of uncontrollable influences on the performance measures. A
general methodology for optimizing SDPs is known as decomposition or dynamic
programming.

Dynamic programming decomposes an optimization by segregating the deci-
sion variables into subsets and creates a group of nested optimization problems. For
example, suppose that we have four sets of decision variables x1, x2, x3, x4 representing
the actions that can be taken at each of four time periods that make up the planning
horizon and p1, p2, p3, p4 are the probability distributions of the random variables that
influence the performance measures of the system that is to be controlled. Each per-
formance measure may be expressed in terms of some measure of risk with respect to

TABLE 5.2 Planning horizons and periods

Decision Domain Planning Horizon (typical) Planning Period (typical)

Configuring >1 year >1 month
Planning 1 day - 1 year 1 day
Scheduling 36 hours 1 hour
Dispatching 1 hour 5 minutes
Controlling 0.5 hour <5 seconds
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these random influences. The decision model for optimizing the plan can be stated as

max f (x1, x2, x3, x4; p1, p2, p3, p4)

subject to :

g1(x1, x2, x3, x4; p1, p2, p3, p4) ≤ 0

g2(x1, x2, x3, x4; p1, p2, p3, p4) ≤ 0

. . .

gn(x1, x2, x3, x4; p1, p2, p3, p4) ≤ 0

The dynamic programming methodology transforms this optimization into a
nested sequence of optimization problems with the decisions of later time periods
nested with the decisions of earlier time periods. The optimization procedure starts
with the innermost nested problem (last time period) and works in stages to the
outermost problem (first time period). A dynamic programming formulation of the
problem described above is built from the following nested set of optimizations:

max
x1

(
max

x2

(
max

x3

(
max

x4

f (x1, x2, x3, x4; p1, p2, p3, p4)

)))

At each stage the optimization procedure derives optimal decision rules as opposed
to optimal decisions. A decision rule is a set of contingency-based decisions. In this
case the contingencies at any stage are the combined effects of all outer decisions (not
yet determined by the optimization procedure) as well as the range of uncontrollable
influences on the performance measures over the time periods prior to the stage’s
decision. Through this methodology we can explicitly express the decision rule for
each time period in terms of the outcomes of the random variables of all previous
periods. Such a representation of the decision rule accurately portrays the real situation
that is faced by the decision maker in each time period.

The correct solution to a stochastic, sequential decision process consists of the
state-contingent decision rules generated by the dynamic programming solution. How-
ever, the derivation of the large number of such decision rules that would be necessary
for a problem as complex as that of unit commitment and dispatch precludes the use
of dynamic programming. Instead, planning for stochastic load and generation lev-
els is achieved through the use of a control heuristic known as rolling horizon and
adaptation. This procedure is used commonly in the commitment and dispatching of
generation units.

Rolling horizon and adaptive control is executed through the combination of three
planning techniques:

• Rolling the plan Plans are updated at regular intervals. The time between
updates is called the planning interval.

• Planning over a horizon Each plan extends over a number of future time
periods. The time over which a plan is derived called the planning horizon.
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• Adapting the plan At each update of the plan, the plan is adjusted within
limits that are determined by the system’s constraints on the rates at which
resource flows can change. The planning horizon for each plan consists of a
horizon over which the plan must be “frozen” followed by a horizon over which
adjustments are allowed. The boundary between the fixed portion of a plan and
the adjustable portion of a plan is called the planning “fence.”

In the case of electricity scheduling and dispatch, there are four adaptation options.
Table 5.3 defines these options. Each option is constrained to be exercised within the
capacities that are set by the capacity reservation decisions made at a higher level of the
decision-making hierarchy (see the previous section). The update intervals, planning
horizons and time fences given in Table 5.3 are typical values in the operation of a
large power grid.

The approximation that is inherent in a rolling horizon and adaptation procedure
stems from the use of a deterministic forecast for each plan update. The accuracy
of this forecast increases as the forecast horizon decreases. Consequently the adapta-
tion options with the shortest time fences enjoy the most accurate forecasts and can
be viewed as “fine-tuning” actions with respect to the “coarse-tuning” of the plans
produced by the longer fence options.

TABLE 5.3a Capacity and demand constraints on scheduling options

Scheduling Option Capacity Constraint Demand Constraint

Day-ahead unit commitment Day-ahead offers Day-ahead bids
Imbalance commitment Imbalance offers Imbalance bids
Regulation reserve commitment Regulation reserves offers Regulation forecast
Spinning reserve commitment Spinning reserves offers Control error forecast

TABLE 5.3b Scheduling option parameters

Scheduling Option Update Interval Planning Horizon Time Fence

Day-ahead unit commitment 24 hours 36 hours 12 hours
Imbalance commitment 24 hours 30 hour 6 hours
Regulation reserves 8, 16 hours 9, 17 hours 1 hour
Spinning reserves 8, 16 hours 9, 17 hours 1 hour

TABLE 5.3c Capacity and demand constraints on dispatching options

Dispatch/Control Option Capacity Constraint Demand Constraint

Day-ahead dispatch Day-ahead commitments Day-ahead commitments
Real-time dispatch Imbalance commitments Demand forecast
Ancillary service regulation Regulation reserve commitments Regulation error
Voltage/frequency control Spinning reserve commitments Control error feedback
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TABLE 5.3d Dispatching option parameters

Dispatch/Control Option Update Interval Planning Horizon Time Fence

Day-ahead unit commitment 8, 16 hours 9, 17 hours 1 hour
Real-time dispatch 1 hour 1.5 hours 30 minutes
Ancillary service regulation 5 minutes 30 minutes 5 minutes
Voltage/frequency control 4 seconds 30 seconds 4 seconds

5.2.3 Stochastic Decisions and Risk Modeling

Demand for electricity and, to a lesser degree, supply are not known with complete
certainty, a priori. For this reason decisions regarding supply availability, demand
management, unit commitment, dispatching, ancillary services, and regulation involve
some risk. Such decisions are labeled stochastic. There are several approaches to cop-
ing with risk, all of which incorporate some combination of buffering and adaptation.

In our model we use a measure of financial risk known as value at risk (VAR).
For every business decision the decision maker has some desired level of financial
performance that is considered satisfactory. However, due to the uncertainties of the
real world, the financial performance of any decision is a random variable that can take
on a range of values with probabilities given by a distribution that is known through
the modeling of the decision. Ranking all of the scenarios for this random variable
according to their associated financial performances, the decision maker can apply
his/her own perspective on risk by specifying a probability that identifies the portion
of these scenarios that constitute the “downside” risk of the decision. For example, a
decision maker could consider the lowest performing 10% of scenarios as the downside
potential of a decision. Once this probability is set, the minimum financial loss that the
downside scenarios can generate, measured relative to the pre-defined satisfactory level
of return, is called the value at risk. VAR is typically computed over a risk horizon of
one day and suffices to represent the exposure of a portfolio of contracts to downside
risk from falling prices or falling demand. Figure 5.8 illustrates the concept of VAR.

Mathematically, pursuing the minimization of VAR or constraining VAR below
some tolerable limit is equivalent to adopting the key performance indicator of the
cumulative probability of returns:

V = satisfactory return

C = actual cash flow

V − C = financial loss

α = risk level

L = tolerable loss

FC = cumulative distribution of cash flow

V − F−1
C (α) = value at risk
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Figure 5.8 Value-at-risk example.

The constraint on VAR is V − F−1
C (α) ≤ L, which can be expressed more simply

as Fc(V − L) ≤ α.
Risk measures have received much research attention over the last several decades

and this brief discussion of VAR does not do justice to the depth of understanding
of the nature of risk that this research has revealed. The interested reader is referred
to [18].

5.2.4 Group Decision Making and Markets

In a regulated power industry, the reservation, commitment, and dispatching decisions
are made by a single authorized manager of the power grid. In the case of a single
decision-making authority, a decision can be modeled with a single objective function
and accompanying constraints. However, in the case of partially regulated power grid,
supply-availability decisions and demand-management decisions involve numerous
decision makers, each pursuing his/her own self-interests. Hence markets are born and
the decision models that describe the choices of market participants must recognize
the different objectives and constraints of each market participant.

We model each market with a hierarchy of decision models in which capacity
reservations are achieved in the form of bids and offers that are entered into each
market by load-serving entities and suppliers of electricity, respectively. The grid
operator then executes the commitment and dispatching decisions by clearing the
markets, which sets the market-clearing prices at each basis point in such a way
that all demand constraints are met and the total cost of power to the entire grid is
minimized. Table 5.4 lists the markets that typically drive the management of the grid.
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TABLE 5.4a Wholesale markets

Market Transaction Price Buyer Seller Delivery Node

LTC Bilateral contract Bilateral ISO/DSO IOU/SA Gen bus
Bilateral contract Bilateral LSE ISO/DSO Load bus

Day ahead Unit commitment LMP ISO/DSO IOU/SA Gen bus
Load commitment LMP LSE ISO/DSO Load bus

Imbalance Unit dispatch Real-time LMP ISO/DSO IOU/SA Gen bus
Load dispatch LSE ISO/DSO Load bus

Regulation Operating reserves Real-time LMP ISO/DSO IOU/SA Gen bus
AS Ancillary service LSE ISO/DSO Load bus
Spinning Reserve allocation Reserve LMP ISO/DSO IOU/SA Gen bus
AS Ancillary service LSE ISO/DSO Load bus

TABLE 5.4b Retail markets

Market Transaction Price Buyer Seller Delivery Node

Bilateral, Regulated Long-term contract Bilateral Consumer LSE Load bus

AS = ancillary services

DSO = distribution service operator, distribution grid manager

IOU = investor owned utility

ISO = independent service operator, grid manager

LMP = locational marginal price

LSE = load-serving entity or load aggregator

SA = supply aggregator

5.2.5 Power System Simulation Objects

A simulation of a power system that portrays the behavior of the system hour by hour
over a period of many days must mimic the behavior of the power grid’s hardware
as well as the decision-making of the customers, suppliers, and grid operators who
collectively manage the power system. In order to execute the simulated actions of
market bidding/offering, unit commitment, and unit dispatch in the same sequence
with which these actions take place in the real system, a computer simulation of
must contain software objects that behave as the decision-making agents and the grid
controllers. In this section we describe the objects that form the building blocks of
a typical power-grid simulation. Specifically, we present the design of a simulation
package called the Virginia Tech Electricity Grid and Market Simulator (VTEGMS).
Figure 5.9 shows a flowchart of the interactions of these objects within VTEGMS.
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Figure 5.9 Simulation of grid-driving decisions.

5.3 GRID OPERATION MODELS AND METHODS

In this section we describe the models and optimization methods that are used in
VTEGMS, which are also typical of any EGMS. The reader should refer to Figure 5.9
to see how each of the each of the models described in this section is integrated into
the EGMS.
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5.3.1 Randomized Load Simulator

A time series of demand as well as a time series of demand forecasts initiates the
decisions of market bidding and offering. As we stated earlier, random parameters and
random events are represented in a computer simulation through the use of random
number generators (RNG). A simple example of the need for random numbers in a
simulation is the requirement to represent randomly varying load over the time horizon
modeled by the simulation. Formulas (5.1) through (5.3), adapted from [19], shows
a typical load-forecasting formula that would be used to represent load for hour h of
day d of a simulated horizon.

Lh,d = LP
h,d + LS

h,d (5.1)

where

LP
h,d = α0 + ρ d +

H∑
r=1

αr cos(ωrd + θr ) +
K∑

i=1

μi δi (5.2)

LS
h,d = φ0 +

p∑
i=1

φi zh,d + εh,d (5.3)

Lh,d = total load

LP
h,d = potential load

LS
h,d = irregular load

α0 = initial base load

ρd = trend component of load

H∑
r=1

αr cos(ωrd + θr ) = cyclical variations in load represented by H harmonics of

an annual cycle

K∑
i=1

μi δi = load adjustments for the day of the week, holidays, etc.

φ0 +
p∑

i=1

φi zh,d = autoregressive components of load

εh,d = random component of load assumed to be normally distributed with a mean
of zero and a standard deviation of σh,d

For any day d and hour h , all of the terms in these formulas except εh,d would
be known parameters that the modeler would enter into the simulation program’s
database. The random component of load must be represented in the simulation
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program as a different value each time the load for day d and hour h is simulated. To
do this, the simulation program generates a stream of numbers that have the properties
of random drawings of numbers from a normal distribution with a mean of zero and
a standard deviation of σh,d .

A RNG is a computer program that can produce a stream of numbers that appear
to have come from a specified probability distribution. These streams are actually
computed deterministically by a recursion formula, so they are more appropriately
called pseudorandom numbers. However, pseudorandom numbers have all of the sta-
tistical properties of numbers that are randomly generated from a physical process as
well as some nonrandom properties that make them very useful for simulation studies.
The essential properties of RNGs are as follows:

1. RNGs generate numbers that are uniformly distributed between 0 and 1. A
uniformly distributed stream of numbers can be transformed into a stream of
numbers that appears to come from any other probability distribution through
standard computational techniques.

2. Each number generated in a stream of numbers should be statistically inde-
pendent of all numbers generated previously and independent of all numbers
to be generated afterward. This ensures that we are not instilling unwanted
memory into the behavior of the simulated system.

3. A stream of random numbers should be reproducible. This allows one to
perform multiple simulation runs in the context of a simulation experiment
in which all factors, including the random influences, are controlled except
those that we wish to change for the sake of the experiment.

4. The computer program that generates the random numbers should be efficient
in terms of computing time and data storage requirements.

Pseudorandom numbers are not truly random. They have a “period” or “cycle
length,” so a stream of pseudorandom numbers will at some point repeat itself. The
pseudorandom number generators embodied in simulation models are constructed so
that the length of the period is very long, alleviating concern about this property
causing the numbers to be dependent on one another.

The pseudorandom numbers are generated by a deterministic formula. This makes
them well defined and also gives them the reproducibility property that we desire. The
linear congruential method, which we describe in its simplest form below, is the most
common method for generating pseudorandom numbers in the interval [0, 1). Consider
a stream of numbers x0, x1, . . . , such that

xi+1 = (axi + b)modc

ri+1 = xi+1/c

x0 = seed

a , b, and c are chosen in order to give the stream the longest period possible. For
example, let w = the number of bits/word on the computer used to generate the
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random numbers. Then

c = 2w

b = relatively prime to c

a = 1+4k , where k is an integer

Once a stream of pseudorandom numbers in the interval [0, 1) are generated they can
be translated into a stream of numbers that appears to have been drawn from any spec-
ified probability distribution such as the normal distribution of mean 0 and standard
deviation σh,d in the load-forecasting example described earlier. Although it is beyond
the scope of the treatment of simulation offered in this chapter, this transformation is
straightforward and is easily coded into a simulation software package.

The interested reader is referred to [5] for more information about the structure
of simulation programs and simulation modeling. An overview of simulation models
specifically for modeling electricity markets is provided in [2].

5.3.2 Market Maker

Following the hierarchy of decisions, we model the planning decisions in terms of
the market strategies of buyers and sellers. In the day-ahead and imbalance wholesale
markets, each supply aggregator offers generation capacity in the form of a “stack,”
which is a list of ordered pairs of power quantities and associated offer prices. When
the market clears, any power that was offered at or below the market-clearing price
will be sold by the supply aggregator at the market-clearing price. Similarly each load
aggregator bids on power in the form of a stack in terms of power quantities and
associated bid prices. When the market clears, any power that was bid at or above the
market-clearing price will be purchased by the load aggregator at the market-clearing
price.

The market maker object of the simulation applies the auction rules described
above for determining the optimal offer and bid functions of each player in the market.
That is, for the simulation of a power market associated with a particular power grid
we construct an instance of the market for each buyer and seller of power and for each
type of energy auction. We can specify these instances using the following notation:

m = market identification = ltc (long-term, bilateral contract), da (day-ahead
wholesale), imb (imbalance, wholesale), reg (regulation reserve), con (control
reserve)

M m
z = market-clearing price for zone z in market m

M
m
z = price cap for M m

z

M m
z = price floor for M m

z

z (k) = zone to which generator or load element k belongs

Bm
kj = j th bid price for power in market m from load element k

Om
kj = j th offer price for power in market m from generator k
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SG = set of all generator circuit branches

SA = set of all transmission lines

SS = set of supply aggregators

SL = set of load aggregators

SGn = set of generators marketed by supply aggregator n

SGn = set of loads represented by load aggregator n

SB = set of all busses

Pm
kj = j th power segment bid or offered in market m at load or generator element k

Pm
k new power commitment in market m in the planning period at load or gen-

erator element k

The market model for availability planning (m = da, rt) for each n ∈ SS is

max
{(Om

kj ,Pm
kj )|k∈SGn }

∑
k∈SGn

E [Rk ]

subject to:

Prob

⎛
⎝ ∑

k∈SGn

Rk <Vn

⎞
⎠ < αn

where

Rk = M m
z (k)P

m
k

Pm
k =

∑
Om

kj ≤M m
z (k)

Pm
jk

The market model for demand planning (m = da , rt) for each n ∈ SL is

min
{(Bm

kj ,Pm
kj )|k∈SGn }

∑
k∈SLn

E [Rk ]

subject to :

Prob

⎛
⎝ ∑

k∈SLn

Rk > Vn

⎞
⎠ < αn

where

Rk = M m
z (k)P

m
k

Pm
k =

∑
Bm

kj ≥M m
z (k)

Pm
jk
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Solution Method In this section we propose a simple generic market model
for the simulation object that represents the decision of an individual market player.
This object is then instantiated in the simulation for each market participant in each
market type. We assume a market for the buying and selling of power over a particular
future time period that we will call the sale period.

ci = internal capacity, or maximum volume, of an asset that the market player
can offer (bid) for sale (purchase)

ce = external capacity, or maximum volume, of the asset that the rest of the
market can offer (bid) for sale (purchase) over the sale period

m = future market-clearing price of the asset, a random variable at the time offers
(bids) are made

m = price cap for the market

m = price floor for the market

Fm = cumulative distribution function of m

d = maximum demand for the asset over the sale period

The decision that the market player must make is the set of prices at which each
unit of volume will be offered (bid). In effect each market player presents a supply
or demand function to the market. We define these decisions in terms of distribution
functions:

ox (p) = fraction of the asset′ s maximum volume offered at prices ≤ p, x = e, i

bx (p) = fraction of the maximum demand bid at prices ≥ p, x = e, i

0 ≤ ox (p) ≤ 1

0 ≤ bx (p) ≤ 1

Note that o(p) is right continuous and increasing and b(p) is decreasing and left
continuous. Conventional offer and bid mechanisms allow for the presentation of a
“stack” of power to the market. The stack is a finite set of power volumes with associ-
ated prices. {(vi , pi )}n

i=1. For offers, o(p) = ∑
pi ≤p vi , and for bids, b(p) = ∑

pi ≥p vi .
For the purpose of this model, we assume that oi (p) is continuous and doi /dp is con-
tinuous except at the point of contact with the boundaries of the constraints, 0 ≤ oi

(p) ≤ 1
In what follows we derive the decision facing an individual power supplier. The

model for an individual power buyer is analogous. The market clears at a price that
matches supply to demand. This condition is expressed as

ci oi (p) + ceoe(p) = db(p)

We re-state the market-clearing condition as

oi (p) = db(p) − ceoe(p)

ci
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We define the right-hand side of this expression as the normalized, residual-demand
random process, d̂(p). The market-clearing condition is then

d̂(p) = db(p) − ceoe(p)

ci

oi (p) = d̂(p)

Note that d̂(p) is a random process that is decreasing and left-continuous in p and the
market-clearing condition induces a market-clearing price that is a random variable.
In other words, the residual demand process is a function of scenarios, ω ∈ 
, which
implies that the market-clearing price is also a function of scenarios, m(ω). The dis-
tribution of market prices can then be expressed in terms of the distribution (forecast)
of residual demand:

Fm(p) = Fd̂ (oi (p))

Figure 5.10 provides an example of a supply function and several scenarios for
residual demand. The intersections of the supply function with the residual demand
functions indicate the scenarios for market-clearing prices. When the market clears,
the revenue (cost) that is accrued by a seller (buyer) can be evaluated as

r(m) = mci oi (m)

m = random variable, so r is a random variable

Fr = cumulative distribution function of the cash flow r(m) over the random
variable, m
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Figure 5.10 Example of residual demand scenarios and offer fraction versus price.



150 GIS-BASED SIMULATION STUDIES FOR POWER SYSTEMS EDUCATION

Note that

Fr (r(p)) = Fm(p) = Fd̂ (oi (p))

The market player’s key performance indicators are return and risk. The former
measure is evaluated as the expected cash flow:

E [r] =
∞∫

0

rdFr =
m∫

m

ci moi (m)dFm =
m∫

m

ci moi (m)fd̂ (oi (m))
doi

dm
dm

In energy markets, risk is most commonly incorporated in the market decisions in
terms of a constraint on value at risk:

Fr (V − L) ≤ α or

V −L∫
0

dFr ≤ α

By the monotonicity of oi (m), for any policy, oi , there is a well-defined market-
clearing price β for which

r(β) = V − L or oi (β) = V − L

βci
= d̂(β)

Note that β is a function of the policy oi . Furthermore the monotonicity of r(m)

implies that the risk constraint can be written equivalently as

Fm(β) ≤ α or

β∫
m

fd̂ (oi (m))
doi

dm
dm ≤ α

The risk constraint is incorporated into an objective function with a lagrange multi-
plier, μ.

J =
m∫

m

ci moi (m)fd̂ (oi (m))
doi

dm
dm − μ

β∫
m

fd̂ (oi (m))
doi

dm
dm + μα

Badinelli (2006) provides an optimal solution for the supply function by using optimal
control theory.

5.3.3 The Commitment Planner

The market maker object is used in the simulation to determine the “stacks” of gen-
eration offers and load demands for each time period. The next stage in the planning
and scheduling hierarchy is that which clears the market and the selects from the
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generation and load stacks the power that will be supplied. However, in making this
selection, the currents, voltages, generation, loads, and prices must satisfy numerous
constraints. Subject to these constraints, minimizing the total cost of power that is
needed to cover all of the loads is a typical objective function for power pools and
grid operators. See PJM [15,16,17]. Hence we have an optimal power flow (OPF)
problem that we must solve at every instance of commitment planning, which can be
formulated approximately in terms of real power and capacity constraints (DC load
flow model) as follows:

Pk = maximum allowed total power at load element or generator element k

Pk = minimum required total power at load element or generator element k ele-
ment k

Uk = maximum upward ramp rate of generator element k

Dk = maximum downward ramp rate of generator element k

C m
o = overhead cost of operating the grid for market m

λk = congestion cost charged to load element k

Pc
k = total currently committed power in the planning period at load or generator

Pc
k =

∑
k∈Smk

Pkj , m = ltc

Pc
k = Pltc

k +
∑

k∈Smk

Pkj , m = da

Pc
k = Pltc

k + Pda
k +

∑
k∈Smk

Pkj , m = imb

Pc
k = Pltc

k + Pda
k + Prt

k +
∑

k∈Smk

Pkj , m = reg

Pc
k = Pltc

k + Pda
k + Prt

k + Pres
k +

∑
k∈Smk

Pkj , m = con

I bus = vector of all external current phasors at each bus = currents injected to
the grid by generators and currents drawn from the grid by loads

Y bus = bus admittance matrix constructed from the admittances of all circuit
elements

V bus = vector of voltages at all generator and load busses

Note:
• The index k used in the notation for generators and loads refers to the unique

circuit branch of the generator or load as opposed to the numerical identifier of
the generator or load.

• Bilateral contracts can be modeled as bids and offers at the contract price.
• Must-serve loads (from bilateral contracts) can be modeled as bids at the price

cap.
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• Load shaping through the discretionary use of power can be modeled in terms
of the bids.

• Load shaping through the use of islanded DG can be modeled in terms of the
bids.

• Must-run generators (from self-scheduled generators) can be modeled as offers
at the price floor.

Problem: OPF (m = ltc, da, imb, reg, con)

min
∑
k∈SG

M m
k Pm

k

Subject to:

Constraint Set 1

Pc
k ≥ Pk for all generators, k ∈ SG

Pc
k ≤ Pk for all generators, k ∈ SG

Uk ≥ Pc
k − Pc

k (t − 1) ≥ −Dk for all generators, k ∈ SG

Constraint Set 2

M m
z ≤ M m

z ≤ M
m
z for all zones, z

Pm
k = ∑

Om
kj ≤M m

z (k)

Pm
kj for all generators, k ∈ SG

Pm
k = ∑

Bm
kj ≥M m

z (k)

Pm
kj for all loads, k ∈ SL∑

k∈SL

(M m
z (k) + λk )Pm

k − ∑
k∈SG

M m
z (k)P

m
k ≥ C m

o

Constraint Set 3
• Emissions constraints
• Regulatory constraints
• Inventory constraints for storable power generators

Constraint Set 4

Pk ≤ Tk for all lines k ∈ SA

Constraint Set 5

YbusVbus = Ibus

Qmin
k ≤ Qk ≤ Qmax

k for all generators, k ∈ SG

V min
k ≤ |Vk | ≤ V max

k for all busses, k ∈ SB

αmin
k ≤ αk ≤ αmax

k for all busses, k ∈ SB

Constraint set 1, expressed in terms of real power, reflects general physical limita-
tions of generators. Several market constraints, shown in constraint set 2, are necessary
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to model the behavior of the auctions that mechanize the day-ahead and imbalance
markets. The last constraint in this set ensures that the power that is actually bought
or sold is that which the market-clearing process selects and that revenues cover costs.

Constraint set 3 reflects special considerations of a particular power grid. Con-
straint set 4 consists of the thermal limits on the power lines of the grid. These
constraints determine the congestion charge, λk , that is assigned to any load that can-
not obtain power from the cheapest source of generation because of thermal limits on
transmission lines that connect the load to this generation.

Finally, we must enforce the physical laws that govern real and reactive power
within a circuit as well as limits on the phase and voltages of generator outputs. We
assume that all voltages and currents attain their steady state, forced-response values
during each interval. We do not include transient behavior in the solution. To this end
we impose Kirchoff’s current law and Kirchoff’s voltage law on all circuit elements,
leading to constraint set 5. We also impose quality conditions on the power that is
made available throughout the grid in terms of the voltage magnitude and the amount
of reactive power that is allowed.

Solution Method The rather large OPF problem is traditionally solved in two
stages, following the decomposition approach described earlier. The first stage consists
of constraint sets 1, 2, and 3. The optimization method can be any robust nonlinear
programming method. The values of real power at all generation and load busses that
this stage produces are used to solve the equality constraints in constraint set 5.

Stage 2 consists of solving constraint set 5 using the Newton–Raphson load flow
method (see [12]). The solution to the load flow problem is then checked against
constraint set 4. Violations are recognized via updated congestion charges that are
applied to constraint set 3. Then the two-stage process is repeated until convergence
is achieved.

5.3.4 Implementation

To date, there are several versions of simulation packages for modeling power systems.
Each of these packages was designed for specific purposes and exhibits particular
strengths as Table 5.5 indicates.

The fields of energy engineering, management and policy are burgeoning with the
challenges of new technologies, business models, and regulatory changes. Education of
future professionals in the energy economy will require intensive exposure to realistic
problems and decisions that the future holds. The breadth of this exposure, as is
indicated by our hierarchical list of decision problems, is broad enough to require ESS
packages of widely varying scopes—from decision models for multiple-year horizons
to models for hourly and minute-by-minute horizons and from decision models for
broad public policy regulations and massive capital investments to models for control
of small distributed generation units. We conclude that more simulation-based ESS
packages are needed.

Finally, we emphasize the need for case studies in the education of professionals
in the energy field. Computerized decision support systems alone are useful only
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TABLE 5.5 Comparison of simulation packages

Package Name Creator/Vendor Scope Key Features Applications

VTGIS/EGMS Virginia Tech
[3]

Distribution grids
& distributed
generation

Interfaced with
ESRIs ARCGIS
package

Future application in
university courses
in electrical
engineering,
business, public
policy

GE Maps General Electric
[11]

Regional grids LMP computation,
transmission
constraints

Bid strategy, unit
commitment,
market studies,
economic analysis

Aurora EPIS, Inc. [10] Regional grids Nodal and zonal
LMP
computation,
transmission
constraints

Power flow
computation;
valuation of
generation &
transmission assets,
FTRs, LTCs

SimRen ISUSI [13] Multi-region grids Dispatches wind,
solar, cogen as
well as
conventional
generation

Generation technology
selection, installed
capacity planning

EMCAS CEEESA [8] Adaptive systems
model of
regional energy
markets

Agent-based
modeling and
simulation

Electricity trading
strategies, economic
analysis

STEMS EPRI Short-term markets Agent-based
modeling and
simulation

Energy market design,
trading strategies

to professionals who already understand the decision problems to which they apply
these systems. However, learners must view each decision problem in a holistic,
multidisciplinary manner in order to understand fully the trade-offs inherent in the
problem. Only well-crafted case studies that are supported by companion computerized
decision support systems can impose this view.
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DISTRIBUTED GENERATION AND

MOMENTUM CHANGE IN THE
AMERICAN ELECTRIC UTILITY
SYSTEM: A SOCIAL-SCIENCE

SYSTEMS APPROACH
Richard F. Hirsh, Benjamin K. Sovacool, Ralph D. Badinelli
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6.1 INTRODUCTION

The past several decades have witnessed significant change in the American electric
utility system. The once-stable, secure, and regulated system no longer retains
as much government oversight as in the past; it is being moved increasingly
by the invisible hand of a competitive marketplace. While proponents of the
evolving new system laud many of its benefits, others point to disturbing signs of
increased susceptibility to terrorist attacks (and other disruptions) and decreased
overall reliability. Novel approaches for restructuring the utility system continue
to be made, reflecting the uncharacteristically fluid state of affairs that exists
today.

This chapter explores the long-term trends in the electric utility system and the
beginning of efforts to restructure it. To frame the analysis, the chapter draws on
a nonengineering version of the systems approach that has been fruitfully devel-
oped for understanding sociotechnical endeavors. The social-science systems approach
provides a macroscopic way to view long-term trends. Going beyond considera-
tion of engineering concerns, it encourages an understanding of the stakes, interests,
and actions of a host of participants who make and use technologies. Such a view

Operation and Control of Electric Energy Processing Systems, Edited by James Momoh and Lamine Mili
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suggests that engineering concerns held by managers and technical leaders often do
not necessarily determine the way a technological system emerges. Rather, economic,
social, and political factors may play more important roles in moving elements of a
system.

Applying the social-science systems approach, the chapter views the present time
as a rare opportunity in which entrepreneurs can pursue implementation of a non-
traditional type of generation technology. Known as distributed generation (DG), the
family of technologies consists of small-scale, decentralized hardware that, if struc-
tured properly, can provide greater reliability, security, and efficiency to the utility
system.

The chapter begins with a discussion of the social-science systems approach,
highlighting the notion of momentum, a combination of technical and social com-
ponents that give a system an apparent direction, speed, and inertia. It describes the
origins of momentum in the system and explores the reasons why that momentum
has diminished dramatically starting in the 1970s. To help create new momentum,
proponents of distributed generation seek to gain acceptance for a host of poten-
tial benefits while eliminating impediments and uncertainties. The chapter concludes
with an analysis of DG within the business environment and a suggested model that
may succeed in advancing the new technology within a system that develops new
momentum.

6.2 OVERVIEW OF CONCEPTS

6.2.1 Using the Systems Approach to Understand Change in the
Utility System

To gain a sense of the development of electric utilities, we employ the social-science
version of the systems approach that was originally conceived of by Thomas Hughes.
In his influential Networks of Power: Electrification in Western Society [1] and
other publications, Hughes posits that the generation, transmission, and distribution
of power takes place within a technological system. The system, however, goes
beyond consideration of engineering elements (though they are components),
including a “seamless web” of factors characterized as economic, administrative,
educational, legal, and technical. Modern technological systems weave these
considerations into one fabric, as system-builders (often business managers) seek to
“construct or . . . force unity from diversity, centralization in the face of pluralism,
and coherence from chaos” [2]. When successful, the managers help the system
expand and flourish. At the same time, the system closes itself. Put differently,
as the system grows, the influence on it from the outside environment diminishes,
largely because the system’s scope has enveloped elements that might have altered
it [2].

The systems approach also comprehends the notion of momentum, which Hughes
describes as a mass of “machines, devices, structures” and “business concerns, govern-
ment agencies, professional societies, educational institutions and other organizations”
that contains “a perceptible rate of growth or velocity” [1]. In other words, momentum
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can be viewed as a “mass of technological, organizational and attitudinal components
[that tend] to maintain their steady growth and direction” [3]. The inclination of a
system to evolve in a certain direction stems from the actions of a host of partic-
ipants, such as regulatory bodies, educational institutions, the investment of money
in operating hardware, and the efforts and industry culture of people working within
the system. Momentum may also be aided by barriers to entry that favor established
players, market and corporate dominance in an industry, and the lengthy lead times
needed to develop new technologies. At the same time, momentum can grow due to
the inertia of customers who may see few motivations to change buying habits, as well
as due to market education and difficult-to-alter product life cycles. Together, these
elements encourage business as usual and the noticeable demonstration of momen-
tum. Hughes further argues that momentum can be abetted through employment of
“conservative” inventions, namely new hardware that maintains the existing system.
Leaders of system momentum clearly seek to preserve their dominance, and they
avoid encouragement of novel and “radical” technologies that would displace their
control. For example, Internet telephony and cell phones could be considered rad-
ical inventions by the corporate leaders of the conventional wired communications
network.

In short, the social-science systems approach views the development of systems
as the result of managers’ efforts to command elements that exploit the human, nat-
ural, and technical environment. As systems gain momentum and mature, they resist
change. Even so, momentum does not imply determinism (which suggests that social or
technical elements determine technological development) or autonomy (which implies
that technologies evolve independent of human action). Instead, system momentum
can often be changed due to a confluence of technical, economic, and political fac-
tors. As will be described in this chapter, the electric utility system has recently seen
its momentum change in a way that provides opportunities for the introduction of
distributed generation facilities.

6.2.2 Origins and Growth of Momentum in the Electric Utility
System

The electric utility system had humble beginnings near the end of the nineteenth
century when the United States saw creation of a flourishing corporate-based econ-
omy. Large multi-level companies exploited the potentials of new communications
and transportation technologies to manage production and distribution of quantity-
produced goods, thus overthrowing the once-common family-owned and operated
businesses. The railroad industry served as the epitome of modern enterprises that
exploited new technologies to eliminate regional competition, to gain octopus-like
political and economic power, and to earn the contempt of many of its customers [4].

The fledgling electric utility companies that emerged after Thomas Edison opened
his small Pearl Street, New York City power station in 1882 did not appear to be
in the same class as the large, and often reviled, railroad corporations. After all,
Edison conceived of a decentralized system within cities that included scores of rela-
tively small generation plants, each providing direct-current (DC) power to individual
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businesses. But rapid innovation in electric power production equipment altered the
relatively benign character of business. Adopting alternating-current (AC) transmis-
sion and steam-turbine technologies, early utility entrepreneurs quickly found they
could emulate trends in other industries. Through the use of transformers made avail-
able in the late 1880s, AC transmission allowed companies to distribute high-voltage
power over long distances. And in the first decade of the twentieth century, utility
managers began employing compact steam turbines as prime movers, which further
encouraged centralization because the new machines offered tremendous economies of
scale. (Put simply, as the turbines, connected to generators, produced larger capacities
of power, the unit cost of electricity declined over a broad range of output.) Becoming
the core conservative technologies used in the electric utility system, steam-turbine
generators and alternating-current technologies yielded exponentially growing sup-
plies of power, produced at higher thermal efficiencies and at lower costs and prices.
Electricity changed from being viewed as an expensive product used only in special
situations to a cheap commodity that Americans considered a necessity and right.
While residential customers in 1892 paid about 520 cents per kWh (in adjusted 2009
terms), they only paid 12 cents for the equivalent amount of electricity in 1970 [5];
see Figure 6.1.

Employment of conservative, slowly improving hardware enhanced the utility
system’s momentum. But nonengineering elements also did. Because it explicitly
addresses such elements, the social-science systems approach focuses attention on
the social nature of technological evolution. In the case of the utility system, the
creation of regulatory bodies constituted a major driver of momentum. Unlike the
railroad industry, which became regulated by government to stem perceived abuses,
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the electric utility industry actually sought oversight by state officials. As early as
1898, industry leader Samuel Insull argued that government supervision would offer
legitimacy to power companies as monopolies. Once companies won dominance in
a region, regulation would effectively create a barrier to entry and allow them to
solidify their control. Government oversight would also reduce financial risks because
utility commissions would be required not only to protect customers against monopoly
abuses but to ensure that utilities earned enough money from customers to provide
good service [6]. Winning the day, Insull saw state regulation spread rapidly after
New York and Wisconsin created the first public utility commissions in 1907. Soon
after the Progressive era ended during World War I, the quality of state regulators
declined markedly, enabling utility managers largely to run the power system with
only the appearance of dutiful oversight. Utility managers had effectively “captured”
the regulatory mechanism, which helped them control a system that was developing
significant momentum [7].

The system’s momentum also grew because of the support of other stakeholders
within society. Investment bankers, manufacturers of electrical equipment, educational
institutions, and customers found reason to encourage development of an industry that
employed large-scale technologies and appeared to bring universal benefits [8]. In other
words, a variety of social groups implicitly supported a big, technology-dominated and
regulated electric utility system. By the 1970s the utility system had gained a huge
amount of momentum that appeared unalterable.

6.2.3 Politics and System Momentum Change

And yet, momentum changed significantly, starting in the 1960s and 1970s. First,
for a number of managerial and technical reasons, manufacturers could no longer
obtain significantly higher thermal efficiencies or economies of scale from new steam-
turbine generators. This phenomenon, called “technological stasis” or an apparent end
to progress, became critical during the “energy crisis” of the 1970s, when fuel costs
(especially oil costs, but also costs of other fossil fuels) skyrocketed. Unlike in the past,
when improvement in the power-producing technologies mitigated hikes in labor and
capital costs, stasis meant that utilities needed to request rate increases from formerly
quiescent (but now increasingly activist) regulatory bodies (Figure 6.2). Higher prices
motivated conservation and energy-efficiency efforts. Electricity consumption grew at
negative rates for a few years, while the long-term annual growth rate from 1974 to
2009 dropped from the decades-old rate of about 7% to just 2.3% [9].

The economic turmoil created by the energy crisis spurred politicians into action.
Making energy policy a top priority, President Carter won passage in 1978 of several
laws that sought to encourage energy efficiency and to increase domestic energy pro-
duction. Though viewed as fairly tame, one of the laws, the Public Utility Regulatory
Policies Act (PURPA), had at least three unintended consequences: it unexpectedly
spurred creation of radical technologies, it began the process of deregulation, and
it challenged the control held by power company managers. In the process the law
helped change the momentum of the utility system.

The salient portion of PURPA initially appeared to offer no threat to utility com-
panies. It primarily offered incentives for the use of cogeneration plants—units that
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often generated less than 100 MW of power—about one-tenth the capacity that new
utility-owned nuclear and fossil units yielded. But the smaller plants proved econom-
ically practical, even without economies of scale, because they employed waste heat
for industrial processes or space conditioning. Obtaining double duty from raw fuel
in the form of two valuable products (electricity and process steam), cogeneration
plants demonstrated an overall thermal efficiency rate of 50% or higher, which com-
pared favorably to the 40% figure achieved by the best utility-owned power plants.
President Carter hoped more widespread use of such plants would reduce the amount
of energy used in power production. A related portion of the law also encouraged
development of renewable technologies that used water, wind, or solar power to gen-
erate electricity. Unusually successful, this portion of PURPA (along with incentives
offered by some states) helped spur technological innovation and drive down the
cost of power produced by solar photovoltaic panels by about 70% between 1980
and 1995 [10] and wind turbines by a similar margin. Most significant, cogeneration
plants and some wind plants offered power at costs that compared favorably with
(or was priced cheaper per unit output than) power generated by conventional utility
plants [11].

In the language of Hughes’s systems approach, these PURPA-inspired, small-
scale technologies constituted radical technologies to the utility system’s momentum.
Through their use, the technologies enabled nonutility companies to compete (at least
in the generation sector) with utilities that previously enjoyed vertically integrated
monopolies. At the same time the unintended experiment with competition encour-
aged some regulators and legislators in the 1980s—a period when several other
industries (i.e., the airline, telecommunications, and natural gas industries) had been
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deregulated—to suggest that increased competition and less regulation would bene-
fit participants in the electric utility business. The Gulf War of 1991 spurred further
legislative changes, as Congress passed a modified form of President George H. W.
Bush’s energy plan that opened up the electricity transmission network so it would
serve as a common carrier. The Energy Policy Act of 1992 also allowed states to begin
competition on the retail level. Taking advantage of the law, 23 states (and the Dis-
trict of Columbia) had established mechanisms by September 2001 for a competitive
marketplace for electricity.

As these events suggest, by the 2000s the momentum of the utility system has been
altered significantly. Perhaps most important, the shifting momentum has displaced
utility managers as the key controllers of the system. No longer in charge of the large-
scale, gradually improving, and conservative generation technologies, the managers
ceded political and economic power to entrepreneurs who, in some cases, use small-
scale conventional and renewable energy technologies. From 1992 to 2003 the portion
of the country’s power capacity managed by nonutility firms grew from 1.5% to
34.7% percent [12]. At the same time utility managers lost the legitimacy provided
by regulation of their companies’ status as natural monopolies and have been forced
to alter their business culture and practices to deal with life in the competitive market.
And as other stakeholders (e.g., financiers, equipment manufacturers, and educators)
saw momentum change, they shifted their allegiances to reflect the new environment.
New stakeholders also entered the arena. Environmental advocates in many states,
for example, won seats at negotiating tables and influenced the terms of restructuring
laws, which often included expenditures of funds for renewable energy and energy-
efficiency technologies [13]. Meanwhile the California electricity crisis of 2000 and
2001, along with the Enron scandal and the massive blackout of 2003, focused new
attention on the changed nature of the utility system and caused policy makers to
rethink their enthusiasm for a free market of electricity. In the years following the
blackout the Federal Energy Regulatory Commission and state policy makers kept on
feuding about new scenarios for operation of the system and for dealing with specific
problems, such as the underinvestment of capital in an increasingly fragile-looking
transmission network [14]. Using the language of the social-science systems approach,
it appears that the human and technical components of the utility system have been
severely altered, forever changing what had been substantial momentum.

6.3 APPLICATION OF PRINCIPLES

The semi-chaotic state of affairs that exists in the early twenty-first century has enabled
distributed generation to gain a foothold. In fact the present time may be viewed as
a rare inflection point as stakeholders have started to negotiate a new paradigm (or
at least part of a new paradigm) and begin establishing momentum that diverges
from what existed for almost a century. Distributed generation facilities constitute a
collection of decentralized, modular, smaller, and on-site power production technolo-
gies. Supporters of DG argue that the decentralized plants offer less expensive, more
efficient, more reliable, more flexible, and less environmentally damaging alternatives
to traditional utility-owned power plants.
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6.3.1 The Possibility of Distributed Generation and New
Momentum

DG technologies are often classified by net generation capacity (ranging from 1 kW
to more than 100 MW) and location. Because a significant number of electricity gen-
erators can be located on site, DG encompasses a wide range of technologies. Many
renewable energy systems—such as wind turbines and photovoltaic technologies—are
small and decentralized, and they serve as examples of DG technologies. Even gen-
eration equipment that employs fossil fuels, such as natural gas and coal, can be
considered valuable DG resources, especially when they exploit waste heat gener-
ated through combustion or fuel conversion. These include cogeneration plants (also
known as combined heat and power [CHP] facilities) that were originally encouraged
by PURPA. They may also consist of very small steam turbines known as microtur-
bines that produce power in the range of 25 to 500 kW while employing waste steam
for water or space heating needs [15]. Phosphoric acid fuel cells are also being pursued
as DG technologies. The devices (which are being tested in 200 kW to 11 MW sizes)
take in hydrogen-rich fuel and create electricity through a chemical process rather
than by combustion, thus yielding few particulate wastes [16]. The process also yields
heat, which can be used as a profitable by-product. Beyond these DG technologies
are modular internal combustion engines that run on diesel fuel or gasoline. In their
smallest versions (about 1 kW), they provide backup power for recreational vehicles
and homes. In larger packages, these engines provide backup power for hospitals
and other large commercial enterprises. DG facilities may be established as isolated
“islands”—disconnected from the transmission grid—or attached to it. In the latter
case they may constitute the primary producers of power for a user or serve as backup
units. They can also be set up to add power to the grid for use by other customers.

The economic viability of these DG technologies has improved in recent years.
Technological advances in microturbines and reciprocating gas engines have lowered
the cost and increased the efficiency of the small-scale generation technologies [17].
Advances in net metering, fuel conversion technology, and thermal engineering have
accompanied developments in automation and control, improving the economy of
small units and reducing the need for periodic maintenance and inspection [18]. Small
system technology can also be mass produced at a lower unit cost. For example,
numerous companies offer fuel cell technology, which is viewed as having virtually
no emissions, in ready-to-connect packages. Many policy makers also perceive gas
turbines as having low initial investment, steam generation capabilities, and installation
flexibility [19].

The broad variety of DG technologies presents challenges for accurately
measuring the extent that such technologies have become employed. For instance,
the Electric Power Research Institute estimated in 1999 that more than 50 GW of
electricity in the United States came from DG units [20]. In the same year, Arthur
D. Little consultants noted that the capacity for reciprocating engines and small gas
turbines alone in North America stood at roughly 60 GW [21]. Three years later,
the generating capacity of diesel DG technologies in the United States exceeded
100 GW, according to the International Energy Agency [22]. And by 2004, Electric
Utility Consultants concluded that the country’s 12.3 million distributed generation
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units—classified as decentralized generators sized between 1 and 60 MW—provided
an aggregate capacity of 234 GW [23].

Nevertheless, proponents of distributed generation emphasize that DG technolo-
gies should not be viewed as a replacement for the current power grid. The US
Combined Heat and Power Association notes that DG would not serve as a reliable
substitute for all large, centralized power plants, since it is unlikely to meet the needs
of customers in urban areas with severe land, permitting, and siting constraints. More-
over the fact that small and modular generators can be more efficient and less costly
does not negate the useful role of large and centralized generators on the power grid,
since in many situations large plants placed near points of consumption maximize
thermal efficiency. Gary Mittleman, President and CEO of Plug Power, a fuel cell
manufacturer and advocate of DG, acknowledged that power “plants and the grid will
remain a part of our infrastructure” [24]. Similarly the American Wind Energy Asso-
ciation clarifies that the use of wind turbines is primarily intended to augment, rather
than replace, the grid [25].

Consumer advocates note that DG technologies can also provide more efficient
electrical power. The transmission of electricity from large and centralized plants
typically wastes between 4.2% and 8.9% of the electricity, since wire resistance,
inconsistent enforcement of reliability guidelines, and growing bottlenecks all degrade
the effectiveness of transmission systems [26]. Since customers pay a share of the cost
of the transmission system in their electricity bills, employment of localized generation
equipment can conceivably yield affordable and higher quality power. Moreover self-
generators can sell excess power to the grid and earn revenues, especially during times
of peak demand.

Additionally industrial managers, commercial business owners, and contractors
have begun to recognize advantages of local power generation. Combined heat and
power technologies permit these power users to recycle thermal energy that would
normally be wasted. Energy-intensive industries, including iron and steel foundries,
chemical processing facilities, and paper and pulp manufacturers already use CHP
technologies to maximize the efficiency of their on-site electricity generation. Office
and industrial managers have also begun to use CHP technologies to reuse energy
normally needed for district heating (where excess heat is pumped through buildings
in lieu of electrically produced heat) and surplus power provision (where the extra
thermal energy from combustion is reused to produce more electricity). CHP tech-
nologies have been proved to enhance industries working in aquaculture, greenhouse
heating, desalination of seawater, increased crop growth and frost protection, and air
preheating [27].

Beyond efficiency, DG technologies can provide more reliable power for digital
and telecommunications industries that require uninterrupted service. One study con-
ducted by the Electric Power Research Institute noted that power outages and quality
disturbances cost $119 billion in 1999, with between $21.2 and $33 billion lost in
California and New York alone [28]. A comparable study undertaken by the American
Superconductor Industry estimated that power outages cost California more than 1010
billion every year [29]. The cost of a two-hour blackout for chip manufacturing and
semi-conductor industry alone can cost as much as $48 million [30]. These numbers
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help explain why several companies already rely on DG facilities to ensure consistent
power supplies.

Surprisingly, perhaps, DG facilities offer enhancements for the transmission of
power. By producing local power for users, DG technologies can decongest the grid
by reducing demand during peak times, one of the causes of the 2000–2001 California
crisis and the 2003 blackout on the Eastern seaboard [31]. Most important, by con-
structing large numbers of decentralized power facilities rather than a few large plants
located distantly from load centers, DG use can reduce the need to upgrade and expand
transmission facilities during a period when investment in such facilities remains
restricted due to siting policies and local opposition. And in an increasingly security-
minded era, proponents further argue that DG technologies may enhance protection of
the grid. Decentralized power generation reduces the terrorist targets that large nuclear
and conventional facilities and natural gas refineries offer. It also helps the system by
diversifying fuels, enhancing emergency stand-by generation, and better insulating the
grid from failure if a large power plant goes down due to an accident or attack [32].

Finally, some environmentalists and academics have argued that DG tech-
nologies provide ancillary benefits to society at large. Large, centralized coal- and
gas-fired power plants emit pollutants, such as carbon monoxide, dioxins, sulfur
oxides, particulate matter, hydrocarbons, and nitrogen oxides. For many years, the
Environmental Protection Agency (EPA) has reported the correlation between high
levels of sulfur oxide emissions and significant health effects, including cancer
and asthma. Moreover, combustion of fossil fuels tends to create acid rain, which
suppresses crop growth and leeches nutrients from the soil. Because larger plants
concentrate the amount of power they produce, they center their pollution and
waste heat, which destroy fragile ecosystems and reduce marine biodiversity. On the
other hand, some recent investigations have confirmed that widespread use of DG
technologies substantially reduces emissions: A British study estimated that domestic
CHP production cut carbon dioxide emissions by 41% in 1999. A report on the
Danish power system argued that widespread use of DG technologies have reduced
emissions by 30% from 1998 to 2001 [33].

6.3.2 Impediments to Decentralized Electricity Generation

Despite its potential benefits, the transition to a new DG paradigm will not occur
effortlessly because of the existence of social, technical, political, and business-related
impediments. The most significant impediment may be the belief that decentralized
units cost more than large centralized facilities. Cost projections for electricity often
only include the capital cost of a generator, maintenance, and fuel. Such estimates
exclude “external costs” in the form of pollution, decommissioning, and price swings
for fuel and labor. These pricing schemes also fail to include many of the potential
benefits—such as reliability, efficiency, and security—that DG systems can provide.
Consequently policy makers and consumers often think that renewable technologies
(in particular) cannot compete effectively on costs with traditional fossil fuel sources
of electricity [34].

The largest technical impediment consists of problems related to the connection
of DG technologies to the grid. This interconnection conundrum really constitutes a
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set of aggregated technical problems: voltage control (keeping voltages within accept-
able ranges), the balancing of reactive power (properly synchronizing power within
the grid), and safety (ensuring the protection of people working on the grid, espe-
cially when parts of it fail). Customers using DG technologies today often rely on
custom-designed electronics packages to resolve these problems. But the high cost
to create such packages serves as a disincentive for many users. Recognizing this
problem, an IEEE Standards Coordinating Committee has begun developing rules for
interface technologies that would enable DG users to “plug” into the grid directly and
safely. However, agreement on the specific details of the new standards remains years
away. As of January 2, 2002, the list of committee members included 385 names
of people, representing scores of investor-owned and public power utilities, manu-
facturers, government laboratories, state agencies, and consultants. Each player sees
advantages and disadvantages to acceptance of any single technical standard, meaning
that a consensus will be difficult to fashion. The problem again illustrates the social
nature of technological change, as different players in the system view benefits and
costs differently [35].

Possibly more important, regulatory and political inertia within the United States,
in the form of financial subsidies, still favors fossil fuels, which are used to produce
most of the nation’s electricity. A recent study performed by the Environmental Law
Institute found that federal government subsidies (which consist of direct spending
and tax incentives) to fossil fuels totalled $72.5 billion over a seven-year period from
2002 to 2008. Meanwhile, subsidies for renewable fuels amounted to $29 billion in the
same period. (More than half of the subsidies for renewable fuels went to corn-based
ethanol, little of which is used to produce electricity.) [36] A 2007 U.S. Government
Accountability Office report suggested a similar lack of balance of direct spending
from the Department of Energy for electricity-related research and development:
between 2002 and 2007, the DOE spent $6.2 billion on nuclear programs, $3.1
billion on fossil fuel efforts, and $1.4 billion on renewable energy R&D. This
asymmetric subsidization means, for instance, that wind energy technologies may not
improve as rapidly as they did in the past [37]. Similarly, lingering monopoly rules
and discriminatory rate structures (often taking the form of exit fees, backup tariffs,
and connection surcharges) still exist in many states and create political obstacles
to investments in DG technologies. Customers who seek to use DG often face extra
charges imposed by utilities that seek to recover stranded costs.

In addition many old coal-fired power plants have been exempted from the 1972
Clean Air Act. This exemption gives them a further advantage because it allows them
to operate under older environmental standards, unlike DG technologies that must
meet current (and more stringent) permitting and siting requirements [38]. Similarly
the Congressional Budget Office notes that the costs of environmental monitoring
for DG technologies would be more costly than enforcement of regulations for large
central plants because power generators would be more dispersed, and that utilities
would have to invest large amounts of money in computer software and transmission
upgrades to manage DG facilities on the grid.

To be sure, some of these impediments can be mitigated by effective public
policy. As noted, DG implementation suffers because some of the costs involved
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in producing power in the conventional sense are not borne directly by the com-
panies that create those costs. Known generally as “externalities,” these costs are
imposed on society and are not included in the cost of conventional methods to
produce power, thereby skewing conventional analyses of alternative power choices.
However, government policies can impose taxes and other disincentives on activities
that cause perceived harm to society. At the same time they may provide incentives
for use of technologies that will enhance public health, security, power reliability,
and welfare—benefits that are difficult to quantify using traditional economic anal-
yses. Several policy initiatives have been suggested for improving the likelihood of
obtaining the societywide benefits of DG implementation. They include creation of
interconnection standards and contractual requirements so that DG owners can gain
access to the power grid at a fair cost and with reasonable, uniform technical require-
ments. Such an approach would minimize the need for expensive, time-consuming
efforts to manufacture custom-designed interfaces. At the same time DG implemen-
tation would benefit from establishment (by policy makers) of hourly retail markets
for the trading of power between DG owners and the distribution grid. Such a mar-
ket would allow DG owners and other consumers to profit from the value of DG in
reducing peak-load generation from utilities. Such markets remain in the experimen-
tal stage, though similar markets have been shown to provide useful incentives to
small-scale generation technology users and energy-efficiency technologies. Finally,
some argue that creation of a level “playing field” among all types of generators
(owned by utilities and nonutilities) would help eliminate unseen subsidies, costs,
and benefits, and encourage proper consideration of alternatives. Government policy
would establish standardized requirements for emissions allowances, land use, build-
ing codes, and other key components of the production of power, helping users choose
the most efficient design of a power delivery network. It would aid in the analysis of
energy-efficiency alternatives as well by elucidating the true costs of all supply-side
and demand-side alternatives.

6.4 PRACTICAL CONSEQUENCES: DISTRIBUTED GENERATION
AS A BUSINESS ENTERPRISE

In the “real” world these potential benefits and impediments are evaluated by men and
women in the business community who seek to exploit opportunities in the altered
electric utility system. This section examines in more detail the ways business people
consider these factors and develop business decisions. The discussion ends with an
analysis of a business model that incorporates economic and strategic factors to create
a possible niche for DG in the evolving utility system.

Four different categories of business entities appear likely to consider the
implementation of DG technology as an element of a strategic plan. These
include:

• Investor-owned utilities (IOUs) and publicly owned utilities that may want to
install DG units for supplying peak demand in areas that are located behind
congested transmission lines.
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• Manufacturers of DG systems that have already advanced the technologies for
DG on several fronts and, with the exception of large gas turbines, appear to
be pacing their capacity growth by market growth.

• The new generator and consumer (NGC) that sees operation of DG units as a
potential substitute for some or all of its purchases of electricity from utilities.
Included in this category are industrial sites, apartment complexes, govern-
ment agencies, military bases, universities, hospitals, shopping malls, and the
like. On the horizon, NGCs may also become wholesale energy suppliers by
interconnecting DG units.

• The contractor industry (CI) that performs one or more of the functions of
designing, building, installing, and operating DG units. The viability of contrac-
tors depends on the rate of adoption of DG by the above-mentioned categories
of business entities.

For any organization, strategic business planning begins with an analysis of the
organization’s mission and the threats and opportunities that exist in the external
environment. It continues with an examination of the firm’s weaknesses and strengths
(i.e., its internal environment). External threats include uncertain and rising electric-
ity costs and the unreliability of power supplied by utilities. As managers scope out
opportunities for changing their organization and developing a new strategic plan,
they often consider four general categories: redesign and repositioning in the mar-
ketplace of the organization’s products and services, improved selection and design
of the processes that the organization uses to pursue its mission, expansion or con-
traction and the reallocation of capacity, and improvements to operations control
systems [39].

Among these categories of action, managers view process improvement as the
mechanism through which they often take advantage of technological innovation.
But technological innovation is neither deterministic nor autonomous. It results from
a series of choices pursued by managers and events occurring in the marketplace
(which is itself affected by others’ choices and actions). In the strategic business plan
of new customers and generators, DG is viewed as a potentially new process for the
creation of electricity, a basic commodity that serves as a critical input into business
activities. Its price, availability, security, and quality may affect an organization’s
ability to produce the products or services that define its mission.

The most common business model for DG adoption and growth may consist of
one that partners new consumers and generators with DG contractors. By doing so,
companies seeking electricity and heat do not need to develop extensive expertise
outside their core competencies. Rather, they can depend on contractors who have
developed the skills and knowledge from operating DG units for other firms and who
can provide other services. The employment of DG would therefore not become a
distraction to a company’s core competencies or become a burden to its mission.

Even with a competent contractor working to develop DG units for a firm, an
array of risks confronts the nontraditional new player in the utility system. The list of
risk factors includes the impediments noted earlier. However, business managers may
look at them differently, combining several into these general categories:
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• Technological uncertainty Owners must deal with the chance that the DG
technology will not perform as reliably or as efficiently as its specifications. In
particular, interconnected DG systems may actually reduce the reliability of a
distribution grid due to the inability of grid operators to control unit dispatches
under rapidly changing conditions.

• Fuel cost uncertainty The price of natural gas, coal, and oil will affect the
financial performance of any DG unit that uses these fuels. Owners of renewable
energy technologies (e.g., wind turbines) will not need to worry about the cost
of energy resources, but the price they receive for surplus power will depend,
to a large extent, on the price of conventional fuels that provide competitive
benchmarks prices.

• Load uncertainty The growth and volatility of electricity demand within the
transmission grid that serves the NGC must be considered. Ironically, efforts
to reduce the cost of electricity in the form of demand-side response could
reduce the value of DG units that are most beneficial in supplanting expensive
peak-load power from utilities [40].

• Electricity price uncertainty The financial performance of a DG unit depends
on the cost of electricity from utilities that the unit supplants. Future prices of
electric power in the United States remain highly uncertain due to variability
in fuel costs, regulation, and technological change.

• Regulatory and public policy uncertainty The viability of DG projects depends,
to a certain extent, on the treatment by government entities. NGCs need to con-
sider the chance that tax incentives, subsidies, or easements associated with a
DG implementation may be offered or repealed by future legislatures and exec-
utives. Given the spotty history of utility system restructuring and deregulation,
it is difficult to predict the effects of government policies on evolving electricity
markets.

These uncertainties create financial (and nonfinancial) risks for NGCs. As with
any capital investment option, the cash flows of a proposed DG facility must be
viewed as random variables, and measures of financial risk must be computed from the
probability distributions of these variables. Investments that look acceptably profitable
on the basis of expected cash flows may be deemed unworthy when the risk associated
with these cash flows is estimated. The energy industry is a motivating force behind
new methods for assessing risk, and it currently is replacing the traditional evaluation
of net present value with the view of investments in generation capacity as real options.
This more enlightened view of financial risk directs the investor’s attention to both
the downside loss potential as well as the upside gain potential [41].

6.5 AGGREGATED DISPATCH AS A MEANS TO STIMULATE
ECONOMIC MOMENTUM WITH DG

This analysis suggests a host of potential and real problems faced by businesses
considering use of DG technologies, making the novel approach viewed as a somewhat
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risky, marginally profitable opportunity. Nevertheless, opportunities for the use of
DG exist, especially if structured in a new fashion, namely as an element of an
aggregated entity that can dispatch power to the grid. In such a way a DG owner
might obtain a significant revenue stream while also enhancing grid reliability and
reducing pollution. The business would employ electricity and waste heat for its own
needs when power remains cheap, and it would sell surplus power to the grid when
spot prices for electricity are high. To participate in the market for power, DG units
must be dispatched at times and locations where they are most needed. This kind of
dispatch requires coordination of all DG units in a distribution grid. By doing so,
owners provide society with some of the promised benefits of DG while also making
financial profits for themselves.

Is such dispatch possible? An experiment in New York, funded by the New York
State Energy Research and Development Authority (NYSERDA) and the US Depart-
ment of Energy, suggests that such dispatch can occur efficiently. The experiment
engaged the services of a private contractor, ELECTROTEK, to link 50 backup gen-
erators (providing a capacity of 35 MW) to centralized control points for dispatch to
the power grid. Not only technically feasible, the aggregated system demonstrated its
economic value by saving $1.5 million in one year through the use of DG only for
load curtailment [42].

The experiment highlights the new business model of aggregated dispatching for
DG. In this model, DG owners would submit, under contractual limitations, their units
to the control of a central dispatcher who trades off the cost of generation from the
DG units against the spot prices available from the wholesale market. In addition the
volatility of spot prices motivates financial risk management through the trading of
derivatives. Given the special expertise and close attention that such trading requires,
DG owners would probably assign these duties to a contractor as well. Here again,
DG owners would most likely try to avoid moving beyond their core competencies.
An experienced contractor would design, install, maintain, and operate DG units for
the owners. It would also trade the power produced by the units and manage risks
associated with their operation within an integrated distribution grid. The contractor
further would play (as in the NYSERDA experiment) the role of a load serving entity
(LSE) for a group of DG owners. It would purchase bulk electricity from utilities and
sell it in the day-ahead market in different parts of New York. When real-time prices
exceed the cost of generation from the DG units, the LSE would dispatch the DG units
and earn revenues. This complex business operation has proved financially successful
and illustrates clearly the viability of a contractor industry in the DG economy. As the
financial benefits of this business model become recognized, members of the contractor
industry might even benefit from economies of scale. They would collect, under one
roof, the broad expertise necessary for coordinated management of DG resources.

Parenthetically, it should be noted that this analysis currently focuses on the
profit-seeking new consumer and generator segment of the market. Perhaps in a later
study, the authors will examine in greater detail the potentially large interest in DG by
government entities, such as federal, state, and municipal agencies. Decision makers
in these bodies may (or should) evaluate energy situations differently than do man-
agers in profit-making corporations. For example, a city manager may look to the
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increased reliability and security benefits of DG technologies as a prime consideration
of a government that needs to maintain emergency services during a blackout caused
by accident or by terrorists. DG technologies would provide backup power at critical
times for the city to provide critical communications and rescue functions, displac-
ing economic factors (e.g., the simple cost of electricity per kilowatt-hour) as top
considerations. As another example, the US Department of Energy’s Federal Energy
Management Program, operated by Oak Ridge National Laboratories, may desire to
employ DG technologies as a way to obtain secure electrical supplies for government
facilities to deal with potential terrorist attacks or natural disasters. In fact, because
government managers may view DG positively for such uses, they may be among the
largest (and quickest) adopters of the new small-scale technology, thereby providing
its proponents with a substantial market.

6.6 CONCLUSION

Made up of a diverse set of economic, educational, legal, administrative, and technical
components, the American electric utility system developed much momentum during
most of the twentieth century. Supporting the use of large-scale hardware that exploited
economies of scale, the system’s stakeholders generated huge amounts of power at
declining costs and produced financial and social benefits for millions of people. The
system’s momentum, a metaphor for the social and technical components aligned in
such a way as to resist change, grew consistently and seemed to favor everyone.

But starting in the 1960s, problems with the standard (and previously improving)
generating technology became evident. Combined with the energy crisis of the 1970s
and the political response to it, however, momentum change began occurring. The
monopolistic utility industry first saw competitors generate power using small-scale
and cost-effective equipment that employed raw energy more efficiently. Government
incentives also spurred increased production of power from environmentally preferable
equipment such as wind turbines. Following passage of the Energy Policy Act of 1992,
the existing structure of the utility system changed further, with wholesale and retail
competition further eroding the momentum of the former system.

Efforts to restructure and partially deregulate the utility system have not occurred
without difficulties. It appears that, like in other industries, restructuring the utility
system will remain a messy business and may take a long time for stakeholders to work
out a new paradigm. The inherent messiness highlights the notion that momentum in
the system has changed and that stakeholders—some new ones in particular, such as
those that employ distributed generation technologies—have an occasion to introduce
new ideas for how the utility system will emerge in the near future.

This chapter has suggested that at a time when momentum change is occurring,
opportunities exist for the increased employment of DG technologies in the utility
system. Focusing on possible strategies for various business entities, it concludes that
ominous risks appear for companies that seek to generate power largely for themselves.
In many cases it is understandable why DG has not yet seen greater penetration into
the marketplace. However, some of those risks would diminish if government policy
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makers recognized better the subsidies offered to conventional fuel users and also
made companies pay for the significant external costs they impose on society. Such
a policy may be difficult to pursue for political and economic reasons. Still policy
should provide incentives for DG enterprises to recognize the real, but difficult-to-
quantify benefits to society overall, such as increased reliability, heightened security
of the grid, and reduced (or stabilized) transmission costs.

Even if policy makers fail to pursue some of these measures, DG could be
embraced by the business community in a novel form. This chapter suggests a busi-
ness model that employs experienced contractors to serve as load-serving entities for
DG units owned by several parties. The contractors would dispatch the units in a real-
time marketplace and earn revenues when spot prices surpass the cost of producing
power. Recent experiments with this business model appear promising. The authors
plan to continue to explore ways to make DG a larger element in a utility system
whose momentum continues to shift.
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